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Preface

For the 13th time now, we publish a book on concepts and applications in evo-
lutionary biology.

Our aim is to capture the evolution and progress of this field, and the
Evolutionary Biology Meeting in Marseilles is a perfect basis to do so. The goal of
this annual meeting is to allow scientists of different disciplines, who share a deep
interest in evolutionary biology concepts, knowledge and applications, to meet and
exchange and enhance interdisciplinary collaborations. The Evolutionary Biology
Meeting in Marseilles is now recognised internationally as an important exchange
platform and a booster for the use of evolutionary-based approaches in biology and
also in other scientific areas.

The book chapters have been selected from the meeting presentations and from
propositions born by the interaction of meeting participants.

The readers of the evolutionary biology books as well as the meeting participants
would perhaps like to see a shift in the evolutionary biology concepts, which they
have witnessed year after year in the different meetings and also in the books.
However, the fact that the chapters of the books are selected from a meeting enables
the quick diffusion of the novelties.

We would like to emphasise that the 13 books are complementary to each other
and should be considered as tomes.

Marseille, France Marie Hélène Rome
A.E.E.B. DirectorJune 2020

Pierre Pontarotti
A.E.E.B. and CNRS
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Chapter 1
Genetic and Morphological
Differentiation of Common Toads
in the Alps and the Apennines

Jan W. Arntzen, Wouter de Vries, Daniele Canestrelli,
and Iñigo Martínez-Solano

Abstract Using a panel of 31 diagnostic nuclear SNP markers in 56 toad popula-
tions from the southern Alps and the northern and central Apennines, we document
that the range of the spined toad, Bufo spinosus, extends along the Mediterranean
coast from France into the northwest of Italy. This species, and the common toad
B. bufo, engage in a unimodal hybrid zone, with B. spinosus at the higher and B.
bufo at the lower altitudes of the Ligurian Alps. The width of 24.0 km observed in
the Italian section of the long hybrid zone is narrower than documented in France
(ca. 50 km). Using six mitochondrial SNP markers, we resolve several haplotype
groups, with approximate distributions as ‘bufo-e2’ across the French–Italian border
region, ‘bufo-e3’ in the Italian Alps, ‘bufo-e6’ in the Apennines and ‘spinosus’ with
a single occurrence in Italy. We did not observe the northern European ‘bufo-e1’
haplogroup. The bufo-e2 haplogroup is frequently observed in B. spinosus, there-
with confirming a marked nuclear/mitochondrial discordance. The bufo-e3 and e6
haplogroups correspond to separate nuclear genetic lineages of B. bufo in the Alps
and the Apennines, respectively. These groups engage in a wide zone of intergra-
dation (109.3 km). Bufo bufo populations from the Po valley remain to be studied,
but presumably fall with the northern Alpine group. With data from the southeast
of France as a reference, we show that Italian B. bufo, in particular those from the

Electronic supplementary material The online version of this chapter
(https://doi.org/10.1007/978-3-030-57246-4_1) contains supplementary material, which is
available to authorized users.
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Apennine lineage, are morphologically more similar to B. spinosus than to B. bufo. A
two-species distributionmodel developed for France on the basis of climate variables
was extrapolated over the entire B. spinosus–B. bufo range. The result suggests that
large parts of the central and eastern Mediterranean have climates that in southern
France and the western Mediterranean region support the presence of B. spinosus.
This clarifies taxonomic confusion regarding species assignment of common toads
from southern European peninsulas and hints at possible processes of convergent
adaptive morphological evolution in these areas.

1.1 Introduction

Many widespread taxa have, over the last decades, turned out to be conglomerates
of distinct, but closely related and morphologically similar species, also known as
‘cryptic species’. Amphibian examples include ‘Triton cristatus’, ‘Triton taeniatus’
and ‘Rana esculenta’ in the Old World and ‘Rana pipiens’ in the NewWorld. These
taxa are currently considered species groups within the genera Triturus, Lissotriton,
Pelophylax and Lithobates (Frost 2019). Mostly because of their ubiquity and avail-
ability, these very species have been popular for teaching purposes and for morpho-
logical, physiological and behavioural research (e.g., Rusconi 1821; Ecker 1864;
Ecker et al. 1899; Donaldson 1908; Tinbergen and Ter Pelkwijk 1938). To illustrate
the point, only six taxa (including all four listed above) were instrumental to the seven
Nobel Prize winning studies and 12 laureates that made use of amphibian models
(Burggren andWarburton 2007). It remains, however, unclear which of the currently
recognized species were actually employed in these studies and how taxonomic affil-
iation might influence the reproducibility of results in these and other investigations.
This highlights the importance of taxonomic knowledge linked to a robust phyloge-
netic framework. In this respect, molecular systematics has decisively contributed to
delineate taxa and resolve phylogenetic relationships in groups comprising morpho-
logically similar species, which has led to rapid progress in the resolution of terminal
branches in the tree of life, especially with the advent of high-throughput sequencing
technologies (Hinchliff et al. 2015).

One such example of hidden complexity is ‘Bufo bufo’ which comprises
four species of Eurasian toads. The species are unequivocally diagnosable from
genetic markers but difficult to identify from morphology, at least in some regions
(Litvinchuk et al. 2008; Recuero et al. 2012; Arntzen et al. 2013, 2016). Within
this group the spined toad Bufo spinosus Daudin, 1803 from North Africa and
south-western Europe and the common toad Bufo bufo (Linnaeus, 1758) from
western, northern, central and eastern Europe, are genetically deeply differentiated
but morphologically cryptic species. The species meet up in a diagonal line across
France, from the Atlantic Ocean to the Mediterranean (Arntzen et al. 2018, 2020).
They are not sister taxa, yet in the two areas where they were studied in detail,
they hybridize in ca. 50 km wide zones (Arntzen et al. 2016; Trujillo et al. 2017;
Van Riemsdijk et al. 2019a, b). Nuclear genetic data indicate the presence of B.
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spinosus along the French Mediterranean coast, up to the Italian border, suggesting
that the species’ range may reach into Italy (Arntzen et al. 2016). We here investi-
gate the distribution and possible genetic admixture of both species over the north
of Italy with an eightfold number of nuclear genetic markers (from four to 31). We
confirm that B. spinosus is present in the northwest of the country (Liguria) and that
it engages with B. bufo in a narrow hybrid zone. In Italian B. bufo, we discern two
lineages, distributed along the Alps and in the Apennines, respectively. The southern
Apennine lineage of B. bufo is morphologically more similar to B. spinosus than is
the northern Alpine lineage, which hints at processes of convergent morphological
evolution driven by climatic factors.

1.2 Materials and Methods

Tissue samples were collected under licence as toe tips from adults and the tips
of tail fins from larvae for 890 individuals at 56 localities across the north of Italy
and adjacent France. Fluorescence-based genotyping (Semagn et al. 2014) was used
in the Kompetitive Allele-Specific PCR (KASP) system at the single nucleotide
polymorphism (SNP) genotyping facility (LGC genomics, UK) of the Institute of
Biology, Leiden University. Primer design, PCR setup and data visualization and
recording followed Arntzen et al. (2016) and Van Riemsdijk et al. (2019a). The
full panel of SNPs was studied with the exclusion of banp, c10orf2 and klhl that
lacked species diagnosticity and egflam that was strongly out of Hardy–Weinberg
equilibrium. Data for individuals with more than five SNPs missing were discarded.
For the remainder,missingdata amounted toN =470 (1.7%)over 31nuclearmarkers.
We further designed and applied a panel of six SNPmarkers to a subset of thematerial,
with the aim to identify the differentmtDNAhaplogroups that have been documented
for the wider region, namely ‘spinosus’, ‘bufo-e1’, ‘bufo-e2’, ‘bufo-e3’ and ‘bufo-
e6’ (Garcia-Porta et al. 2012; Arntzen et al. 2017). Individuals with more than one
SNP data point missing were excluded. For the remainder, missing data amounted
to N = 38 (1.5%). Haplogroup information was compiled for 620 individuals from
33 localities.

We also measured adult toads in the field for two characters that are reported to
discriminate between Bufo bufo and B. spinosus (Arntzen et al. 2013), namely body
size (as snout-urostyl length, SUl, measured with callipers at 0.1 mm precision) and
parotoid angle (Pa, measured with a protractor on digital imagery, with 0.5 degree
precision), all by the same observers (WdeV, JWA). Species identity was determined
from nuclear genetic data, and individuals from strongly admixed populations were
not analysed. Thematerial studied involved 213males and 45 females ofB. bufo from
the southeast of France, 207 males and 88 females of B. spinosus from the southeast
of France and adjacent Italy and 254 males and 41 females of B. bufo from the north
of Italy. Because of a documented sexual size dimorphism, males and females were
analysed separately.



4 J. W. Arntzen et al.

Genetic data were analysed with GenePop (Rousset 2008) andAdegenet (Jombart
2008). Tests for Hardy–Weinberg equilibrium and linkage disequilibrium were eval-
uated under theBenjamini–Hochberg procedure formultiple comparisons.Heterozy-
gote deficits were observed for locus ntrk2 in populations B478 and B479, for locus
pdgfrl in population B391 and for locus psmg3 in population B479. The signal for
linkage disequilibrium was not significant. Molecular genetic clines were investi-
gated with HZAR software as in previous studies (Derryberry et al. 2014; Arntzen
et al. 2017; Van Riemsdijk et al. 2019a). Mitochondrial DNA data were analysed
in a median-joining network, with PopArt software (Leigh and Bryant 2015). Other
statistical analyses were carried out with SPSS 20 (IBM SPSS 2016).

A two-species distribution model was constructed by contrasting published pres-
ence data for both species (Arntzen et al. 2020). It describes the contiguous ranges
of B. bufo and B. spinosus from environmental parameters and showed a good fit to
the underlying data of 404 genetically investigated toad populations (‘area under the
curve statistic’, AUC = 0.97 ± 0.007). The model was re-estimated to only include
climate variables (bio01–bio19; Fick and Hijmans 2017) and extrapolated over the
combined species ranges including theMediterranean region. The distributionmodel
was visualized with ILWIS 3.6 (ILWIS 2009).

1.3 Results

The first axis of a principal component analysis (PCA) of the nuclear genetic data
explains 63.8% of the total variation observed and yields a bimodal distribution, in
which B. spinosus and B. bufo populations are widely separated (Fig. 1.1a). All loci
except psmg3 contribute significantly to the species separation, which reflects the
intended diagnosticity of the markers. Three populations are strongly admixed (0.2
< Fs < 0.8), with average frequencies of alleles typical for B. spinosus (Fs) of 0.23
(B480, Ormea), Fs = 0.31 (population B479, Garessio) and Fs = 0.73 (B481, Nava).
The reconstructed cline suggests that a major part of the B. bufo–B. spinosus species
transition takes place over a distance of ca. 20 km (Fig. 1.1b). Three moderately
admixed B. spinosus populations with 0.8 < Fs < 0.9 are located at line-in-sight
distances of 5.5, 14.0 and 24.5 km to Nava (populations B471, B470 and B381;
Fig. 1.2c).

The second PCA axis explains 12.0% of the total observed variation and displays
a cluster of B. spinosus populations as well as a linear spread of B. bufo populations
from the Apennine to the Alps (Fig. 1.1a). Bufo bufo populations from the Alps and
the Apennine regions have mostly positive and negative PCA2 scores, respectively.
Significant correlations are observed between Fs and the scores at the second PCA
axis for 14 out of 31 markers (aimp2, b4galt7, cwc22, dbr1, exon1, gatsl2, lrrc23,
med8, pigg, pdgfrl, psmg3, rpl3, sart3 and ttc37 with a Spearman correlation coeffi-
cient rs of 0.32 < |rs| < 0.84, P < 0.05). A major part of the genetic transition takes
place over a distance of ca. 100 km (Fig. 1.1c). Two populations that mark the tran-
sition and that are also geographically close to B. spinosus are B477 and B478, at



1 Genetic and Morphological Differentiation of Common Toads ... 5



6 J. W. Arntzen et al.

�Fig. 1.1 a Results of a principal component analysis of nuclear genetic data for Bufo bufo and B.
spinosus from the north of Italy and adjacent France. PCA scores are averaged over populations. The
superimposed color triangle aims to link population genetic profiles with geographical position, as
in panels band cand Fig. 1.2.bSharp nuclear genetic cline described by the first principal component
axis. The transect runs over ca. 80 km along the Mediterranean Sea, from pure B. spinosus (in red,
population B435 in the southwest) to pure B. bufo (in green, population B477 in the northeast). Note
that the transition is sharpest between populations B481 (locality Nava) and B480 (locality Ormea).
The grey shading shows the 95% confidence interval of the cline. For orientation, see Fig. 1.2c.
c Shallow nuclear genetic cline described by the second principal component axis for Italian B.
bufo. The transect runs over ca. 600 km, from central Apennine populations (in light green) to west
Alpine populations (medium blue, e.g., populations in the western Italian Alps). For orientation,
see Fig. 1.2b. A B. bufo population from the Julian Alps is shown for comparison (in deep blue)

the northeastern section of the B. spinosus–B. bufo transect (Fig. 1.2c). These local-
ities approximate the three-way junction for the B. spinosus–B. bufo Apennine–B.
bufoAlpine ranges. Numerical details for the clines running in northeastern direction
(PCA1, B. spinosus–B. bufo) and the cline running in southeastern direction (PCA2,
Apennine B. bufo to Alpine B. bufo) are provided in Table 1.1.

Analysis ofmtDNAdata revealed a single spinosus haplotype in population B381.
All other mtDNA haplotypes were typical for B. bufo. A total of 187 (30.2%) were of
the bufo-e2 type, 145 (23.4%) were of the bufo-e3 type, and 277 (44.7%) were of the
bufo-e6 type (Fig. 1.3). The bufo-e1 type was not observed. Finally, for ten individ-
uals (1.6%), haplotypes could not unequivocally be classified because of conflicting
diagnostic character states. The spatial distribution of the B. bufo haplotype groups
is shown in Fig. 1.3.

Bivariate plots of the variables SUl and Pa confirm the significant morphological
differentiation of reference material of both species from France, for males as well
as for females. In a classifying discriminant analysis, the far majority of Italian B.
bufo (81%) is not assigned to its own species but to B. spinosus, as illustrated by
strongly overlapping ellipses in Fig. 1.4.

The two-species distribution model takes the following logistic equation: Pb =
(1/(1 + exp(0.0453 * bio01 − 0.559 * bio02 + 1.423 * bio03 + 0.00844 * bio04 −
0.0284 * bio06 − 0.0237 * bio09 − 51.278))), in which Pb is the probability for the
presence of B. bufo at the locality investigated, on a zero to unity scale. The model
fit in France is AUC = 0.91 ± 0.015. For a spatial representation of the model, see
Fig. 1.5.

1.4 Discussion

Our increased population and genetic sampling confirms that B. spinosus is present
in the northwest of Italy and that it engages with B. bufo in a narrow hybrid zone in
Liguria. The inferred cline width (24 km) is narrower than observed in France (ca.
50 km in the northwest as well as in the southeast of the country (Van Riemsdijk
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Fig. 1.2 Differential nuclear genetic composition of toad populations (spined toad, B. spinosus
and common toad, Bufo bufo) in the north of Italy. a Italy, with the research area boxed. b Studied
populations coloured after their position in the PCA-plot of Fig. 1.1, with B. spinosus in red and B.
bufo in blue and green. Altitudes are from <500 m a.s.l (white) to >2500 m a.s.l. (black shading),
with increments of 500 m. c Detailed presentation of the B. spinosus–B. bufo transition in the
Ligurian Alps. For sample sizes and locality information, see Supplementary Information. Popula-
tions included in the transects of Fig. 1.1b, c aremarked by a black or white central dot. The transects
arbitrarily start at population B435 to run in northeasterly direction and at population B376 to run
in southeasterly direction
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Table 1.1 Parameter estimates for the maximum-likelihood geographical clines shown in Fig. 1.1

Cline position is relative to selected populations (see below) and width is 1/maximum slope.
Confidence intervals are based upon the 2log-likelihood unit support limits. Delta (δ) and tau (τ)
are the shape parameters for the tails, with fitting at right (R) or no fitting (N). Pmin and Pmax
are the estimated PCA scores at either end of the transect and are fixed to their empirical values

Character studied Principal component axis

First Second

Taxa involved B. spinosus–B. bufo Apennine–Alpine B. bufo

Cline shown in
Figure 1.1b 1.1c

Approximate spatial orientation Northeast Southeast

Starting position B435 B376

Model type FixN FixR

Position (km) 44.89 123.38

95% Confidence interval Min 40.71 108.86

Max 48.55 143.52

Width (km) 24.01 109.28

95% Confidence interval Min 14.77 32.21

Max 38.13 223.12

Right tail fitting δ 22.54

τ 0.181

P, PCA scores at either end Min −15.304 −2.594

Max 1.906 4.365

et al. 2019a, b), suggesting stronger selection against hybrids in Italy. Whether this
selection is the result of intrinsic or extrinsic factors, or that both elements contribute
to maintaining this tension zone, remains an open question. With respect to climate
and topography,Arntzen et al. (2020) highlighted the role ofmajor rivers as barriers to
dispersal. However, populations B479 and B480 are actually breeding in the margins
of the river Tanaro (Fig. 1.2c) and possess similar genetic profiles, suggesting that
the river supports a panmictic population and acts as a route for dispersal along its
upper stretches, rather than as a barrier. This genetically admixed riverine population
is likely to extend further upstream, in which case the centre of the hybrid zone could
be pinpointed to in between the villages Nava and Ponte di Nava, at 900–810 m a.s.l.,
reducing hybrid zone width to just a few kilometres.

We also found considerable variation in Italian B. bufo, with two major nuclear
lineages distributed along theAlps and in theApennines, respectively. Our SNPpanel
was developed to discriminate B. spinosus and B. bufo in France, where haplogroups
bufo-e1 and bufo-e2 are present. The presence of genetically differentiated lineages
bufo-e3, e4 and e6 in Italy may have affected the discriminant performance of our
SNP panel, but the results, based on large sample sizes, seem robust to possible
ascertainment bias.At any rate, the differentiation observed in ItalianB. bufo suggests
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Fig. 1.3 Distribution of Bufo bufomitochondrial DNA haplotypes over 33 localities in the southern
Alps and the Apennines, with bufo-e2 in purple, bufo-e3 in yellow and bufo-e6 in orange. The
occurrence of a single rare spinosus haplotype is shown by a red ‘S’. Note that the bufo-e1 type
was not found and that all but one of the B. spinosus along the Mediterranean coast (Fig. 1.2) carry
the bufo-e2 haplotype. For sample sizes and locality information, see Supplementary Information

that the Apennine peninsula has been an important glacial refugium for the species.
Future studies should include samples from putative southern refugia (Calabria,
Sicily), where phylogeographic studies of other amphibian taxa have revealed deeply
diverged lineages (see for instance Canestrelli et al. 2015).

Genetic differentiation betweenAlpine andApennine lineages in the Italian penin-
sula is a common phylogeographic pattern, previously described in a number of taxa,
including mammals (Chiocchio et al. 2019), but specially amphibians (Bisconti et al.
2018; Chiocchio et al. 2017; Dufresnes et al. 2018). This hints at common historical
events, causing similar responses in biotic communities, that can be inferred from
their genomic signatures. Both lineages admix broadly in the upper reaches of the
Po plain, with cline width exceeding 100 km being consistent with a lack of barriers
to hybridization.

Another important finding of our study is the fact that Italian B. bufo are
morphologically similar to B. spinosus from the south of France and different from
conspecifics from France. This reflects the—now abandoned—notion of B. spinosus
as a circum-Mediterranean subspecies (Sinsch et al. 2009) and suggests convergent
evolution of Mediterranean B. bufo to the B. spinosus phenotype. Alternatively, the
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Fig. 1.4 Bivariate plot of the two main morphological characters (paratoid angle and snout-urostyl
length) that discriminate Bufo bufo (black) and B. spinosus (red) in the southeast of France. Data are
summarized by ellipses that represent the mean and one standard deviation, for males (left panel)
and for females (right panel). Note that for both sexes B. bufo from Italy (in blue and green) are
morphologically more similar to B. spinosus than to conspecific French B. bufo, irrespective of their
origin from the Italian Alps (blue) or the Apennines (green)

widespread northern European B. bufo lineage (represented by the e1-haplogroup)
lost some of the B. spinosus features. Thus, our results clarify taxonomic confusion
regarding species assignment of common toads from southern European peninsulas
and hint at possible processes of convergent adaptive morphological evolution in
these areas that could be further explored with a combination of experimental and
genome-wide association studies.
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Fig. 1.5 Climate-based two-species distributionmodel for the spined toad,Bufo spinosus (predicted
range in red) and the common toad, B. bufo (predicted range in blue). Green colours represent
intermediate predictions. Shaded areas are outside the range of both species (Agasyan et al. 2009)
and the documented range of B. spinosus over the southwest of France, the Iberian Peninsula and
the Maghreb does not extend across the dotted line. The species contact zone across France and
the northwest of Italy is shown by an interrupted line. The distribution model is derived from
genetically secured records for France (for details see Arntzen 2019; Arntzen et al. 2020) and is
here extrapolated over Europe and adjacent parts of Africa and Asia. Note that large areas of the
central Mediterranean (i.e., Italy) and the eastern Mediterranean (i.e., the Balkans and Turkey),
actually inhabited by B. bufo, have a reconstructed climatic profile similar to that of the B. spinosus
range. For the situation in Great Britain see Arntzen (2019)
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Chapter 2
Molecular Phenotypes as Key
Intermediates in Mapping Genotypes
to Fitness

Aditya Ballal, Constantin D. Malliaris, and Alexandre V. Morozov

Abstract We argue that the staggering complexity of the relationship between the
organism’s genomic sequence and its evolutionary success, as measured by organis-
mal fitness, can become more tractable when viewed through the lens of phenotypic
features. These phenotypic features can refer to molecular properties of a protein or
protein complex or represent morphological characteristics such as body size and
beak shape in birds. Using protein evolution as an example, we demonstrate that it is
possible to describe phenotypic landscapes, in which every protein sequence is asso-
ciated with a phenotypic value such as free energy of protein folding, using compact
and interpretable models that can be learned from relatively small-scale datasets.
The predicted phenotypic values then serve as explicit inputs to a model of organ-
ismal fitness, with the functional form of the fitness function given by biophysical
considerations or learned from evolutionary data (fitness measurements for a collec-
tion of genotypes). Thus, instead of being a high-dimensional function of genotypes,
fitness becomes a low-dimensional function of one or several phenotypes, making it
much easier to visualize fitness landscapes and analyze their properties. Moreover,
evolutionary dynamics on such landscapes can be decomposed into generation of
phenotypic differences by mutations and subsequent motion on the low-dimensional
fitness landscape. This two-tiered approach, made possible by recent advances in
high-throughput molecular biology, may hold a key to better understanding of the
evolutionary processes that have shaped, and continue to shape, all life on Earth.

2.1 Introduction

The ability of a cell to survive, grow, and divide depends on the concerted action of
thousands of proteins and other biomolecularmachines inside it. Biological functions
of most proteins emerge directly from their physico-chemical properties, which are
determined by protein structure: complicated mutual arrangements of protein amino
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acids (aa) in three-dimensional space. Protein structures are not static but rather
change in time in complicated ways (Shaw et al. 2010), due to both thermal fluc-
tuations and larger-scale conformational transitions such as those responsible for
allosteric control (regulation of an enzyme by binding an effector molecule at a
site other than the enzyme’s active site) (Monod et al. 1965) or signal transduction
(Gardino et al. 2009).On the evolutionary level, changing one amino acid into another
as a result of a random single-nucleotide mutation in the protein coding sequence
may alter or abolish its function, which may in turn have profound consequences for
the evolutionary fitness of the cell. In unicellular organisms, fitness is related to the
cell’s ability to survive and divide (Crow and Kimura 1970; Gillespie 2004), as a
result, fitness is often equated with growth rates in bacterial or yeast populations.

Although single-nucleotidemutations constitute an importantmechanism for gen-
erating variation in an evolving population, they are not the only ones: insertions and
deletions as well as homologous recombination have the potential to alter protein’s
sequence and therefore affect its structure and dynamics. Thus, various stochastic
mechanisms generate genomic mutations in a population of organisms, providing,
as one of the consequences, variation in the functional properties of the proteins in
each individual. Since fitness is determined in part by protein function (which in turn
is a direct consequence of protein structure and dynamics), it is this variation in the
protein functional properties that provides raw material for the natural selection to
act upon. In other words, fitness can be expressed more naturally as a function of
protein and other molecular phenotypes rather than modeled directly as a function
of genomic sequences.

Arguably, this progression from protein coding sequences to molecular phe-
notypes to organismal fitness is rather protein-centric—for example, it appears to
neglect the fact that evolution often acts through changes in protein regulation rather
than protein sequence (Wray 2007). However, any functional element in the genome
can in principle be treated using the same line of reasoning: relevant molecular
phenotypes can be identified and studies of the effect of these phenotypes on organ-
ismal fitness can be decoupled from the question of how the observed distribution of
molecular phenotypes is generated by the underlying mutational mechanisms. For
example, in the evolution of cis regulation, free energies of transcription factor-DNA
binding or transcription factor on and off rates provide natural choices of the molec-
ular phenotypes to focus on. Thus the “genotype→phenotype→fitness” paradigm
(as distinct from direct mapping of genotypes onto fitness) constitutes a universal
framework for modeling evolutionary dynamics in diverse populations of organisms.

In this review, we will describe some of the recent progress in identifying, exper-
imentally exploring and modeling molecular phenotypes and their contributions to
fitness. Using representative examples of both theoretical work and large-scale exper-
imental studies designed to probe protein function and evolutionary consequences of
protein mutations, we will demonstrate substantial conceptual and practical advan-
tages of building evolutionary models that explicitly formulate fitness as a function
of one or several molecular phenotypes. We will argue that such an approach may
provide the key advance needed to connect a wealth of mutational data available
from large-scale genomic studies with the well-established mathematical framework
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of population genetics, which studies the effects of mutations, selection, and genetic
drift in evolving populations (Crow and Kimura 1970; Kimura 1983; Gillespie 2004;
Ewens 2004; Hartl and Clark 2007; Wakeley 2005).

2.2 Quantitative Description of Phenotypic
and Fitness Landscapes

By definition, in protein fitness landscapes, a fitness value is assigned to every protein
sequence (Romero and Arnold 2009; Carneiro and Hartl 2010; Canale et al. 2018;
Hartman and Tullman-Ercek 2019). Fitness values can be obtained on the basis of
evolutionary experiments in which, e.g., bacterial growth rates are measured in a
population, with the only source of variation being the sequence of the protein in
question. The rest of the genome should be either identical in sequence or follow a
known distribution for all protein variants under study. Fitness landscapes are high-
dimensional mathematical objects whose properties may be obscured by employing
low-dimensional metaphors (Szendro et al. 2013). Protein phenotypic landscapes
are the same mathematically as protein fitness landscapes, except that a phenotypic
value of interest rather than fitness value is assigned to each sequence. Probing such
landscapes requires biophysical and biochemical rather than evolutionary data,which
are often easier to collect.

Mutational mechanisms and the connectivity of protein sequence spaces. The
notion of a protein fitness or phenotypic landscape is intimately related to the idea
of protein sequence space (Smith 1970). Protein sequence space is defined as a
network in which each protein sequence forms a node; network edges are single
amino acid (single-aa) substitutions. Each node on the landscape is assigned a fit-
ness value, which in the absence of evolutionary information is often represented by
some biological or physical property of the protein such as its folding stability or the
probability to be in a certain conformational state. While this picture of a molecular
fitness landscape has played an important role in understanding evolutionary dynam-
ics on the molecular level, it is important to be aware of its principal assumptions
and limitations. Indeed, evolution on a fitness landscape is a result of complex inter-
play between forces of selection, mutation, and genetic drift (stochastic effects that
are always present in finite populations due to discreteness of reproductive events
(Kimura 1983; Ewens 2004)). Changing mutational parameters or the population
size may have a profound effect on how the population evolves, even if the fitness
landscape (i.e., selection) remains the same.

Focusing first on mutational mechanisms, we note that the assumption of evolu-
tion via single amino acid substitutions which occur at the same mutation rate μaa is
unrealistic without taking the rules of amino acid translation into account. For exam-
ple, ALA encoded by the GCA codon can mutate into SER encoded by the TCA
codon via a single-nucleotide substitution with rate μn, whereas at least two single-
nucleotide mutations are needed to mutate ALA (represented by CGN in the genetic
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code) into ILE, which is encoded by ATA, ATC, and ATT. Since single-nucleotide
mutation rates are � 1 in all organisms, including unicellular organisms such as
bacteria and viruses (Drake 1991; Drake et al. 1998; Lynch et al. 2008; Wielgoss
et al. 2011),O(μ2

n) terms can be neglected and as a result the ALA–ILE edge has to
be removed from the protein sequence network. Furthermore, in models that work
with real genomic data, a single mutation rate μn should be replaced by more com-
plex models that take into account genome-wide frequencies of the four nucleotides
and the chemical distinction between transition and transversion mutational events
(Yang 2006). Indeed, it is expected that A↔G and C↔T transitions should occur at
a higher rate than, e.g., A↔C transversions, which necessitate a much more drastic
modification of the chemical structure of the DNA base.

Even when all mutational biases are carefully taken into account, mutational
moves on the protein sequence network are restricted to single-nucleotide substitu-
tions. Including insertions and deletions (indels), which have been recently argued to
play a key role in the expansion of protein structural folds (Light et al. 2013), as well
as recombination, whose evolutionary consequences have been debated for decades
in the population genetics literature (Crow and Kimura 1965; Eshel and Feldman
1970; Kondrashov 1988), profoundly changes how the nodes in the protein sequence
network are connected to one another and how quickly the sequence space can be
explored.While indels can be viewed as another type ofmutational move, the relative
weights of mutational edges are not fixed when recombination is included—rather,
they become dependent on the current genetic state of the population. Indeed, in a
population without any genetic variation, recombination cannot create new variants
at all. In a population with 50% aa and 50% bb sequences, the frequency of ab and
ba genotypes will be 0.25r on average under a simple model with non-overlapping
generations and binomial sampling with replacement, where r is the recombination
rate, defined as the probability of recombination between sequence positions 1 and
2 per generation. However, in a population with 90% aa and 10% bb sequences,
the average frequency of the ab and ba genotypes will be just 0.09r . It is there-
fore critically important to be aware of all the mechanisms through which molecular
sequences can evolve in a given population or experimental setup.

Complex mapping from phenotypes to fitness. Another major caveat has to do
with the definition of fitness. In population genetics literature, fitness is defined as
the number of progeny per parent over the parent’s lifetime, or the probability of
the individual’s survival (Crow and Kimura 1970; Gillespie 2004). It is difficult to
relate such complex quantities, which depend on a number of phenotypic charac-
teristics of each organism, to molecular phenotypes that can be easily explored in
the laboratory, such as protein binding stability, specificity and affinity of protein-
protein and protein-DNA interactions, or enzymatic rates. Therefore, an assumption
is often made, either implicitly or explicitly, that fitness is proportional to the molec-
ular characteristic assayed in a given experiment, or described in a given theoretical
model. This assumption is often unwarranted since the relationship between a spe-
cific molecular phenotype, such as the probability of a protein to be in a folded and
functional state, and organismal fitness is typically unknown, and may be nonlinear
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and even non-monotonic. For example, in the case of enzymatic reactions, it is con-
ceivable that there is an optimal concentration of the enzyme’s product, so that both
under- and overproduction of the product molecule are harmful to the cell. Under-
production may deprive the cell of the urgently needed molecular substance. On the
other hand, overproduction may lead to various fitness costs including squandering
cellular ribosomal capacity to produce superfluous enzymes, depletion of substrate
molecules that may have been costly to make and that might be needed in other
pathways, and the necessity to dispose of unwanted products. In such cases, it is
more appropriate to speak of phenotypic rather than fitness landscapes, unless the
experimental setup includes large-scale measurements of growth rates for a library
of mutants with known molecular phenotypes, which can elucidate the link between
phenotypic characteristics and fitness.

Furthermore, even if the link between a given phenotype and fitness is carefully
mapped out experimentally, it is still subject to the laboratory conditions under which
the evolution of the population was examined. Indeed, fitness strongly depends on
the environmental conditions, including a variety of factors such as temperature,
seasonal atmospheric changes, weather conditions, demographic range, and presence
of other species which compete for resources with the population of interest. Another
closely related phenomenon is frequency-dependent selection, in which fitness of a
given phenotype or genotype depends on its frequency in the population (Ayala and
Campbell 1974; Levin 1988). Although it is widely accepted that growth rates of
a bacterial population strongly depend on and are shaped by the environment, the
role of the latter is poorly understood and as a result is often ignored in quantitative
models.

Because of the non-trivial mapping from phenotypes to fitness, it is not always
clear how important the observed variation of a given phenotype might be for evo-
lutionary dynamics. In one limiting scenario, observed variations in, e.g., ligand-
binding free energy �G would not affect organismal fitness at all, mapping a
rugged “ligand-binding” landscape into a neutral fitness landscape where each pro-
tein sequence is assigned the same fitness. Somewhat more realistically, one could
construct a “two-plane” fitness landscape inwhich all low-fitness states are character-
ized by�G below a certain threshold, while all high-fitness states correspond to�G
above the threshold. In general, population genetics shows that evolutionary dynam-
ics will be effectively neutral on fitness landscapes with N�F ≤ 1 and �F ≤ μ,
where �F is the difference in fitness between mutationally adjacent sequences, μ

is the mutation rate, and N is the effective population size (Crow and Kimura 1970;
Gillespie 2004). Thus, it is especially important to know which phenotypic changes
can give rise to selective forces that are strong enough not to be masked by genetic
drift (stochastic effects in finite-size populations) and mutational effects.

Epistasis and landscape structure in molecular evolution. The above arguments
indicate that the relevant features of a fitness landscape and, in particular, the distri-
bution of fitness differences between pairs of nodes connected by a single mutational
move do not have absolute meaning but rather must be measured against the char-
acteristic scales of the other two evolutionary forces: mutation and genetic drift. In
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other words, a landscape would look smooth to a small population buffeted by strong
stochastic forces of genetic drift, which will force the population to leave local fitness
peaks and enable it to cross fitness valleys. The same landscape would appear much
more structured to a large population, whose weak stochastic forces would enable it
to localize onto the nearest basin of attraction more efficiently, while making it more
difficult to escape such local features.

Nonetheless, even though the landscape structure is not absolute, it plays a key
role in classifying fitness landscapes and understanding the types of evolutionary
dynamics they can support. In many protein phenotypic landscapes, a natural sepa-
ration of scales arises: most protein sequences correspond to the “null” phenotype
because they are unable to adopt a well-defined fold that would enable them to carry
out their biological function, such as binding a ligand or undergoing a conforma-
tional change as part of a signal transduction pathway. Only a small fraction of all
possible sequences would yield measurable phenotypes, which may have non-trivial
patterns of interconnectivity (e.g., isolated islands vs. a single cluster which con-
tains all viable sequences) and exhibit additional features such as local maxima or
basins of attraction. The simplest landscape of this kind is a “two-plane” landscape
in which each sequence is assigned either a low-fitness (or null phenotype) value
or a high-fitness (or viable phenotype) value. When the gap between the low- and
high-fitness values is substantial, the evolutionary dynamics on such a landscape is
largely driven by the connectivity of the sequences on the upper plane and by the
number of deleterious vs. neutral mutations available to a given sequence.

There are many ways in which protein landscapes can be characterized quantita-
tively: the number of local maxima, the distribution of phenotype or fitness differ-
ences between mutational neighbors, the average fractions of neutral, deleterious,
and beneficial mutations available to a protein sequence, etc. However, very often
the features of molecular landscapes are viewed through the lens of epistasis (Starr
and Thornton 2016; Miton and Tokuriki 2016; Canale et al. 2018; Hartman and
Tullman-Ercek 2019). In the context of protein evolution, the notion of epistasis
refers to the fact that as a rule, phenotypic or fitness effects of introducing an amino
acid mutation at a given site in the protein sequence will depend on the states of
amino acids at the other sites. In the absence of epistasis on a fitness landscape, evo-
lutionary dynamics is highly predictable and the landscape possesses a single global
maximum—a sequence with every amino acid in its highest fitness state (Szendro
et al. 2013). On the other hand, since on epistatic landscapes effects of mutations
may differ in magnitude and even in sign depending on the rest of the sequence, such
landscapes exhibit “ruggedness” or “roughness” and may be characterized by multi-
ple fitness peaks (Carneiro and Hartl 2010; Poelwijk et al. 2011; Starr and Thornton
2016). These landscape features make some genotypes less accessible than others
and generally restrict the ensemble of evolutionary trajectories to those paths that
avoid low-likelihood steps such as crossing fitness valleys (Weinreich et al. 2005,
2006; Poelwijk et al. 2007; Bridgham et al. 2009; Lobkovsky et al. 2011).
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Fig. 2.1 Two-plane fitness landscape. A model of a two-plane fitness landscape for 81 sequences
with alphabet size A = 3 and sequence length L = 4. All protein sequences are connected via
single-aa mutations; edges connecting mutational neighbors are omitted for clarity. 20 of the 81
nodes, highlighted with vertical lines, are assigned to the upper fitness plane with F = 10100

(F = 1 for sequences in the lower plane, so that plane separation is effectively infinite). Orange
spheres represent individuals in a population of size N = 50. Shown is a randomly chosen steady-
state configuration of the population evolved on this landscape using the Wright–Fisher model of
population genetics (Ewens 2004), with μ = 0.1

Two-plane fitness landscapes: an idealized paradigm.We illustrate the main ideas
outlined above on a simple example of a two-plane fitness landscape (Fig. 2.1). In
this idealized model, any sequence is assigned either high or low fitness value, so
that the landscape has a pronounced plateau structure. When the separation between
the two fitness values is sufficiently large, low-fitness genotypes are not viable and
the population is mostly concentrated on the upper plane. Each sequence on the
upper plane may undergo neutral or deleterious mutations. With large fitness plane
separation, individuals that mutate to the lower plane are effectively removed from
the population, creating a one-way flux from fit to unfit genotypes. Eventually the
population configuration will reach a steady state in which, in the infinite-population
limit, occupancies of low-robustness nodes with more links to the lower plane will be
lower than occupancies of the nodes characterized byhigh robustness (vanNimwegen
et al. 1999) (node robustness is defined in terms of the number of deleterious versus
neutral moves available to it).
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However, protein sequence spaces are so large that the opposite limit may bemore
biologically relevant: that in which the size of the population is much smaller than
the number of high-fitness sequences. In this limit, the population will continue to
explore the upper plane, but its population statistics such as the average number of
occupied network nodes will no longer change with time. For any given generation,
the structure of the population on a two-plane fitness landscape will be determined
by the interplay between mutational forces, which are ultimately responsible for
the robustness effect, and stochasticity due to the finite population size. One such
configuration is shown in Fig. 2.1, although admittedly this example is not as extreme
in terms of the ratio of the population size to the number of high-fitness sequences
in the protein space as real-world systems might be.

Although the landscape in Fig. 2.1 does not have any structure beyond separation
into twofitness states, it does exhibit non-trivial evolutionary properties. For example,
it is characterized by widespread epistasis: a single-aa mutation may be neutral or
deleterious depending on the rest of the sequence (although for obvious reasons a
deleterious mutation can never change its sign, which would have created so-called
sign epistasis—a necessary condition for the appearance of local maxima (Poelwijk
et al. 2011). Moreover, the connectivity of the nodes on the upper plane restricts the
ensemble of evolutionary trajectories available to the population and together with
population-genetic parameters determines the scale of evolutionary times. Therefore,
such landscapes can be used to construct simplified models of evolution that are
more treatable with currently available computational and analytical tools than more
complex systems.At the very least, suchmodels canhighlight the connectionbetween
robustness and evolvability (Wagner 2008) and serve as a starting point for more
detailed descriptions.

2.3 Disentangling the Connections Between Genotypes,
Phenotypes, and Fitness

Biophysical phenotypic landscapes for protein folding and binding. So, is there
any hope of understanding exceedingly complex relationships between genotypes,
phenotypes, and the observed patterns of evolutionary dynamics in an evolving popu-
lation? Although the task seems to be daunting, we have several potential advantages
on our side. First of all, at least for some phenotypes (quantitative traits), building
genotype-to-phenotype maps yields compact, interpretable models, enabling a sig-
nificant reduction in the dimensionality of the problem. In other words, unlike fitness
landscapes, phenotypic landscapes appear to lend themselves more easily to compact
descriptions with relatively few parameters that can be learned reliably even from
sparse datasets. The protein folding and ligand-binding free energies seem to be in
this category since they can be usefully modeled as the sum over all residues which
make independent additive contributions to the total (Wells 1990; Serrano et al. 1993;
Zhang et al. 1995):
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E(σ ) = E0 +
L∑

i=1

ε(σi ), (2.1)

where E(σ ) is the folding or binding free energy of sequence σ , E0 is the folding
or binding free energy of an arbitrary reference sequence, L is the total number of
amino acids in the protein, and ε(σi ) are free energy differences, with respect to the
reference sequence, due to amino acid σi at position i in sequence σ . Note that such
a landscape, which has 20L distinct protein sequences (an astronomical number for
any realistic protein length), can be fully characterized by measuring or predicting
just (A − 1)L ε(σi ) values and 1 reference value, where A is the alphabet size.

The “one-body” approximation in Eq. (2.1) is an oversimplification—pairs of
residues that are close to each other in the protein structure or that contact each other
across a binding interface often form specific interactions such as salt bridges or
hydrogen bonds, which should be described by explicit “two-body” terms ε(σi , σ j ).
Furthermore, as studies of protein double-mutant cycles have shown, even longer-
range non-additive couplings are possible, possibly due to protein allostery and rigid-
body dynamics of protein domains (Istomin et al. 2008). However, even suchmodels,
which require O(A2L2) fitting parameters (in practice, the number of additional
parametersmay not be very large becausemost residue pairs are adequately described
by the additive model), represent a vast reduction in dimensionality compared to the
exponential complexity of the original protein sequence space.

The above arguments indicate that it may be beneficial to consider phenotypic
landscapes in terms of an expansion in which higher-order terms (describing residue
pairs, triplets, etc.) are progressively added to the basic model of Eq. (2.1):

E(σ ) = E0 +
L∑

i=1

ε(σi ) +
L∑

i< j

ε(σi , σ j ) +
L∑

i< j<k

ε(σi , σ j , σk) + . . . , (2.2)

where E denotes a phenotype such as a folding or binding free energy, and each ε is a
one-aa, two-aa, three-aa contribution, etc., Which depends only on the residues in its
argument (the highest order contribution is of order L and would involve the entire
sequence). Note that indices i, j, k, . . . adopt strictly increasing values in all higher-
order terms. Models of this type resemble spin glass or Potts models which have
been extensively studied in statistical mechanics (Mezard and Montanari 2009) and
machine learning (MacKay 2003), so that numerous computational and theoretical
approaches are available for their analysis.

While a detailed discussion of how to fit the model defined by Eq. (2.2) to either
simulated or experimentally mapped phenotypic landscapes is beyond the scope of
this review, we would like to mention two considerations that occupy a center stage
in the model-training process: (i) use of algorithms capable of controlling model
sparsity and as a result producing the simplest model compatible with the data;
(ii) introduction of constraints into the algorithms that ensure the uniqueness of the
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decomposition into terms of increasing order in Eq. (2.1). If the model is left uncon-
strained, the Eq. (2.1) expansion will be invariant with respect to transformations of
the type ε(σi ) → ε(σi ) − ai , ε(σ j ) → ε(σ j ) − b j , ε(σi , σ j ) → ε(σi , σ j ) + ai + b j ,
among others. Although these spurious degrees of freedom may affect both rates of
convergence and the interpretability of the trained model, they are easily controlled
by either setting all ε terms associated with an arbitrarily chosen aa q to zero: e.g.,
ε(σi = q) = 0, ε(σi , σ j = q) = ε(σi = q, σ j ) = 0, ∀i, j for a second-order expan-
sion (Morcos et al. 2011), or simply by imposing a LASSO constraint (Tibshirani
1997) on the fit. LASSO constraints automatically minimize the magnitude of each
fitting parameter (Bishop 2006), simultaneously enforcing model sparsity and pre-
venting spurious parameter shifts mentioned above.

NKfitnessmodel.Amodel conceptually similar toEq. (2.2)was developedbyKauff-
man (Kauffman and Weinberger 1989; Kauffman 1993) as a description of fitness
landscapes with a tunable degree of ruggedness and unpredictability of evolution-
ary paths. In Kauffman’s NK model, genotypes are typically represented as binary
strings of length N , as opposed to the realistic alphabet size A = 4 for nucleotides
and A = 20 for amino acids. Each of the N sites in the gene (or N genes in the
genome) interacts with K other sites chosen at random. The fitness of genotype σ is
given by

F(σ ) =
N∑

i=1

fi (σi , σn1(i) . . . σnK (i)), (2.3)

where n1(i) . . . nK (i) are interaction partners of site i and σ j = {A,B} is the binary
state of site j . The single-site fitness values fi are obtained by sampling from a
pre-defined continuous distribution; each combination of 2K+1 possible states of the
argument corresponds to an independent sample, and the value of fi is resampled
each time its argument is updated. With K = 0, the NK landscape becomes fully
additive and the model becomes equivalent to that of Eq. (2.1). Because in this
limit the landscape has regular structure and a single peak, it is sometimes called
the “Mount Fuji” model (Aita et al. 2000). The amount of landscape ruggedness
or epistasis can be tuned by increasing K to its maximum value of N − 1. When
K = N − 1, all fitness values are uncorrelated and a single mutation may change
the fitness completely. Such a model is called the “House of Cards” (Kingman 1978)
and is likely unrealistic since fitness values of closely related genotypes are expected
to be similar. As can be seen by comparing Eqs. (2.2) and (2.3), each individual term
in the Eq. (2.2) expansion is very similar to the NK model of order K-1, with two
main differences: (i) for each two-state site in the NK model, the value of fitness is
sampled from a distribution rather than inferred from experimental data and (ii) for
each site i , K interaction partners are chosen randomly and only once. These are not
substantial differences, however Eq. (2.2) can also be used to generate an artificial
phenotypic landscape using very similar sampling strategies.
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Modeling fitness as a function of folding and binding molecular phenotypes. If
a sparse model can be used to describe a phenotypic landscape, why not use the
same approach to model fitness directly? We would expect such models to require
many more higher-order terms because the relationship between phenotypes and
fitness is typically nonlinear. As an example, consider a simple protein fitness model
which is based on only one molecular phenotype, the free energy difference between
protein folded and unfolded states (for simplicity, we consider proteinswith two-state
folding kinetics (Creighton 1992; Finkelstein and Ptitsyn 2002)). Numerous recent
studies have focused on how proteins evolve under the constraint of maintaining
thermodynamic stability (Bloom et al. 2005; DePristo et al. 2005; Bloom et al. 2006;
Zeldovich et al. 2007; Bloom et al. 2007a, b, c; Bershtein et al. 2008). As a rule, these
models assume that the fitness F of the organism is proportional to the probability
for the protein to be in the folded state:

F(E f ) = f0
1 + eβE f

, (2.4)

where f0 is the proportionality constant, E f is the free energy of folding (i.e.,�G, the
free energy difference between its folded and unfolded states), andβ = 1/kBT � 1.7
(kcal/mol)−1 is the inverse room temperature (kB is the Boltzmann constant). This
approach assumes that in thermodynamic equilibrium inside a cell, the fraction of
functional proteins in a folded state will be higher if these proteins are more thermo-
dynamically stable. Under the additional assumption that the protein has to adopt its
folded state to be functional (which excludes intrinsically disordered proteins (Brown
et al. 2011), the model confers fitness advantages to thermodynamically stable pro-
teins, albeit with diminishing returns as the sigmoid function in Eq. (2.4) saturates at
its maximum value. Note that the fitness landscape defined by Eq. (2.4) is character-
ized by epistasis (although not sign epistasis since the fitness function is monotonic)
and by pairwise and higher-order couplings between residues that may be distant
in three-dimensional space, simply because of the nonlinear nature of the fitness
function.

Some studies simplify Eq. (2.4) further by assuming that the folding free energy
E f only needs to be below a free energy threshold E threshold

f ; all proteins with E f <

E threshold
f are functional and have equal fitness. Mathematically,

F(E f ) = f0�(E threshold
f − E f ), (2.5)

where � is the Heaviside step function. This is equivalent to the zero-temperature
limit of Eq. 2.4. The resulting fitness landscape is of the two-plane type described
above (Fig. 2.1), with the assignment of protein sequences to the upper or lower plane
based solely on their folding free energy. Similar models of evolution formulated in
terms of protein–DNA free energies of binding have been used to study evolution
of transcription factor binding sites (Sengupta et al. 2002; Gerland and Hwa 2002;
Berg and Lässig 2003; Berg et al. 2004; Lässig 2007; Mustonen et al. 2008; Haldane
et al. 2014).
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An obvious extension of the above considerations is a model which depends
on two molecular phenotypes: protein folding stability and protein–ligand binding
affinity (Manhart and Morozov 2013, 2014, 2015a, b). We focus again on proteins
with two-state folding kinetics (Creighton 1992; Finkelstein and Ptitsyn 2002) and
assume that such proteins can bind their cognate ligand only when they are folded.
Under the thermodynamic equilibrium assumption, valid when protein folding and
binding are much faster than characteristic timescales of cell growth and division,
the probabilities of the three structural states—folded and bound (pf,b), folded and
unbound (pf,ub), and unfolded and unbound (puf,ub)—are given by their respective
Boltzmann weights:

State Free energy Probability

Folded, E f + Eb pf,b = Z−1e−β(E f +Eb)

bound

Folded, E f pf,ub = Z−1e−βE f

unbound

Unfolded, 0 puf,ub = Z−1

unbound

(2.6)

Here,β is the inverse temperature, E f is the free energy of folding, and Eb = E ′
b − μ,

where E ′
b is the binding free energy andμ is the chemical potential of the ligand. For

simplicity,wewill refer to Eb as the binding energy.Note that E f < 0 for intrinsically
stable proteins and Eb < 0 for favorable binding interactions. Finally, the partition
function is Z = e−β(E f +Eb) + e−βE f + 1. The folding and binding energies depend
on the amino acid sequence σ through Eq. (2.1), with ε values either known exper-
imentally for a protein of interest or sampled from “typical” distributions obtained
by pooling mutational data for several proteins (Tokuriki et al. 2007).

The fitness landscape is based on twomolecular traits E f and Eb which determine
the probabilities of the three protein states considered in this model:

F(E f , Eb) = f0
(
pf,b + fub pf,ub + fub fuf puf,ub

)
, (2.7)

where fub, fuf ∈ [0, 1] are the multiplicative fitness penalties for being unbound and
unfolded, respectively: the fitness is fub if the protein is unbound but folded and
fub fuf if the protein is both unbound and unfolded. Similar to the single-trait model
defined by Eq. (2.4), organismal fitness is assumed to depend linearly on the relative
fractions of each of the three structural states in an equilibrium ensemble of protein
molecules inside a cell. Surprisingly, despite the fact that the fitness function in
Eq. (2.7) is smooth and monotonic, it can give rise to multiple local fitness maxima
in the regions where the binding and folding quantitative traits are coupled (Manhart
and Morozov 2015a).
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We would like to reiterate that in all biophysical models described above, a direct
fit of Eq. (2.2) to the fitness landscape is inadvisable because it is likely to result
in many higher-order terms, despite the fact that the underlying phenotypic land-
scapes are represented by the lowest order expansions [Eq. (2.1)]. The situation is
somewhat similar to that found in artificial feed-forward neural networks (ANNs),
where each neuron receives a sum of weighted inputs from neurons in the previous
layer; these sums, called activations, are then used as inputs to nonlinear activation
functions such as sigmoids or hyperbolic tangents (Bishop 2006). Similar to ANNs,
it may be worthwhile to use the expansion in Eq. (2.2) for phenotypes and either
learn parameterized biophysical fitness functions explicitly from evolutionary data
or impose their functional form from first principles, as was done, e.g., in Eq. (2.7).

Alternative approaches tomodelingmolecular phenotypic landscapes.Although
the functional form of Eq. (2.2) is very flexible and provides a natural framework
for fitting phenotypic data, other approaches are possible in which an explicitly
defined function such as a Gaussian or a mixture of Gaussians is used to capture
key landscape structures, for example, basins of attraction leading to multiple local
maxima. In some cases, a fixed amount of noise, typically sampled from a zero-
mean normal distribution, may be added to these global functions, usually to mimic
landscape roughness in theoretical work (Szendro et al. 2013). The simplest model
of this kind, in which each fitness or phenotypic value is an independent random
variable sampled from a normal distribution (i.e., there is no global function), is
very similar to the NK fitness model in the K = N − 1 limit, and to the random-
energy model originally introduced to describe disordered systems in the context of
spin-glass physics (Derrida 1980, 1981; Mezard and Montanari 2009).

We note that these statistically defined landscapes are typically described by just
a few parameters, such as the mean and the standard deviation of the normal distri-
bution in random-energy-type models. These parameters can be easily learned from
the data, even with sparse datasets. Although such models may not provide a deter-
ministic fit for each specific value on the landscape, they do capture the landscape’s
features in the statistical sense. The situation is similar to describing a small volume
of gas molecules by its temperature and pressure, instead of attempting to furnish
an exact description of the position and velocity of every gas molecule as a function
of time. This idea forms the foundation of statistical mechanics (Landau and Lif-
shitz 1980) and makes it possible to describe complex macroscopic systems such as
gases, liquids, or ferromagnets with a high degree of accuracy. The simplest random-
energy-type model can be extended by introducing correlated noise, e.g., by making
the parameters of the noise distribution dependent on the mutational neighbors of
the current sequence. Correlation structure of fitness landscapes has long attracted
attention in the evolutionary biology community (Weinberger 1990; Stadler 1996).

A representative example of the above approach is the “roughMount Fuji” model
(Aita et al. 2000), inwhich a single genotype σ0 is assigned to be the globalmaximum
and the fitness of genotype σ is given by

F(σ ) = η(σ ) − θd(σ, σ0), (2.8)
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where d(σ, σ0) is the Hamming distance (the number of amino acid or nucleotide
substitutions) between sequences σ and σ0, θ is the parameter which controls the
slope of the smooth part of the landscape, and η(σ ) is a zero-mean random variable
sampled independently for each sequence σ . The ruggedness of the landscape is
controlled by the ratio of θ and the standard deviation of the distribution from which
η(σ ) random variables are sampled. Despite its apparent simplicity, including the
assumption of the linear global trend, the rough Mount Fuji model was found to
capture essential features of several experimental landscapes (Szendro et al. 2013).

Biophysical phenotypic landscapes for enzyme kinetics. Evolution of enzyme
kinetics provides another example in which it is advantageous to construct fitness
landscapes explicitly in terms of biophysical quantitative traits. Enzymatic activity
can be described using Michaelis-Menten free energies which control the rates of
various enzyme-mediated reactions: association of the enzyme with the substrate,
transformation of the substrate into product, and subsequent release of the product
molecule (Bozlee 2007; Nelson 2007) (Fig. 2.2a). Although many natural enzymes
are fine-tuned by adaptation to produce a single type of product molecule, this is
typically not the case with enzyme libraries created in the laboratory. These enzymes
tend to catalyze multiple reactions when they exhibit any activity at all (see Salmon
et al. (2015) for a representative example). For an enzyme with sequence σ , the rate
of producing product i is given by
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Fig. 2.2 Michaelis-Menten model of enzyme kinetics. Shown are free energy profiles for convert-
ing substrate S into products P1 . . . Pn , catalyzed by the enzyme E . G1,G2,G3,G4,ik are Gibbs
free energies at the various stages of the enzymatic reactions, and k−1, k1, kcat,ik are the corre-
sponding reaction rates as shown in the inset (product indices i1 . . . in are sorted in the decreasing
order of G4,ik ). Note that k1 = A1e−β(G2−G1) and k−1 = A−1e−β(G2−G3), where A1 and A−1 are
proportionality constants. Furthermore, each reaction rate kcat,ik depends on the difference between
free energies G4,ik and G3 through Eq. (2.9)
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kcat,i (σ ) = Bie
−β(G4,i (σ )−G3(σ )), (2.9)

where Bi is the reaction rate for product i in the absence of the free energy barrier
and Michaelis-Menten free energies G3 and G4,i are defined in Fig. 2.2a.

The case study we shall focus on is the evolution of ring-forming reactions in
terpene synthases (TPSs), a major enzyme family whose representatives are found
in a variety of plants and insects (Tholl 2006). Cyclic terpenes comprise hundreds
of stereochemically complex mono- and polycyclic hydrocarbons; they are involved
in pollination, plant and insect predator defense mechanisms, and symbiotic rela-
tions. They are also widely used as flavors, fragrances, and medicines; a well-known
example of the latter is a naturally occurring anti-malarial drug artemisinin extracted
from Artemisia annua. Terpenes and terpenoids are the primary constituents of many
essential oils in medicinal plants and flowers; examples include α-bisabolol, a mono-
cyclic sesquiterpene alcohol which forms the basis of a colorless viscous oil from
German chamomile, and zingiberene, a monocyclic sesquiterpene that is the pre-
dominant constituent of ginger oil.

In order to study the evolutionary emergence and the molecular mechanism of ter-
pene cyclization, Paul O’Maille and collaborators have recently created two enzyme
mutant libraries (Salmon et al. 2015; Ballal et al. 2020). One library was constructed
to sample natural sequence variation in the background of A. annua (E)-β-farnesene
synthase (BFS), which converts farnesyl pyrophosphate (FPP), a linear substrate,
into the linear hydrocarbon (E)-β-farnesene, an aphid alarm pheromone. In order to
probe evolutionary pathways of terpene cyclization, the authors focused on the aa
substitutions betweenBFSand amorpha-4,11-diene synthase (ADS),which produces
amorpha-4,11-diene, the bicyclic hydrocarbon precursor of artemisinin, from FPP.
Structure-based combinatorial protein engineering (SCOPE) (Dokarry et al. 2012)
was employed to construct a library of soluble and biochemically active mutant
enzymes with ADS substitutions within 6 Å of the BFS active site. The resulting
library contained 93 enzymes with mutations at up to 25 positions with respect to
BFS (Salmon et al. 2015). Amino acids at each variable site were restricted to be
either in wild type (BFS) or mutant (ADS) state, resulting in a two-letter aa alphabet.
Each enzyme in the library, denotedM25, was biochemically characterized using gas
chromatography–mass spectrometry (GC-MS) (Garrett et al. 2012), which allowed
to determine the spectrumof terpene products, and themalachite green assay (MGA),
which was used to measure the total kinetic rate kcat (Vardakou et al. 2014). Taken
together, these experiments yieldedmeasurements of kinetic rates kcat,i for 11 terpene
products, both cyclic and linear.

Chief among these products, with detectable levels of catalysis inmultiple enzyme
variants, was α-bisabolol, a cyclic terpene alcohol which is the product of a dedicated
TPS enzyme in A. annua and other Asteracea plants. One M25 variant, BOS, that
contained five amino acid substitutions with respect to BFS produced especially high
levels of α-bisabolol: 61% of the total output. In order to identify which residues and
residue combinations were responsible for the emergence of α-bisabolol activity,
another library, M5, was designed (Ballal et al. 2020). This library consisted of all
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combinations of the five amino acid substitutions between BFS andBOS, at positions
319, 402, 429, 555, and 557 in the A. annua BFS sequence (25 = 32 sequences
in total). Similar to the enzymes in the M25 library, each enzyme in the M5 library
was assayed usingGC-MSandMGA, and the kinetic rates for the 11 terpene products
were determined.

The combinedM5+M25 library contained N = 122 distinct sequences, including
wild-type BFS. Although this library represents only a tiny fraction of the exponen-
tially large number of all possible protein sequences, it was sufficiently large to
train a model for Michaelis-Menten free energies G3 and G4,i which could describe
functional behavior of sequence variants on the two-aa subspace in the vicinity of
BFS. Each free energy was represented by the sum of one-body and two-body terms
in Eq. (2.2). To reduce the number of fitting parameters, the LASSO constraint
was employed and all terms containing one or two wild-type amino acids were set
to zero (Morcos et al. 2011). Based on our previous experience with free energy
models for protein folding and binding, we expected this approach, which consid-
ers Michaelis-Menten free energies rather than kinetic rates as phenotypes, to yield
sparse models with just a few two-body terms. Indeed, after fitting the model to the
kinetic rate data from the combined library, we found that 12 free energy landscapes
(one forG3 and elevenmore forG4,i are fully described by 113 out of 12 × 25 = 300
possible one-body terms and just 54 out of 12 × 138 = 1656 possible two-body cou-
plings, where 138 is the number of amino acid pairs in the combined dataset forwhich
all four aa combinations are available: (W,W), (W,M), (M,W), and (M,M) (Fig. 2.3).
Despite being very sparse, the model is capable of reproducing the observed kcat,i
values with r2 = 0.99 (Ballal et al. 2020).

Interestingly, changes inG3 were predominantly negative, implying that the BFS-
to-BOS mutations tend to have adverse effects on the overall values of reaction rates
[(Eq. (2.9)]. The only exception to this rule is the Y402L mutation which both
increases the total reaction rate and tilts the enzyme specificity toward the cyclic
products by lowering the relative reaction rates for linear products (E)-β-farnesene
(the original BFS product) and nerolidol and by increasing the relative reaction rates
for cyclic products zingiberene, β-bisabolene, and α-bisabolol (Fig. 2.3a). Thus,
Y402L plays a role of a “gateway” cyclization-unlockingmutation between enzymes
producing linear and cyclic products (Salmon et al. 2015). Other key positions that
promote production of cyclic products are 324 and 429. Finally, note that mutations
at 10 out of 25 positions result in single-aa terms that suppress (E)-β-farnesene
production. In addition to single-aa terms, the structure of the free energy landscapes
is shaped by 48 two-body couplings which affect G4,i values and another 6 which
correspond to G3 (Fig. 2.3b). Interestingly, out of the 48 two-aa G4,i terms, 10
increase reaction rates for cyclic products and only 2 decrease those rates; for linear
products, 21 terms contribute to a rate increase and 15 to a rate decrease. Thus, on
average, two-body terms tend to promote cyclization.

Focusing now on the free energy landscapes for the M5 library, we observe that
for this sequence subset there are only four one-body and two two-body terms that
shape the G3 landscape (Fig. 2.4a), and four one-body and one two-body term that
contribute to the G4,α-bisabolol landscape (Fig. 2.4b). All other parameters are zero
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Fig. 2.3 One-aa and two-aa contributions to Michaelis-Menten free energies. Fitted values of one-
aa (A) and two-aa (B) model parameters for one G3 and eleven G4,i landscapes labeled by the
product type. Variable positions and pairs of positions in the M5 library is highlighted in red. All
free energies are shown in units of kBT

either by construction or set to zero by the LASSO fit. As a result, the landscape
of G3(σ ) − G4,α-bisabolol(σ ) values, which determine log(kcat,α-bisabolol(σ )) up to an
additive constant (note thatβ = 1 here, so that allMichaelis-Menten free energies are
measured in units of kBT ), has a simple, interpretable structure (Fig. 2.4c). Indeed,
the structure of the free energy landscape is largely determined by the states of
amino acids at positions 402 and 429, with position 555 playing a secondary role.
As explained above, the Y402L mutation is key to α-bisabolol production (compare
log kinetic rates for TYTHE and TLTHE in Fig. 2.4c). Another important mutation
is T429G (compare, e.g., log kinetic rates for TLTHE and TLGHE in Fig. 2.4c).
The TLGHE double mutant favors both α-bisabolol production and high overall
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Fig. 2.4 Michaelis-Menten free energy landscape. a Values of all nonzero one- and two-body
parameters in the pairwise expansion of G3 (first three terms on the right-hand side of Eq. (2.2)) for
32 sequences in the M5 library. The values are sorted from left to right by their absolute magnitude,
separately for one- and two-body terms. b Same as (a), forG4 of α-bisabolol. c The logarithm of the
α-bisabolol production rate in the M5 library (Eq. (2.9)). Each node on the landscape is labeled by
a string of amino acids at the five variable positions: 319, 402, 429, 555, and 557. Nodes that differ
by a single amino acid substitution are connected by a dotted line. The arrows and the circles above
the landscape indicate the number of mutations away from the wild-type A. annua BFS sequence
TYTHE. All sequences are color-coded according to their predicted log(̃kcat,α-bisabolol) values,
where k̃cat,α-bisabolol(σ ) = kcat,α-bisabolol(σ )/kcat(WT) (kcat(WT) is the observed total reaction rate
of wild-type BFS)

output, and in fact corresponds to the global maximum of the phenotypic landscape
in Fig. 2.4c, with no competing local maxima.

We note two additional factors that shape subsequent analysis: (i) All free energy
differences that are� 1 are not expected to affect the thermodynamic behavior of the
ensemble of enzymes inside a cell because such differences are much less than kBT ,
the scale of thermal fluctuations; (ii) Even thermodynamically significant free energy
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differencesmaymapontofitness differences that aremuchweaker than the competing
evolutionary forces of mutation and selection. In other words, the significance of the
forces of selection must be judged in the light of evolutionary dynamics of the entire
population. For example, as discussed above, a fitness landscape that appears quasi-
neutral to a small population may be non-neutral for a large population in which the
stochastic forces of genetic drift, which scale inverselywith the (effective) population
size (Gillespie 2004), are much weaker.

Fitness dependence on enzymatic function.The next step in our procedure requires
constructing a fitness landscapes as an explicit function of Michaelis-Menten free
energies. As with previously discussed models that employ binding and folding
free energies as quantitative traits, the functional form of the connection between
phenotypes and fitness can be provided by biophysical considerations, with free
parameters learned from evolutionary data. For example, under the assumption that
all enzyme products can be divided into beneficial and deleterious, one can postulate
the fitness function as

F(σ ) =
∑

i∈b
αi ni (σ ) −

∑

i∈d
βi ni (σ ), (2.10)

where the sums are over the beneficial and deleterious types of products, respectively,
ni is the number of product molecules of type i produced per unit time, and αi > 0,
βi > 0 are the corresponding fitness gains and losses per product molecule. Note that
in general αi = α′

i − γ , βi = β ′
i + γ , where γ > 0 is the fitness cost of making or

acquiring a single substrate molecule. By construction, benefits outweigh substrate-
related costs for all beneficial products. If necessary, Eq. (2.10) can be simplified
further by assuming that all fitness gains and losses are product-independent:

F(σ ) = α
∑

i∈b
ni (σ ) − β

∑

i∈d
ni (σ ). (2.11)

The model in Eq. (2.10) can also be generalized by assuming that fitness is a
nonlinear function of the number of product molecules per unit time:

F(σ ) =
∑

i∈b
fi (ni (σ )) −

∑

i∈d
gi (ni (σ )), (2.12)

where the activation functions fi and gi may be sigmoids (if it appears plausible that
excessive productmolecules simply saturate fitness gains or losses) orGaussians (if it
is more likely that fitness is maximized only if ni is close to optimal, and deviations
from optimal production rates lead to fitness losses). In the best-case scenario, it
should be possible to infer not only the parameters characterizing a given functional
form (such as the mean and the variance of the Gaussian), but the functional forms
themselves from the observed growth rates of the population into which various
mutant enzymes have been introduced.
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In contrast to the functions fi and gi that map enzymatic production rates ni
onto fitness, the production rates themselves do not require evolutionary information
and can be fully expressed in terms of Michaelis-Menten free energies and other
biochemical quantities. Indeed, within the Michaelis-Menten framework each ni is
given by the reaction velocity per enzyme molecule (Nelson 2007):

ni (σ ) = kcat,i (σ )
c

KM,i + c
, (2.13)

where KM,i is the Michaelis constant of product i and c is the substrate con-
centration, for simplicity assumed to be constant over the time scales of interest
(this assumption can be relaxed if substrate concentration data indicates other-
wise). In the high substrate-concentration limit (c 
 KM,i ,∀i), the reaction velocity
reaches itsmaximumvalue:ni (σ ) � kcat,i (σ ). Thus,ni canbe immediately expressed
through G3 and G4,i using Eq. (2.9). In the low substrate-concentration limit,
ni (σ ) � ckcat,i (σ )/KM,i (σ ) and the fitness model requires an additional model for
theMichaelis constants KM,i = (k−1 + kcat,i )/k1, where k1 and k−1 can be expressed
in terms of MM free energies G1, G2, and G3 (Fig. 2.2) (Bozlee 2007). Note that if
kcat,i 
 k−1, the production rate becomes ni � ck1, such that the overall production
rate and, by extension, fitness depend only on the substrate concentration and the
height of the G1 − G2 free energy barrier.

In summary, just as with the quantitative traits of protein folding and ligand
binding, it is useful to employ intermediatemolecular phenotypes in assigning fitness
values to genomes that harbor enzymemutant sequences. In this case, the phenotypes
are naturally provided by the Michaelis-Menten theory of enzyme kinetics, which
yields a set of free energies that describe enzymatic function. These free energies, just
like protein folding and ligand-binding free energies, admit a compact description
which can be learned from a relatively modest-size library of mutant enzymes whose
reaction rates are available experimentally. Then, fitness differences imparted by the
mutations in the enzymatic sequence can be described as nonlinear functions of these
Michaelis-Menten free energies. There are in fact two types of nonlinearities in the
model: one occurs when the free energies are converted into product-type-dependent
reaction rates and Michaelis constants, and the other appears when these quantities
are translated into fitness. In the approach described above, the former nonlinearity is
imposed by biophysical theory while the latter one is to be learned from evolutionary
data. There are of course many variations of this procedure, with different forms of
fitness functions tested against evolutionary data via machine learning.

2.4 Discussion and Conclusion

In this review, we have proposed a two-tiered approach to modeling evolutionary
dynamics of populations on fitness landscapes. Instead of focusing on mapping
genotypes to fitness values directly, which may easily become daunting due to the
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complexity of the fitness landscape, we have demonstrated that, at least in the con-
text of protein evolution, it is beneficial to start by mapping genotypes onto one or
several phenotypic landscapes. The usefulness of these “intermediate” phenotypic
maps comes from the sparsity of the underlying mathematical models—it appears to
be possible to learn very compact descriptions relating phenotypic values to protein
sequences, at least for free-energy-based phenotypes. Indeed, the simplest yet infor-
mative model of protein folding free energy is a sum of independent contributions
of each residue. Such a model can be learned by simply mutating an amino acid
in the reference sequence into all other amino acids at every position and measur-
ing the resulting �G values. Although fairly laborious to collect, such mutational
scanning datasets are already available for several proteins, including β-lactamase
which imparts ampicillin resistance to E. coli (reviewed in Canale et al. (2018)).
Such datasets will become more and more common with the advent of more efficient
high-throughput molecular biology techniques. As we have shown using evolution
of cyclization in terpene synthases as an example, additive phenotypic models can
be improved upon by including second-order terms. The key observation is that only
a few nonzero pairwise couplings were necessary, such that the free energy models
were still nearly additive and retained their compact character.

In the second step of the proposed approach, fitness landscapes are constructed as
an explicit function of one or several phenotypes. In some cases, there are compelling
biophysical arguments for a specific functional form that relates phenotypic values to
fitness, while in others it is necessary to infer the functional form from evolutionary
data (that is, fitness measurements for a set of known genotypes). In any event, the
key hypothesis is that the resulting fitness model will be much more interpretable
compared to a fitness model built directly from genotypes. To probe evolutionary
dynamics, fitness landscapes can be explored using either standard computational
and analytical tools of population genetics which consider mutation and selection at
the sequence level, or first assessing phenotypic effects of sequence mutations and
then reconstructing evolutionary dynamics on the fitness landscape as a function of
phenotypic changes (Nourmohammad et al. 2013).

Besides studying evolution of proteins and protein complexes (including
enzymes), the two-tiered approach can be readily extended to other types of molec-
ular systems. Indeed, the function of many biomolecular machines such as trans-
porters or molecular motors is most naturally described using free energy landscapes
(Nelson 2007; Zuckerman 2020). Since all biomolecular free energy landscapes are
ultimately based on the same fundamental rules of interatomic interactions, they can
presumably be represented using similarly compact, interpretable models which will
serve as the basis for constructing fitness landscapes. We note that the two-tiered
strategy may be useful well beyond the field of molecular evolution per se, with
fitness expressed in terms of macroscopic morphological features such as body size
and beak shape in Darwin’s finches (Shoval et al. 2012).

Even though evolutionary dynamics appears more interpretable when viewed
through the lens of molecular phenotypes or morphological features, it need not be
trivial. Indeed, molecular traits such as folding and binding are often correlated: the
same aa mutation can contribute to both, for example, if the site in question is located
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at the ligand-binding interface. In addition, there are long-range effects which do not
require energetic coupling between the two traits but are instead mediated by nonlin-
earities in the fitness function. For example, a destabilizing mutation away from the
ligand-binding interface may push the protein over the stability threshold, making it
unfold and lose the ability to interact specifically with ligands (Manhart andMorozov
2015a). Such correlated traits add to the richness of evolutionary trajectories even
on low-dimensional fitness landscapes expressed in terms of just a few phenotypes.
Furthermore, the dynamics on such continuous landscapes is coarse-grained because
it is fundamentally driven by discrete mutations (e.g., single-aa mutations on protein
sequence spaces) that cause finite rather than arbitrarily small changes in phenotypic
values. This underlying discreteness of moves in the phenotypic space may lead to
interesting effects, such as creation ofmultiple peaks on a fitness landscape defined as
a smooth monotonic function of several phenotypic features (Manhart and Morozov
2015a).

Although there are many published studies that allow us to elucidate certain
aspects of the genotype→phenotype→fitness paradigm, relatively few can enable
us to carry out the two-tiered construction in its entirety. In many cases, this is due
to the difficulty of obtaining fitness data, especially in multicellular organisms with
longer lifespans. For example, in the terpene synthase study described above, there
was sufficient biochemical data to reconstruct phenotypic landscapes on a restricted
two-letter alphabet (Salmon et al. 2015; Ballal et al. 2020). However, there is no cor-
responding set of fitness measurements with mutant protein sequences inserted into
their native genomic locations—such measurements would have been exceedingly
difficult to obtain for these plant enzymes.

In another study, the authors have created a large-scale library of∼ 52,000mutants
of the green fluorescent protein from Aequorea victoria, a bioluminescent jellyfish
found off the west coast of North America (Sarkisyan et al. 2016). Each mutant was
characterized by its fluorescence level, which the authors call fitness but which is in
fact a phenotype—for obvious reasons, the authors have not provided fitness mea-
surements for these aquatic animals, leaving the relationship between fluorescence
and fitness an open question. Interestingly, the authors have examined the relation-
ship between fluorescence and folding free energy using machine learning. This
analysis yielded a sigmoid-like function strongly reminiscent of Eq. (2.4). A differ-
ent large-scale study measured fitness of ∼ 65,000 strains of yeast Saccharomyces
cerevisiae in a high-temperature environment (Li et al. 2016). Each yeast strain car-
ried a variant of the single-copy tRNAArg

CCU gene in its native genomic location. In this
case, the authors have mapped genotypes to fitness directly, without employing inter-
mediate phenotypes. However, they have found that fitness was correlated with the
computationally predicted fraction of correctly folded tRNA molecules, indicating
that considering fitness explicitly as a nonlinear function of the folding free energy
would likely be elucidating.

The three examples above are not comprehensive—rather, they have been cho-
sen to highlight the state-of-the-art in large-scale reconstructions of phenotypic and
fitness landscapes.Webelieve that the next step in this field should focus on synthesiz-
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ing information about genotypes, phenotypes, and fitness into a unified evolutionary
picture. Some of the key questions to be addressed are: (i) How many phenotypes
do we need to describe evolution? (ii) Is it still possible to build tractable evolution-
ary models when the phenotypes of interest are morphological features rather than
molecular properties? (iii) What are the roles of correlations between quantitative
traits in different biological systems? Answering these questions leads to exciting
future directions in evolutionary biology research.

Acknowledgements The authors gratefully acknowledge support from theNational Science Foun-
dation (award MCB1920914).
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Chapter 3
A Practical Guide to Orthology
Resources

Paul de Boissier and Bianca H. Habermann

Abstract Many resources exist which collect information on orthologous genes and
provide this information to the research community. However, the algorithms used
to collect orthologs, the type of data available for analysis or download, the range of
organisms included, as well as the user-friendliness vary greatly between different
orthology databases. In this review, we present a practical guide to the best-known
orthology resources: we here briefly discuss their algorithmic details, review their
taxonomic coverage and illustrate their user-friendliness. Moreover, we evaluate
their capability to detect remotely conserved orthologs and to resolve inparalog
relationships in gene families. Moreover, we test them for potential false-positive
classification by using a multi-domain protein family with a complex evolutionary
history. Finally, we assess the availability and ease of usage of orthology search
engines offered by orthology database providers for local usage.

3.1 Introduction

With next-generation sequencing (NGS) methods, the number of completely
sequenced genomes—and thus the availability of complete proteomes—has
increased tremendously (Fig. 3.1). One essential step after genome sequencing is
to annotate its gene products and to predict the putative functions of an organism’s
proteins. The most common method for functional annotation is to infer a protein’s
function from its related sequences, namely its orthologs from other, already anno-
tated species. The fundamental basis of the concept for transferring functional
information across orthologs is the ‘ortholog conjecture’ or the standard model of
phylogenomics (Koonin 2005;Altenhoff et al. 2012). This theory states that orthologs
retain the ancestral function, while paralogs tend to rapidly evolve novel functions
(Altenhoff et al. 2012). As many organisms will not be studied experimentally, the
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Fig. 3.1 Growth of sequence databases and completely sequenced genomes in different kingdoms.
a Cumulative number of sequences found in NCBI GenBank and for whole-genome sequences
(WGS) since 1985. b Number of sequenced genomes available at NCBI

functional annotation of their genomes relies exclusively on transferring functional
knowledge on proteins from other, experimentally studied organisms.

The formal definition of homologous proteins is that they share a commonancestor
and thus are homologous on sequence level. Homologs can be divided into different
categories depending on their ancestry (Koonin 2005): orthologs, which will be
discussed here, result from an event of speciation. Orthologs are typically used to
infer gene functions for newly sequenced species. Paralogs are homologous proteins
resulting from a gene duplication event. These can be further divided into inparalogs,
which result from gene duplication after speciation, and outparalogs, which result
from a duplication event before speciation (Fig. 3.2). Finally, xenologs result from
horizontal gene transfer. Gene duplication and gene losses, together with horizontal
gene transfer, make the distinction of orthologs often difficult, as it is sometimes
hard to distinguish, whether a predicted ortholog has arisen from speciation, or from
a combination of gene duplication and gene loss events.

There are in principle two types of approaches for identifying orthologs:
phylogeny-basedmethods andmethods based on the reciprocal best hit (RBH) theory
(Wolf and Koonin 2012). Performing a phylogenetic analysis requires to collect
family members, align them, calculate a phylogenetic tree and reconcile the tree for
gene gains and losses. Phylogeny-based orthology inferencemethods tend to bemore
accurate, as they require a certain amount of manual curation, such as optimizing
multiple sequence alignment, and offer a wider choice of parameters, e.g., for tree
reconstruction. However, this makes it also harder to compare different phylogeny-
based orthology resources (Kriventseva et al. 2008). Furthermore, phylogeny-based
methods tend to be computationally expensive. RBH-based methods (which can also
be referred to as best reciprocal hit (BRH) or best-best hit (BBH) or genome-specific
best hit (BeT)) rely on sequence similarity searches and consider two proteins orthol-
ogous if they are each other’s best hit in their respective proteomes. They were first
introduced with the cluster of orthologous groups (COG) database (Tatusov et al.
2003). RBH-basedmethods are easy to implement computationally and can be scaled
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Fig. 3.2 Schematic representation of homologous relationships. Orthologs and paralogs are
produced, respectively, by speciation and duplication events. Inparalogs and outparalogs are
paralogs produced after or before a speciation event. a Inparalogs are the result of a direct duplica-
tion event. Two inparalogs are therefore more closely related to each other than to any other gene in
another organism. bOutparalogs on the other hand are the result of a duplication event followed by
a speciation event. Colored circles represent species, blue boxes represent a gene and small white
circles represent mutations

up to treat hundreds and thousands of genomes. Thus, RBH-based methods made it
possible to automatize orthology assignment, and thus, they are at the base of many
orthology search engines published to date.

Several tools and databases were created to group and unify genes and proteins
based on their evolutionary relationship. These orthology resources are very useful
in guiding biologists of different disciplines through the evolutionary history of their
proteins of interest. As they use different approaches to collect orthologous proteins,
contain different sets of organisms and offer different analysis tools, the information
they provide and their user-friendliness differ substantially.

In this chapter, we will focus on orthology resources and aim at helping the reader
to find a suitable database for identifying orthologous genes. We will discuss their
user-friendliness, their completeness and whether they can resolve problems caused
by inparalogs and remote orthologs.

One obstacle in the quest for orthologs is remote orthology. Remote orthologs
typically share below 20% sequence identity at protein level; this zone is referred to
as the twilight zone of sequence similarity (Walter 1989). Thus, they are difficult to
detect with traditional searchmethods such as BLAST. To discover remote orthologs,
more sensitive methods such as profile-based methods have to be used (Steinegger
et al. 2019). It is therefore not surprising that remote orthologs are not detected
by many orthology search engines. Yet, some search engines do manage to include
more remotely conserved orthologs when identifying gene families. In order to probe
orthology resources and their underlying algorithms for their ability to detect also
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remote orthologs, we have selected the cytochrome C oxidase assembly protein
COX20 from Homo sapiens (Table 3.1). Human COX20 (aka FAM36A) was found
as a remote ortholog of the protein COX20 of the budding yeast Saccharomyces
cerevisiae (Szklarczyk et al. 2013). Human COX20 is only half the size of its yeast
ortholog (118 vs. 205 amino acids (aa), respectively). Submitted to Needle of the
EMBOSS software from the EBI (Rice et al. 2000), with a gap open penalty of 10
and an extend penalty of 0.5 and the BLOSUM62 matrix, these two proteins share
only 27% sequence similarity and 14% sequence identity, which makes them remote
orthologs (Fig. 3.3a). We can therefore use COX20 to estimate the completeness of
different databases with respect to proteins with low sequence conservation.

We also wanted to assess orthology resources for their ability to resolve inparalog
relationships. Thus, we selected pyruvate carboxylase protein (PC) of H. sapiens as
our second test case. PC is known to have two inparalogs in S. cerevisiae (Pronk
et al. 1996), PYC1 and PYC2 (Table 3.1). When submitted to Needle using the same
parameters as were used for COX20, human PC has 68.2% sequence similarity to
PYC1 from S. cerevisiae, and 68.4% sequence similarity to yeast PYC2, respectively.
PYC1 and PYC2 are more than 97% similar to each other, which makes them inpar-
alogs, being more similar to each other than to their ortholog(s) in another species
(Fig. 3.3b).

Finally, we wanted to investigate putative false-positive assignments. The best
candidates for potential false-positive classifications are multi-domain proteins in
outparalog relationships. We chose the tailless protein family, which contains a
nuclear hormone receptor (NR) domain together with a zinc finger domain. Tail-
less from Drosophila melanogaster has three close paralogs, tailless (tll), dissatis-
faction (dsf) and hormone receptor 51 (Hr51). Two human proteins, NR2E1 and

Table 3.1 Information on the proteins used for testing orthology resources

Organism Gene
Name

Protein
sequence ID

mRNA sequence
ID

Gene
ID

Ensembl ID/locus
tag

H. sapiens COX20
(FAM36A)

NP_001299800 NM_001312871 116228 ENSG00000203667

S. cerevisiae COX20 NP_010517 NM_001180539 851817 YDR231C

H. sapiens PC NP_000911 NM_000920 5091 ENSG00000173599

S. cerevisiae PYC1 NP_011453 NM_001180927 852818 YGL062W

S. cerevisiae PYC2 NP_009777 NM_001178566 852519 YBR218C

D.
melanogaster

tll NP_524596 NM_079857 43656 CG1378

D.
melanogaster

dsf NP_477140 NM_057792 33823 CG9019

D.
melanogaster

Hr51 NP_611032 NM_137188 36702 CG16801

H. sapiens NR2E1 NP_001273031 NM_001286102 7101 ENSG00000112333

H. sapiens NR2E3 NP_057430 NM_016346 10002 ENSG00000278570
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Fig. 3.3 Sequences chosen for testing different orthology resources. a Pairwise alignment of
COX20 from H. sapiens and S. cerevisiae. Similar residues are highlighted in yellow. The two
proteins share below 30% of sequence similarity and only 14% of sequence identity, which makes
them remote orthologs. bTree representation of the relationship between the pyruvate carboxylases.
Inparalogs are more similar to each other than their ortholog in H. sapiens. c Phylogenetic tree of
the tailless family, showing the relationship of the three proteins tailless (tll), dissatisfied (dsf) and
hormone receptor 51 (Hr51) with the human family members NR2E1 and NR2E3. Proteins were
aligned using mafft (Katoh and Standley 2013), the tree was calculated using IQ-TREE (Nguyen
et al. 2015) with the -s option and 1000 iterations
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NR2E3, are equally member of this NR subfamily (Fig. 3.3c). While it is difficult to
unequivocally assign orthology in multi-branching families, phylogenetic analysis,
in agreement with many orthology resources, assigns NR2E1 as orthologous to tll
and NR2E3 as orthologous to Hr51. Needle from EMBOSS reports 51.5% sequence
similarity between tll and NR2E1, and only 33.2% sequence similarity between dsf
and NR2E1, mostly owing to the fact that the dsf protein contains a long insertion in
the center of its sequence and is thus 239 amino acids longer than tll.

3.2 OrthoDB

The first database we are discussing is OrthoDB (Kriventseva et al. 2008, 2019). It
is referred to as a ‘catalog of orthologs’ and computes orthologs on various levels of
the taxonomic hierarchy. OrthoDB relies on the RBH method. It first finds best hits
between species using the very fast and sensitive MMseqs2 algorithm (Steinegger
and Söding 2017). Clusters of orthologs are then build progressively, with specific e-
value cut-offs for triangular RBHs and bidirectional RBHs. Clusters are then further
expanded to include inparalogs that are identified asmore similar to each other within
species than to any protein in another species. OrthoDB has since its introduction
embraced the fact that orthologous groups are hierarchical. The procedure to identify
orthologs is thus applied at each major radiation of the species taxonomy. As a result,
it produces more finely resolved groups of closely related orthologs. Functional
annotations are added to each group by summarizing the respective annotations from
UniProt, NCBIGene, InterPro andGeneOntology. In January 2020, it contained data
for 1271 eukaryotes, 6013 prokaryotes (5609 bacteria and 404 archaea) and 6488
viruses for a total of 37 million genes.

To search OrthoDB, the user can perform a simple text search, use identifiers
from various databases or a protein sequence. The sequence search is limited to
1000 amino acids, which makes it impossible to search with large protein sequences,
such as Titin (~30,000 aa). The advanced search option allows adding specific species
to the search, which are presented in a tree-like interface. In the simple text search,
the user can specify, if the gene has to be present in all species, in more than 90%
or 80%, and if it has to be present in a single copy in all, more than 90% or 80% of
species.

When performing a simple text search with the term ‘Cox20,’ OrthoDB returns
246 groups, corresponding to search hits at different taxonomic levels, from the level
‘Eukaryota’ down to sub- and even infraorder levels. The user can thus easily mine
orthology relationships at wide taxonomic ranges. The identifier from the NCBI
database must be the GeneID (here 116228). The results are more precise as it
returns only the COX20 group. The same applies to the sequence-based search. At
the Eukaryota level, the COX20 group contains 922 orthologs in 875 species. The
group hierarchy is shown in an interactive plot right at the top of the web page
(Fig. 3.4a). The annotation of the protein family includes a functional description,
Gene Ontology (GO) terms and the evolutionary descriptions, including number of
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Fig. 3.4 COX20 OrthoDB group at Eukaryota level. a Interactive group hierarchy split in five
different subgroups. bAnnotations of the orthologous group, including GO terms, InterPro domains
and evolutionary information. c List of orthologs classified by organisms in a taxonomical, tree-like
structure. Taxonomical levels can be displayed or hidden by making use of the arrow. For human
COX20, all associated information is shown; identifiers are linked to their respective database of
origin
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copies per organisms, evolutionary rate and gene architecture (Fig. 3.4b). Orthologs
by organisms are listed in the third part of the page, with a link to each protein entry
at UniProt and InterPro (Fig. 3.4c). At the bottom of the page, the sibling groups are
listed with % overlap and InterPro domains (not shown).

Searching for pyruvate carboxylase (PC) orthologs was done using the GeneID.
The search could not be performed using the sequence, as the protein has more than
1000 aa.A text-based searchwith the gene name ‘PC’ is less accurate, asmany groups
contain these two consecutive characters. Search results for the PC GeneID (5091)
revealed that OrthoDB is able to resolve inparalog relationships, as the database
returned PC for H. sapiens and PYC1 and PYC2 for S. cerevisiae. Only the naming
of the group in OrthoDB is confusing, as it is referred to as biotin carboxylase, C-
terminal in the Eukaryota group, and to pyruvate carboxylase starting fromMetazoa.
In total, this group contains 3888 genes found in 1188 species.

We searched for tailless with its GeneID from NCBI (43656), which returned
in Eukaryota the nuclear hormone receptor, ligand binding domain group
(870262at2759) with 1305 genes in 444 organisms, including the three Drosophila
(tll, dsf and Hr51) and two human proteins (NR2E1, NR2E3). More detailed
information on the relationship between these five proteins is not returned.

In conclusion, we find that this tool provides extensive information and accu-
rate orthology assignments. It is fast and user-friendly. It succeeded in finding the
remote ortholog of COX20 and included the inparalogs from the pyruvate carboxy-
lase family. OrthoDB does not provide detailed information on the phylogenetic
relationship of the five proteins of the tailless family, however correctly and exclu-
sively identified them as being part of the same group. Search options are manifold,
though the easiest and most precise results are returned when searching either with
the NCBI GeneID, or the sequence. OrthoDB is available at: https://www.orthodb.
org/.

3.3 HomoloGene

HomoloGene (NCBI Resource Coordinators 2016, 2018) is a tool developed by the
NCBI to detect paralogs as well as orthologs. It contains 21 completely sequenced
eukaryotic genomes and profits from the entire information content of the NCBI
databases, including in-depth information provided for annotated genes at NCBI
(synonyms, gene description, genomic location, isoforms, Gene Ontology (GO)
information, interaction partners or literature). HomoloGene uses sequence simi-
larity based on BLASTp (Altschul et al. 1997) comparisons to match sequences
into groups using a species tree. More closely related sequences are matched first,
followed by more distantly related ones. The algorithm for sequence matching is
heuristic and performs bipartite matching, an algorithm derived from graph theory
(Bondy and Murty 1976). The matching procedure employed by HomoloGene opti-
mizes the global, rather than the local score of the bipartite graph. For each match,
a statistical significance is calculated. Protein alignments are mapped back to their

https://www.orthodb.org/
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respective DNA sequences to obtain Ka/Ks ratios: the ratio of the number of substi-
tutions per non-synonymous site (Ka) to the number of synonymous substitutions
per synonymous site (Ks) over a given time frame. These Ka/Ks ratios are used to
filter out sequences that have potentially been incorrectly grouped. Inparalogs are
determined by identifying sequences that are more closely related to a sequence
within one organism than to a sequence in another organism.1

For searching HomoloGene, all basic and advanced search options are available,
such as searching different fields, AND/OR options, drop-down lists, etc. We used
the basic search for COX20, which returned two HomoloGene groups: an ‘unnamed
protein’ group in Saccharomycetaceae, which corresponds to COX20 in S. cere-
visiae and closely related fungi, and the ‘Cox2 chaperone homolog (S. cerevisiae)’
group conserved inEuteleostomi, corresponding toCOX20 conserved fromhuman to
zebrafish (Fig. 3.5a). Protein identifiers, species and gene names are shown.Addition-
ally, proteins are represented graphically with their conserved domains. Identifiers
are linked to the gene entry and the Refseq protein entry, respectively; the graphical
protein representation is linked to the conserved domain database (CDD, (Lu et al.
2020)) entry of the respective domain(s). Users can view and download the multiple
sequence alignment of all family members, which can be useful for further analysis;
BLASTp-based pairwise alignments of orthologous proteins (Fig. 3.5b, c) can also
be downloaded for further analysis or processing. Individual alignment scores for
all pairwise comparisons are accessible from the link ‘Show Pairwise Alignment
Scores.’ Finally, there is an exhaustive list of articles linked to proteins from the
orthologous group.

The search for inparalogs revealed that HomoloGene groups all paralogs in the
same orthology group. When searching for pyruvate carboxylase, the two different
proteins of S. cerevisiae were part of the same group (Fig. 3.5d). PC has several
domains, which are shown in different colors.

HomoloGene does not provide information on the entire tailless family, but rather
classifies orthologous pairs. Interestingly, and opposing to phylogenetic analysis and
other orthology resources, HomoloGene assigns dsf as orthologous to NR2E1. Tll
is classified as conserved in Diptera only, and Hr51 is assigned as the ortholog of
NR2E3. A better Ka/Ks ratio could be causative for defining dsf as the ortholog of
NR2E1, as there is locally a higher number of identical amino acids in the ZnF and
NHR domains (Fig. 3.5e).

In conclusion, the main advantage of HomoloGene is its integration in the NCBI
database resources and the high confidence on orthologs inherent in its build proce-
dure. Furthermore, inparalogs are identified and indicated as both being part of one
HomoloGene group. The ambiguous tailless family is resolved differently than in
other orthology databases: dsf, instead of tll, is considered the ortholog of NR2E1.
Tll itself is classified as arthropod-specific, and Hr51 is considered orthologous to
NR2E3. Moreover, HomoloGene does not provide an overview of the entire tailless

1It should be noted at this point that information on the HomoloGene algorithm could not be found
even in the pages of the NCBI help desk. Information on the build procedure of HomoloGene is
therefore taken from Wikipedia (https://en.wikipedia.org/wiki/HomoloGene).

https://en.wikipedia.org/wiki/HomoloGene
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�Fig. 3.5 Results of the HomoloGene database. a COX20 is conserved in Euteloestomi, which
includesH. sapiens. Protein domains and sequence lengths are displayed. Links are provided to the
gene and the protein entries of the NCBI database. b HomoloGene allows to see alignments and
launch a pairwise BLAST, or to retrieve pairwise alignment scores. A list of publications linked
to the family members is given. c Multiple sequence alignment of the protein family. d Pyruvate
carboxylase results. Diverse domains are colored differently and link to their respective CDD
entry. The results page was restricted to show only the results for H. sapiens and S. cerevisiae.
e BLASTp alignment of NR2E1 with tailless (tll) and dissatisfaction (dsf). Dsf shows a higher
number of identical amino acids in the local alignment, while being the second-best hit found in D.
melanogaster, when searched with human NR2E1

family, but rather separates tll, dsf and Hr51 into three different families. Disad-
vantages include the low number of organisms (21 species versus 13722, e.g., in
OrthoDB) and the disability to identify remote orthologs. HomoloGene has not been
updated since 2014, according to information provided at ‘HomoloGene statistics.’
HomoloGene is available at: https://www.ncbi.nlm.nih.gov/homologene/.

3.4 TreeFam

TreeFam (Ruan et al. 2008; Schreiber et al. 2014) is one of the bioinformatic tools
developed at the EMBL-EBI. The last release (v9, fromMarch 2013) contains 15,736
gene families from 109 species. TreeFam v9 has adopted the Ensembl Compara
pipeline to assemble ortholog families, which performs all-agains-all BLASTp
searches and subsequent clustering of ortholog families. The clustering procedure in
TreeFam however uses a hidden Markov model (HMM)-based approach to cluster
TreeFam families, which allows the database to have more stable ortholog fami-
lies with new releases (Schreiber et al. 2014), as new sequences can be added to
the existing HMM families. Multiple sequence alignments are created with either
MAFFT (Katoh and Standley 2013) orM-Coffee (Wallace et al. 2006) and refined by
removing non-conserved positions. TreeBest is used to construct gene trees (https://
treesoft.sourceforge.net/treebest.shtml). Several trees (based on amino acid as well
as back-translated nucleic acid alignments) are constructed, and a consensus tree
is calculated using a species tree as a reference. Gene losses and duplications are
calculated using the Duplication/Loss Inference algorithm (Li et al. 2006) and by
reconciling the tree with the NCBI taxonomy tree (Federhen 2012).

TreeFam can be browsed with a gene name, or searched with a protein sequence.
By clicking on the TreeFam family, first, a summary page is invoked, which gives
the user information on the general conservation of the query in a species tree. The
Gene Tree tab (Fig. 3.6a, found on the right-hand side of the page) displays the
gene tree as a model, which can be expanded (by clicking on ‘Full’); the tree can
be annotated by adding information on branch length, bootstrap values, labels for
taxonomy, etc. The protein nodes are linked to the gene entries of the Ensembl
database (Cunningham et al. 2019). Next to the tree are graphical representations of

https://www.ncbi.nlm.nih.gov/homologene/
https://treesoft.sourceforge.net/treebest.shtml
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Fig. 3.6 TreeFam search showing the model trees for COX20 and PC. aModel tree of the COX20
family in TreeFam. Different tabs allow to access different information, such as the sequences and
theWikipedia page. A download page is available to retrieve information associatedwith the protein
family. b Reduced phylogenetic tree of the PC family, indicating gene duplication (red arrows) and
speciation (green dots) events. c TreeFam tree of the tailless family. Hr83, nhr-14, unc-55 as well
as several other C. elegans proteins are false-positive members of this group

the proteins with identified conserved domains. These link to the respective entry of
the conserved domain in the Pfam database (El-Gebali et al. 2019). Wikipedia links
to the Wikipedia entry of the gene; the sequences in the tree can be assessed at the
‘Sequences’ link; finally, the alignment in FASTA format, the HMM, as well as the
tree in Newick format can be downloaded from the ‘Download’ link. Summary of the
gene family is displayed at the top of the entry (listing number of species, sequences,
alignment length and % overall identity). When searching with a protein sequence,
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the sequence will be grouped to its presumable family by similarity and added to
the family tree. The user can choose between two phylogenetic methods: parsimony
which is less accurate but faster and maximum likelihood which is slower but more
accurate. The sequence is added at the correct position in the tree, however as a
separate—duplicated—entry. For instance, when searching with the COX20 protein
sequence from human, there will be two identical human nodes in the tree.

COX20 of S. cerevisiae is not found in the pre-built tree, though when searching
with the budding yeast COX20 protein sequence, the correct family is identified and
the sequence is added to the tree.

When searching for the PC family, the two inparalogs in S. cerevisiae are correctly
placed in the family tree of pyruvate carboxylase.Moreover, theGene Tree tab allows
the user to see, in a small synthetic viewwithmodel organisms, where the duplication
and speciation events occurred. The red triangle and the green point, respectively,
represent the duplication and the speciation events (Fig. 3.6b).

The tailless family contains next to tll, dsf and Hr51 also the protein Hr83 from
Drosophila (Fig. 3.6c). This protein is not classified as part of the tll family in other
databases.

To summarize, this database is quite comprehensive, providing visual display of
the family tree, allowing download of underlying alignments and trees and providing
functional annotation from Wikipedia. The tree is interactive and can be labeled.
Genes are linked to the Ensembl resource, providing rich information on individual
genes/proteins. A novel sequence can be added to the family tree. It is able to distin-
guish inparalogs, in fact indicating speciation and duplication events in the tree.
Moreover, tree-basedmethods are thought to bemore powerful in inferring orthology
than simple RBH-based approaches (Koonin 2005; Brown and Sjölander 2006). It
however did not include S. cerevisiae COX20 in the pre-calculated COX20 tree.
TreeFam also fails to correctly distinguish orthology relationships of the tailless
family, as it assigns false-positive ZnF and NHR-domain containing proteins to this
family. Another disadvantage is the lack of recent updates of the database. TreeFam
is available at: https://www.treefam.org/.

3.5 HCOP

HCOP (HUGO Gene Nomenclature Committee (HGNC) Comparison of Orthology
Predictions (Eyre et al. 2007)) is a database of 19 species, including H. sapiens and
S. cerevisiae,which allows identification of pairs of predicted orthologs. It combines
orthology data from 14 different databases of orthologs, including OrthoDB,
OrthoMCL, HomoloGene, OMA, TreeFam, Panther, InParanoid, EggNOG and
others. Thus, it integrates orthology data derived from many different search strate-
gies (Fig. 3.7 a). Orthologous pairs from these sources are consolidated into a non-
redundant list of orthologs and HCOP provides the associated list of databases that
support each assignment. HCOP is human-centric as orthologs of a human protein

https://www.treefam.org/
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Fig. 3.7 HCOP database search page and results. a Input options for a HCOP search, presenting
all the species and databases from which the information can be extracted. b Results of HCOP for
COX20 for Drosophila melanogaster and S. cerevisiae. The results provided are derived from five
different databases for the fruit fly; the orthologous budding yeast COX20 protein could only be
retrieved from the PANTHER resource

can be found in other species but searching for a protein of another species only
returns orthologs in H. sapiens.

The search can be done by identifiers of Ensembl, NCBI or HGNC, approved
gene symbols or a file containing a list of identifiers. Wildcards can be used: ‘_’ to
substitute a single character and ‘*’ or ‘%’ for zero, one or several characters.We used
the approved symbol COX20. The output is a list of orthologs in the different species
which can be saved as a text file. The results give the chromosomal location, and
specific identifiers link the ortholog to the database it is found in. The support from
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the different orthology resources is furthermore shown for each identified ortholog.
Budding yeast COX20 is found as an ortholog and supported by the PANTHER
database (as indicated by the PANTHER symbol in the search results). Searching
with S. cerevisiae COX20 only retrieves the human ortholog (Fig. 3.7b). Searching
PC using its official gene name returns all orthologs and inparalogs, including PYC1
and PYC2 from S. cerevisiae.

When searching for tll in HCOP, the two human proteins NR2E1 and NR2E3 are
found, suggesting that HCOP groups the entire tailless family. When searching for
orthologs of human NR2E1, tll, dsf and Hr51 are identified in fruit fly.

In summary, the HCOP database is a very useful resource as it offers cross-
references between different orthology databases. As it relies on data generated by
many different search algorithms, it is able to find remote orthologs and includes
inparalogs in orthology groups. HCOP limits the tailless family in human and
Drosophila to the core members. Furthermore, all data can be downloaded in tabular
format for local usage. The main disadvantage is that there are only few species
included;moreover, it is human-centric and only returns all orthologswhen searching
with the human sequence. HCOP is available at: https://www.genenames.org/tools/
hcop/.

3.6 OMA

Orthologous Matrix (OMA) was developed at and is hosted by the Swiss Institute
of Bioinformatics (SIB) (Altenhoff et al. 2015, 2018). To infer orthologs, it first
computes all-against-all Smith-Waterman alignments, saving only candidate pairs
with sufficient score and overlap. In the next step, evolutionary distances are used
to identify closest homologs, thus defining orthologs based on the reciprocal best
hit hypothesis, however considering potential gene losses. Identified orthologs are
finally clustered into OMA groups (i.e., most closely related genes between each two
species and thus containing only orthologs), which tend to be very specific, as well as
hierarchical orthologous groups (HOGs, which are hierarchical groups of all genes
that descended from a single common ancestor and thus contain (in)paralogs). A
detailed primer of the OMAdatabase and search algorithm is given in a recent review
by Zahn-Zabal et al. (2020). OMA is actively maintained (as of 2020) and contains
2288 species (1674 bacteria, 152 archaea and 462 eukaryotes (fungi, animals and
plants)).Model organisms are updated at each release, and other genomes are updated
at each important re-annotation or added based on user requests. OMA provides
domain annotations and synteny data for each gene; moreover, Gene Ontology (GO)
terms are inferred for each cluster.

OMA can be searched with either one recognized identifier, an amino acid
sequence, an OMA group or by performing a simple text search. Searching with
a sequence either performs an ‘exact’ search, returning only hits that match the
input sequence exactly, or an ‘approximate’ search, where a few mismatches are
allowed. The approximate search is not comparable to BLAST, but rather used for

https://www.genenames.org/tools/hcop/
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retrieval of near-identical entries in the database. An approximate search with the
protein sequence of human Cox20 returned 127 entries of high homology, repre-
senting COX20 1:1 orthologs. When searching with the term COX20 in a free text
search, a list of all COX20 proteins is returned. The user can choose to either see the
protein record or go directly to identified orthologs.H. sapiens COX20 has 139 one-
to-one orthologs. A tabs menu lets the users switch from tabular listing of one-to-one
(1:1) and one-to-many (m:1) orthologs (Fig. 3.8a), to information on the protein, to
local synteny (Fig. 3.8b), toOMAgroup (downloadable in FASTA format) andHOGs
(Fig. 3.8c). By invoking the ‘OPTIONS’ drop-down menu, boxes next to genes in
the tree can be colored according to the gene length or the % CG content. Boxes
are also interactive, linking to the HOG table of the gene, as well as the sequence
(Fig. 3.8d). An alignment can be created, visualized, filtered and downloaded for
each OMA group (Fig. 3.8e). Furthermore, a fingerprint is created for each group,
representing the most conserved region of its members (Fig. 3.8e, top). For each

Fig. 3.8 OMA orthology database results pages. a Tabular listing of 1:1 orthologs for the human
COX20 protein. b The local synteny (four genes upward and downward) is displayed by small
colored boxes with the direction of transcription. c The hierarchical orthologous groups represent
the orthologs as a tree with the number of copies per species. The Chordata node is displayed in red.
d The tree can be decorated with information on the gene length or the GC content (here shown for
human COX20). e Multiple sequence alignment of the OMA group. A logo is extracted from it, in
which the size of the letter for an amino acid is representative for its conservation. f OMA groups
in which the COX20 proteins from different species are included. g GO terms associated with each
ortholog
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Fig. 3.8 (continued)



58 P. de Boissier and B. H. Habermann

species, close OMA groups (Fig. 3.8f) and gene ontologies (Fig. 3.8g) are listed in
an easily readable tab format.

OMA was not able to find the remote ortholog from S. cerevisiae and the COX20
OMA and HOGs group were confined to metazoans. PC, though present in the
database, is not grouped in any OMA or HOG cluster. The two inparalogs PYC1 and
PYC2 have nearly 800 1:1 orthologs; they are part of an OMA group of 67 members
from bacteria and eukaryotes. The two inparalogs are listed in this group as ‘close
paralogs.’

The tailless family is split in separate orthologous groups in OMA. Tll itself is
grouped with human NR2E1, and Hr51 is found in the same OMA group as human
NR2E3. Dsf is classified as an arthropod-specific protein.

In summary, OMA can be considered a database with a rich visual interface,
providing plenty of information and harboring many species. The output is well
integrated and visualized. Information on local synteny of a gene of interest should
bementioned, as it is not found in many other orthology databases and can lead to the
discovery of gene clusters implied in one mechanism. This is specifically relevant for
bacterial proteins. However, OMAwas neither able to identify the COX20 orthologs
from human and S. cerevisiae, nor was it correctly classifying PC with budding yeast
PYC1 and PYC2. Nonetheless, these two were correctly identified as close paralogs.
Finally, the tailless family was divided in separate, orthologous groups. OMA is
available at: https://omabrowser.org/oma/home/.

3.7 OrthoMCL DB

OrthoMCL DB (Li et al. 2003; Chen et al. 2006; Fischer et al. 2011) is a part of
the EuPathDB project and relies on the OrthoMCL clustering algorithm to identify
orthologs. Orthologs are identified using WU-BLASTP (Altschul and Gish 1996)
and the RBH strategy, using an e-value better than 1e-5 as a cut-off for identifying
orthologs. Retained orthologs—as well as inparalogs—are linked in a network of
orthologs. Edges connecting nodes (orthologs) are weighted using BLAST similarity
scores. A graph-based cluster algorithm (Markov Cluster algorithm (MCL)) (Enright
et al. 2002) are used to create groups of orthologs. In brief, MCL performs random
walks on graphs using Markov matrices to calculate transition probabilities from
one node to the other. This graph-based clustering algorithm is less computationally
expensive than tree-based methods for clustering orthologs. OrthoMCLDB contains
150 species (36 bacteria, 16 archaea and 112 eukaryotes) and was last updated in
July 2015.

The search can be done by OrthoMCL DB IDs, free text search, a phyletic
pattern, by function, by groups or by sequence. Searching for the synonym of human
COX20, FAM36A, 21 orthologswere foundmostly inmetazoans. This information is
displayed in a simple, colored tabular format on the results page, where abbreviations
of species name are associated with a 0 (not found in this species) or a 1 (found in this
species) (Fig. 3.9a). The ortholog in S. cerevisiae is not found. An interesting feature

https://omabrowser.org/oma/home/
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Fig. 3.9 OrthoMCL DB results. a Results for a search with human COX20. Most orthologs are
found in Metazoans. b Graph representation of the COX20 ortholog groups. Individual nodes
represent proteins, edges between them represent their orthologous relationship. The graph can be
manipulated by choosing different parameters in the control panel on the left-hand side

of OrthoMCL DB is the display of orthologous groups as a network (Fig. 3.9b). This
allows interactive visualization of orthologs and how they are related to each other.
More or less stringent cut-offs can be chosen to reconstruct the orthology graph.
When searching with the text term COX20, 16 orthologs are found, mostly in fungi
(eukaryotes). The ortholog inH. sapiens is not found for the fungal groups. Informa-
tion about taxon, identifiers and domain architecture is provided for each gene and
species.

Pyruvate carboxylase is classified with other carboxylases. Three proteins are
found for S. cerevisiae and H. sapiens, respectively. These include in human PC,
a propionyl-CoA carboxylase and a methylcrotonoyl-CoA carboxylase; in budding
yeast, PYC1, PYC2 and an urea amidolyase is included. These different proteins can
be subdivided in different orthologous groups. In case of PC, the Enzyme Commis-
sion (EC) number can be used to identify the correct enzyme. The EC number of
pyruvate carboxylase is 6.4.1.1, meaning it is a part of the ligases (6), forming
carbon–carbon bonds (6.4) so ligases that form carbon–carbon bonds (6.4.1); thus,
it is a pyruvate carboxylase (6.4.1.1).
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The tailless family is split in separate groups, one encompassing tll and NR2E1
and the second one containing Hr51 and NR2E3. We could not find an OrthoMCL
group for dsf with any of the valid identifiers, gene names or synonyms.

In conclusion, while OrthoMCL provides a fast, graph-based algorithm to cluster
orthologs derived from RBHs, the algorithm is not able to identify distant orthologs,
nor is it useful when searching for proteins that are part of large superfamilies.
Inparalogs are classified in OrthoMCL but, with the implemented clustering algo-
rithm, different orthologs can be clustered in superfamilies, which can be disturbing
for a user who is looking for a specific protein. As also observed in other orthology
resources, the tailless family is divided in two separate groups.OrthoMCL is available
at: https://orthomcl.org/orthomcl/.

3.8 P-POD

Princeton Protein Orthology Database (P-POD (Heinicke et al. 2007; Livstone et al.
2011)) uses all-against-all BLASTp searches followed by two alternative types of
clustering methods to group orthologous proteins: predicted orthologs based on the
OrthoMCL clustering algorithm; and larger protein families that are clustered based
on a Jaccard index (Jaccard 1912) inferred from shared sequence similarity, putting
an orthologous group in its larger evolutionary context.Multiple sequence alignments
and phylogenetic trees are created for each group using MAFFT (Katoh and Stan-
dley 2013) and PhyML (Guindon et al. 2010), and gene loss and duplication events
are resolved using Notung (Chen et al. 2000). Information from species-specific
databases are collected for genes, organisms and diseases. It offers information for
12 model organisms including H. sapiens, S. cerevisiae or Arabidopsis thaliana.

Only a text search is possible, using either gene name, IDs or anOnlineMendelian
Inheritance of Man (OMIM) ID. A search with COX20 returns the yeast protein,
which is classified as a sequence orphan. When searching for the synonym of human
COX20,FAM36A,P-PODfoundorthologs in different species, includingDrosophila
melanogaster, but not inS. cerevisiae. Looking for pyruvate carboxylase inH. sapiens
allows to find the two inparalogs in S. cerevisiae. According to the method used,
different results are found. Using Jaccard clustering, seven proteins are found in H.
sapiens and four in S. cerevisiae, which include other members of this superfamily
(Fig. 3.10a). A tree representation can be accessed, showing the evolution of the gene
and the possible events of duplication as calculated by the Notung package (Chen
et al. 2000) (Fig. 3.10b).

Results for the tailless family show inconsistencies with other resources. There
are two distinct P-POD groups for tll (with human NR2E1) and Hr51 (with human
NR2E3). The Multi/InParanoid- and naïve Ensemble- Hr51 groups both contain
additionally theDrosophilaHr83 protein. TheMulti/InParanoid group of tll contains
in addition the Drosophila dsf protein, as well as two human proteins that are not
considered part of this family in other resources, namely NR2F1 and NR2F2. The

https://orthomcl.org/orthomcl/
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Fig. 3.10 P-POD results for pyruvate carboxylase. a Using the Jaccard algorithm, four proteins
are found for S. cerevisiae and seven inH. sapiens,while OrthoMCL-based clustering retrieves one
ortholog in human and the two inparalogs in budding yeast. b Tree representation of the P-POD
results. Duplication events are displayed by red squares

naïve Ensemble group of tll containsDrosophila proteins tll, dsf and seven-up (svp),
as well as the human proteins NR2E1, NR2F1 and NR2F2.

In conclusion, P-POD is less comprehensive than other orthology databases. It
only is available for a limited number of model organisms. Due to the stringency of
its algorithm, it does not find remote orthologs. The tll family in P-POD includes
moreover a number of false-positive proteins. However, as it includes Notung as one
step in its analysis pipeline, it is well suited to resolve gene losses and duplications
and thus to correctly identify inparalogs. P-POD is available at: http://ppod.prince
ton.edu/.

3.9 InParanoid

InParanoid (O’Brien et al. 2005; Sonnhammer and Östlund 2015) uses reciprocal
BLASTp searches to identify orthologs via the RBH method. In Version 8, there
are 273 proteomes in the database (246 eukaryotes, 20 bacteria and seven archaea),

http://ppod.princeton.edu/
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extracted from Ensembl and UniProt. Inparalogs are separated in the output, and
outparalogs are excluded. The user can set the score for excluding inparalogs when
invoking an InParanoid search.

InParanoid offers several different search options, including text search, iden-
tifier search, or a sequence-based search. When searching for COX20 in human,
all pairwise groups of orthologs are returned, which makes navigation of results
difficult (Fig. 3.11a). The budding yeast COX20 ortholog is not found. Likewise,
using the human COX20 sequence for the search, S. cerevisiae COX20 is not found.
Searching for FAM36A even in a text search returns orthologs of human COX20,
however not the human protein itself, which indicates that alternative identifiers are
not supported.When searching for COX20 in S. cerevisiae, only its orthologs in other
fungi are found.

InParanoid is designed for identifying inparalogs, so it is not surprising to
find members of the pyruvate carboxylase correctly (Fig. 3.11b). Using either PC
or PYC is non-practical as text search, as the database cannot disambiguate the
name of this gene. Searching for the gene name PC returns mostly clusters of
pyruvate carboxylase, yet includes also polycomb protein c (Pc) from Drosophila
melanogaster.

Like HomoloGene, InParanoid groups Drosophila dsf with human NR2E1. Tll is
in a separate InParanoid cluster, not containing a human ortholog. Hr51 is clustered
with NR2E3.

In conclusion, InParanoid offers a moderate range of organisms and is limited
to well-conserved orthologs that can be found by BLASTp. Inparalogs are resolved
correctly, and the user can choose a score to include or exclude inparalogs. The
tailless family is split in three clusters, whereby dsf is considered orthologous to
NR2E1, not tll. The output of InParanoid is pragmatic and simple, however non-
practical, as each cluster the query is found in, is shown separately and no family
cluster is created for proteins belonging to the same orthologous group. InParanoid
is available at: http://inparanoid.sbc.su.se/cgi-bin/index.cgi.

3.10 KEGG Orthology Database

The KEGG orthology database (Kanehisa et al. 2014, 2016a, 2017) is a part of
the Kyoto Encyclopedia of Genes and Genomes (KEGG). It contains at least 4000
genomes. Orthology data are collected using KOALA (KEGGOrthology And Links
Annotation (Kanehisa et al. 2010)). This tool evaluates similarity scores, best-hit
relationships, domains and taxonomy to assign genes and proteins to a group of
orthologs. The data are also verifiedmanually using experimental evidence and litera-
ture. The orthologs are classified in groups by a specificKOALAnumber (Knumber).
The orthology groups are fully integrated with the rest of the KEGG resources, for
example, by linking to KEGG Genes. KOALA groups are linked to BRITE hier-
archies and KEGG pathway maps. The KOALA group can also be displayed as a
simple hierarchy, following the NCBI taxonomic classification.

http://inparanoid.sbc.su.se/cgi-bin/index.cgi
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Fig. 3.11 Simplistic results of the InParanoid and KEGG orthology database. a InParanoid results
forCOX20.As S. cerevisiaewas not found,we showan examplewithD.melanogaster.b InParanoid
results for pyruvate carboxylase. The inparalogs are grouped with their ortholog in H. sapiens.
c KEGG results for COX20. Next to the basic information on the protein, the main information
provided comes from the Brite annotations. The list of orthologs is shown in the main box, as are
potential articles associated with an ortholog group. Links to all other resources from KEGG are
given in the ‘All links’ box
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The remote ortholog of S. cerevisiae is found for human COX20. These proteins
belong to the large groupK18184with over 300members. The orthology information
is displayed in KEGG style, with Brite functional annotation of the orthologous
group. COX20 for instance belongs to the group 09150 associated with Organismal
Systems and the group 04714 associated with thermogenesis. The genes that are
part of group K18184 are listed right below the BRITE hierarchy and links to the
KEGG organisms within the NCBI taxonomy, the KOALA list of genes, as well
as the UniProt list of genes. The last part of the box contains information on the
literature and the sequence entry itself. Next to the main box, all links within KEGG
are shown (Fig. 3.11c).

The name ambiguity of pyruvate carboxylase (PC) again gave a long list of results,
whereas looking for PYC gave only five results. Thus, it is best to search for pyru-
vate carboxylase or to use an identifier accepted by KEGG. PC belongs to the
group K01958, and the two S. cerevisiae inparalogs are correctly identified. The
EC (IUBMB) has assigned the EC number 6.4.1.1.

KEGGseparates the tailless family in threeKOgroups. Tll is clusteredwith human
NR2E1, Hr51 with human NR2E3. Finally, dsf does not have a human ortholog.

In conclusion, KEGG orthology is a highly interlinked database, which can take
advantage of all information available by KEGG including information on genes,
pathways, ontologies, disease and literature. The database is not very visual, except
for the available pathwaymaps,whichmakes browsing the results somewhat difficult.
Its annotation strategy however correctly identified the remote ortholog COX20 from
S. cerevisiae and is also able to resolve inparalog relationships. The tailless family
is split into three groups, with the orthology assignments following the predominant
consensus of other orthology resources. KEGG orthology database is available at:
https://www.genome.jp/kegg/ko.html.

3.11 EggNOG

Evolutionary Genealogy of Genes: Non-supervised Orthologous Groups (EggNOG)
was developed by the Computational Biology team at the EMBL in Heidelberg
(Jensen et al. 2008; Huerta-Cepas et al. 2019). We describe here the latest available
pipeline, which consists of many steps. Reciprocal hits are derived from all-against-
all Smith–Waterman alignments provided by the SIMAP project (Arnold et al. 2014).
In the next step triangular clustering—searching for reciprocal best hits using sets of
three species—is performed to identify orthologous groups (OG). In this pipeline,
inparalogs are identified and treated as one sequence to ensure that they finally belong
to the same cluster. Each OG is annotated using a functional annotation pipeline
that consolidates the annotations of the identified species within an OG. Similar to
OrthoDB, different taxonomic levels are used to compute OGs independently. This
ensures a more accurate functional annotation. These nested OGs are tested and
corrected for consistencies. A phylogenetic tree is calculated for each OG using the
Python-based ETE pipeline (Huerta-Cepas et al. 2016). In brief, multiple sequence

https://www.genome.jp/kegg/ko.html
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alignments are created using Clustal Omega (Sievers et al. 2011) and soft trimmed to
remove columns with low coverage; ModelFinder (Kalyaanamoorthy et al. 2017) is
used to test the model, and a maximum likelihood tree is generated using IQ-TREE
(Nguyen et al. 2015). The current version, 5.0.0, contains 7562 organisms: 4445
bacteria, 168 archaea, 447 eukaryotes and 2502 viruses.

A search is divided in multiple steps. The user has to first enter a search term (e.g.,
COX20), then select a species and indicate, inwhich taxonomic range the orthologous
group should be searched in. When searching for COX20 and adding H. sapiens in
EggNOG 5, the OG group ENOG502S3BD is found, containing 276 proteins found
in 256 species, which indicates that inparalogs are included in OGs in EggNOG
(Fig. 3.12a). The budding yeast COX20 ortholog is found in EggNOG v5, whereas
it was not found in the previous version of the tool (4.5.1). Orthologs are listed with
their identifiers from different databases, such as NCBI and Ensembl (Fig. 3.12b).
The results include different tabs showing a taxonomic profile (Fig. 3.12c), GO terms,
KEGG pathway, and conserved domains (Fig. 3.12d), a multiple alignment of all the
orthologs (trimmed and untrimmed), as well as a phylogenetic tree that is decorated
with functional annotation and conserved domains (Fig. 3.12e). All information for
the protein family, including aHiddenMarkovModel (HMM) consisting of all family
members, is downloadable from the site. When searching for pyruvate carboxylase,
524 proteins are found in 367 species, the two inparalogs of S. cerevisiae were
correctly found and are clustered together.

EggNOGprovides an overviewof the orthologous group tailless belongs to, which
is called the steroid hormone mediated signaling pathway family. It also classifies
the fine-grained, pairwise orthologs in this family. Tll, dsf and Hr51 all belong to the
same EggNOG orthologous group.Drosophila has in total 14 members in this group,
human 38. Tll itself is the pairwise ortholog of NR2E1, Hr51 of NR2E3. Finally, dsf
has no human ortholog.

In conclusion, the use of EggNOG is quite easy, and it can find remote orthologs
and inparalogs. It moreover gives the complete overview of the orthologous group
of tailless, which contains a number of paralogs in the different species, together
with providing a detailed view on pairwise orthologs within this family. It applies a
hierarchical procedure to cluster orthologs and offers a rich set of information and
visualization of OGs. EggNOG is actively maintained and is available at: http://egg
nog5.embl.de/#/app/home.

3.12 PANTHER

PANTHER (Thomas et al. 2003) is part of the Gene Ontology Phylogenetic Annota-
tion Project, led by theGeneOntology consortium (Gaudet et al. 2011). This acronym
stands for Protein ANalysis THrough Evolutionary Relationships. It contains 142
genomes, 35 bacteria, 8 archaea, 99 eukaryotes. Currently, version 15.0 is online,
updated in February 2020. PANTHER’s main goal is to provide high-confident func-
tional annotations by classifying proteins according to their evolutionary history.

https://eggnog5.embl.de/#/app/home
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Fig. 3.12 EggNOG information provided for ortholog groups, here for COX20. a EggNOG group
forCOX20at theEukaryota levelwith a brief functional description, aswell as the number of proteins
and organisms found (top boxes). b An exhaustive list of orthologs is given, linking to different
source databases to retrieve the sequence (restricted for illustration purposes). c the taxonomic
profile of COX20. The profile is interactive and the user can browse at different levels of the
taxonomic hierarchy. Here shown for S. cerevisiae (levels passed are shown in this case in dark
pink). dGO terms associatedwith the COX20 group, providing information on the evidence of aGO
term. e Phylogenetic tree that is decorated with aligned segments of the ortholog group. f EggNOG
results for PC, with the two identified inparalogs, PYC1 and PYC2, in S. cerevisiae
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Next to providing information on protein families and pathways, PANTHER also
offers its own, reduced (i.e., slim) ontology for functional categorization. Since
version 7, orthologs are annotated within PANTHER. PANTHER infers orthologs
from family trees, based on pairs of genes who have diverged by a speciation event.
Families are first separated based on the PANTHERHMMlibrary.Multiple sequence
alignments from these families are constructed using MAFFT (Katoh and Standley
2013), which are then used for tree reconstruction using Giga (Thomas 2010). Not
only one-to-one, but also one-to-many orthologs are inferred, reporting for instance
inparalogs. In case of one-to-many relationships, PANTHER also reports the least
diverged orthologs, which are believed to still have the same function.

When searching for human COX20 in ‘genes and orthologs,’ a list of all orthologs
is returned, with links to their entries in PANTHER (Fig. 3.13a) giving ample infor-
mation, such as IDs from other databases and alternate IDs (Fig. 3.13b), PANTHER
families and subfamilies the gene belongs to (Fig. 3.13c), PANTHER GO and GO
slim annotations, as well as all orthologs of the gene (Fig. 3.13a). An interactive
phylogenetic tree (full and reduced) can be displayed, which can be annotated with
the full or trimmed multiple sequence alignment, including information on evolu-
tionary events, such as deletions, insertions or mutations (Fig. 3.13 d). Other types
of information displayed include identifiers, family and subfamily associations, or
PANTHER IDs of functional annotations.

Next to searching in ‘genes and orthologs,’ PANTHER families can also be
searched. The term COX20 returns three families, whereby two correspond to the
cytochrome c oxidase assembly protein COX20. Both are part of the same family
and represent two different subfamilies, SF1 and SF2. The SF2 subfamily contains
the human COX20 and three orthologs from primates, whereas the SF1 subfamily
contains the budding yeast protein and all other orthologs from a wide range of
different species, including Mus musculus, Danio rerio or Candida albicans. The
PANTHER family for COX20 (PTHR31586) contains a third subfamily, SF4, which
is not named andwhich contains onlyMacacamulatta andPan troglodytes. AnHMM
of each family can be downloaded. Looking for pyruvate carboxylase (or PYC) in
human, only one subfamily is found (PTHR43778). In fact, it is the only PANTHER
family for this protein and consists of 73 genes. The two PYC genes of S. cerevisiae
as well as human PC are in this PANTHER family.

PANTHERdistinguishes the gene family and subfamilies for the nuclear hormone
receptors tll, dsf and Hr51. All three are part of the nuclear hormone receptor (NHR)
family, which includes 517 proteins from the supported 33 species and which are
presented in the accompanying family tree at the PANTHER website. Tll, dsf and
Hr51 are also part of their own subfamily, whereby tll groups with human NR2E1,
Hr51 with NR2E3 and dsf is considered arthropod-specific. Gene counts of the NHR
family, however, differ between EggNOG and PANTHER:While EggNOG includes
14 Drosophila and 38 human members for this family, PANTHER only considers
eight Drosophila and 12 human proteins as part of the family.

Taken together, PANTHER is easy to handle, finds remote orthologs and gives
information about inparalogs. Like EggNOG, PANTHER shows both the entire
family of nuclear hormone receptors for the tll family and the subfamilies with the
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Fig. 3.13 PANTHER information on the COX20 family. a List of orthologs of COX20 with links
to their entries in PANTHER. b PANTHER gene information about COX20, linking via identifiers
to different databases. c Classification of the gene in PANTHER and the PANTHER slim ontology.
d Interactive phylogenetic tree, annotated with the multiple sequence alignment used to calculate
the tree, including information on evolutionary events, such as deletions, insertions or mutations
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consistent grouping of tll with NR2E1 and Hr51 with NR2E3. The division of organ-
isms from the same orthologous group in subfamilies can be confusing. PANTHER
is available at: http://www.pantherdb.org/.

All orthology resources that we discussed here are summarized in Table 3.2, indi-
cating their performance (with respect to their potential to detect remote orthologs,
or classify inparalogs), the possibility of programmatic access, as well as data
availability.

3.13 Do-It-Yourself: Availability of Search Algorithms
and Orthology Data from Orthology Resources

Most of the databases discussed provide their search algorithm and/or pre-calculated
orthology data for download and local usage. This is specifically useful if users want
to annotate their own genome, or place a large number of proteins in orthologous
groups. On the other hand, pre-calculated orthologs can be useful for data mining or
large-scale phylogenetic analyses.

3.13.1 Programmatic Access and Data Download

Programmatic access, such as Application Programming Interfaces (APIs), is avail-
able for most resources. These interfaces allow users to download data from the
database’s website within their own pipelines and on a large scale. All databases
except for HCOP, P-POD and InParanoid allow programmatic access to their data.
Data from Homologene, HCOP or OMA additionally can be accessed directly via
R.

All databases except for KEGG allow also download of their data, including
multiple sequence alignments, HMM-libraries and phylogenetic trees, if available,
which is useful for large-scale phylogenetic data mining. In order to avoid compat-
ibility problems of formats, orthoXML (Schmitt et al. 2011) is used to store and
compare orthology data from awide range of databases, which is for instance offered
by HCOP, InParanoid, OMA, OrthoMCL or PANTHER.

3.13.2 Availability of Code

Several orthology inference tools are also downloadable as a stand-alone version.
They can be used to identify orthologs and orthology groups of newly sequenced
genomes assisting in the proper functional annotation of genes and proteins,
phylogenetic profiling, or species tree reconstruction.

http://www.pantherdb.org/
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The pipeline used by OrthoDB can be downloaded for stand-alone usage. It repre-
sents the full pipeline used by the OrthoDB resource. After solving some dependen-
cies for multithreading and boosting, the ORTHOPIPE and BRHCLUS software
packages are easy to install and test locally. The stand-alone pipeline is available
from the OrthoDB website (https://www.orthodb.org/?page=software).

An OMA stand-alone version is downloadable and usable as a command line tool
(Altenhoff et al. 2019). Installation and usage instructions arewell-written and easy to
follow; moreover, parallelization instructions are provided to run larger OMA-jobs.
The software package is very easy to install.OMA lists fourmajor areas of application
for its stand-alone version: species tree reconstruction, genome annotation, dynamics
of genome evolution (making use of the HOG clusters) and finally phylogenetic
profiling, looking for gene absences or duplications.Output is provided inOrthoXML
format, as well as FASTA and tabular files. OMA is available for download from
the OMA website (https://omabrowser.org/standalone/#downloads), as well as from
GitHub (https://github.com/DessimozLab/OmaStandalone/blob/master/OMA.drw).

OrthoMCL is available as a downloadable stand-alone version. Next to a local
BLAST, it depends on a local installation of a relational database (MySQLorOracle),
for storing the orthologous pairs and orthology groups, as well as the MCL soft-
ware for graph-based clustering. Installation instructions are available. The pipeline
consists of individual perl scripts that need to be executed one after the other. Esti-
mated run-time is given, which indicates the necessity of a larger compute cluster
to run OrthoMCL locally. The software has only been tested for RedHat 5.8. The
stand-alone version is available from the OrthoMCL website (https://orthomcl.org/
common/downloads/software/v2.0/). MySQL, the MCL cluster software, as well as
BLAST need to be downloaded and installed prior to installation of the pipeline. A
new SQLite-dependent pipeline, which also contains a wrapper-script, is available
from GitHub: (https://github.com/stajichlab/OrthoMCL).

InParanoid is available as a stand-alone version for calculating pairwise orthologs,
as well as orthologs among 3 organisms. It depends on NCBI-BLAST. Currently,
InParanoid only supports the old version of BLAST and does not support the blast+
package, which is now standard. The user needs to either have a compatible version
of BLAST available, or manipulate the InParanoid perl program to work with the
newer blast+.

KEGG offers the BlastKOALA, GhostKOALA and KofamKOALA programs to
automatically assign genome sequences to K numbers (KO assignment), however
only as an online tool (Kanehisa et al. 2016b). The user can upload sequences for
mapping to KEGG Orthology groups. Three different search algorithms are used:
standard BLAST (BlastKOALA, https://www.kegg.jp/blastkoala/), or GHOSTX
(GhostKOALA, https://www.kegg.jp/ghostkoala/), which is a fast homology search
algorithm relying on query and database suffix arrays for seed matching. In the
newest version of the KEGG search tools, an HMM profile-based search algorithm,
HMMER3, (KofamKOALA (Aramaki et al. 2020) (https://www.genome.jp/tools/
kofamkoala/)) is used. KofamKOALA searches against a pre-computed database of
HMMs derived from KO families.

https://www.orthodb.org/?page=software
https://omabrowser.org/standalone/#downloads
https://github.com/DessimozLab/OmaStandalone/blob/master/OMA.drw
https://orthomcl.org/common/downloads/software/v2.0/
https://github.com/stajichlab/OrthoMCL
https://www.kegg.jp/blastkoala/
https://www.kegg.jp/ghostkoala/
https://www.genome.jp/tools/kofamkoala/
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EggNOGoffers theEggNOGmapper online (http://eggnog-mapper.embl.de/) and
for download (https://github.com/eggnogdb/eggnog-mapper) to functionally anno-
tate entire proteomes based on orthology. The stand-alone version can be easily
cloned from GitHub and is easy to install. Sufficient documentation is provided,
which is equally easy to follow. EggNOG mapper is also available online for
annotating novel proteomes.

Finally, PANTHER provides the set of their tools for download at http://panthe
rdb.org/downloads/index.jsp, as well as on GitHub (https://github.com/pantherdb).
It includes the PANTHER HMM scoring tool, which allows to compare a set of
sequences, e.g., from a newly sequenced genome, against the entire PANTHER
HMM library. The PantherScore tool depends on HMMER3, which needs to be
installed independently. Among the tools provided is also the Java-based PAINT
tree viewer program, as well as db-PAINT (from the GitHub repository) that allows
functional annotation based on phylogenetic analysis. Installation instructions are
given and easy to follow. Some essential information is missing; for example, it is
unclear how the taxonomic ID file should be structured and how to retrieve it from
NCBI.

3.14 Discussion

There exist many databases and tools that help identify orthologous genes or groups.
We have presented the most commonly used and known available resources. We
however do not claim that our list is exhaustive.We have tested the databases whether
they can find remote orthologs and how they deal with paralogous genes, more
precisely with inparalogs as well as with families with complex evolutionary histo-
ries. We found that all databases were able to handle inparalogs correctly. However,
only fewof themcontained information on the remote orthologwewere searching for.
Among those were OrthoDB, HCOP, KEGG, EggNOG and PANTHER. We would
like to note at this point that while those resources were able to find COX20, we do
not have any further data to support the claim that they contain all possible remote
orthologs. The nuclear hormone receptor family tailless was particularly difficult to
place for many resources. This is not surprising, as this family shows a large expan-
sion in some taxonomic phyla, such as nematodes. While most of the databases were
able to still correctly limit this group to the core members ofD. melanogaster andH.
sapiens, many of them contained putative false-positive members from C. elegans.
Particularly, TreeFam and P-POD fail to correctly classify this family. TreeFam,
for example, contains proteins from C. elegans that are considered orthologous to
other nuclear hormone receptor families in other resources: C. elegans unc-55 is for
instance orthologous to NR2F1 from H. sapiens. It is furthermore noteworthy that
two orthology databases, HomoloGene and InParanoid, define dsf as the ortholog of
human NR2E1, instead of tll, even though it is not the best reciprocal hit, but only the
second-best hit. This can be explained by the higher number of identical amino acids

http://eggnog-mapper.embl.de/
https://github.com/eggnogdb/eggnog-mapper
http://pantherdb.org/downloads/index.jsp
https://github.com/pantherdb
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in local alignments between dsf and NR2E1 and the 239 amino acid long insertion
in the middle of the dsf protein, which renders the RBH results ambiguous.

Different databases typically use different identifiers. Most accept gene names
as a search item. Yet, ambiguous gene names such as the official gene symbol for
pyruvate carboxylase, PC, find too many hits in the databases. Navigating search
results can therefore be problematic. A text-based search for the full name, or using
an identifier accepted by the database resolved this problem.

Orthology databases differ in the availability of additional annotation provided
for orthologous groups. In this respect, databases embedded in genome resources
have an advantage, as the entire information collected on genes is easily available.
These include for instance HomoloGene, PANTHER or KEGG.

Some databases do not contain up-to-date information. This means in most cases
that no new species were integrated in the database. While we do not see this as a
reason for not making use of a resource, it indicates that curation might have been
neglected for these databases.

Among the databases tested, we found that OrthoDB was one of the databases
with the largest number of available organisms. It also had the most complete set of
orthologs, including remotely conserved orthologs. It has linked all entries to several
databases, provides domain annotation, as well as functional annotation of orthol-
ogous groups. Moreover, the NCBI gene resource meanwhile relies for orthology
information next to HomoloGene also on OrthoDB. We see the hierarchical treat-
ment of orthologous groups employed by OrthoDB, but also by other resources
like EggNOG as an advantage. Functions are more likely retained in closely related
species, and thus, making use of a more fine-grained, taxonomical clustering will
result in more accurate functional annotation transfer.

The availability of code as well as web-based services is required for annotation
of newly sequenced genomes. Many resources allow users to either download their
code locally or provide web-based services for whole-genome annotations. While
we have not tested each available tool locally, we found that they are easy enough to
install and usage instructions are easy to follow. To run such computationally heavy
tools locally can however exceed dramatically the resources available to a user, both
in compute time, as well as in storage space. When considering orthology-based
functional assignment, this should be kept in mind. Using web-based services like
EggNOG, KEGG or PANTHER provides a viable solution to this problem.

Finally, we want to stress the importance of adding newly sequenced genomes
to orthology search pipelines. First of all, novel model organisms arise rapidly, for
instance to address questions in evolutionary developmental biology. Providing a
good functional annotation of sequences by knowledge transfer from orthologs will
help advance scientific discovery in non-standard model organisms. Second, adding
new species will lead to a better coverage of search space to find orthologs. This
will ultimately also help in discovering remote orthologies and in gaining a better
understanding of the evolution of genes and pathways.
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Chapter 4
Protein Recoding Through RNA Editing:
Detection, Function, Evolution

Eli Eisenberg

Abstract RNA editing is an endogenous post-transcriptional process that alters the
RNA sequence, changing its information content from that encoded in the DNA.
Throughout the animal kingdom, the most common type of RNA editing is A-to-I
editing, catalyzed by double-stranded RNA-specific adenosine deaminase (ADAR)
enzymes.ADARsmostly target non-codingRNAsequences.However, someprotein-
coding regions are modified, resulting in non-synonymous substitutions and novel
protein products. These editing sites, also known as “recoding” sites, contribute
to the complexity and diversification of the proteome. Computational transcriptomic
studies have identified thousands of recoding sites inmultiple species, many ofwhich
are conserved within lineages. However, the functional impact of recoding, in most
cases, is yet to be revealed. In this chapter we discuss the utility of recoding for
diversity and adaptation throughout evolution.

4.1 Introduction

RNA editing is a post-transcriptional modification that alters the information content
of the RNA sequence itself (Bass 2002; Nishikura 2016; Eisenberg and Levanon
2018). Across metazoa, the most prevalent type of RNA editing is adenosine to
inosine (A-to-I) editing, mediated bymembers of the well-conserved ADAR (adeno-
sine deaminase acting on RNA) enzyme family. Two catalytically active enzymes
of this family are encoded in the mammalian genome: ADAR1 (also known as
ADAR) and ADAR2 (also known as ADARB1). ADAR1 is strongly expressed in all
tissues (Lonsdale et al. 2013). ADAR2 expression is lower than that of ADAR1. It is
expressedmost highly in the artery, cerebellum, esophagus and lung tissues, although
observed to some extent in most other tissues as well (Lonsdale et al. 2013).
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ADARs were first identified as enzymes that unwind double-stranded RNA
(dsRNA) structures (Rebagliati and Melton 1987; Bass and Weintraub 1988). It is
now widely believed that this dsRNA unwinding function is the ancestral function of
thewidely expressedADAR1protein, accounting for the lethal phenotype ofADAR1
deletion in mice (Hartner et al. 2009; Mannion et al. 2014; Liddicoat et al. 2015;
Pestal et al. 2015; George et al. 2016). Long double-stranded RNAs (dsRNAs) are
identified by sensor proteins such as MDA5, and trigger production of type I inter-
ferons as part of recruiting the innate immunity system against viral RNA (Schneider
et al. 2014;Wu and Chen 2014). However, large numbers of endogenous dsRNAs are
likely to appear in normal eukaryotic cells as well (Reich and Bass 2019), mainly due
to the abundance of mobile elements in the genome—transcripts harboring nearby
inverted copies of the same repeat fold to create an endogenous dsRNA structure
(Porath et al. 2017b). These structure may erroneously trigger the cytosolic immune
response, resulting in a severe outcome to the host cell (Hartner et al. 2009; Mannion
et al. 2014; Liddicoat et al. 2015; Pestal et al. 2015;George et al. 2016).A-to-I editing,
mostly carried out by the constitutiveADAR1p110 variant, introducesmismatches to
the endogenous dsRNAs while still in the nucleus (Patterson and Samuel 1995; Roth
et al. 2019), so that the edited endogenous transcripts are no longer recognized by
dsRNA sensors in the cytoplasm, possibly through destabilization of the RNA struc-
ture. Preventing the endogenous dsRNAs from false alarming the immune system is
the essential function of ADAR1.

In parallel with editing and unwinding the potentially dangerous long and nearly
perfect dsRNAs, ADARs also edit much shorter and weaker structures. Many such
structures are bound to appear in the transcriptome, due to the abundance of repetitive
elements. In fact, all multicellular metazoans screened so far (Porath et al. 2017a,
b) exhibit extensive editing, the extent of which strongly depends on the repertoire
of repetitive elements in their genome (Neeman et al. 2006; Porath et al. 2017b).
Likely, most of this extensive editing is not crucial for preventing an innate immune
response (Barak et al. 2020).

The vast majority of this editing activity occurs in non-coding regions, such as
the primate-specific Alu repetitive elements (Levanon et al. 2004), and is catalyzed
mostly by ADAR1 (Roth et al. 2019). In some cases, noncoding editing events may
have acquired a function. For example, the cellular fate of an mRNA and/or its
translation probability can be affected by editing of miRNA binding sites in its 3′
UTR (Pinto et al. 2017) or by editing of the cognate miRNAs themselves (Kawahara
et al. 2007; Alon et al. 2012; Vesely et al. 2012; Pinto et al. 2017; Wang et al. 2017).
Yet, as of now it seems that most of these sites are functionally irrelevant.

The situation is quite different with respect to the coding sequence. Due to the
structural similarity, inosines mimic guanosines in many cellular processes (Basilio
et al. 1962). Translation of inosine-containing codons is mostly similar to that of
the equivalent guanosine-containing ones (except for IAC codons, where 25% of the
translated proteins interpret the inosine as adenosine) (Licht et al. 2019). Thus, editing
of protein-coding sequences may lead to non-synonymous substitutions and novel
protein variants, possibly affecting protein functionality. In addition to point-like
protein modifications, editing may create splice sites, resulting in the introduction
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of novel exons (Rueter et al. 1999; Lev-Maor et al. 2007), and editing of a stop
codon (e.g., UAG (stop) → UIG (tryptophan)) may lead to stoploss and C-terminal
extension of the protein. Thus, unlike non-coding editing, the functional potential
of editing events modifying the resulting protein (“recoding” sites) is quite clear.
In mammals, recoding sites are mainly targeted by ADAR2, and it is thus believed
that the main function of the mammalian ADAR2 enzyme is to edit specific non-
synonymous sites within protein-coding sequences (Tan et al. 2017).

Although other types of RNA editing also lead to recoding, to the best of our
knowledgeA-to-I editing is the only type that gives rise to recoding in nuclearmRNA
acrossmultiple tissues and conserved across lineages. The rest of this chapter focuses
on A-to-I recoding.

4.2 Observing Recoding in RNA-Seq Data

Most current RNA sequencing schemes start with reverse transcription of the RNA
into cDNA. Like ribosomes, reverse-transcriptases treat the inosines as guanosines.
Consequently, inosines in the mRNA appear as guanosines in the cDNA, and the
editing events show up in the RNA-seq data as A-to-G DNA-RNA mismatches.

Discovery of the first mammalian recoding sites throughout the first decade of A-
to-I RNA editing research were serendipitous. The introduction of computational
approaches has enabled systematic large-scale editing detection. The basic idea
behind these approaches is quite simple. As editing shows up as an A-to-G DNA-
RNAmismatch, one only needs to scan through large-scale sequencing databases and
look for thismismatches, filtering out technical and biological noise (e.g., sequencing
errors, incorrect alignment, genomic polymorphisms, somatic mutations) (Eisenberg
et al. 2010; Schrider et al. 2011; Kleinman and Majewski 2012; Lin et al. 2012;
Pickrell et al. 2012; Piskol et al. 2013). Since 2003, a number of groups have devel-
oped computational approaches that apply various filters to the multitude A-to-G
mismatches observed in a given sample, or a set of samples, in order to identify the
relatively few originating from an editing event (Levanon and Eisenberg 2006; Eisen-
berg 2012; Ramaswami and Li 2016; Diroma et al. 2017; PMID: 32211029 Claudio
Lo Giudice et al, “Quantifying RNA Editing in Deep Transcriptome Datasets”).
Advances in sequencing technologies have increased the availability of high coverage
multi-sample datasets, resulting in millions of editing sites identified in human and
other species (Bazak et al. 2014a; Ramaswami and Li 2014; Picardi et al. 2017a).

These systematic searches revealed that recoding is but an exception of the editing
repertoire. Virtually all sites found in the abovementioned computational screens
reside out of the coding region and have no direct effect on the protein. Furthermore,
non-coding editing events are easier to find, as they are often clustered and concen-
trated in thewell-identified repetitive elements. As a result, on top of the low numbers
of recoding sites detected, the false-positive rate is very high in the coding region,
especially for mammalian transcriptomes where the scope of recoding is rather low
compared with Drosophila or cephalopods (see below).
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Accordingly, standard widely used all-purpose detection schemes are not suitable
for detection of recoding events. While they do show an impressive transcriptome-
wide performance, the results in coding regions are rather poor (as reflected by the
low fraction of A-to-G mismatches among all mismatches found). The reliability of
thousands of putative human recoding sites that have been reported by the large-scale
systematic searches for editing sites is thus questionable. Reliable identification of
recoding sites is yet an unmet challenge.

One effective approach is available for conserved recoding sites. The technical and
biological errors mentioned above are not expected to reoccur in multiple species
at the exact same location, and therefore conserved A-to-G mismatches that are
observed at the same position in two (not-too-close) species are expected to be
enriched in evolutionarily conserved recoding sites (Hoopengardner et al. 2003;
Levanon et al. 2005; Pinto et al. 2014). Note, however, that in highly conserved
exons one may observe the same alignment artifact in several species, leading to a
false discovery of a “conserved recoding event.” Dedicated methods for detection of
recoding events in a single-species data are being developed currently. Hopefully, a
conservative alignment that minimizes alignment errors supplemented by utilization
of multiple samples to filter out genomic polymorphisms may be the key to reliable
and comprehensive mapping of recoding sites.

4.3 Utility of Recoding

4.3.1 Diversifying the Proteome

Recent decades have revealed the important role played by post-transcriptional and
post-translational mechanisms in generating the proteomic complexity of higher
organisms. These epigenetic mechanisms allow for diversification of the proteome
in a temporally regulated, tissue-specific, condition-dependent way, leading to func-
tional heterogeneity across tissues, developmental stages, brain regions or even
among individual cells within the same tissue.

Recoding by A-to-I RNA editing is an example for such a mechanism, facili-
tating proteome diversification. It has the capacity to create a range of proteins from
a single genomically encoded gene, providing the organism with a new means for
acclimation and adaptation. Unlike genomic mutations, editing could modify a frac-
tion of the transcript copies, and its levels may be fine-tuned to produce the edited
and unedited versions of the protein concurrently, even within the same single cell,
at a relative concentration that depends on the tissue, condition and environment.
Indeed, several studies have demonstrated how recoding levels at specific sites do
change as a function of the organism’s condition. For example, editing in a variety of
transcripts was shown to modulate along the circadian cycle of transcripts in mouse
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liver (Terajima et al. 2016), and changes in RNA editing have been associated with
sleep (Robinson et al. 2016). Importantly, many studies have demonstrated altered
editing of individual recoding targets in various disease states [for a recent review,
see (Gallo et al. 2017)].

Recoding facilitates amuchwider range of possibilities for adjusting the transcrip-
tome than genomic mutations do. Unlike genomic mutations, the edits are transient,
well-suited to respond immediately to external cues and drive acclimation to changes
in internal or environmental conditions, without compromising the genomic informa-
tion. A nice demonstration of this idea is the peak in ADAR levels and editing levels
during spawning in corals, leading to over a thousand recoding events at the time of
gamete release that are not observed in adult corals (Porath et al. 2017a). This exten-
sive increase in protein diversity may improve gamete’s adaptability without manip-
ulating the underlying genome (Eisenberg and Levanon 2018). Another intriguing
example is provided by recoding of a potassium channel in octopus, whose level
correlates with the external temperature. It is not yet clear, however, whether this
effect is due to rapid acclimation or long-term adaptation (Garrett and Rosenthal
2012a, b).

While recoding probably occurs in virtually allmetazoa, the repertoire of recoding
sites varies considerably across lineages. Only a few dozen recoding sites are known
to be conserved across mammals (Pinto et al. 2014). Similarly, dozens of sites were
found in zebra fish (Sie and Maas 2009; Pozo and Hoopengardner 2012; Li et al.
2014a; Shamay-Ramot et al. 2015), ants (Li et al. 2014b), as well as 164 sites in
bees (Porath et al. 2019). The situation is somewhat different in Drosophila, where
nearly a thousand recoding sites were shown to be conserved across the lineage (Yu
et al. 2016; Duan et al. 2017; Zhang et al. 2017). The most notable exception is the
cephalopod’s lineage, utilizing recoding at a level that far surpasses all other species
studied so far (Alon et al. 2015; Liscovitch-Brauer et al. 2017), with tens of thousands
of recoding events found in each of the four coleoid cephalopod species studied.

4.3.2 Limitations on Functional Utilization of Recoding

Given the above-described potential of recoding to be functionally utilized, and the
fact that the editing mechanism is encoded in the metazoan genome, the relatively
limited scope of recoding is surprising. One may have expected that in the course
of organisms’ evolution, recoding sites will appear and fixate in the transcriptome
as a response to external pressures. However, with the exception of cephalopods,
recoding seems to be utilized to a rather limited extent across the animal kingdom.
Even in Drosophila and cephalopods, the contribution of the conserved recoding
sites to adaptation is not clear (Yablonovitch et al. 2017a, b). Why would that be the
case? Several possible explanations have been proposed.
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One possibility is that regulation of RNA editing is not sufficiently complex
to allow for individual control of each of the hundreds or thousands of functional
recoding sites. As far as is currently known, the editing efficiency is mostly deter-
mined by two factors: local sequence and structural motifs encoded in the RNA
sequence, and the expression level of the ADAR proteins and their regulators. The
surrounding sequence is, by and large, hard-wired in the genome, and is therefore
independent on the tissue, cell-type, environmental condition or developmental stage.
Indeed, editing levels at specificmammalian sites are largely consistent across tissue-
matched samples from different individuals (Greenberger et al. 2010). Thus, this
factor does not contribute to regulation, and onewould expect the variations in editing
level at a given site to be mostly governed by the level of the ADAR proteins and
their regulators. Alterations in ADAR levels might allow intricate tissue-dependent
or condition-dependent regulation (Picardi et al. 2015), but all editing sites would
be equally affected. This sets a major limitation on the flexibility of regulation, and
may result in an effective upper bound to the number of independently regulated
functional recoding sites.

It should be noted, though, that the full repertoire of ADAR regulators is still
unknown. Possibly, there are multiple trans-regulators of RNA editing that allow for
a more complex editing pattern (several candidates have been recently suggested
Fritz et al. 2009; Marcucci et al. 2011; Garncarz et al. 2013; Behm et al. 2017; Oakes
et al. 2017; Tan et al. 2017; Chung et al. 2018; Roth et al. 2019). Note, however,
that the enzyme specificity of these regulators is mostly unknown. Possibly they
affect mostly ADAR1. Another interesting layer of editing regulation is provided by
auto-editing of ADAR2 (Rueter et al. 1999), resulting in the appearance of a novel
3′ splice acceptor site, which in turn leads to an addition of 47 nucleotides. The
affected transcript is frame-shifted, predicted to lose the dsRNA-binding domain as
well as the catalytic domain. Interestingly, ADAR-auto-regulation is also observed in
Drosophila and bumblebee, but there it leads to non-synonymous changes rather than
a frameshift (Palladino et al. 2000; Savva et al. 2012; Porath et al. 2019). However,
as far as we currently know these ADAR regulators mostly affect editing globally,
and probably do not allow for site-specific control of editing levels. More intricate,
yet unidentified, layers of regulation may exist, providing differential control over
the editing levels at different sites. On the other hand, if indeed editing regulation,
by and large, does not provide site-specific resolution, this sets a major limitation
on the use of recoding for adaptation and acclimation. These limitations become
more and more pressing with an increasing number of functional recoding sites, as
adjustment of the global regulators of recoding should take into account the effect
on an increasing number of targets.

Another possible explanation for the rare usage of recoding in many species is
related to the evolutionary cost of maintaining a fixed functional recoding site. It has
been suggested (Liscovitch-Brauer et al. 2017) that conservation of an active recoding
site imposes a severe constraint on the genomic region that encodes the dsRNA
structure recognized by ADAR proteins. Mutations that affect the stability of this
secondary structure might modify the level of editing or abolish editing altogether
(Reenan 2005; Rieder et al. 2013). If the site is indeed positively selected, such
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mutations will undergo purifying selection so that the delicate balance between the
edited and unedited versions of the protein is maintained. The higher the number of
such positively selected sites is, the stronger is this constraint on the global genomic
evolution. In cephalopods, it is estimated that 3–15% of the inter-species mutations
and 10–26% of the intra-species polymorphisms were purified due to constraints
associated with maintenance of editing (Liscovitch-Brauer et al. 2017). Conversely,
creation of a new editing site requires a structure to evolve, imposing evolutionary
constraints on the surrounding sequence. This trade-off between the transcriptome
plasticity provided by RNA editing and the genomic variation required to drive
adaptation and evolution might explain why extensive recoding was disfavored in
most metazoan lineages (Liscovitch-Brauer et al. 2017).

4.3.3 Recoding as a Global Response to External Conditions

However, even if recoding cannot be efficiently regulated at a single target resolution,
global regulation of recoding may be still useful for adaptation if a change in external
conditions, such as temperature or acidity, affects all sites, or many of them, in a
similar way. Recoding may then be utilized to counteract this change, or response
to it, in all recoding sites. For example, editing has been shown to be involved in
temperature response in both Drosophila and cephalopods (Garrett and Rosenthal
2012b; Rieder et al. 2015; Buchumenski et al. 2017). Presumably, a decrease in
the external temperature perturbs the energy-entropy balance controlling protein-
folding and might be mitigated by a global increase in editing that tends to replace
multiple amino acids by smaller, less stabilizing, ones (Garrett andRosenthal 2012a).
Under this scenario, global coordinated upregulation of editing in multiple targets
could be functional as a response mechanism to lowered temperatures. Interestingly,
this response of editing to temperature, one of the most important environmental
variables, can be easily achieved without any need in intricate regulatory networks.
Editing depends on folding the RNA molecule into dsRNA structures. The stable
folded structure is governed by a balance between binding energies and structural
entropy, and is therefore affected directly by the external temperature. It is therefore
easy to imagine RNA structures that are fine-tuned to allow editing only below a
certain cut-off temperature.

Having the above scenario in mind, one is tempted to offer an attractive expla-
nation to the striking difference between mammals on one side, and Drosophila and
cephalopods on the other. The latter species have been shown to utilize recoding to
respond to acute temperature changes, while the homeothermal mammals have no
incentive to utilize extensive recoding. This is further supported by a recent study
that examined RNA editing in squirrel, a heterothermic mammal, and suggested a
dynamic response of the A-to-I editing profile to the low body temperature during
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hibernation (Riemondy et al. 2018). One should note, however, that the above-
mentioned initial analyses of ants, bees, and fish, seem to suggest that limited-scope
recoding is not limited to homeothermal animals. Future studies of more diverse
species are needed to reveal the extent to which cold-blooded organisms utilize
extensive editing to respond to temperature.

4.3.4 Functional Studies of Specific Sites

The previous sections leave us with a number of open questions: Is RNA editing
utilized for proteome diversifications? If so, which of the editing events is adaptive?
Is conserved recoding generally adaptive? Does editing contribute to a dynamic
proteomic response to external pressures? Detailed functional analyses of multiple
recoding sites are required in order to fully settle these questions. However, exper-
imental studies of the effect of recoding are often challenging and time-extensive,
as the phenotype of editing may be subtle, if not elusive. Accordingly, mechanistic
understanding of the effect of recoding in these sites on the biochemical activity of
the protein, not to mention functional analysis of the consequences to the cell and
the organism, typically lags behind identification of new recoding sites. So far, only
some of the strongly edited and conserved mammalian sites have been characterized
in detail.

The most studied recoding site is the Q/R site in GluR-B, the first discovered case
of recoding in mammals, which results in voltage-independent gating with decreased
calcium permeability (Sommer et al. 1991; Higuchi et al. 1993; Seeburg and Hartner
2003). Editing of this site is nearly complete in normal brain tissues (Sommer et al.
1991). Its under-editing is associated with human diseases such as amyotrophic
lateral sclerosis (ALS) and malignant gliomas (Maas et al. 2001; Kawahara et al.
2004; Kwak and Kawahara 2005) and the absence of recoding at this site results in
an early death inmice (Higuchi et al. 2000). This is the onlymammalian recoding site
associated with such a severe phenotype. The Q/R site is one of the most conserved
recoding sites in mammals, observed in amphibians and some species of fish, and is
likely to have been evolved no later than the appearance of cartilaginous fish (Kung
et al. 2001).

The second target identified, the serotonin 2C receptor (Burns et al. 1997) (5-
HT2cR) is one member of a family of serotonin receptors expressed in the central
nervous system, edited in five different sites affecting three amino acids. These sites
are not fully edited, nor fully correlated, and thus editing could potentially lead
to 24 different protein isoforms with varying effect on the response to serotonin
and a cascade of downstream pathways (Burns et al. 1997; Marion et al. 2004).
Transcripts encoding for at least 20 of the different protein variants were observed
in human brain tissues (Wang et al. 2000; Wahlstedt et al. 2009; Khermesh et al.
2016; Zaidan et al. 2018). However, the unedited isoform (Isoleucine–Asparagine–
Isoleucine; INI) alone accounts for roughly half of the transcripts (Khermesh et al.
2016).
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Functional studies of the effect of recoding have been published for a small number
of other physiologically important mammalian genes (Sommer et al. 1991; Egeb-
jerg and Heinemann 1993; Lomeli et al. 1994; Burns et al. 1997; Sailer et al. 1999;
Bhalla et al. 2004; Yeo et al. 2010; Daniel et al. 2011; Chen et al. 2013; Miyake
et al. 2016; Jain et al. 2018), and electrophysiological studies have analyzed the
effects of recoding on a few ion channels in cephalopods (Patton et al. 1997; Rosen-
thal and Bezanilla 2002; Colina et al. 2010; Liscovitch-Brauer et al. 2017), but the
implications of recoding remain largely unknown for the vast majority of reported
sites.

Over one thousand recoding sites reported in humans, but only a few dozen of
them were shown to be conserved across mammals (Pinto et al. 2014). Thus, the
vast majority of human recoding sites seem to be restricted to human or the primate
lineage. These non-conserved recoding sites do not show signs of selection (Xu and
Zhang 2014)—that is, they are less abundant and more weakly edited compared with
editing at synonymous sites, and they are under-represented in essential genes, highly
expressed genes, and genes that are under purifying selection. However, it is not clear
yet whether these results represent the actual behavior of mammalian recoding sites
or merely reflect the rather large false-positive rate in current databases.

Furthermore, even for the conserved sites the functional importance of editing
is not obvious. A recent study has demonstrated that, with the exception of the
essential recoding Q/R site withinGRIA2 transcripts (Higuchi et al. 2000), complete
abolishment of recoding is well tolerated (Chalk et al. 2019). Mice lacking ADAR2
suffer from progressive seizures and die within three weeks of birth, but this severe
phenotype is completely rescued by altering their genome to encode an arginine at
the GRIA2 Q/R recoding site (Higuchi et al. 2000; Chalk et al. 2019). The rescued
mice develop normally and live a normal lifespan even if ADAR1-editing is further
shut down (Chalk et al. 2019). This unexpected result does not exclude the possibility
that recoding of conserved mammalian targets (other than the Q/R GRIA2 site) does
have functionally important, even if subtle (Horsch et al. 2011) (or apparent only
under specific conditions), effects. However, it raises the possibility that many of
these sites may be dispensable.

Finally, the vast majority of the mammalian recoding sites reported so far are
edited to a very low level. Often, only a few percent or less of the transcripts carry
the edited version. Certainly, low-level editing is less likely to have a functional
impact. Indeed, the editing levels at the conserved recoding sites, expected to be
adaptive, are much higher than that of the non-conserved sites, or the synonymous
editing sites with the coding sequence (Pinto et al. 2014). Assuming the low-level
sites are not functional,why are they being edited?Thismaybe just a biological noise,
as ADAR enzymes may bind weakly to some randomly structured RNAs and edit
them to a minimal extent. In parallel, many weakly edited sites are due to “satellite”
editing. The RNA structures required for editing of functionally important recoding
sites often include dozens, or even hundreds, of adenosine nucleotides. Some of these
may get edited just because they happen to be incorporated in the dsRNA structure.
In both cases, these events may survive selection as long as the effect of editing is
not too deleterious (e.g., editing is weak enough so that the slight decrease in the
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unedited protein isoform is tolerable and the edited form itself is not harmful) (Xu
and Zhang 2014). Satellite sites may even be conserved across distant species, as a
result of conservation of the structure required for editing of the functional site in
their vicinity.

However, it is also possible that sites appearing to beweakly editedwhen averaged
over a tissue, exhibit much higher editing levels in specific subpopulations of cells
(Gal-Mark et al. 2017), or even at a single-cell level (Picardi et al. 2017b). In fact, an
interesting recent report suggests that at the single-cell level, editing is often binary
in nature—either all copies of the transcript are being edited, or none are (Picardi
et al. 2017b). If this is indeed the case, then even a low-level of editing could have a
major impact on some cells within the tissue.

4.4 Evolutionary Aspects of Recoding

4.4.1 The Evolutionary History of Recoding

The ancestral ADAR enzyme appears to have originated via the incorporation of
a double-stranded RNA binding domain into the coding sequence of ADAT1, a
member of the ADATs family (adenosine deaminases acting on tRNA) found in
all eukaryotes (Gerber et al. 1998) that are incapable of editing mRNAs. Extensive
editing has been observed in cnidaria (corals) (Porath et al. 2017a), and ADAR
enzymes were identified in multiple Ctenophora and Porifera species (although not
in the placozoan Trichoplax adhaerens) suggesting that the origin and expansion
of the ADAR gene family preceded the last common ancestor to all contemporary
animals (Grice andDegnan2015). It is nowwidely believed that the ancestral function
of ADAR1, shared by all present-day metazoans, is to protect against false activation
of the innate immune system. Recoding is probably a secondary use of the editing
machinery. Following the introductionofADARs to themetazoan cell,weak recoding
sites have presumably appeared as a side-effect to the ancestral ADAR1 activity, and
the beneficial ones were then maintained and further evolved.

It should be noted that while the RNA edits themselves are transient and are not
transmitted to the next generation of cells, editability is inherited through the RNA
structural and sequence motifs encoded in the parent genomic sequence. As editing
relies on the target RNA adopting a specific dsRNA secondary structure, and possibly
adjacent editing-enhancing dsRNA structures (Lomeli et al. 1994; Rieder et al. 2013;
Daniel et al. 2014; Sapiro et al. 2015), the genomic sequence surrounding a sites may
transmit the editing pattern to the next generation of cells, and genomic mutations
in this sequence may further fine-tune editing efficiency. Recoding is therefore a
mechanism for heritable proteome diversification and has the potential to lead to
adaptation in response to external pressures (Gommans et al. 2009).
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A novel recoding site may appear in the course of evolution following an accu-
mulation of random point mutations that slowly modify the structure of the corre-
spondingRNAmolecule to form of theminimal dsRNA structure required for ADAR
recruitment. This process may be accelerated by the activity of mobile elements, in
two different ways. First, mobile elements newly integrated to the genome may be
exonized and incorporated into protein-coding sequences (Sorek et al. 2004). These
repetitive elements are susceptible to editing, as they can readily pair with a similar
reversely oriented element in a nearby intron to create a long and stable dsRNA
duplex (Bazak et al. 2014b). For example, the hundreds of Alu elements that have
been exonized into coding regions of the human transcriptome (Dagan et al. 2004)
are enriched in primate-specific recoding sites (over a thousand such sites are tabu-
lated in current databases). A notable example is the NARF gene, harboring a pair of
extensively edited inverted Alu repeats in one of its introns. In primates, editing of
NARF pre-mRNA creates a novel splicing site and recodes a stop-codon, resulting in
a novel primate-specific alternatively spliced exon, which itself contains additional
recoding sites (Lev-Maor et al. 2007).

Second, mobile elements may accelerate the emergence of novel recoding events
by creating an intronic RNA duplex as a result of mobile element activity in a
nearby intron. Long and stable intronic dsRNAs are known to induce or enhance
site-selective editing at recoding sites in a neighboring exon, up to several hundred
nucleotides away (Daniel et al. 2012, 2017; Ramaswami et al. 2015). Notably,
many of the most efficiently edited (>50% editing) recoding sites conserved across
mammals are located in proximity to a nearby editing-inducing elements (Daniel
et al. 2017) that may serve as ADAR recruitment elements. Accordingly, a pair of
inverted mobile elements newly introduced near a coding exon could form a dsRNA
structure that would enhance editing of a neighboring preexisting recoding site, or
even initiate recoding at a site that was not edited prior to insertion of the repetitive
element (Daniel et al. 2014).

Interestingly, the genetic code prevents the appearance of a premature stop codon
due to an adenosine into guanosine substitution. Thus, random non-specific A-to-I
editing events cannot produce truncated protein products, usually dysfunctional and
often harmful, and their potential deleterious effect is limited. This observation may
partially explain how extensive A-to-I editing is tolerated (as compared to C-to-U
editing, for example). Most nonspecific recoding is expected to be evolutionarily
neutral or slightly deleterious and should be slowly depleted from the transcriptome,
while the fewbeneficial sites are fixated. If thismodel is correct, onemay expect to see
in present-day transcriptomes many newly acquired recoding sites that are organism-
specific (or lineage-specific) and mostly evolutionarily neutral or possibly mildly
deleterious, in addition to a set of more deeply conserved, functionally beneficial,
fixated sites.

Indeed, virtually all recoding sites identified in mammals, Drosophila,
cephalopods, and other species studied so far are lineage-specific, and most of them
are not conserved even across closely related species. Thousands of human recoding
sites have been reported, only a few dozens of which were found in mouse, and
only a handful are known to be edited in non-mammalian vertebrates. For example,
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editing of the Q/R site in GluR-B is observed in birds, amphibians and some species
of fish, assumed to have been acquired following the Agnatha–Gnathostome sepa-
ration (Kung et al. 2001), and recoding of FLNA and CYFIP2 is conserved in birds
(Levanon et al. 2005). So far, only a single target (the Shaker potassium channel) is
known to be shared by vertebrates, Drosophila and cephalopods (Porath et al. 2019).
Thus, while the available information about the conservation of recoding across
species is still partial, it seems consistent with the view that recoding sites were not
part of the ancestral set of ADAR targets, but rather were exapted into the genomes
of the different lineages subsequent to their divergence, possibly following a lineage-
specific large-scale genome invasion of mobile elements. Screening of more lineages
is then expected to reveal independent sets of recoding sites, of widely varying size.

4.4.2 Interplay Between Recoding and Genomic Mutations

Interestingly, many recoding sites are fixed genomically as guanosines in closely
related species (Tian et al. 2008; Pinto et al. 2014). In some cases, the ancestral
genomic allele is G, and then editing partially counteracts the effect of a G-to-A
genomic mutation. For example, it is argued that the Q/R site in GluR-B has emerged
following the divergence of jawed vertebrates. The ancestral allele, as appears in
jawless fish (but also in many teleost fish, including zebra fish and fugu) codes
for arginine (Kung et al. 2001). Similarly, frog and puffer fish genomic versions of
subunit α3 of theGABAA receptor encode formethionine at a position orthologous to
the mammalian-conserved I/M recoding site (Ohlson et al. 2007). In these cases, one
may argue that the genomic-A allele is disadvantageous, and it is only due to editing
that the G-to-A mutation can be tolerated and fixated. If this is the case, recoding
should have evolved rather quickly (on evolutionary scales, obviously) following the
genomic G-to-A conversion, which means that the mutation should have occurred
within a pre-existing dsRNA structure. It is yet to be determined whether in such
cases having the “editing switch,” i.e., the possibility to express both the edited and
non-edited variants of the protein, is beneficial compared with having only the edited
version hard-wired G in the genome.

On the other hand, there are several examples for siteswhere the ancestral genomic
state was an editable adenosine, and then in some species a guanosine was hardwired
into the genome. For example, one of the recoding sites in subunit α6 of the nicotinic
acetylcholine receptor is recoded in the silkworm and the honeybee, but the tobacco
budworm harbors a genomically encoded G (Tian et al. 2008). Phylogenic analysis
reveals that the ancestral state at this site is an adenosine, which has gained recoding
in some species, and then was converted to a guanosine in the tobacco budworm. In
such cases, it is tempting to think of editing as an evolutionary intermediate, enabling
“probing” of the G allele without changing the genome. Only when the organism is
well-adjusted to the G allele, can the genomic A-to-G mutation be accepted (Tian
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et al. 2008). However, currently available data is limited to anecdotal examples and
can be equally explained by the simple observation that sites where the G allele is
tolerable are more likely to acquire both recoding and a genomic A-to-G mutation.

4.4.3 Is Recoding Generally Adaptive?

What fraction of recoding activity is adaptive? Analysis of thousands of human
putative recoding sites suggests that these sites are mostly non-adaptive and slightly
deleterious (Xu andZhang 2014).Only a fewdozen human coding sites are conserved
across mammalian species (Pinto et al. 2014) and expected to be functional. The
situations seems very different in other lineages: close to a thousand recoding sites
are conserved across the Drosophila lineage (Yu et al. 2016; Duan et al. 2017; Zhang
et al. 2017), as well as more than 10,000 recoding sites conserved across cephalopod
species (Liscovitch-Brauer et al. 2017). These sites show signs of positive selection
and are enriched for non-synonymous substitutions (recoding sites) over synonymous
substitutions, an indicator of positive selective pressure.

Even in mammals, the question of recoding adaptiveness is not fully settled. First,
it is not yet clear towhat extent these analyses are affected by the high false-discovery
rates in the reported sites. An improved analysis of the adaptive nature of recoding
in mammals requires a more accurate detection scheme, as well as a more detailed
analysis of conservation in closer species, e.g., within the primate lineage. Second,
as explained above, many weak editing sites are expected to arise due to nonspecific
ADAR activity, so adaptiveness should be analyzed based on the editing levels. In
fact, although theseweak sites are numerous, their overall contribution to the recoding
activity (measured by the number of deamination reactions) is not large compared to
the conserved sites that are strongly expressed and strongly edited. In most human
tissues, recoding of FLNA and IGFBP7, whose recoding is both conserved across
mammals and has a proven functional impact (Jain et al. 2018; Morgantini et al.
2019), accounts for the majority of ADAR’s recoding deamination reactions. Thus,
while it may very well be the case that most recoding sites are nonadaptive, most
recoding activity may be adaptive. Third, some weak sites are “satellite” events that
belong to a cluster of sites including a stronger, possibly conserved and functional
site. The latter sites may be nonadaptive standing alone, but editing of the whole
cluster may still be beneficial.

On the other hand, the adaptive role of conserved recoding activity was recently
challenged from a different angle (Jiang and Zhang 2019). It was suggested that
editing as a diversifying mechanism is actually never adaptive, and the only cases in
which editing is conserved and maintained by evolution are those where only the G
allele is actually beneficial. According to this “harm-permitting model,” recoding is
fixated in the genome onlywhen required to correct for a deleterious G-to-A genomic
mutation (“restorative editing,” which may be the case for the Q/R GRIA2 site, see
above), or at least to compensate for the lack of a beneficial A-to-G mutation. One
may argue that such cases are not truly adaptive, as having a fixed G allele would be
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advantageous over the flexible editable adenosine. Restorative non-adaptive editing
mayaccount for the over-representations of recoding sites (highN /S, nonsynonymous
to synonymous ratio) observed in conserved mammalian sites, as well as Drosophila
and cephalopod sites, even if there is no adaptive advantage to having an editable
A at these sites as compared to the ancestral genomically encoded G. This “harm-
permitting” model is supported by analysis of cephalopods’ recoding sites exhibiting
enrichment of recoding in restorative ancestral-G sites, consistentlywith prior studied
(Tian et al. 2008; Zhang et al. 2014;An et al. 2019).While restorative editing certainly
takes place, its extent is still unclear. It is not known yet whether it may account for
the multitude of deeply conserved sites. Careful analysis of the evolutionary history
of recoding sites in multiple lineages and experimental analysis of known conserved
sites are required in order to settle this fundamental and important question.

4.5 Conclusion

Recoding is a post-transcriptional mechanism, capable of diversifying the proteome
and contributing to its complexity. Despite much progress in the past three decades, a
number of key basic questions are still open. Computational biologists are still strug-
gling to provide comprehensive and accurate sets of recoding sites, even in human.On
the experimental side, the biochemical and functional impact of recoding is largely
unknown for the majority of the strongly edited and well-conserved sites. Finally,
there are many open global questions regarding the regulatory and evolutionary
aspects of this intriguing phenomenon, and even the general notion of recoding being
adaptively utilized to diversify the proteome is not fully accepted.We look forward to
future computational and experimental advancements, combining global analyses of
recoding sites and their properties with detailed characterization of individual sites,
in hope for clarifying the above questions as well as opening new exciting research
directions.
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Chapter 5
Most Successful Mammals
in the Making: A Review of the Paleocene
Glires

Łucja Fostowicz-Frelik

Abstract Glires, the most speciose clade of placental mammals nowadays includes
the conservative, uniformly shaped lagomorphs and widely diversified rodents. Both
groups are recognized in the fossil record since the early Paleogene, but Rodentia
appeared slightly earlier (the late Paleocene) than lagomorphs of modern aspect
(the early Eocene). The earliest Glires currently recognized come from Asia (East
China), where they were scarce and relatively poorly diversified. They are basal taxa
of neither rodent nor lagomorph clear affiliations, although probably ancestral for
both. In contrast, the earliest record of North American Glires consists of scarce
Rodentiaformes (known also from the late Paleocene of Asia) and the primitive
basal rodents Ischyromyidae, the latter a widely diversified and abundant group.
Ischyromyid rodents differ from other basal Glires lineages in generally large size,
approximately that of ground squirrels or marmots. Ischyromyids are an important
example of “the Paleocene Paradox” in the fossil record, which is a discrepancy
between the fact that the earliest fossil rodents are known from North America
while it is widely presumed that the Rodentia originated in Asia from earlier gliroid
mammals. Here, I provide a brief review of the early diversification of Glires both in
Asia and North America, and discuss the earliest morphologies in this group. Two
related important points in the beginning of the evolutionary history of Glires are the
skull structure as a whole and the dentition.
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5.1 Introduction

Glires (rodents and lagomorphs), the counterpart toEuarchonta (primates, tree shrews
and colugos) within the Euarchontoglires clade (Fig. 5.1), which is one of four major
clades of modern placental mammals (e.g., Murphy et al. 2001; Asher et al. 2009),
are the most successful and speciose group of living mammals (Wilson et al. 2016).
The extant Glires consist of two clades: the lagomorphs, grouping rabbits, hares,
and pikas, and rodents, including a wide variety of animals divided into three major
clades: Ctenohystrica (e.g., gundis, porcupines, and guinea pigs), Myomorpha (e.g.,
hamsters, mice, rats, and beavers), and Sciuromorpha (squirrels in a broad sense).

The lagomorphs represent a conservative, basal branch of Glires (see e.g., Asher
et al. 2019). Including ca. 95 living species, this clade is poorly diversified in compar-
ison with rodents, the clade including over 2400 living species (Wilson et al. 2016).
Extant rodents are widely diversified (Fig. 5.1), representing almost all locomotor
adaptations of terrestrial mammals and inhabiting most of the accessible terrestrial
habitats worldwide (Wilson et al. 2016). Also, rodents as a whole express most of
known dietary preferences. Most of the species is herbivorous, including frugivorous
and granivorous forms, and interestingly, some rodents are fully carnivorous. They
are either exclusively insectivorous (e.g., Selevinia) or piscivorous and “crab-eaters”
(the Ichthyomyidae; see Voss 1988). Also, taking into account their body mass,
modernGlires are quite diverse in size. Rodents exhibit wide size differences, ranging
from the Baluchistan pygmy jerboas (Salpingotulus michaelis) weighting only a few
grams to the biggest extant rodents, capybaras (60 kg). The fossil record is evenmore
astounding, including the giant beavers, and the Pliocene dinomyid Josephoartigasia,
the largest rodent ever known that reached about 1000 kg (Rinderknecht and Blanco
2008).

Glires are an archaic group known already from the Early Paleocene (Fig. 5.2).
Their diversity in form and size was growing constantly since their inception,
showing several significant accelerations, especially at the beginningof theOligocene
and Miocene, and during the Mio-Pliocene interval. But what can be said of the
earliest forms? Does the Paleocene fossil record of Glires shows this consider-
able morphological potential or was it rather conservative, only gradually gaining
momentum? This chapter analyzes the morphological variability of earliest known
Glires constituting the Paleocene fossil record.

5.2 Origins of Glires in Asia

There is a general consensus that Glires originated in Asia (Li 1977; Li and Ting
1993; Meng et al. 2003; Meng and Wyss 2005). The first remains referred to this
group, the basal members of Glires come from the early Paleocene of theWanghudun
Formation in Qianshan (Anhui, China). These earliest Glires cannot be assigned
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Fig. 5.1 Phylogenetic scheme of Glires relationships. Phylogeny of extant clades based on
maximum likelihood analysis of 31 genes and 39,000 nucleotide base pairs (see Wilson et al.
2016); the position of stem rodent groups and basal Glires follows Asher et al. (2005). Animals
silhouettes not to scale
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Fig. 5.2 Worldwide distribution of the Paleocene Glires. 1, Mimotonidae; 2, Eurymylidae; 3,
Rodentiaformes (Alagomyidae); 4, Ischyromyidae (stem Rodentia). Color code: red, early Pale-
ocene; yellow, middle Paleocene; green, late Paleocene. The map shows continent arrangement at
the Paleocene/Eocene transition, based on Smith et al. (1994)

neither to Rodentia nor Lagomorpha, although they show features considered ances-
tral to both groups (Sych 1971; Averianov 1994) and already express the diversity
due to exact count and shape of the incisors, one of the most often used factors
to distinguish these two groups. The number of the upper incisors which may be
one pair (Simplicidentata) or two (Duplicidentata) is the foundation for a very basic
distinction between different Glires (Asher et al. 2005). Generally, Duplicidentata are
linked with lagomorpha lineage (and formally include the extant lagomorphs), while
Simplicidentata are thought to be inclusive of extant rodents and their ancestral stock
(Averianov 1994). This may be, however, at least partly expression of evolutionary
mosaicity or frequent parallelisms observed within the Glires (see Fostowicz-Frelik
2017).

The notably scarce first fossil record of the early to middle Paleocene Glires is
limited to central China and consists of three genera with five species (Table 5.1),
represented mostly by the type material (Li 1977; Li et al. 2016; Wang et al. 2016).

The situation changes during the Late Paleocene, when the first wave of radiation
within Glires occurs. In Asia at that time, ten more basal Glires appear (Table 5.1),
but their occurrence area is shifted north, to the Mongolian Plateau (Mongolia and
Nei Mongol Autonomous Region of China). Furthermore, in the Late Paleocene,
the first Rodentiaformes appear, both in the Mongolian Plateau (Dashzeveg and
Russell 1988; Meng and Wyss 2001) and North America (Dawson and Beard 1996;
Flynn 2008), where they co-occur with the first true rodents of the Ischyromyidae
group. These groups differ already markedly in size, dental structure, and skeleton
morphology laying the foundation for further diversification, although the common
ancestral pattern still can be traced in their morphology.
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5.3 Basal Glires: Eurymylidae and Mimotonidae

The most primitive forms assigned to Glires regarded as basal or stem groups are
included into two families: Eurymylidae andMimotonidae. They form a paraphyletic
cluster nested at the root of the phylogenetic tree of Glires (Meng and Wyss 2001;
Meng et al. 2003;Asher et al. 2005).Historically, this groupwas known as “Mixodon-
tia” (Sych 1971). The name was meant to reflect their dental morphology, which
shows a mixture of lagomorph and rodent characteristics, summing up mostly to the
formation of the incisor segment (two or one pair), lack of canines and anteriormost
premolars, and a nascent unilateral hypsodonty of the molars (and existing premo-
lars), which in a more developed state is characteristic of earliest Lagomorpha (Li
1977; Li et al. 2007).

As the group is paraphyletic (both as “Mixodontia,” as well as each family sepa-
rately), it should be regardedmore in terms of a morphological grade, which includes
animals with a similar lifestyle and diet preferences, than in strictly phylogenetic
perspective.

The oldest known Glires representatives are mimotonidae, small, and scarce
mammals (Li 1977; Li and Ting 1993), regarded as closer to lagomorphs. The Pale-
ocene record of the group consists of only two genera (Mimotona and Mina) and
includes four species (Table 5.1), all known exclusively from the early and middle
Paleocene of Qianshan area in Anhui Province, China (Li 1977; Li et al. 2016). Two
species ofMimotona (M. lii andM. wana) were recovered from the early Paleocene
strata, dated at ca. 62 Ma (Wang et al. 2016), quite close to the K/Pg boundary at
66 Ma. This fact makes them one of the earliest true placentals, which can be linked
with crown (extant) groups of Placentalia. BothMimotona andMina have two pairs
of upper incisors, the feature which unite them with Lagomorpha, they also have
(at least, it is confirmed for Mimotona) two pairs of lower incisors, an apparently
primitive feature for Glires, implied also for some eurymylids (seeMeng et al. 2005).

The Paleocene mimotonids represent different lineage than the Eocene represen-
tatives of the group: Gomphos and Mimolagus (see Bohlin 1951; Asher et al. 2005;
Fostowicz-Frelik et al. 2015). A similar size disparity is observed also between
the Paleocene and Eocene eurymylids, the latter being much larger and expressing
different dental (and cranial) adaptations, indicating certain more directional adapta-
tions (seeMeng et al. 2003). In fact, the Paleocene mimotonids show less similarities
to the Eocene ones than to Lagomorpha of modern aspect.

The Paleocene is decidedly the acme for Eurymylids, another group of basal
Glires (Sych 1971; Dashzeveg and Russell 1988; Meng et al. 2005); with almost
80% of species belonging to this group known solely from this period (Mao et al.
2017). Similarly to early mimotonids, the Paleocene eurymylids were small animals
with approximate skull length not exceeding four centimeters (see Sych 1971; Li
1977). Eurymylids are undoubtedly the most primitive Simplicidentata, the Glires
group having a single pair of incisors; but in the light of eurymylid paraphyly, it is
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obvious that Simplicidentata may be yet another morphological grade in this respect.
Therefore, the reduction of the number of incisors may have been parallel in several
different basal Glires lineages.

5.4 Paleocene Glires in North America: Alagomyidae
and Ischyromyidae

Twonewgroups ofGlires appearedduring theLatePaleocene, and they are pre-rodent
Rodentiaformes Alagomyidae (Meng and Wyss 2001; Wyss and Meng 1996) and
Ischyromyidae, the basalmost group of rodents (Table 5.1). Interestingly, alagomyids
are known from Asia as well as from North America, whereas the Paleocene
ischyromyids are known only from North America.

The phylogenetic status of both groups is uncertain, they are treated either as the
primitive Rodentia (Flynn 2008) or as a sister group to the Paramys–Cocomys clade
of true Rodentia (see Dawson and Beard 1996) or each of them is placed as a different
stem lineage of Rodentia (understood inmodern aspect), outside of the crown rodents
(see Meng and Wyss 2005). The phylogenetic status of Rodentiaformes as a pre-
rodent group is much less controversial than the position of Ischyromyidae (Wyss
and Meng 1996; Meng and Wyss 2001, 2005). The latter group was convention-
ally classified as rodents and was proposed as ancestral to Sciuridae (Wood 1962),
although theirmorphological divergence fromother early rodent groups (in particular
of earliest ctenodactyloid hystricognathes Cocomyidae) is striking. Ischyromyids are
the only large Glires in the Paleocene, and they exceeded the size of any other Glires
known from this period and evenmost of the early Eocene ctenodactyloids (see dental
data in Anderson 2008). Although little is known about the postcranial morphology
of the Paleocene representatives, the early Eocene (Wasatchian NALMA) conspe-
cific or congeneric ischyromyid findings can be informative in this respect (Wood
1962; Rose and Chinnery 2004). As the ischyromyids seem rather conservative in
morphology, both dentally and skeletally, thus it can be safely assumed that the Pale-
ocene forms did not depart far from the morphotype of the Eocene members. They
were rather strongly built, with a slightly elongated body, the powerful limbs, and a
long strong tail, resembling somewhat ground squirrels (Rose and Chinnery 2004).
On the other hand, Rodentiaformes are very small, showing gracile foot structure
with elongated lower tarsal bones and metatarsal foot segment (see Meng and Wyss
2001). Nevertheless, concerning the tarsal morphology, they showed quite different
adaptations from those observed in earliest true rodents of the ctenodactyloid group
(see Fostowicz-Frelik et al. 2018).

The rodentiaform alagomyids and ischyromyids showed more derived dental
adaptations and more pronounced reductions of the premolars compared to basal
Glires. Tribosphenomys has a very reduced peg-like P3, no p3, and its P4/p4 is molar-
ized, although alagomyids differ in the degree of molarization of the premolar loci
(see Dawson and Beard 1996 and references therein). Alagomyids also frequently
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retain deciduous fourth premolars (Meng andWyss 2001) and thus delay the eruption
of the permanent teeth, which may be the evolutionary prerequisite to the perma-
nent loss of P4/p4 (the loci frequently missing in modern rodent groups). Similarly,
ischyromyids still retain a reduced P3, and they tend tomolarize the P4/p4 (Anderson
2008).

5.5 Dentition

The dental formula of basalmost Glires is modified in comparison with the dental
formula of primitive eutherians (see Kielan-Jaworowska et al. 2004). Glires have
two pairs of upper and lower incisors maximum and show a progressive loss of
the premolars (Meng and Wyss 2005); thus, the generalized dental formula should
read I1-2/1-2 C0/0 P0-3/0-2 M 2-3/2-3. The earliest basal Glires, such asMimotona,
express the dental formula (I2/2 C 0/0 P3/2M 3/3) almost identical to that of modern
leporids, but the latter have a single pair of lower incisors. It is noteworthy that the
anteriormost incisors inmodernGlireswere establishedon thebasis of developmental
studies to be theDI2/di2 loci (seeMeng et al. 2003). The posterior pair of the incisors,
if exists, represents the pair I3/i3 of the incisors in the placental model and has
normally two dental generations. This homology is assumed for all Glires whether
modern or extinct (Meng et al. 2003).

The loss of the second pair of incisor is apparently a progressive character, and
it appears first in the upper dentition. All eurymylids including Heomys (Fig. 5.3a,
b) have already only a single pair of the upper incisors (DI2). The upper incisors of
eurymylids are large, compressed medio-laterally (Fig. 5.3b, 5.4), looking propor-
tionally larger than the teeth in most rodents (Sych 1971; Li 1977). In the Paleocene
mimotonids, these teeth are more delicate (Fig. 5.3d). Mimotona displays a groove
at the anterior surface of the DI2 (Li 1977; Li and Ting 1985, 1993), and its anterior
incisors are compressed anteroposteriorly, showing almost identical morphology to
that observed in modern lagomorphs. On the other hand, Mina does not have such
a groove, and both pairs of its upper incisors are compressed mediolaterally as in
eurymylids (Li et al. 2016). The incisormorphology of alagomyids and ischyromyids
resembles that of eurymylidae; Tribosphenomys shows a rather great curvature of
the anterior upper incisor (Meng and Wyss 2001).

The premolar reduction is progressive in Glires, and the earliest members of
the group (e.g., Mimotona, Sinomylus, and Taizimylus) have three upper premolars
(Li 1977; McKenna and Meng 2001; Mao et al. 2017), the dental pattern which
is preserved also in extant Lagomorpha. But the middle Paleocene Heomys and
the late Paleocene Eurymylus and Eomylus already lost P2 (Sych 1971; Li 1977;
Dashzeveg and Russell 1988). The lower dentition is more uniform. All the basal
Glires have retained p3 and p4, the condition observed in modern lagomorphs.
Rodents have much more progressive reductions as they primitively have only one
premolar (p4/P4), and in most crown groups (especially murids) they lost even this
premolar locus. Rodentiaformes display a simple upper P3 and molarized DP4. The
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Fig. 5.3 Upper dentition of the earliest Glires. a, b The simplicidentate Heomys orientalis (IVPP
V4321); c, d, the duplicidentate Mimotona wana (IVPP V7416). a Right upper tooth row (mirror
view); b ventral view of the skull; c left upper tooth row; d ventral view of the skull; e explanatory
drawing of main dental structures in a tribosphenic molar; modified from Kielan-Jaworowska et al.
(2004)

P3 is reduced to a small single-cusped, peg-like tooth (Meng and Wyss 2001). The
P4 is apparently delayed in ontogeny and is mostly lacking in known alagomyid
material. Thus, the functional posteriormost premolar is a deciduous tooth (DP4).

The rodentiaform lower tooth row includes only one premolar, which is regularly
exchanged into a non-molarized permanent tooth (p4). This locus is more simplified
than its deciduous predecessor, dp4 (Meng and Wyss 2001).

Ischyromyid rodents display the dental pattern similar to that of the Rodenti-
aformes. Most of ischyromyids retain P3 and P4/p4; the ultimate premolars are at
least partly molarized, although still smaller than the molars (Anderson 2008).
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Fig. 5.4 Lower dentition of the earliest Glires. a The simplicidentate Heomys orientalis (IVPP
V4322; right mandible with p4–m3); b the duplicidentate Mimotona wana (IVPP V V7416.1;
left mandible with p3–m3, mirror view); c explanatory drawing of main dental structures in a
tribosphenic molar; modified from Kielan-Jaworowska et al. (2004). Note the similarities in both
groups

The structural pattern of the occlusal tooth surface in Glires comprising of cusps,
crests, and basins adheres to the tribosphenic molar pattern typical of all placen-
tals. Nevertheless, the dentition of modern Glires representatives departed far from
the original morphotype. The dental pattern of the basalmost Glires (see Heomys
and Mimotona in Fig. 5.3) closely resembles the typical tribosphenic molar of the
Cretaceous eutherian having all basal structures (see Fig. 5.3). The upper cheek teeth
are anteroposteriorly compressed and extended mediolaterally. Both genera differ
very little in general dental morphology. Three major cusps, the paracone, metacone,
and protocone are well developed and recognizable, the metaconules are usually
larger than the paraconules, hypocones and hypoconal shelves (postcingula) are well
developed, and the trigon basin is relatively large. Compared to the late Cretaceous
Zalambdalestidae (see Kielan-Jaworowska et al. 2004), the lingual part of the tooth
is better developed in Glires, the hypocone is much stronger and the hypoconal
shelf is larger. The lower cheek dentition of Heomys andMimotona differs even less
from the typical tribosphenic pattern of the late Cretaceous Eutheria (Fig. 5.4; see
also Fostowicz-Frelik 2016). The only significant difference is the reduction of the
paraconid (Meng et al. 2003). Some eurymylids (e.g., Eomylus) have still a small
paraconid (or at least a well-developed paracristid), and this cusp is also observed
in the deciduous premolars of early Glires, but all mimotonids lack this character in
their permanent dentition (the character in common with lagomorphs).
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The Rodentiaformes dental pattern also does not depart markedly from the
tribosphenic one. Alagomyids show some reductions in the hypocone and hypoconal
shelf, which are interpreted as progressive in their lineage (Dawson and Beard 1996).

On the other hand, the occlusal dental pattern of ischyromyids shows furthermodi-
fications typical for rodents. The teeth become square in the outline, the cingulids
(the pre- and post-cingulum) become stronger and better developed, while the cusps
are joined with more strongly developed cristae, gradually coalescing with them, and
the center of the trigonid and talonid forms more extended and deeper basins (see
Meng et al. 2005; Anderson 2008).

5.6 The Skull

Very little is known about the skull of the Paleocene Glires. Among the stem taxa, the
anterior part of the cranium is known for eurymylids: Eurymylus,Hanomys,Heomys,
Sinomylus, and Taizimylus (Sych 1971; Li 1977; McKenna and Meng 2001; Huang
et al. 2004; Mao et al. 2017), and the mimotonid Mimotona wana (Li and Ting
1993). Similarly, only very small fragment of the anterior part of the skull is known
for the Rodentiaformes Tribosphenomys minutus from the late Paleocene Subeng
locality in Nei Mongol, China (Meng and Wyss 2001; Meng et al. 2007). In case of
the Paleocene ischyromyids, the cranial material is not known, although the early
Eocene (Wasatchian) findings representing the same genera (and species) include
cranial material (Rose and Chinnery 2004).

In all cases of the Paleocene stem Glires skulls, the morphology of the substantial
part of the muzzle (with the nasals and premaxillae) and the partially preserved
frontals, maxillae, and the anterior roots of the zygomatic arches is known (see e.g.,
Fig. 5.5). Inmost cases the hard palate (Fig. 5.3b, d), consisting of themaxillar palatal
process and the palatine, and the alveolar processes of the maxilla can be recovered
from the fossil material. On the other hand, the reconstruction of the braincase, ear
region, and basicranial architecture is a matter of discussion. From the phylogenetic
point of view, the skulls of evolved anagalids (Anagalopsis and Anagale, see Bohlin
1951; McKenna 1963), Eocene eurymylids (Rhombomylus, see Meng et al. 2003) or
large mimotonids (Gomphos, see Asher et al. 2005) are the closest proxies for the
whole skull restoration of the earliest Glires (Fig. 5.5).

The skull of earliest Glires bears already important morphological characteristics
of this group. The muzzle is strong, relatively high, with large premaxillae, and well-
developed maxillae hosting powerful incisors. The incisive foramen is elongated and
relatively large. The anterior roots of the zygomatic arch in basal Glires (and even the
rodentiaform Tribosphenomys) are not yet as well developed as in more advanced
groups (e.g.,Rhombomylus; seeMeng et al. 2003, ormodernGlires), and still slightly
more posteriorly placed, although they are relatively anteriorly placed compared to
other placental groups, which indicates the formation of the typical Glires masseter
system.
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Fig. 5.5 Reconstruction of the cranial structure of Heomys orientalis from the middle Paleocene
of Qianshan (Anhui Province, China). a The holotype specimen (IVPP V4321), anterior part of the
skull with complete dentition, a pair of DI2 and P3–M3 (the sediment removed virtually, compare
to Fig. 5.3b); b the mandible body (IVPP V4322), with p4–m3 and roots of p3; c reconstruction of
the skull morphology based on the preserved cranial material and the skull architecture known in
the closest fossil relatives. Drawings by Agnieszka Kapuścińska

When compared, the skulls of Heomys and Mimotona immediately display two
different architectures characteristic of Glires, which were already present in the
early/middle Paleocene. The “mimotonid type” has a more delicate, lower muzzle, a
wider dental part with shorter hard palate, further adopted by Lagomorpha while the
“eurymylid type” is characterized by a stronger and higher muzzle and a long hard
palate, as seen in rodents.

Themuzzle part of the ischyromyid skull resembles in general the skull ofHeomys,
although the whole ischyromyid skull is overall strongly elongated (see Anderson
2008).

Even the earliest fossil record of the early and middle Paleocene already shows a
disparity in basal Glires which corresponds to further duplicidentate or lagomorph
versus simplicidentate/rodent morphotype diversification. Whether this Paleocene
diversity corresponds to true phylogenetic affiliations or is amanifestation of frequent
in Glires mosaic evolution is a matter for further study.Most probablyMimotona and
Lagomorpha affiliation should hold, but most of the eurymylid lineages are prob-
ably the evolutionary dead ends. There are at least three (or possibly four) different
morphological groups within the Paleocene eurymylids, but their relationships to
Rodentiaformes and further rodents of modern aspect are unclear. Most probably,
the eurymylid radiation as a whole is an incipient manifestation of the Glires ability
to produce quick microevolutionary changes, exemplified by rodents. On the other
hand, the striking similarity betweenMimotona and modern lagomorphs emphasizes
the morphological conservatism of Duplicidentata, which may have its roots deeper
at the basal Euarchontoglires.
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Chapter 6
Continuous Spectrum of Lifestyles
of Plant-Associated Fungi Under
Fluctuating Environments: What Genetic
Components Determine the Lifestyle
Transition?

Kei Hiruma

Abstract Plants interact with diverse fungal species, ranging from pathogens to
beneficial endophytes. The pathogenic and beneficial lifestyles of fungi have often
been studied separately and independently, so the aspects of genetic basis that
contribute to lifestyle transitions in plant-associated fungi have not been generally
addressed. The Colletotrichum genus comprises a highly diverse group of pathogens
that infect and cause anthracnose diseases in a wide range of plant hosts. On the other
hand, some of the Colletotrichum species act as beneficial endophytes and promote
plant growth under conditions of stress. The presence of diverse Colletotrichum
species with contrasting infection strategies thus provides a suitable model system
in which to explore the molecular basis for discriminating pathogenic and benefi-
cial lifestyles of plant-associated fungi. This chapter reviews recent molecular-based
research related to pathogenic and beneficial Colletotrichum species and discusses
the possible molecular basis underlying the lifestyle determination, based on the
results of comparative genomics and in planta transcriptome analysis.

6.1 Introduction

Plants associate intimately with diverse microbes, ranging from pathogens causing
disease to beneficial microbes promoting plant growth. Unlike animal guts, in which
bacterial species are dominant, plants also host diverse eukaryotic fungal species.
However, despite their richness and diversity in plant ecosystems,much less is known
about the eco-physiological functions of fungal species than is understood for bacte-
rial ones (Rodriguez et al. 2009). Nevertheless, several host and fungal genetic factors
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required for pathogenic lifestyles of plant-associated fungi have been identified in
several plant–pathogen interaction model systems (Boller and He 2009). Similarly,
genetic factors underlying the lifestyles of beneficial fungi have been identified in
the context of plant interactions with mutualistic arbuscular mycorrhizal fungi that
promote plant growth under nutrient-limiting conditions or for some of the root-
associated endophytes such as beneficial Serendipita indica (Bonfante and Genre
2010; Varma et al. 1999). However, as most of the molecular-level reports related
to plant–microbe interactions have focused on specific details involved in each type
of association, there has been little generalization about molecular mechanisms that
are critical for a selection of lifestyle as either pathogens or mutualists.

Although fungal pathogenic and beneficial lifestyles appear to be quite different,
it has been reported that closely related fungal species often behave with oppo-
site lifestyles in the same host (Hacquard et al. 2016; de Lamo and Takken 2020),
suggesting that subtle genetic differences determine the lifestyles of plant-associated
fungi. Furthermore, some host factors have contributed to colonization by both
pathogenic and beneficial fungi (Wang et al. 2012), suggesting the presence of a
common pathway for plant-associated fungi. This is also consistent with the ecolog-
ical view that lifestyles of plant-associated microbes sometimes show continuity
from pathogens to mutualists, depending on the host and environmental condi-
tions (Hardoim et al. 2015). Understanding the basis for how lifestyles of microbes
are determined in hosts will break down of the dogma of pathogen or mutualistic
lifestyles labels, into a more continuous spectrum of lifestyle interactions.

The ascomycete genusColletotrichum causes anthracnose diseases in awide range
of economically important crops, and is considered to be one of the top 10most devas-
tating fungal pathogens of scientific and economic importance (Dean et al. 2012).
Interestingly, some of the Colletotrichum species are reported as saprotrophs and
also as endophytes that colonize plant tissues without causing disease symptoms.
The whole genome information and/or the in-depth in planta transcriptome data
for pathogenic and endophytic Colletotrichum fungi have been reported (O’Connell
et al. 2012; Gan et al. 2013; Hiruma et al. 2016). Thus, the accumulated information
on the diverse lifestyles of Colletotrichum species can help to elucidate the genetic
basis discriminating pathogenic and endophytic lifestyles of plant-associated fungi.
This chapter first briefly summarizes the published reports onmolecular examination
of pathogenic and endophytic Colletotrichum species. Based on available compar-
ative genome and in planta transcriptome analysis, the chapter then considers a
possible genetic basis that can discriminate pathogenic and endophytic lifestyles of
Colletotrichum, as well as future perspectives for identification of a genetic basis for
these tendencies.
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6.2 Colletotrichum Fungal Species as Pathogens

The large ascomycete genus Colletotrichum causes anthracnose diseases in a wide
range of economically important crops, and has been named among the top 10 devas-
tating fungal pathogens of scientific and economic importance (Dean et al. 2012).
Many Colletotrichum species, as well as the rice blast fungus Magnaporthe oryzae,
undertake a hemibiotrophic infection strategy after their invasion into the host tissues,
in which an initial biotrophic phase dependent on living host cells is followed by
a destructive necrotrophic phase (Perfect et al. 1999). In contrast to genuine obli-
gate biotrophs such as powdery mildew and arbuscular mycorrhizal fungi, most of
the already-described Colletotrichum species are readily amenable to axenic culture
and genetic manipulation, which enables access to functional fungal genetic anal-
ysis. Added to this, high-quality genome sequences are available for more than
10 Colletotrichum species, which facilitates comparative genomics and molecular
genetic studies in this fungal genus (Table 6.1, O’Connell et al. 2012; Gan et al.
2013, 2016; Hacquard et al. 2016).

Soon after a spore attaches to the surface of its host, the spore starts its morpholog-
ical developmental process, along with secretion of various enzymes for host inva-
sion (Tucker and Talbot 2001). For fungal entry trial into host leaves, the majority of
reported Colletotrichum and other hemibiotrophic fungal pathogens such as the rice
blast fungus Magnaporthe oryzae species form dome-shaped infection structures
called appressoria soon after a spore attaches to the surface of its host (Ryder and
Talbot 2015). The infection structures are heavily black-melanized, and are consid-
ered to enable the pathogenic fungus to generate enough turgor pressure (up to
6–8 MPa) to invade host tissues protected by tight cell-wall components (Kubo and
Furusawa 1991; Howard and Valent 1996; Dean 1997; de Jong et al. 1997). Indeed,
genetic manipulation or chemicals targeted at the melanin biosynthetic pathway are
effective in inhibiting such entry and pathogenesis (Hiruma et al. 2010). Plant infec-
tion by pathogens involves secretion of effector proteins that suppress plant immunity
responses and facilitate pathogen growth within plant tissues (O’Connell et al. 2012;
Lo Presti et al. 2015). Interestingly, development of appressoria on host tissues is also
tightly linked with secretion of effectors. It has been reported that virulence-related
effectors of Colletotrichum higginsianum and C. orbiculare are focally accumulated
at appressorial penetration pores (Kleemann et al. 2012), suggesting that the effectors
are secreted from the pores. Infection-stage specific transcriptome analysis during
leaf colonization by pathogenic C. higginsianum also revealed that genes encoding
cell-wall-degrading enzymes are also upregulated (O’Connell et al. 2012), suggesting
that pathogenic Colletotrichum penetrates the thick plant cell wall through the use
of enzymes that degrade the host plant cell walls.

After penetration, the intracellular hyphae of most of the characterized
Colletotrichum fungi are enclosed by the host membrane and establish a transient
biotrophic phase with the host plant (Fig. 6.1). Analysis of the transcriptome during
leaf colonization by pathogenic C. higginsianum revealed that several genes related
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Table 6.1 Lists of representative available Colletotrichum whole genome information

Species Strains Life-styles Hosts References Clade

C. fioriniae PJ7 Pathogen Varioius plants Baroncelli et al.
(2014a, b)

Acutatum

C. orchidophilum IMI 309357 Pathogen Orchid Baroncelli et al.
(2018)

Acutatum

C. salicis CBS 607.94 Pathogen Varioius plants Baroncelli et al.
(2016)

Acutatum

C. simmondsii CBS122122 Pathogen Varioius plants Baroncelli et al.
(2016)

Acutatum

C. acutatum KC05 Pathogen Peper Han et al. (2016) Acutatum

C. graminicola M1.001 Pathogen Maize O’Connell et al.
(2012)

Graminicola

C. sublineola TX430BB Pathogen Sorghum Baroncelli et al.
(2014)

Graminicola

C. incanum MAFF 238704,
MAFF 238706,
MAFF238712,
MAFF238713

Pathogen Radish, A.
thaliana, lily

Gan et al. (2017),
Hacquard et al.
(2016)

Spaethianum

C. tofieldiae 0861, CBS168.49,
CBS130851, CBS
495.85

Endophyte A. thaliana Hacquard et al.
(2016)

Spaethianum

C. higginsianum IMI 349063,
MAFF 305635

Pathogen A. thaliana O’Connell et al.
(2012), Dallery
et al. (2017),
Tsushima et al.
(2019)

Destructivum

C. tanaceti BRIP57314 Pathogen Pyrethrum Lelwala et al.
2019

Destructivum

C. shisoi Pathogen Perilla frutescens Gan et al. 2019 Destructivum

C. chlorophyti NTL11 Pathogen Legumes, tomato,
soybean

Gan et al. (2017)

C. fructicola Nara-gc5 Pathogen Strawerry Gan et al. (2013) Gloeosporioides

C. fructicola CGMCC3.17371 Pathogen Strawerry Armitage et al.
(2020)

Gloeosporioides

C. fructicola 1104–7 Pathogen Apple Liang et al.
(2018)

Gloeosporioides

C. gloeosporioides Cg-14 Pathogen Vairous Fruits Alkan et al. 2013 Gloeosporioides

C. truncatum MTCC no. 3414 Pathogen chilli Rao and
Nandineni
(2017)

Truncatum

C. orbiculare 104-T Pathogen Cucumber Gan et al. (2013) Orbiculare

C. lindemuthianum Pathogen Bean de Queiroz et al.
(2017)

Orbiculare
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a

b

Cell wall

Plasma membrane

Fig. 6.1 Leaf infection process by pathogenic Colletotrichum species. a Majority of pathogenic
Colletotrichum species form dome-shared black-melanized appressoria on leaf surface soon after
the spores land in the surface. Via turgor pressure and cell-wall-degrading enzymes, the pathogens
penetrate host cells and form biotrophic hyphae that are enclosed by host plasma membrane in
epidermal cells. Yellow color represents cuticle layer. bAfter transient biotrophic phase, pathogenic
Colletotrichum species turns to a necrotrophic phase during which the pathogens develop the thiner
hyphae (than biotrophic hyphae) and actively kill host cells. The transition timing from biotrophic
phase to necrotrophic phase is diversified among Colletotrichum

to effectors, which are different from genes induced during penetration, are specif-
ically induced during biotrophic interactions. Maximum numbers of the effector
candidate genes are highly induced during the biotrophic phase, so the biotrophic
interface (between the fungal hyphae and plant membrane component) appears to be
a site for such effector secretion. In support of this idea, virulence-related effectors of
pathogenic C. orbiculare fused with fluorescence protein accumulated in a ring-like
region around the neck of the primary biotrophic hyphae in a manner dependent on
an exocytosis-related component, namely, Rab GTPase SEC4 (Irieda et al. 2014).
Combining this observation with the fact that disruption of SEC4 attenuates the viru-
lence of C. orbiculare, it appears that virulence effectors are secreted via ring-like
regions at the interface. Some virulence-related effectors of hemibiotrophic Magna-
porthe oryzae focally accumulate in the biotrophic interfacial complex formed in a
space between the plant membrane and biotrophic hyphae, which are different from
the ring-like resigns formed in biotrophic hyphae of C. orbiculare (Giraldo et al.
2013). These findings suggest that the mechanisms of effector delivery via fungal
biotrophic hyphae could be diverse among hemibiotrophic pathogens. This contrasts
with the case of well-conserved pathogenic bacterial strategies to inject effectors
into the cytosol of eukaryotic cells via a type III secretion system (Hueck 1998).
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It would be interesting to investigate whether formation of ring-like structures is
specific to C. orbiculare or is widespread across the Colletotrichum genus. In addi-
tion to effectors, it is noteworthy that several genes related to secondary metabolism
are also highly up-regulated during the biotrophy (O’Connell et al. 2012, See also
the section of “Repertories of secondary metabolites in pathogenic versus beneficial
Colletotrichum”).

The biotrophic phase is transient and suddenly switches to a neurotrophic phase.
During the neurotrophic phase, pathogenic Colletotrichum fungi differentiate thin,
rapidly growinghyphae that kill host tissues (Fig. 6.1).During the necrotrophic phase,
Colletotrichum pathogens induce genes encoding cell-wall-degrading enzymes
that target different types of plant cell-wall components: proteases, necrosis-
inducing proteins, and secondarymetabolites including several putative fungal toxins
(O’Connell et al. 2012). This transcriptomic reprogramming during necrotrophy
appears to be adapted to kill host cells and to retrieve nutrients from host tissues.
However, the mechanisms by which fungi start transition from late biotrophy to
necrotrophy are not clear.

6.3 Colletotrichum Species as Endophytes

In addition to hemibiotrophic pathogenic species, the Colletotrichum genus has
endophytic Colletotrichum species that colonize inside plant tissues without causing
disease symptoms and that in some cases confer benefits to the host plants. Many
reports show that various Colletotrishum species have been isolated from various
healthy plants after surface disinfection, suggesting these strains are endophytes
living inside host tissues without causing visible disease, at least as applies to the
momentwhen theywere isolated.However, infectionprocesses ofmost of the isolated
putative endophytic Colletotrichum species have not been further characterized in
the laboratory or in the field, so it is still not clear whether the Colletotrichum fungi
isolated from healthy plants after surface disinfection associate with host plants as
true endophytes or just as stochastic encounters or as pathogens for which the viru-
lence is suppressedviamechanisms as yet unknown. Importantly, however, it has been
reported that C. tofieldiae isolated from and frequently detected in several different
healthy wild Arabidopsis thaliana populations in Spain asymptomatically colonizes
the host roots and, importantly, promotes plant growth under low-phosphate condi-
tions, in part by transferring phosphorus to the host via the hyphae (Fig. 6.2, Hiruma
et al. 2016). This resembles the action of arbuscular mycorrhizal fungi that promote
plant growth via nutrient transfer (Bonfante and Genre 2010). In contrast to arbus-
cular mycorrhizal fungi that receive carbon from host plants, however, what kinds of
benefits C. tofieldiae receive when the fungus transfers phosphorus to the host plants
is still an open question.

Interestingly, in-depth microscopic analysis revealed that although C. tofieldiae
causes epidermal cell death after the transient biotrophic phase, C. tofieldiae appears
to form a stable biotrophic interface with host plants in cortex cells, the second



6 Continuous Spectrum of Lifestyles of Plant-Associated Fungi … 123

Epidermis

Cortex

Endodermis

Fig. 6.2 Root infection process by the beneficial endophyticColletotrichum tofieldiae (Ct). Hyphae
of Ct start to penetrate epidermal root cells without forming appressoria. After transient biotrophic
interactions in epidermal cells, the infected epidermal cells lost viability. Hyphae ofCt also localizes
in intercellular regions. In cortex or endodermis, hyphae ofCt are enclosedbyhost plasmamembrane
and appears to form stable biotrophic interactions. The transition from biotrophy to necrotrophy
has not been observed in A. thaliana Col-0 plants

layers of plant root cells. The morphological features of the interface are similar
to those of the transient biotrophic interface formed by the majority of pathogenic
Colletotrichum. However, transition from biotrophy to necrotrophy, as observed in
most of the pathogenic Colletotrichum, is not observed during C. tofieldiae root
colonization, and the absence of this transition might thus prevent disease symp-
toms during fungal colonization. At the genome level, however, C. tofieldiae is very
closely related to root-infecting pathogenic species belonging to the spathianum
clade, such as C. incanum (Hacquard et al. 2016). Indeed, even C. tofieldiae displays
high virulence in host cyp79B2 cyp79B3 mutant plants lacking host tryptophan-
derived antimicrobial metabolites, including the phytoalexin camalexin and indole
glucosinolates (Hiruma 2019; Hiruma et al. 2016). This in turn suggests that the
antifungal metabolite pathway is required to suppress the potential pathogenesis of
C. tofieldiae.

There are diverse ranges of infection strategies that range from pathogenic to
beneficial in Colletotrichum species. What is the molecular basis that discrimi-
nates pathogenic from beneficial infection strategies? The infection strategies for
pathogenic and beneficial action appear to be quite different. However, it has been
reported that deletion of one genetic locus turns pathogenicC. magna to an endophyte
that protects the host plants from pathogens (Freeman and Rodriguez 1993; Redman
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et al. 1999). Similarly, deletion of one plant tryptophan-derived metabolite pathway
is enough to turn beneficial C. tofieldiae or another beneficial endophyte Serendipita
indica to a pathogen, under the condition where the beneficial fungi promotes the
growth of some wild-type plants (Nongbri et al. 2012; Lahrmann et al. 2015; Hiruma
et al. 2016). These results suggest that lifestyles of plant-associated Colletotrichum
could be determined using a tractable genetic basis. Such high phylogenetic related-
ness to pathogenic species seems to be common, rather than exceptional, for endo-
phytic fungi isolated from healthy, surface-sterilized tissues of different plant species
(Rodriguez et al. 2009). Thus, as a first step to identifying the genetic basis discrim-
inating beneficial and pathogenic lifestyles, it is very useful to perform comparative
analysis that includes cytological, genomic, and in planta transcriptome analysis
using Colletotrichum species with diverse lifestyles as a model (Table 6.1).

6.4 Apparent Lack of a Transition from Biotrophy
to Necrotrophy in Beneficial Colletotrichum

As described in the preceding sections, microscopic analysis suggests that benefi-
cial C. tofieldiae does not show a transition from biotrophy to necrotrophy, which
contrasts with a few characterized root-infecting pathogenic Colletotrichum species
(Sukno et al. 2008). Arbuscular mycorrhizal fungi also form a biotrophic inter-
face called arbuscule in cortex cells and do not show transition to any necrotrophy
(Bonfante and Genre 2010). Rather, the old arbuscule is degraded by host plants
(Kobae et al. 2016). Although the molecular mechanisms underlying the transition
from biography to necrotrophy are not yet understood, C. higginsianum mutants
defective in pathogenicity as a result of Agrobacterium-mediated insertion of T-
DNA in a genomic region do not show a transition from biotrophy to necrotrophy
(Huser et al. 2009). One C. higginsianum mutant lacking a mini chromosome also
failed to switch to necrotrophy (Plaumann et al. 2018). It is not currently clear what
defects cause the C. hissinsianum mutants to fail to switch to necrotrophy. Inter-
estingly, a recent study suggests that penetration hyphae of C. orbiculare mutants
lacking the homeobox transcription factor CoHox1 did not turn to necrotrophy even
after 19 days post inoculation (Yokoyama et al. 2019), suggesting that CoHox1 is
involved in the transition from biotrophy to necrotrophy. It is also interesting to
address whether the prolonged biotrophic phase observed in the mutants causes
any effects on plant growth and development, especially under stress conditions in
which beneficial fungi often provide fitness benefits to host plants. A more detailed
analysis of these nonpathogenic mutants, including time-resolved RNAseq analysis,
as well as discovering the causative genes responsible for the phenotype, will also
help investigators to understand how beneficial fungi regulate the transition (restrict
necrotrophy), despite the fact that they share very similar genomes with relatively
pathogenic Colletotrichum.
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6.5 Repertories of Cell-Wall-Degrading Enzymes
in Pathogenic Versus Beneficial Colletotrichum

The plant cell wall, composed of a matrix of pectin, hemicellulose, lignin, and
structural proteins, is a barrier that prevents pathogen infection (Kubicek et al.
2014). Hemibiotrophic pathogens induce sets of cell-wall-degrading enzymes during
host infection (O’Connell et al. 2012). Comparative genomics between pathogenic
Colletotrichum fungi show that repertories of cell-wall-degrading enzymes are
different, depending onwhich host plants the pathogens preferentially colonize (King
et al. 2011; O’Connell et al. 2012). For example, C. higginsianum encodes more than
twice asmany pectin-degrading enzymes as doesC. graminicola, which appears to be
well reflected in their host preferences for plants (dicot plants have more pectin than
monocot plants). In contrast, most of the characterized beneficial fungi such as arbus-
cular mycorrhizal fungi and ectomycorrhizal fungi have reduced repertories of genes
encoding cell-wall-degrading enzymes (Tisserant et al. 2013; Nagendran et al. 2009;
Martin et al. 2008). However, comparative genomic analysis of beneficial C. tofiel-
diae versus pathogenic C. incanum, both of which infect roots of A. thaliana, reveals
that beneficial C. tofieldiae have similar repertories of cell-wall-degrading enzymes.
Restriction of repertories of cell-wall-degrading enzymes has not been described for
other beneficial endophytic fungi such as Serendipita indica,Harpophora oryzae, and
Helotiales (Zuccaro et al. 2011; Xu et al. 2014; Almario et al. 2017). Furthermore,
in planta transcriptome analysis has revealed that beneficial C. tofieldiae strongly
expresses fungal genes encoding cell-wall-degrading enzymes during the root colo-
nization, especially during the late colonization phase, during which C. tofieldiae-
mediated plant growth promotion is clearly detected. These gene-encoded cell-wall-
degrading enzymes act on all major polymers, including cellulose, hemicellulose,
and pectin (Hacquard et al. 2016). Considering that C. tofieldiae promotes seed
production as well, these results suggest that the absence or presence of these genes
might be not key in distinguishing pathogenic from beneficial, at least in the case
of the Colletotrichum. Unlike the case of obligate biotrophy as in arbuscular mycor-
rhizal fungi, the characterized endophytes including C. tofieldiae can be grown in the
absence of host plants, and its colonization in host plants partially induced cell death,
such as in epidermal cell layers (Deshmukh et al. 2006; Hiruma et al. 2016). Thus, the
contrasting differences between biotrophs and hemibiotrophsmight rather determine
the differences in repertories and in planta induction of cell-wall-degrading enzymes.
The roles of cell-wall-degrading enzymes during root colonization by beneficial fungi
merit future in-depth studies.
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6.6 Repertories of Secondary Metabolites in Pathogenic
Versus Beneficial Colletotrichum

Filamentous fungi produce diverse secondarymetabolites. Fungal secondarymetabo-
lites are of intense interest due to their pharmaceutical (antibiotics) and/or toxic
(mycotoxins) properties (Yu and Keller 2005). Especially, whole genome analysis
of Colletotrichum has demonstrated the high potential of Colletotrichum species for
secondary metabolite production compared with relative plant-associated fungi, a
factor that can be assumed from the higher numbers of secondary metabolism clus-
ters (O’Connell et al. 2012).More than 100 secondarymetabolites have been isolated
from pathogenic and endophytic Colletotrichum species (Kim and Shim 2019). For
example, several antimicrobial compounds, and plant hormones such as indole-3-
acetic acid, have been isolated from a liquid culture of severalColletotrichum species
(Zou et al. 2000; Lu et al. 2000). In terms of the regulatory mechanisms of secondary
metabolism clusters, it was recently reported that some of the secondary metabolism
clusters have been silenced in the absence of host plants via H3K4 trimethylation
(Dallery et al. 2019), a finding that appears similar to results inAspergilli and Saccha-
romyces cerevisiae (Bok et al. 2009; Palmer et al. 2013; Shinohara et al. 2016).
However, although fungalmutants can lose the ability to produce particular secondary
metabolites and can lose the ability to infect, little is so far known about the functions
of such secondary metabolites during infection. Interestingly, exogenous application
of higginsianin B, produced from one of the secondary metabolism clusters regu-
lated by H3K4 trimethylation in pathogenic C. higginsianum during the penetration
to biotrophic phase, suppresses jasmonate-mediated plant defenses, likely via inhibi-
tion of 26S proteasome-dependent degradation of JAZ proteins (Dallery et al. 2020).
Importantly, Markov cluster algorithm (MCL) analysis comparing C. tofieldiae and
its pathogenic relative C. incanum revealed that the beneficial C. tofieldiae possesses
many more gene families for secondary metabolite biosynthesis (Hacquard et al.
2016), implying critical roles for secondary metabolites in the lifestyles of beneficial
fungi.

6.7 Repertories of Candidate Effectors, Comparing
Pathogenic Versus Beneficial Colletotrichum

During the evolutionary arms race between host plants and pathogens, plant-
associated pathogens have developed several different effectors to effectively
suppress host defense responses (see Hogenhout et al. 2009; Raffaele and Kamoun
2012; Sanchez-Vallet et al. 2018 evolutionary development of pathogenic effec-
tors from genome aspect). The mutualistic arbuscular mycorrhizal fungi and ecto-
mycorrhizal fungi also use effectors to manipulate the host hormonal pathway to
promote infection (Kloppholz et al. 2011; Plett et al. 2011). Thus, it is conceiv-
able that plant-associated microbes may preferably increase the diversity of effector
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repertories to effectively suppress host defense responses. However, the numbers
of annotated candidate effectors in beneficial C. tofieldiae are smaller than those in
pathogenic C. incanum (Hacquard et al. 2016). In addition, time-resolved in planta
transcriptome analysis has suggested that activation of effector genes in C. tofieldiae
is weaker than for those of C. incanum. Reduced repertories of candidate effectors in
genomes of endophytes compared with those of pathogens have been reported also
in Fusarium (de Lamo and Takken 2020). As introduced in the preceding sections,
effectors have a necessary role in colonizing host tissues by suppressing plant immu-
nity and other responses. At the same time, host plants have developed resistance
genes encoding nucleotide-binding leucine-rich repeat proteins (NLRs) to directly
or indirectly detect the activities of effectors for termination of pathogen growth
in host tissues (Bergelson et al. 2001). Indeed, it has been reported that only two
plant NLRs namely ZAR1 and CAR1 in Arabidopsis thaliana are predicted to be
responsible for detection of the majority of bacterial type III secreted effectors (more
than 90%) that are distributed in populations of pathogen Pseudomonas syringae
(Laflamme et al. 2020). This proposes unexpected broad spectrum defense responses
against pathogens via effector recognition by NLRs. In addition, some of the effec-
tors expressed during biotrophic to necrotrophic stages cause cell death responses
when they are overexpressed in fungi or in plants. For example, overexpression
of a biotrophy-specific C. truncatum effector in C. truncatum or in the rice blast
pathogen Magnaporthe oryzae causes incompatibility with the host lentil and barley
plants, respectively, by inducing cell death responses in infected host cells with the
biotrophic hyphae (Bhadauria et al. 2013). Overexpression of NIS1 of C. orbiculare,
which is expressed during the biotrophic phase and has roles in suppressing plant
immunity, induces cell death responses in Nicotiana benthamiana (Yoshino et al.
2012; Irieda et al. 2019). Overexpression of necrosis-inducing factors of C. higgin-
sianum, which is expressed during necrotrophic phase induces necrotic cell death
responses in Nicotiana benthamiana (Kleemann et al. 2012). It is not clear whether
the effector-mediated cell death responses are among the essential functions of the
effectors or are results of counterdefense responses by host plants, possibly viaNLRs.
In any case, the fact that transitions from biotrophy to necrotrophy have not been
observed during wild-type Arabidopsis thaliana root colonization by C. tofieldiae
suggests that the beneficial C. tofieldiae reduces the repertory and the expression
of effectors that directly or indirectly cause cell death responses to prevent unnec-
essary cell death responses in host plants. However, the C. tofieldiae turns into a
pathogen with apparent necrotrophic growth in Arabidopsis thaliana plants lacking
tryptophan-derived secondary metabolism, including antifungal indole glucosino-
lates and Camalexin (Hiruma et al. 2016), suggesting that C. tofieldiae retains at
least minimum sets of effector repertories to cause disease symptoms in susceptible
host plants. It is important to address how the beneficial C. tofieldiae colonizes host
roots and promotes plant growth with smaller repertories of effectors, as well as
weaker expression of the effector genes, than the relative pathogen C. incanum. It
is also important to investigate the mechanisms by which the majority of candi-
date effectors (more than 100) in the C. tofieldiae genome remain silent during host
infection.
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6.8 Conclusion

As introduced in the preceding sections, comparative genomics and in planta tran-
scriptome analysis between pathogenic and beneficial Colletotrichum species hint
at the molecular mechanisms that discriminate pathogenic and beneficial lifestyles
of fungi. To validate whether these candidates are really involved in transition of
lifestyles of fungi is an important task in the future. For functional analysis, estab-
lishing amutualistic, pathogenic, or beneficial plant–microbe associationmodel inA.
thaliana would promote a detailed and precise understanding of the mechanisms. In
bacteria, comparative genomics between several pathogenic, commensal, and bene-
ficial Pseudomonas species in Arabidopsis thaliana have identified that a bacte-
rial factor shared among Pseudomonas species, probably via horizontal transfer, is
responsible for determination of the lifestyles (Melnyk et al. 2019). However, due
to the fact that very limited numbers of beneficial fungal endophytes have so far
been well characterized for in-depth comparative analysis between pathogenic and
beneficial fungi (e.g., Table 6.1, in Colletotrichum), little is known about factors
determining lifestyles of fungi. Therefore, there is an urgent need to identify and
characterize more endophytic fungi in order to obtain insights from comparative
genomics and in planta transcriptome analysis. Compared to animals, plants have
unique features that allow them to intimately associate with eukaryotic fungi. Under-
standing the still largely hidden lifestyles of plant-associated fungal species will
increase the understanding of plant stress adaptation strategies and of molecular
mechanisms that determine the evolutionary origin of pathogenesis and mutualism.
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Chapter 7
Genome Evolution of Asexual Organisms
and the Paradox of Sex in Eukaryotes
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Abstract The predominance of sex in eukaryotes is still enigmatic. Sex, a composed
process of meiosis and mixis cycles, confers high costs but the selective advantages
remain unclear. In this review, we focus on potentially detrimental effects of asexu-
ality on genome evolution. Theory predicts that asexual lineages should suffer from
lack of meiotic DNA repair, accumulation of deleterious mutations, proliferation
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of transposable elements, among others. Here, we compare the different genomic
features, life cycles, developmental pathways, and cytological mechanisms in the
major eukaryotic groups, i.e., in protists, animals, fungi, and plants. In general, it is
difficult to disentangle lineage-specific features from general features of asexuality.
In all groups, forms of asexuality are predominantly facultative or cyclical. A variety
of mixed or partial sexual developmental pathways exists, maintaining some compo-
nents of sexuality, while obligate asexuality appears to be rare in eukaryotes. The
strongest theoretical prediction for negative consequences of asexuality is decreased
effectiveness of selection compared to sexuality. While some studies have shown
increased rates of mutation accumulation in asexuals, others using whole-genome
comparisons did not find this pattern. Various mechanisms exist that can alleviate
the negative consequences of accumulation of negative mutations. More empirical
data are needed to understand comprehensively the role of genome evolution for the
maintenance of sex.

7.1 Introduction

It is still a core question of evolutionary biology why sexual reproduction is so
predominant in eukaryotes (Otto 2009; Neiman et al. 2018). Sex can be broadly
defined as “a process in which the genomes of two parents are brought together in a
common cytoplasm to produce progeny which may then contain reassorted portions
of the parental genomes” (Birdsell andWills 2003). In eukaryotes, sex is a composite
process consisting of meiosis, as a special form of nuclear division, and fertilization
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with fusion of nuclei (syngamy and karyogamy; Birdsell and Wills 2003; Brandeis
2018). Both components, however, imply high costs for the parental organisms:
meiosis involves a breakup of favorable gene combinations and is altogether a risky,
energy-consuming process. Syngamy and karyogamy (outcrossing) involve the need
of two mating partners, and hence the costs of mate searching, mate finding, density
dependence, eventually a cost of non-reproducing males, among others (Maynard
Smith 1978;Bell 1982); these costs differ dramatically among eukaryotic taxa (Lewis
1987; Hörandl and Hadacek 2020). In general, sexual reproduction has no immediate
selective advantage for the individuals performing sex. Hence, it is difficult to explain
maintenance of the process and also the prevalence of obligate sexuality. Because
of its high costs, sex should theoretically be replaced by asexuality (Williams 1975;
Maynard Smith 1978; Bell 1982; Lewis 1987; Otto 2009). Prokaryotes demonstrate
that organisms can be evolutionarily successful and diverse with asexuality, they can
adapt to almost all ecological niches of this planet, and they are much older than
eukaryotes—all without the burdens of meiosis–mixis cycles.

Sexual reproduction probably originated already in the first eukaryotes (2010;
Speijer et al. 2015; Hörandl and Speijer 2018) and had its precursors in prokaryotes
(Birdsell and Wills 2003; Ramesh et al. 2005; Speijer et al. 2015; Speijer 2016). We
will focus here onmaintenance of sex in eukaryotes.While sexuality is still infrequent
in protists, it becomes increasingly more frequent in multicellular organisms where
sex and reproduction are intimately linked and reaches dominance in animals and
flowering plants, with >99% of sexual species in both groups (Burt 2000). A great
diversity of adaptations has evolved in plants and animals to make sexuality and
mating between conspecific individuals working (Brandeis 2018), but the genetic
control of meiosis (Schurko and Logsdon 2008) and the basic nuclear and cellular
processes in meiosis–mixis cycles have remained surprisingly conserved.

By contrast, asexuality evolved multiple times from sexual ancestors (Schwander
and Crespi 2009a, b). Asexuality occurs in eukaryotes in many different cytological
and developmental pathways (Fig. 7.1, Box 7.1), whereby most of them represent
just various alterations of meiosis–mixis cycles (Mirzaghaderi and Hörandl 2016).
Sexual reproduction is hardly ever abandoned completely—in fact, “a little bit of
sex,” i.e., facultative or cyclical asexuality appears to be common in fungi, plants, and
animals (Simon et al. 2003; Mirzaghaderi and Hörandl 2016). The wealth of asexual
cytological and reproductive pathways in eukaryotes and the nightmare of different
terminologies in the traditional literature (see Schön et al. 2009) have hampered
comparative empirical research (see Fig. 7.1, Box 7.1). Our knowledge on asexual
genome evolution is restricted to a handful of organisms, with a strong focus on
metazoans (Neiman et al. 2018). These biasesmade it difficult to develop generalized
models of advantages of sexuality over asexuality.
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Fig. 7.1 Overview of cytological mechanisms in major sexual and asexual developmental path-
ways, and main consequences for genome evolution. For terminology, see Box 7.1. The yellow dots
represent disadvantageous mutations that are either complemented by unmutated homologous chro-
mosomes or are selectively eliminated by various mechanisms. a Sexual reproduction, with meiosis
and mixis, i.e., biparental genome contributions (symbolized by green chromosome). b Reproduc-
tion withmeiosis, but self-fertilization and hence uniparental genome contributions. c Reproduction
without meiosis and without mixis

Box 7.1. Forms of Asexual Reproduction and Definition of Terms
Adventitious embryony: a form of apomixis in plants whereby embryos
develop directly out of a somatic cell.

Apogamy: a term for apomixis in ferns.
Apomictic parthenogenesis: the term for apomixis in animals. See also

thelytoky.
Apomixis: asexual reproduction without meiosis and with parthenogenesis,

usually applied to multicellular organisms. Offspring are clones of the parent.
Apospory: a form of apomixis in plants whereby egg cells develop from a

somatic cell and develop parthenogenetically.
Automixis: involves meiosis and fusion of nuclei derived from the same

meiosis, but nuclei originate from the same parental individual. Eggs develop
parthenogenetically. Occurs mostly in animals and is usually regarded as a
form of asexual reproduction.

Central fusion: a form of automixis involving fusion of segregated nuclei
derived from meiosis I. Maintains mostly the parental heterozygosity.

Cyclical parthenogenesis: Life cycle comprising an alternation of sexual
and asexual reproduction (many animals).
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Dikaryon: cells that have two haploid nuclei in their major life stage (occurs
in mycelia of some fungi).

Diplospory: a form of apomixis in plants involving a restitutional meiosis,
but parthenogenetic development of egg cells.

Facultative apomixis: sexual and apomictic offspring are produced in
parallel in one life cycle, from the same mother (frequent in plants).

Fission: Mitotic cell divisions. Usually applied to unicellular eukaryotes
(e.g., fission yeast).

Gamete duplication: a form of automixis whereby chromosome sets
duplicate after meiosis II. Results in complete homozygosity.

Gynogenesis: the male gamete is necessary for development, but is not
included in genome of offspring. Offspring is formed via apomixis or
automixis. Occurs in some e.g., vertebrates.

Haplodiploidy: Females are diploid and produce meiotically haploid
eggs. Fertilized eggs become diploid females, unfertilized eggs become
haploid, parthenogenetic males (occurs in insects) also called arrhenotoky.
Haplodiploidy can evolve into parthenogenetic apomixis.

Hemizygous reproduction: the maternal genome is transmitted without
recombination, while the paternal genome is only partially inherited (e.g.,
canina meiosis in dogroses) or not inherited (see hybridogenesis).

Homothallic selfing: two nuclei derived from a meiosis of the same
individual (the same meting type) fuse. Occurs in fungi.

Hybridogenesis: a form of hemizygous reproduction whereby female
genomes are inherited clonally, whilemale genomes are continuously recruited
for one generation, but not inherited (occurs in e.g., vertebrates; see also
gynogenesis).

Parthenogenesis: development of an egg or egg cell into an embryo without
fertilization. Occurs in plants and animals.

Pseudogamy: a male genome contribution is needed for development of
embryos, but is not inherited. Occurs in animals and plants (but with different
mechanisms).

Selfing (self-fertilization, autogamy) involves fusion of nuclei derived from
two meioses. Gametes originate from the same individual. Occurs frequently
in flowering plants (also called autogamy) but is rare in animals. Selfing is in
plants usually regarded a form of sexual reproduction, but cytologically more
similar to automixis in animals. See also homothallic selfing.

Sexual reproduction (amphimixis, outcrossing): involves meiosis (conse-
quently recombination via crossovers) andmixis (syngamy and fusion of nuclei
from different individuals, and hence gametic recombination). The life cycle
can be diplontic (predominant diploid stage) or haplontic (predominant haploid
stage).

Syncytium: cells with many nuclei that may have different origin (occurs
in some fungi).
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Terminal fusion: a form of automixis whereby sister nuclei derived from
meiosis II fuse, resulting in complete homozygosity. Occurs in animals.

Thelytoky (thelytokous parthenogenesis): females produce female offspring
from unfertilized eggs. The cytological mechanism can be automictic or
apomictic. Occurs in animals.

Translocation heterozygosity: a form of meiosis with ring-forming chro-
mosomes, without recombination, combined to selfing. Occurs in a few
plants.

About 20 hypotheses exist for explaining the maintenance of sex, and they can
be grouped into two major theories (Williams 1975; Kondrashov 1993; Birdsell and
Wills 2003): first, sex is a tool for DNA restoration to keep the integrity and func-
tionality of the nuclear genome, whereby most mechanisms have long-term effects
(Muller 1964; Bernstein et al. 1988; Holliday 1984; Hörandl 2009); second, sex and
recombination create variation in the offspring for a better short-term response and
adaptive potential to environmental variability (Weismann 1904; Maynard Smith
1978).

Long-term benefits of sex act at the lineage level and unfold only after many
successive generations. They derive, for example, from the ability to effectively
combine beneficial alleles arising in different lineages (Fisher–Muller hypothesis;
Fisher 1930; Muller 1932); from restoration of genotypes least loaded with dele-
terious mutations that are continuously lost by drift in finite populations (Muller’s
ratchet; Muller 1964), from removal of linkage between beneficial and deleterious
alleles (Hill and Robertson 1966), or from enabling repair of deleterious alleles via
meiotic gene conversion (Bernstein et al. 1988; Marais 2003). Hypotheses on the
selective advantage of sex inherently predict that asexuality comes with specific
disadvantages that manifest themselves in the genome over evolutionary time scales.

Short-term benefits of sex unfold under strong fluctuating directional selection at
the level of individuals and genes. Furthermore, individual selection allows sexual
populations to withstand succumbing to the cost of sex, e.g., via quick replace-
ment by asexual offshoots. The rationale is that sex enables effective selection by
generating variation in fitness through break-up of linked loci with opposite fitness
effects (Felsenstein 1974). Such negative linkage disequilibria can be generated
via combined effects of drift and selection in finite populations (Hill–Robertson
interference; Hill and Robertson 1966). Thus, for sex to be beneficial in the short
term, the trajectory of selection must change constantly (Brooks 1988); e.g., through
coevolving parasites (fluctuating epistasis, Red-Queen; reviewed in Jaenike 1978;
Hamilton 1980) or spatial variation in the availability of resources coupled with
abiotic conditions (Scheu and Drossel 2007; Song et al. 2011). A constant change of
selection scenarios, however, is an unrealistic assumption, and hence an insufficient
explanation for the maintenance of obligate sexuality. Theories and empirical studies
on the maintenance of sex have been recently reviewed by Jalvingh et al. (2016) and
Neiman et al. (2018).



7 Genome Evolution of Asexual Organisms and the Paradox … 139

These two theories are not mutually exclusive, and also pluralistic approaches
combining both ideas have been proposed (West et al., 1999; Neiman et al. 2017).
Here, we will focus on theories regarding genome evolution, because the universality
of the genetic code is comparable among all eukaryotes. Moreover, methodological
advances of genome sequencing in the last two decades have brought upon new
empirical data for genome evolution in eukaryotes and have shed a new light on old
theories. First, we will review the most important theories about the role of sex in
maintaining genomic integrity; second, we will report the state of the art on asexual
genome evolution over all major groups of eukaryotes, including protists, algae,
animals, fungi, and plants. Finally, we will draw preliminary conclusions and outline
perspectives for future research.

7.2 The Theoretical Background for Asexual Genome
Evolution

Several authors have argued that a major function of sex is maintaining genomic
integrity (Muller 1964; Holliday 1984; Bernstein et al. 1988; summarized in Birdsell
and Wills 2003; Hörandl 2009). Sex as tool for DNA restoration involves three
different components: first, DNA repair, such as repair of physical DNA damage on
the molecular structure of DNA (Bernstein and Bernstein 1991); second, elimination
of deleterious mutations, i.e., changes in the sequence of base pairs); and third,
maintenance of DNA methylation. These three components may act in combination
(Hörandl 2009).

7.2.1 DNA Repair

The need for DNA repair is a constant and immediate pressure for all organisms.
Transformation, a process through which prokaryotes are able to uptake exogenous
DNA, is a probable precursor of sex. In prokaryotes, this mechanism is used for
physical DNA repair, as prokaryotes needed to cope with DNA breaks caused by
UV irradiation, temperature extremes, and other sources of oxidative damage (Bird-
sell andWills 2003). In eukaryotes, many enzymes for homologous recombinational
repair evolved into meiosis genes or became integrated in the eukaryotic meiosis
machinery (Ramesh et al. 2005; Malik et al. 2008; Schurko and Logsdon 2008).
Bernstein et al. (1988) and Bernstein and Bernstein (1991) recognized that the cyto-
logical processes during prophase I of meiosis are mainly directed to repair DNA
double-strand breaks, while recombination resulting from cross-overs appears to be
an infrequent by-product of this process. Meiosis research has so far confirmed these
findings (reviewed by Mirzaghaderi and Hörandl 2016). Eukaryotic cells may have
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evolved advanced DNA repair mechanisms because of increased intracellular oxida-
tive stress caused by aerobic respiration and other redox-active metabolic processes
that have increased damage of DNA. The evolution of linear chromosomes, of the
nuclear envelope and of homologous recombinational repair at meiosis I, could have
been driven by this selective force (Speijer et al. 2015; Hörandl and Speijer 2018).
Homologous recombination is the most accurate and least mutagenic repair mech-
anism of DNA breaks (Bleuyard et al. 2006), but it requires a second homologous
chromosome as a template. This requirement enforced a diploid stage in the life cycle
and a chromosome from another individual with a different history of damage. The
requirement of diploidy could have been the major driver for the evolution of mixis
(Hörandl and Speijer 2018). In modern meiosis, minor DNA lesions, i.e., DNA radi-
cals caused by oxidative damage, could initiatemeiotic homologous recombinational
DNA repair (Hörandl and Hadacek 2013).

7.2.2 Mutation Accumulation

Inaccurate repair of DNA damage is a major source of mutagenesis (Friedberg et al.
2006). Non-homologous repair mechanisms are prone to mutagenesis, while homol-
ogous recombinational repair, acting during meiosis, is the least mutagenic mech-
anism (Bleuyard et al. 2006). Most mutations are either neutral or have negative
effects, and deleterious mutations are a constant threat for functionality of genomes.
Mutations (changes of the sequence of DNA bases) cannot be actively repaired; they
can only be eliminated or favored by selection according to their effect on the fitness
of the organism (Bernstein et al. 1988). The theory of Muller’s ratchet predicts that
without sex and recombination, deleterious mutations would accumulate in a lineage
over generations in finite populations (Muller 1964; Kondrashov 1988; Charlesworth
et al. 1993a, b). Recombination can reinstall non-mutated genomes in the offspring,
whereas in an asexual lineage, the class of non-loaded or least-loaded class of individ-
uals will get lost by drift. This irreversible process represents a click of the ratchet.
Hence, in asexual lineages, mutations will accumulate gradually over generations
until a certain threshold of deleterious mutations is reached when the lineage goes
extinct.

Muller’s ratchet clicks at a constant rate depending on population size (N), the
deleterious mutation rate per haploid genome (U), and the strength of selection (s)
(e.g., Jain 2008). Infinite populations are not affected by Muller’s ratchet as a class
of non-mutated individuals will always be present, while in finite populations the
least-loaded class will be more easily lost by drift (Birdsell and Wills 2003). The
deleterious mutation rate of course differs between eukaryotic organisms and has
been empirically tested for just a few model organisms. For diploid or polyploid
organisms, the mutation rate U multiplies with the ploidy level c (Gerstein and Otto
2009). In diploid or polyploid genomes, or in fungal dikaryons, mutations appear
in the heterozygous state, and functional alleles may “mask” the recessive mutated
gene copy from selection (Kondrashov and Crow 1991; Gerstein and Otto 2009).
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Hence, mutation accumulation should have little effect in the short term, but may
be in the long term more severe in polyploids than in diploids, because mutations
are eliminated slower than in diploid lineages (Gerstein and Otto 2009). The actual
speed of the ratchet depends further on recombination rates (Charlesworth et al.
1993a, b), epistasis between genes (Kondrashov 1988), and effects of beneficial
mutations (Muller 1932; Crow and Kimura 1965). Residual sexuality with a little
bit of recombination is sufficient to halt Muller’s ratchet (Green and Noakes 1995;
Hodac et al. 2019). The deterministicmutationmodel byKondrashov (1988) involves
synergistic epistasis between deleterious mutations such that their combined effect is
more severe than the sum of their individual effects. Truncating selection is assumed
to act on individuals that carry many such synergistic mutations, and hence the
death of these individuals will eliminate many mutations from the population. Sex is
here of great advantage as recombination breaks up linkage disequilibrium, i.e., the
negative gene combinations, and increases the variance on which selection can act
upon. However, empirical evidence rather suggested that negative epistasis between
deleterious mutations is uncommon (Kouyos et al. 2007). Epistasis appears under the
precondition of pleiotropy and evolves in a dynamicmanner, depending on robustness
and complexity of genomes (de Visser and Elena 2007; de Visser et al. 2011). Finally,
the rare beneficial mutations have to be considered as large sexual populations can
incorporate them more rapidly than asexual ones, whereas in small populations,
there would be no difference between sexual and asexual populations in the speed
of incorporating beneficial mutations (Fisher 1930; Muller 1932).

For prokaryotes, mutation accumulation via Muller’s ratchet is a lesser problem
because of large population size, rapid generation turnover, and small, haploid
genomes. Prokaryotes further avoid mutation accumulation via frequent lateral gene
transfer from one lineage to the other, which is under strong purifying selection (Vos
et al. 2015). In eukaryotes, however, the parameters determining genome evolution
become more diverse and more complex. The diversity of life cycles, mutation rates,
population sizes, the more complex organization of genomes with manifold more
genes, and the diversity of reproductive systems with varying recombination rates
makes it difficult to apply one model that fits all organisms. While theoretical studies
support the idea that mutation elimination is a strong advantage of sex, empirical
research on various organisms gives an equivocal picture (see Sects. 7.3–7.6).

7.2.3 Epigenetic Damage and Transposable Elements

Holliday (1984) suggested that removal of epigenetic defects in germline cells and
reinstallment of lost cytosine methylations would be a major function of meiosis.
Similar as for theDNArepair hypothesis, an integer template of a second homologous
chromosome is needed formaintenancemethylation.Methylations are crucial for cell
differentiation, development, and regulation of gene expression and are evolutionary
ancient in eukaryotes (Law and Jacobsen 2010). Although DNA methylations are to
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some extent heritable (Law and Jacobsen 2010), there still is uncertainty about long-
term evolutionary effects. In the context of paradox of sex theories, little attention has
been paid to Holliday’s theory. Most research on differences of methylation patterns
between sexual and asexual organisms has been done in plants (see Sect. 7.6).

Another aspect of genome evolution related to methylation is the proliferation
of transposable elements (Hickey 1992). Three hypotheses exist regarding TEs in
eukaryotic genomes: (1) TEs could be sexually transmitted and spread like “genomic
parasites,” and so their spread could be avoided by asexuality (Wright and Finnegan
2001). (2) Purifying selection after meiotic recombination can act against TE prolif-
eration in sexual species. Hence, asexual species may suffer from an uncontrolled
proliferation of TEs and may be even driven to extinction (Arkhipova and Meselson
2000, 2005). (3) Finally, there might be no relationship between TE proliferation and
mode of reproduction. We will also review new insights into this complex topic in
the next paragraphs.

7.3 Asexual Genome Evolution in Protists

The diversity of protists is extremely large, i.e., it covers all major eukaryotic clades,
except the animals and fungi (Amorphea clade) and plants (Embryophyta clade)
(Boenigk et al. 2015; Adl et al. 2019). Although once thought to be proto-animals
or proto-plants, protists are now known to form numerous independent lineages
that comprise the bulk of the genetic and metabolic diversity within the eukaryotes
(Keeling and Burki 2019). Since the origins of eukaryotes sometime in the Protero-
zoic (Eme et al. 2014), protists have evolved into numerous ecological roles that are
central in most ecosystems (Azam et al. 1983; Weisse et al. 2016).

7.3.1 Sex and Reproduction in Protists

Although meiotic sex likely originated in the common ancestor of all extant eukary-
otes, many protist species and higher clades were long thought to be asexual because
of the absence of direct observations of mating between individuals (Schurko et al.
2009; Dunthorn and Katz 2010). On theoretical grounds based on the genetic advan-
tages of recombination, it has been argued that most protists are nevertheless likely
cryptically sexual at least occasionally (Dunthorn andKatz 2010;Hofstatter and Lahr
2019). And, on experimental grounds, evidence for this cryptic sex throughout the
protists has been found by inventorying meiotic genes in different putative asexual
lineages (Ramesh et al. 2005;Malik et al. 2008;Chi et al. 2014b;Dunthorn et al. 2017;
Hofstatter et al. 2018; Kraus et al. 2018), although these meiotic genes could be used
just for selfing or for non-canonical genetic pathways (Dunthorn et al. 2017). Sex
has, however, been lost in some lineages, some of which could be ancient (Doerder
2014).
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Meiotic sex in protists was elegantly shown to reverse the effects of Muller’s
ratchet byCalkins (1919), inwhatwas called “one of themost important experimental
results in biology” (Bell 1988). After preventing mating in the ciliate Uroleptus,
division rates slowed down. Presumably, the slowdown in division rates was due to
Muller’s ratchet. But after mating, faster division rates were restored and thus, sex
was able to “rejuvenate” cultures of ciliates in the laboratory.

Although most protists are likely meiotically sexual and therefore can use sexual
recombination to reverse Muller’s ratchet, the majority of reproduction in the largely
unicellular protists is just mitotic cell divisions (Dunthorn and Katz 2010). Given
their small sizes and fast mitotic division times, protists therefore can have massive
population sizes (Finlay 2002), although the effective population sizes are smaller
(Watts et al. 2013). Thesemassive population sizes could potentially preventMuller’s
ratchet by allowing selection to be more powerful than drift, as the rate of loss of
few mutations depends on the absolute number of individuals (Bell 1988). Within
most natural communities in different environments, though, not all protist species
will have these massive population sizes (Dunthorn et al. 2014; Logares et al. 2014),
thus the rare species may not necessarily be able to prevent or slow down Muller’s
ratchet.

7.3.2 Protistan Genome Structures and Muller’s Ratchet

Genome architecture is known to help drive the strength and direction of evolution
(Lynch 2007). There are three aspects to genome structure in protists that may be
able to prevent, or at least slow down, Muller’s ratchet.

The first aspect is that many protists are highly polyploid (Raikov 1982). For
example, even between closely related ciliate species in Paramecium, there are
multiple rounds of whole-genome duplications (Aury et al. 2006), and extreme levels
of gene repetitions are observed in the foraminiferan Reticulomyxa filosa (Glöckner
et al. 2014). Maciver (2016) suggested that in protists such high levels of polyploidy
may help prevent or slow down Muller’s ratchet, if deleterious mutations in one of
the gene copies are replaced by other copies. This mechanism could be powerful if
there is pervasive gene conversion and as long as there is always a gene copy with
fewer deleterious mutations. Independent of the evolutionary time or the number of
generations, gene conversion would not be successful if all copies had deleterious
mutations. The extent of high levels of ploidy level is unknown within most protist
species and higher clades, so it is unknown whether polyploidy may prevent or slow
down the effects of Muller’s ratchet and in how many species such effects occur.

The second aspect is the highly dynamic nuclear genome sizes of many protists
(Parfrey et al. 2008). The genome sizes can greatly increase and decrease throughout
the life cycle. In the well-known Amoeba proteus, this excessive DNA is eliminated
late in interphase before mitotic division. Chromatin is ejected during this process
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from the nucleus into the cytoplasm, where it is presumably degraded and recycled.
Goodkov et al. (2019) suggested that such DNA extrusions may allow protists to
prevent or slow down Muller’s ratchet, if gene copies with deleterious mutations are
being eliminated. This mechanism could be powerful if deleterious mutations are
selectively removed, but if removal is random then the most abundant copies will
just likely be eliminated. And as with polyploidy above, the extent of elimination
of excessive DNA (and the excretion of deleterious gene copies) is unknown within
most protist species and higher clades.

The third aspect only occurs in ciliates having two types of nuclei in each cell:
micronuclei and macronuclei (Katz 2001; Lynn 2008). Micronuclei are transcrip-
tionally inactive and are involved in sex and the formation of macronuclei. Division
of micronuclei occurs through canonical mitosis or meiosis where homologous chro-
mosomes are segregated by a spindle apparatus, although a functional synaptonemal
complex ismissing (Chi et al. 2014a).Macronuclei are transcriptionally active and are
highly polyploid. Division of macronuclei occurs through amitosis, where chromo-
somes are randomly distributedwithout a spindle apparatus (Morgens andCavalcanti
2015; Zhang et al. 2019). This random distribution of chromosomes during amitosis
can lead to the loss of gene and chromosome copies in resulting progeny and even-
tual death if all copies are lost (Bell 1988; Zhang et al. 2019), which is a form of
deleterious mutation accumulation. The ciliate Tetrahymena thermophila somehow
controls chromosome copy number during amitosis, although the mechanism is not
clear (Zhang et al. 2019), and some type of similarmechanism is likely found inmany
more ciliate groups (Morgens and Cavalcanti 2015). If ciliates go through meiosis
and then self, however, any gene or chromosome loss, and consequently Muller’s
ratchet, can be reversed because new macronuclei with the full complement of genes
and chromosomes are newly formed by the newmicronuclei after selfing unless there
were also gene losses in the micronuclei (Bell 1988).

7.4 Asexual Genome Evolution in Animals

Obligate asexuality (here female-producing parthenogenesis; thelytoky) is assumed
to be rare in animals, found in approximately 0.1% of species (White 1977; Bell
1982). However, this number is based on the very scarce occurrence or even absence
(e.g., birds and mammals) of asexuality in vertebrates (White 1977). Recent quanti-
tative studies indicate that obligate asexuality has evolved much more frequently in
species-rich non-vertebrate taxa like arthropods and molluscs, for example, with up
to 1.5% in haplodiploid arthropod species under conservative estimates (under more
relaxed assumptions up to 38% (van der Kooi et al. 2017). Thus, the occurrence of
obligate asexuality in animals seems vastly underestimated and understudied.

The number of parthenogenetic species largely depends on the rate with which
incipient asexual lineages are generated and subsequently lost again in an animal
group, but very little is known about the frequency of such transitions (Schwander and
Crespi 2009a, b). The transition to asexuality from sexual progenitors can be caused
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by different mechanisms, such as hybridization, endosymbiont infection, and spon-
taneous mutations (for an overview see Neiman et al. 2014; Jaron et al. 2019). More-
over, offspring can be generated from unfertilized eggs via many different cellular
mechanisms, such as apomixis and automixis with a plethora of diverse subforms
(Fig. 7.1; see e.g. Suomalainen et al. 1987; Schön et al. 2009). The underlying mech-
anisms for both the transition to and cytology of asexuality can have profound and
different consequences for genome evolution (Engelstädter 2017; Jaron et al. 2019;
Parker et al. 2019), but are, as yet, little studied in animals. By contrast, explaining
the short-term and long-term benefits of sex has received considerable attention in
both theoretical and empirical studies on animals (Sharp and Otto 2016; Neiman
et al. 2017, 2018).

7.4.1 Accumulation of Slightly Deleterious Mutations

TheHill–Robertson effect andMuller’s ratchet predict a reductionof the effectiveness
of purifying selection resulting in the accumulation of fixed and segregating slightly
deleterious mutations in asexual species (see Introduction and, e.g., Keightley and
Otto 2006). This prediction received equivocal support in animals: four out of eight
available single gene-based studies found less effective purifying selection in asexual
as compared to closely related sexual species (for details see Hartfield 2016; Glémin
et al. 2019). However, a number of genome-based studies found excessive among
gene variation in effectiveness of purifying selection indicating that interpreting
single gene-based results as representative for the genome level is problematic (see
Neiman et al. 2018). Further, only one (Timema stick insects; Bast et al. 2018) out
of nine genome-based studies supports less effective purifying selection in asexuals
compared to their sexual sister species (Ament-Velásquez et al. 2016;Bast et al. 2018;
Brandt et al. 2017, 2019; Kraaijeveld et al. 2016; Lindsey et al. 2018; Ollivier et al.
2012; Tucker et al. 2013; Warren et al. 2018). Notably, two out of these studies based
on genomic data even showed increased effectiveness of purifying selection in asex-
uals, including ancient asexual oribatid mites, contrary to predictions (Kraaijeveld
et al. 2016; Brandt et al. 2017).

What factors can alleviate the predicted negative effects allowing asexuals to
escape mutational meltdown? Large population sizes have been discussed as an
important factor maintaining effective purifying selection under asexuality (Gordo
and Charlesworth 2000; Rice and Friberg 2009; Normark and Johnson 2011; Ross
et al. 2013). Many widely distributed and small-bodied animals have potentially very
large populations (Gaston et al. 1997; White et al. 2007). Indeed, census population
densities of very old asexual taxa (e.g., the above-mentioned oribatid mites) can
exceed 105 individuals per square meter and generally feature larger population
sizes than their sexual relatives (Maraun et al. 2012). In addition to population sizes,
extensive DNA repair and/or homogenizing processes like mitotic gene conversion,
or facultative recombination during cyclical parthenogenesis may play an important
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role by removing deleterious alleles and exposing recessive deleterious mutations to
selection (Charlesworth et al. 1993a, b; Marais 2003).

7.4.2 Accumulation of Deleterious Transposable Elements
in Animals

In non-recombining genome regions of sexual species, deleterious transposable
elements (TEs) can rapidly and substantially increase in numbers (e.g., Drosophila
neo-Y chromosomes; Bachtrog et al. 2008). A number of empirical studies tested
whether such accumulation of TEs extends to the genome scale in completely non-
recombining genomes of obligate asexual animals, potentially generating selection
for sex at the lineage level (similar to the accumulation of point mutations, but
possibly more rapidly). No overall genomic difference could be detected between
asexual and related sexual animals, only very variable and lineage-specific TE
dynamics were found (Bast et al. 2016; Szitenberg et al. 2016; Jiang et al. 2017;
Jaron et al. 2019). This lack of difference is likely due to a number of confounding
factors not related to reproductive modes (such as, e.g., hybridization and poly-
ploidization) that can affect TE dynamics (Arkhipova and Rodriguez 2013). Despite
no overall difference, higher TE turnover in cyclically sexual Daphnia pulex indi-
cates that sex facilitates both the spread and elimination of TEs (Jiang et al. 2017).
The few investigated older asexual animals harbor few and inactive TEs (Flot et al.
2013; Bast et al. 2016). Whether this stems from the evolution of benign TEs via
suppression mechanisms (as indicated in experimentally evolved yeast; Bast et al.
2019; for a review on mechanisms see Koonin et al. 2020) or from the immediate
extinction of asexual lineages with high TE contents after the loss of sex remains an
open question.

7.4.3 The “Meselson Effect”

Homologous chromosomes in asexual organisms are expected to accumulate muta-
tions independently of each other in regions sheltered from loss of heterozygosity and
diverge in parallel. This should lead to high levels of heterozygosity and parallel topo-
logical resemblance of haplotype subtrees over populations (Birky 1996; Judson and
Normark 1996; Mark Welch and Meselson 2000). Testing this “Meselson effect”
is important because its presence is regarded as strong support for the complete
absence of sex and theoretically opens the possibility for dating the transition to
asexuality in the absence of fossils (Normark et al. 2003). As yet, only single gene-
based studies in asexualTimema stick insects and fissiparousDugesia flatworms have
shown the expected haplotype divergence pattern (Schwander et al. 2011; Leria et al.
2019). Large within-individual variance levels were found in a number of different
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invertebrates, e.g., the apomictic Meloidogyne root-knot nematodes and the ribbon
worm Lineus pseudolacteus but (later) attributed to divergence between homeologs
derived from hybridization (Lunt 2008; Ament-Velásquez et al. 2016; Jaron et al.
2019). Similarly, large within-individual variance in bdelloid rotifer species has been
shown to result from an ancient genome duplication event resulting in tetraploidy and
reflect divergence between ancient homologs (so-called ohnologs) instead of haplo-
types (Mark Welch et al. 2008; Flot et al. 2013; Nowell et al. 2018). In other animal
species, which show no sign of the Meselson effect, such as darwinulid ostracods
or tramini aphids, haplotype divergence has been putatively reduced due to homog-
enizing processes like mitotic gene conversion (Normark 1999; Schön and Martens
2003). A genome-wide comparison of asexual and sexual lineages of Daphnia pulex
showed that loss of heterozygosity via such homogenizing processes is a dramatically
more powerful force than accumulation of new mutations (Tucker et al. 2013).

7.4.4 Genomic Features Based on Single Asexual Genome
Studies

The genomes of singular asexual animal species featured some peculiarities that were
suggested to be generally linked to asexuality, such as horizontal gene transfer (HGT),
genomic rearrangements, gene family expansions, gene losses, and gene conversion
(Danchin et al. 2010; Flot et al. 2013; Faddeeva-Vakhrusheva et al. 2017; for a full
review see Jaron et al. 2019). Many of these features are related to the idea that
contrary to sexually reproducing organisms, asexuals do not require chromosomal
homolog pairing during meiosis, which potentially leads to increased fixation of
structural variants. However, none of the features were systematically replicated
across 26 published animal genomes, suggesting that these genomic peculiarities are
lineage-specific and not generally linked to asexuality (Jaron et al. 2019). Testing this
idea further needs whole-genome studies on structural variants in asexuals compared
to closely related sexual species (see outlook).

7.4.5 Evolutionary Scandals: Ancient Asexuals

Genomic consequences of asexuality with detrimental fitness effects are expected to
accumulate over time and eventually drive asexual lineages to extinction (Gabriel
et al. 1993; Lynch et al. 1993). However, few asexual lineages have persisted and even
diversified in the absenceof sex for considerable periods of time (Judson andNormark
1996; Schön et al. 2009; Schwander et al. 2011). Themost notorious examples include
bdelloid rotifers, darwinulid ostracods, and several parthenogenetic taxa of oribatid
mites (Judson and Normark 1996; Schön et al. 2009). Among these, bdelloid rotifers
have, so far, received most attention (Mark Welch and Meselson 2000; Flot et al.
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2013). Recent studies, however, have indicated that cryptic gene exchange renders
them quasi-sexual (Signorovitch et al. 2015; Debortoli et al. 2016; Schwander 2016;
Vakhrusheva et al. 2018; Laine et al. 2020). The amount and mechanism of cryptic
sex and DNA uptake remain controversial (Flot et al. 2018; Wilson et al. 2018). Data
on genome evolution in asexual oribatid mites and darwinulid ostracods are scarce.
While for asexual oribatid mites two studies showed effective purifying selection and
decreased load of transposable elements (Bast et al. 2016; Brandt et al. 2017), there
are currently no genome data-based studies in darwinulid ostracods. More studies
on these two animal groups are urgently required as truly ancient asexual lineages
are invaluable for generating insights into the long-term selective advantage of sex.

7.5 Asexual Genome Evolution in Fungi

Fungi are an ancient, species-rich lineage of eukaryotes with a wide variety of
lifestyles (Hawksworth and Lücking 2017; Spatafora et al. 2017). Fungi can be
unicellular (yeasts) or multicellular (filamentous fungi); the latter forming cell fila-
ments (hyphae) that form tissue-like networks (mycelia). Fungi can undergo asexual
propagation either through mitotic cell division in the case of yeasts, or through
hyphal fragmentation or the formation of mitotic spores in the case of filamentous
fungi (Golan and Pringle 2017). Sexual propagation in fungi, leading to the forma-
tion of meiotic spores, is usually induced under species-specific conditions and can
be facultative or an integral part of the life cycle as is the case for a number of
plant-pathogenic fungi (Bennett and Turgeon 2016; Peraza-Reyes and Malagnac
2016; Coelho et al. 2017; Lee and Idnurm 2017). While many fungal species were
described as asexual for decades, genome analyses as well as population genomics
studies and crossing experiments in the laboratory have led to the discovery of sexual
propagation in many presumed asexual fungal species (Dyer and Kück 2017). There-
fore, it is currently not known whether any truly asexual fungal lineages exist that
have completely lost the ability to undergo sexual propagation. In the following
sections, we will discuss current knowledge in the two largest fungal groups, the
Ascomycota and Basidiomycota, and then briefly mention some recent results for
the Glomeromycotina, a group of plant symbionts that have been discussed as a
long-term asexual group of fungi. We will finish the review with some thoughts on
the continuum of sexual versus asexual propagation in fungi.

7.5.1 Modes of Reproduction in Ascomycota

Ascomycota is named after their sexual sporangia (asci, singular ascus), and sexual
propagation has been studied in great detail at the molecular level in a number
of ascomycete model organisms (Bennett and Turgeon 2016; Zickler and Espagne
2016; Pöggeler et al. 2018). Especially the genes required for mating and meiosis
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are well known in ascomycetes and can be used as molecular markers for the pres-
ence of cryptic sexual development in species where sexual propagation has not
been observed yet. However, it has to be noted that meiotic genes may have func-
tions outside of sexual reproduction, e.g., in stress-related ploidy changes as was
recently shown in the human pathogenic fungus Cryptococcus neoformans (Zhao
et al. 2020). Therefore, crossing experiments or population genetic studies are impor-
tant to study actual sexual reproduction as described below. Mating in fungi is
genetically regulated by so-called mating type (MAT ) loci that contain at least one
MAT gene (Kües et al. 2011; Bennett and Turgeon 2016). In ascomycetes, MAT
genes often encode transcription factors that regulate downstream genes required
for sexual reproduction. In self-sterile (heterothallic) ascomycete species, successful
mating is only possible between partners with compatible MAT loci, whereas self-
fertile (homothallic) species often encode compatibleMAT genes within one genome
(Heitman 2015; Pöggeler et al. 2018).

In the last century, fungal species for which no sexual stage was known from
nature or laboratory observationswere designated as “deuteromycetes” or “imperfect
fungi,” and it was assumed that such species had lost the capacity to undergo sexual
reproduction. Within the ascomycetes, this applied to up to 40% of surveyed taxa
(Dyer and Kück 2017). However, population studies starting in the 1990s indicated
that cryptic sex can exist in such species. The first study to show this analyzed
polymorphic genetic markers in clinical isolates of Coccidioides immitis, the causal
agent of the valley fever. Marker distribution in isolates was consistent with genetic
recombination as opposed to clonal propagation of this fungus (Burt et al. 1996).
Another line of evidence came after the first genomes of supposedly asexual species
were sequenced in the early 2000s, and MAT genes as well as meiosis-specific
genes were found to be present and to not have accumulated mutations (Pöggeler
2002; Galagan et al. 2005). A major breakthrough was achieved when it was shown
that natural isolates of the supposedly asexual species Aspergillus fumigatus can
undergo sexual development in the laboratory (O’Gorman et al. 2009). Since then,
sexual reproduction under laboratory conditions was demonstrated for a number of
supposedly asexual ascomycetes, and it is currently not clear if any truly asexual
lineages can exist in the long term.

7.5.2 Modes of Reproduction in Basidiomycota

Similar to the Ascomycota, the Basidiomycota are named after their meiospo-
rangium, the basidium, which in contrast to the ascus bears its spores externally
instead of internal spore development. However, the life cycle is very similar with
a sexual phase bearing meiotic spores and an asexual phase giving rise to millions
of mitotic conidia in many lineages. As in Ascomycota, sexual structures are often
unknown or overlooked, as they can be reduced to a few cells only being microscop-
ically visible (Sampaio 2004; Oberwinkler 2017). Several lineages have managed to
link developmental stages like parasitism or vector-based dispersal to the alternating
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life cycle (Morrow and Fraser 2009). Sexual compatibility is usually mediated by
twomating loci, one of which is coding for a pheromone/pheromone receptor system
controlling syngamy,while the second is coding for homeodomain (HD) transcription
factors relevant for maintenance of the dikaryon, regular cell divisions, and filamen-
tous growth (Raudaskoski and Kothe 2010). The separation of the two mating loci
on two chromosomes leads to a tetrapolar mating system in most Basidiomycota,
with multiple alleles of the various genes in several lineages (Kües et al. 2011).

As the haploid phase of the life cycle is often characterized by a saprobic, yeast-
like stage, most Basidiomycota from early diverging lineages are isolated as haploid
cultures from nature and their sexual structures are unknown or at least not observed
in culture. Genera like Pseudozyma, Rhodosporidium, Tilletiopsis, or Cryptoccocus
were used to describe these so-called asexual species. Phylogenetic studies revealed
that these genera are polyphyletic and mixed with sexual species suggesting over-
looked sexual stages in some lineages (Begerow et al. 2000). However, several
lineages like the genera Malassezia, Moniliella, Tilletiopsis washingtonensis s.l.
seem to be completely asexual (without signs of sexual stages), although the mating
genes seem to be present as in the case of Malassezia (Wang et al. 2015; Saunders
et al. 2012). Many studies focused on mating under laboratory conditions to identify
sexual structures. These studies could identify several mechanisms to maintain a
sexual life cycle even without a compatible mating partner (Lin and Heitmann 2007,
David-Palma et al. 2016) and such pseudo-sexual strategiesmight be common among
Basidiomycota in several lineages (Coehlo et al. 2017). Functions of pheromones
and pheromone receptors might be thus very diverse including functions not involved
in mating and reproduction. Recently, it was shown that non-mating-type-specific
receptors are common in Agaricomycetes (Kües et al. 2011), and therefore, func-
tions of predicted pheromone receptors in potentially asexual lineages need to be
elucidated to allow conclusive remarks on the presence or absence of sexual stages.
At present, it is not yet clear if obligate asexuals exist among the Basidiomycota.

7.5.3 Glomeromycotina: Ancient Asexuals or Cryptic Sex?

A case in point about the difficulty of identifying truly asexual fungal species might
be the Glomeromycotina. They belong to the Mucoromycota, a sister group to
ascomycetes and basidiomycetes (Spatafora et al. 2017). The Glomeromycotina are
mostly obligate plant symbionts that form the widespread arbuscular mycorrhiza
with the roots of land plants (Lanfranco et al. 2016). Despite their environmental
ubiquity, cultivation of Glomeromycotina in the laboratory is difficult due to their
metabolic dependence on the host plant, and no sexual stages have been observed
in nature, probably because their life is spent completely underground and thus they
are difficult to observe in their natural environment. Glomeromycotina were consid-
ered as ancient asexuals; however, targeted searches for meiotic genes as well as
genomic studies confirmed the presence of meiotic genes and putative MAT genes
in Glomeromycotina genomes, making it likely that a sexual cycle exists in these
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species (Halary et al. 2011; Tisserant et al. 2013; Lin et al. 2014; Ropars et al. 2016).
Therefore, based on the available data, the Glomeromycotina cannot be described as
ancient asexuals.

7.5.4 Other Reproductive Strategies Influencing Genome
Evolution

Given recent genomic insights in the distribution of sex-related genes and sexual
propagation in fungi, it has been suggested that many fungal species might be consid-
ered not as completely sexual or asexual, but rather as consisting of isolates on a
continuum of sexual reproduction ranging from fully fertile to asexual (Dyer and
Kück 2017). This raises the question under what conditions a sexual or an asexual
lifestyle might be advantageous specifically for a fungal species or isolate. One
possible factor might be the degree of ploidy. Even though some fungi are diploids,
the majority of ascomycetes and basidiomycetes harbor haploid nuclei. However,
in filamentous fungi, the mycelia are usually coenocytic with two or more nuclei
sharing a common cytoplasm (Maheshwari 2005). Furthermore, fungi can undergo
vegetative hyphal fusions between different individuals of the same species leading
to exchange of genetically different nuclei (Daskalov et al. 2017). Thus, deleterious
mutations in one nucleus might be masked by functional copies in other nuclei,
making the mycelia functionally similar to the cells of heterozygous diploid organ-
isms (Fig. 7.1). However, especially hyphal fusion and subsequent nuclear exchange
comewith the risk of spreading, for example, infectious agents or transposons. There-
fore, many fungi have evolved heterokaryon incompatibility systems that allow vege-
tative hyphal fusion only between compatible partners. Calculations based on allele
frequencies for different incompatibility systems in the model fungus Neurospora
crassa suggest that the likelihood for compatible interactions between germinating
vegetative spores is rather low (Gonçalves et al. 2019). Thus, it is possible that at
least in N. crassa propagation is biased toward sexual propagation (during which
the vegetative incompatibility systems are turned off), because sexual propagation
is limited to dedicated partitions of the mycelium, thereby preventing spreading of
infectious agents to the rest of the mycelium.

Another point to be considered with respect to the advantages of sexual or asexual
reproduction is the spreading of transposable elements (TEs), which in fungi could in
principle occur during sexual propagation or during the above-mentioned vegetative
hyphal fusion. It is interesting to note, though, that many sequenced fungal genomes
have a low TE content compared to other eukaryotic genomes (Castanera et al. 2016;
Spatafora et al. 2017; Stajich 2017). Studies in several fungal model organisms have
revealed that at least five different genome defense systems evolved within the fungi
that protect organisms from the spread of TEs and other repeats (Gladyshev 2017).
In N. crassa alone, three genome defense mechanisms are known, one of which
is active during vegetative growth, a second in the dikaryotic phase directly prior
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to karyogamy, and the third during meiosis (Shiu et al. 2001; Gladyshev 2017).
Thus, it appears that at least N. crassa has every contingency covered and is geneti-
cally prepared to counter transposon spread during sexual and asexual propagation.
Genome defense in other fungi is less well studied, but it seems likely that genome
defense mechanisms against transposable elements are present in some form in other
species as well.

Population studies were performed for a few species only and therefore data on
the relevance of recombination in fungi are broadly lacking. However, homothallism
has been discussed as a common strategy to perform selfing and maintain at least
parts of sexual recombination. For example, Cryptococcus neoformans is known to
perform a unisexual or pseudo-sexual life cycle in addition to a classical sexual cycle
(Lin et al. 2005; Ni et al. 2013). Thus, fungi display a huge variety of mixed forms
between truly sexual and asexual species highlighting their great potential to adapt to
diverse needs of reproduction. Obviously, facultative asexuality is here predominant
as well as in other eukaryotes. A black-and-white system of sex/asex does not exist.

7.6 Asexual Genome Evolution and Epigenomics in Plants

7.6.1 Asexual Reproduction in Plants

Asexual reproduction occurs in land plants mostly in ferns, in a form called apogamy
(Grusz 2016), and in flowering plants as apomixis, the asexual reproduction via
seeds (Asker and Jerling 1992; Mogie 1992, see Box 1 for terminology). Land plants
have a life cycle of alternating diplontic sporophytes (producing meiospores) and
a haplontic gametophyte (producing gametes). Asexual reproduction keeps this life
cycle but avoids meiosis–mixis cycles in many different ways. We will focus here
on flowering plants. Apomixis is in angiosperms scattered across the phylogeny and
occurs in about 2% of genera, with many different developmental pathways (Hojs-
gaard et al. 2014; Fig. 7.1). Studies on asexual genome evolution are scarce due to
practical difficulties: first, plant genomes are complex and can vary dramatically in
size (Michael 2014). Angiosperms have undergone ancient and recent genome dupli-
cations, resulting in gene duplications and diversification of gene functions (Jiao et al.
2011; Leebens-Mack et al. 2019). Second, asexuality does not occur in model organ-
isms like Arabidopsis or in major crops plants. For this reason, genomic resources
are also scarce. The only completely sequenced reference genomes for gameto-
phytic apomixis is published from Boechera, a relative of Arabidopsis (Kantama
et al. 2007; Kliver et al. 2018), and for sporophytic apomixis in Citrus (Wang et al.
2017). (Gametophytic and sporophytic apomixis are characterized by embryo devel-
opment either from cells in themegagametophtye or directly from somatic cells in the
sporophyte, respectively). Third, most research has focused so far on understanding
genetic control mechanisms of apomixis rather than on evolutionary questions, with
the major aim to introduce apomixis into crops (Ozias-Akins and Conner 2019).
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Apomixis is heritable (Ozias-Akins and van Dijk 2007), but regulatory mechanisms
turned out to be unexpectedly complex and rely mostly on differential expression
of many genes that regulate the sexual pathway (Koltunow and Grossniklaus 2003;
Sharbel et al. 2010; Hand and Koltunow 2014; Schmidt et al. 2014). Apomixis is
usually facultative and occurs mostly in polyploids or in diploid hybrids. Recent
studies on natural apomicts, however, suggest that apomixis emerges already at the
diploid level and is then directly and indirectly established by polyploidy (Hojsgaard
and Hörandl 2019). Facultative sexuality can also involve selfing (fertilization of egg
cells with pollen from the same plant) as most apomicts are self-compatible (Hörandl
2010). Selfing is an otherwise common sexual pathway in plants (Schemske and
Lande 1985), resulting in an increase of homozygosity and loss of genotypic diver-
sity in the offspring. However, little is known about frequencies and effects of selfing
in otherwise facultative apomictic lineages.

7.6.2 Case Studies on the Possible Effects of Muller’s Ratchet
in Plants

The first comparative study on asexual genome evolution used transcriptomes of
flowering buds in the Ranunculus auricomus complex (Pellino et al. 2013). This
system comprised obligately diploid sexual and facultative apomictic hexaploids.
Transcriptome analysis by using dN/dS ratios revealed that both sexual and asexual
genomes are under purifying selection without signs of genome-wide accumula-
tion of deleterious mutations as evolutionary theory would predict (see above). The
outlier genes with elevated non-synonymous to synonymous (dN /dS) ratios in the
sexual/asexual comparisons belonged to genes involved in sporogenesis and game-
togenesis, and hence may relate to functional aspects of apomixis rather than to
mutation accumulation. However, the lack of a related reference genome hampered
a comprehensive gene annotation. Nevertheless, signatures of allelic sequence diver-
gence were detected in the hexaploid apomictic genomes, probably due to hybrid
origin. The same system was studied using a mathematical model, incorporating
empirical data on the degree of facultative recombination and different selection
scenarios (Hodac et al. 2019). Results confirmed the hypothesis that even a low
degree of facultative sexuality in these hexaploid apomictic lineages was sufficient
to counteract Muller’s ratchet. Purifying selection might be specifically efficient in
the meiotically formed, haplontic gametophytes, a stage in which many genes are
expressed, and hence deleterious mutations can be efficiently eliminated.

A similar study was performed on transcriptomes on four sexual/asexual species
pairs of the genus Oenothera (Hollister et al. 2015). In this genus, asexual repro-
duction occurs in the quite unusual form of permanent translocation heterozygosity,
i.e., a reciprocal translocation of chromosomes that results in a ring formation at
meiosis such that chromosomes pair only at their tips. This ring form of meiosis
results in complete suppression of meiotic recombination and segregation. Seeds are
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usually formed via selfing; i.e., the parental genotype is maintained. Hollister et al.
(2015) found indeed elevated levels of heterozygosity and increased accumulation
of non-synonymous mutations in the asexual lineages compared to sexual species.
This system supports the hypothesis that obligate asexuality results in mutation accu-
mulation. However, also rare (facultative) outcrossing has been found in O. biennis
(Maron et al. 2018), which might counteract Muller’s ratchet.

A recent study using genome sequences on sexual/apomictic, diploid species
pairs of Boechera revealed high levels of heterozygosity in apomicts, mostly due to
hybrid origin (Lovell et al. 2017). Analysis of mutation accumulation was performed
at different types of different genomic sites: (1) conserved non-coding sites, (2)
conserved coding sites, (3) sites, where any mutation causes an amino acid substi-
tution, and (4) sites where any mutation is synonymous. Mutation accumulation in
asexuals was found to be significantly higher in categories (1) and (3), but not in (2),
indicating that purifying selection is still present, but more relaxed in phylogeneti-
cally derived sites. Mutation accumulation was found to be independent from hybrid
origin, although it is difficult to entangle contemporary mutations from the ancestral
ones in the conspecific hybrid. The authors did not consider effects of facultative
apomixis, although variable proportions of sexual/asexual seeds occurred in 11 of
their 13 apomictic samples (Lovell et al. 2017). Facultative apomixis occurs also in
other taxa of Boechera (Aliyu et al. 2010). Specific studies on evolution of RNA
helicases in sexual and apomictic Boechera revealed that mutation accumulation is
further depending on gene function (Kiefer et al. 2020).

Taken together, the presence of Muller’s ratchet was overall confirmed in plants,
but a little bit of sex seems to be sufficient to counteract the accumulation of dele-
terious mutations. The predominance of facultative sexuality and lack of ancient
asexuals in plants fit to this scenario. The degree of facultative sexuality, however,
is highly flexible in plants and can be influenced positively by environmental stress
conditions (Klatt et al. 2016, 2018; Ulum et al. 2020). Such a stress response of the
reproductive mode is ploidy-dependent (Ulum et al. 2020). The possible combina-
tion of apomixis to selfing adds another level of complexity to understand mutation
dynamics in asexual plant lineages. These dynamics, however, have not yet been
investigated.

7.6.3 Studies on the Epigenome and Transposable Elements

Plant mode of reproduction can have consequences for the proper functioning of
the epigenetic mechanisms that suppress TE activity. Epigenetic mechanisms, and
specifically DNAmethylation, silence TEs, can modulate gene expression. In plants,
DNA (cytosine) methylation occurs in all sequence contexts (CG, CHG, and CHH,
where H = C, T or A). The enzymatic pathways for depositing and maintaining
methylation marks differ between contexts, as do their functions and dynamics.
Broadly speaking, DNA methylation in plant gene bodies often occurs in the CG
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context, which shows strong transgenerational stability but unclear functional rela-
tion to gene expression (Wendte et al. 2019). TEs can be densely methylated in all
sequence contexts,which is under active control by a smallRNA-guidedDNAmethy-
lationmechanism (RdDM,RNA-directed DNAmethylation) andwhich is associated
with transcriptional silencing (Slotkin and Martienssen 2007; Matzke et al. 2015).
The pathways that lead to DNA methylation silencing of TEs involve small RNAs
that are used to guide methylation to specific TE loci (Matzke et al. 2015).

Because large portions of plant genomes can consist of TEs (for instance, up
to 85% in the maize genome; Schnable et al. 2009), the epigenetic mechanisms
that protect the genome from their uncontrolled transposition have potentially large
consequences for genome evolution. In recent years, asexual plants have become
popular model systems to study the causes and evolutionary consequences of DNA
methylation variation (Richards et al. 2017), because (1) epigenetic effects are more
easily detected in uniform genomic backgrounds, and (2) epigenetic variation is
hypothesized to be of comparably high relevance for adaptation in asexuals that
show little DNA sequence variation (Verhoeven and Preite 2014).

A relevant proximate question related to the impact of epigenetic mechanisms on
asexual genome evolution is: How does the absence of meiosis in asexuals affect
the stability and genomic patterns of epigenetic variation, and what consequences
does this have for genome evolution? While detailed analysis in asexual plants is
limited by the availability of high-quality reference genomes (Richards et al. 2017),
relevant insights come from understanding the epigenetic processes that take place
during sexual plant reproduction. In comparison to mammals, which undergo exten-
sive DNAmethylation erasure during gametogenesis and early embryogenesis (Feng
et al. 2010), plants experience relatively limited DNAmethylation resetting between
generations. DNA methylation in CG contexts in particular shows high transgen-
erational stability (Johannes et al. 2009). However, DNA methylation that is under
control of the RdDM pathway shows interesting dynamics: in both male and female
germlines, cells that accompany the germ cells, but not the germ cells themselves,
undergo active demethylation (Ibarra et al. 2012); the endosperm shows reduced
DNA methylation levels, and the developing embryo shows a gradual increase in
non-CG methylation (Bouyer et al. 2017).

In pollen, the loss of DNA methylation in the vegetative cell (which does not
contribute genetic information to the next generation) releases TE activity, which
results in TE-derived expressed transcripts that are subsequently degraded into small
RNAs. It has been shown that these small RNAs are transported to the sperm cells
(which do contribute to the next generation) where they can be used by the RdDM
machinery to target corresponding TE sequences for silencing (Martinez et al. 2016).
A similar process seems to occur in female plant germ lines (Ibarra et al. 2012). It
is believed that this mechanism functions to reinforce TE silencing in the germ cells
and the resulting embryo (Slotkin et al. 2009).

Asexual reproduction that does not involve the above germline epigenetic
processes may therefore result in less efficient epigenetic silencing of TEs. For
instance, lack of sex-reinforced TE silencing is thought to underpin an abnormal
fruit phenotype (“mantled” fruit that produces less oil) that arose in oil palms under
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tissue culture. This stable phenotypic variant is caused by loss of methylation in a
LINE retrotransposon (Ong-Abdullah et al. 2015). Beyond variable silencing of TEs,
we can speculate that compromised silencing results in increased transposition rates
over longer evolutionary time scales, thereby contributing tomutational degeneration
of asexual lineages.

7.7 Conclusion and Outlook

It has become clear that most of the classical predictions on the disadvantages of
asexual reproduction need (re-)evaluation on a whole-genome basis. Moreover, for
testing most hypothesis on the maintenance of sex, it is imperative to compare repli-
cates of independently derived asexual lineages to closely related sexual species
at both the population level and species level to disentangle true consequences of
asexuality from confounding lineage-specific patterns. Such comparative studies are
needed for a phylogenetically broad representation of the eukaryote tree of life (Burki
et al. 2019).

The classical prediction that sex is imperative for effective purging of deleterious
mutations is not universally met. It remains an open question whether large popula-
tion sizes and/or effective repair mechanisms facilitate effective selection in ancient
asexuals. Importantly, if strategies exist that avoid long-term detrimental effects of
asexuality, research efforts should focus more on the immediate, short-term benefits
of sex that require identification of eco-evolutionary dynamics. Facultative asexu-
ality might occur much more often than expected in animals and fungi, which might
alter the perception of costs and benefits of sex. More knowledge is required on the
frequency of transitions to asexuality in natural populations as well as identifying its
underlying molecular mechanisms and cytology.

The diversity of different developmental pathways and genomic features of
asexual eukaryotes needs to be considered for empirical genome studies. The preva-
lence of mixed systems (such as facultative, cyclical, or intermittent sexuality also
often combined to selfing) complicates predictivemodels.Why are not all eukaryotes
capable of such mixed systems with a “little bit of sex,” which would preserve both
variability and maintenance of favorable genotypes, both in the short and long term?
Perhapswe should ask the questionwhy and how sex has ever become obligate?Here,
a better understanding of regulatory mechanisms and functions of meiosis–mixis
cycleswill be essential. Genomic studies beyondmutation screenings, targetingDNA
repair and mutagenesis as well as epigenetic effects and TE dynamics, are needed
to understand the actual advantages of obligate sexuality compared to facultative or
obligate asexuality.
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Chapter 8
On the Origin of Life and Evolution
of Living Systems from a World
of Biological Membranes

Aditya Mittal, Suneyna Bansal, and Anandkumar Madhavjibhai Changani

Abstract The central dogma, i.e. DNA to RNA to protein, is central to biology.
Biological membranes are also central to biology. However, discussions on origin of
life and evolution of living systems rely primarily on nucleic acids and proteins. A
contextual appreciation of biological membranes in evolutionary biology has not yet
emerged. One of the primary reasons for this is the replication mechanism offered
via DNA and its subsequent transcription and translation. In this work, we explore
the possibility of a replication mechanism in nucleic acid-free and protein-free self-
assembled systems based on the lawofmass action.While exploring the role ofwater,
both as a chemical reactant and as a solvent, we present the view of a “micellar
world” towards understanding origin of life and subsequent evolution through a
thought experiment that we call Life of Micellar Systems (LoMS). We hope that the
ideas presentedwill stimulate discussions on biological membranes towards building
completely new perspectives not only in evolutionary biology but also in synthetic
biology.
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8.1 Biological Membranes and Evolutionary Biology

Biological membranes are central to biology. Starting from the fluid mosaic model
(Singer and Nicolson 1972) to the modern description of biological membranes
as two-dimensional fluids with domains/rafts of varying sizes (Brown and London
1998), the overall view of biological membranes has evolved over the years. From a
perspective of simply serving as semi-permeable boundaries for whole cells and their
intracellular compartments, it is nowwell-appreciated that there are several key roles
playedby lipid constituents in biologicalmembranes—for example,molecular recog-
nition, signalling, trafficking and subcellular (re)organization have been discovered
in the last couple of decades (see introduction in Bansal and Mittal 2013). However,
when it comes to discussions on origin of life and evolution of living systems, biolog-
ical membranes almost do not find a comprehensive mention. Such discussions are
essentially dominated by (self) catalyzing RNA and/or proteins (Deamer 2019). This
is because the hallmark of living systems is considered to be the intracellular opera-
tion of the central dogma (DNA to RNA to protein)—biological membranes do not
feature in the central dogma. Thus, in spite of availability of abundant literature on
the informatics of nucleic acids and proteins, “lipidomics” is mostly addressed in
literature in terms of enzymes that carry out (bio) chemical transformations resulting
in formation of lipids. In one of the first analyses inspired by computational genomics
and proteomics, a model for the origin of eukaryotic cells was developed based on
membrane lipidomics on three domains of life—a unique lipid class diagram was
developed for classifying thousands of lipids that constitute biological membranes
in all the three domains of life (Bansal and Mittal 2015). Subsequently, analyses of
thickness of subcellular biological membranes allowed development of some inter-
estingnovel insights into origins and evolutionof cellular andmulti-cellular life forms
(Singh and Mittal 2016; Mittal and Singh 2018). However, evolutionary biology is
still far away from giving considerations to biological membranes in comparison
with nucleic acids and proteins.

From invention of optical microscopy up to mid-twentieth century, erythrocytes
(red blood cells—RBCs), in addition to having their own significance in clinical and
basic biology, have served as model systems for insights into behaviour of biological
membranes (Singh et al. 2019). Subsequently, liposomes have served as a promising
model system for understanding biological membranes for the last half-a-century.
However, there is only one report till date that experimentally derives a quantitative
formalism called the “Critical Compartmentalization Concentration” for stoichio-
metric assembly of amphipathic molecules into aggregating assemblies of a given
size that serve as compartments (Mittal and Grover 2010). In contrast, assembly of
micelles from amphipathic molecules is extremely well covered in the literature,
largely owing to the pioneering work of Tanford (1973, 1978) on the hydrophobic
effect. Micellar aggregation also serves as a model system towards gaining insights
into formation and behaviour of biological membranes. Thus, in this chapter, we
propose a completely newmodel for the origin of life and evolution of living systems
based entirely on micellar systems. By carrying out a thought experiment called
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“Life of Micellar Systems” (LoMS), we propose a “micellar world” for origin of
life and evolution of living systems rather than a primarily “protein” and/or “RNA”
world. We are hopeful that the ideas presented will stimulate discussions on biolog-
ical membranes from a completely new perspective contributing towards not only
evolutionary biology but also synthetic biology.

The Life of Micellar Systems (LoMS) “thought” experiment Here we discuss
the origin of life and evolution of living systems from a “Micellar World”. Consider
a system shown in the leftmost panel of Fig. 8.1.

Micelle forming amphiphiles (denoted by “X”), with a hydrophilic head group
and a hydrophobic chain, are suspended in a given amount of water—water serves
primarily as the solvent. As per the law of mass action, aggregation of X resulting in
a micelle is shown by the equation given at the top of Fig. 8.1—a key assumption,
for simplification, here is that there are only two possible thermodynamic states in
which the molecular species “X” can exist: either a monomer or a micelle (no other
aggregate is considered to be either thermodynamically favourable or have anykinetic
lifetime to be of any consequence). Further, assume that the aggregation number of

Fig. 8.1 Birth of a micelle—aggregation of amphiphiles in water and apparent “replication” of
aggregates by law of mass action. The mass balance on X is given by N = [Xo] * Volume, where
[Xo] = [X] + n[Xn]
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X, denoted by “n”, is 24 (i.e. formation of a micelle requires exactly 24 molecules of
X). Total number of X molecules in the system, denoted by “N”, is 60 and remains
constant. In the leftmost panel of Fig. 8.1, the concentration of monomeric X, given
by [X], is much lower than the critical micellar concentration (CMC), i.e. [X] ≪
CMC. Now, let us remove some water from the system—the top middle panel in
Fig. 8.1 shows the formation of single micelle transiently due to the concentration of
X reaching the threshold of CMC due to the removal of water—here it is important to
note that removal of water as a solvent is not to be confused with “dehydration” of the
micelles; dehydration at a molecular level results in conformational alterations and
changes in aggregation patterns. In fact, it is well known that bulk water properties
(water serving as a solvent) are significantly different from the properties of water
that form the hydration layers in the self-assembled structures.

A little more removal of water, shown by the bottom middle panel in Fig. 8.1,
shows the formation of two micelles transiently—in both these systems, there is an
equilibrium between X (monomers) and Xn (micelles), depending on the amount
of water in the system. Note that since n = 24 and N = 60, at most two micelles
are formed in this system. Now, further the removal of water from the system, as
shown by the rightmost panel in Fig. 8.1, will not affect the equilibrium between the
two micelles and the monomers. Thus, we have observed the spontaneous “birth of a
micelle” in a system simply by themanifestation of the law ofmass action in a system
where the quantity of water as a solvent is varied. Note that the transitions shown by
only removal or addition of water, and maintenance of N = 60 in the system, are all
reversible due to the law of mass action with corresponding addition or removal of
water. However, in very dilute conditions, i.e. if [X] ≪ CMC, no micelle will ever
form (as in leftmost panel). Similarly, at high concentration of X (but N still = 60)
due to the removal of sufficient water, two micelles will always be at equilibrium
with 12 monomeric X (since n = 24). Clearly, this not only provides a direct analogy
to spontaneous appearance of a single self-assembled system (“birth of a micelle”)
further leading to appearance of “replication” resulting in appearance of two similar
(in this case identical) self-assembled systems simply by controlling water volume.
Now consider a system shown in the leftmost panel of Fig. 8.2.

All of the system characteristics are exactly the same as those in Fig. 8.1, except
thatN = 48 in this system (instead of N = 60 as in Fig. 8.1). Therefore, here the total
number of X molecules in the system is 48 and remains constant. Again, the leftmost
panel of Fig. 8.2 shows that the concentration of monomeric X, given by [X], is much
lower than the criticalmicellar concentration (CMC), i.e. [X]≪CMC.Now, removal
of some water from the system, as shown in the top middle panel of Fig. 8.2, results
in formation of single micelle transiently due to the concentration of X reaching the
CMC threshold. A little more removal of water, shown by the bottom middle panel
in Fig. 8.2 shows the formation of two micelles; however, micelle formation is not
transient in both the systems this time. This is because the number of monomers
is an exact multiple of the aggregation number of the monomer; hence, once the
energetically favourable micellar configuration is reached for all monomers (i.e.
micelles formed do not disaggregate—this results in disappearance of monomers).
Of course, the lawofmass actionmaynowmanifest itself via exchangeof amphiphilic
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Fig. 8.2 Life of a micelle—aggregation of amphiphiles in water, the illusion of replication and
lifespan of aggregates in a “stagnant” system. The mass balance on X is given by N = [Xo] *
Volume, where [Xo] = [X] + n[Xn]

molecules between the two micelles in the bottom middle panel; however, there will
be no remaining monomeric species. Thus, there is a clear distinction in this case
from that shown in Fig. 8.1—while there is an equilibrium between X and Xn in
the top middle panel, the bottom middle panel represents a stable and irreversible
micellar system with complete absence of monomers. Further, the removal of water
(shown in the rightmost panel) or even further addition of water to the system in
the bottom middle panel will not affect the system since the micellar aggregates are
energetically stable. These observations can be specifically noted by contrasting the
reversibility versus irreversibility of the systems, represented by reaction directions,
in Figs. 8.1 and 8.2. Thus, here we have observed not only the spontaneous “birth and
replication of micelles” but also “lifespan of micelles”. This lifespan of the micelles
will continue until (a) there is an energetic epoch in the system to destabilize one or
both of themicelles, or (b) there is anothermolecular species that can interactwithX is
introduced in the system that can have an “interaction constant” (e.g. binding affinity)
to extract X out of either or both micelles, or (c) there is an introduction of more X
molecules in order to re-invoke the law of mass action-driven equilibrium between
monomers and micelles. Until such perturbations are introduced in the system, the
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Fig. 8.3 Death of micelles—Disaggregation of stable micelles due to perturbations. The mass
balance on X is given by N = [Xo] * Volume, where [Xo] = [X] + n[Xn]

two micelles will apparently “live happily forever after”. Now, let us introduce one
of the perturbations discussed above—the simplest one being introduction of more X
monomers in the system. Figure 8.3 shows addition of more monomeric X molecules
in the “living system” shown in the leftmost panel. The “living system” has N = 48
(same as in Fig. 8.2), and 12 more monomers are added to bring the total molecules
of X to N = 60 (same as in Fig. 8.1). For clarity, the new X monomers are shown in
red, compared to the original black. Without any change in the amount of water, the
system will be driven towards equilibrium between monomers and micelles driven
by the law of mass action. Now, after addition of the newmonomers, further addition
of water will result in dilution of the system and at some point when [X] ≪ CMC,
the system will resemble the original starting system in Fig. 8.1 as shown here in the
right bottom panel.

Through these straightforward thought experiments, we show that the apparent
cycles of birth–replication–life–death are simply manifestations of the law of mass
action with water serving as a solvent for different molecular species. Thus, we
propose that not only did life actually originate in this manner, but it continues
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to evolve similarly with different molecular species resulting in different kinds of
aggregates of different sizes and quantities driven by the law of mass action.

Having proposed a theory for origin of life and evolution of living systems based
on the law of mass action, it becomes important for us to address the question of raw
materials for the system. As mentioned earlier, while substantial literature focuses
on nucleic acids or proteins or both in form of self catalyzing systems for origin of
life, we propose amphiphilic assembly (along with, or later with the addition of, a
plethora of chemical reactions) in water as a solvent for origins of life. We propose
that abundance of carbon on Earth coupledwith high-temperature conditions allowed
catenation reactions resulting in chains of carbon being formed (black circles in
Fig. 8.4). Formation of carbon chains by condensation reactions resulted in water
molecules (grey circles, Fig. 8.4)—this water formed was still in vapour form due to
the conditions that were resulting in formation of carbon chains.

Thus, before life originated, Earth’s atmosphere was rich in gaseous form of
carbon-chained molecules along with water vapour along with other molecules in
gas phase. With high water vapour content, and heavier carbon-based molecules
(including many amphiphiles with carbon chains) having lower volatility, heating
and cooling cycles resulted in the formation of liquid pools of water with populations

Fig. 8.4 Emergence of conditions for origin of life and evolution—formation of water as a
solvent and reaction medium for self-assembling reactions
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of amphiphilic molecules. Of course, other chemically reacting systems also must
have formed. However, the predominant occurrence of amphiphiles assembling and
disassembling in water resulted in the first aggregating systems—these aggregations
driven by the energetics of the hydrophobic effect also resulted in what is currently
apparent as replication. Simultaneous addition and removal of different molecular
species resulted in emergence and sustenance of newer aggregate forms. Here, it is
interesting to note that formation of primary polymer chains in living cells, i.e. of
nucleic acids and proteins, actually consumewater—in test-tube chemistry, polymer-
ization reactions actually result in release of water. Now in the actual intracellular
conditions, polymerization reactions resulting in water as a product to form polymer
chains cannot take place in aqueous milieu. The presence of water as a solvent at
55 M (concentration of liquid water) would actually drive the reaction backward by
law of mass action thereby inhibiting polymerization and favouring the backward
reaction due to excess product (water). Operation of the central dogma in living
cells actually consumes water—we calculate the amount of this water consumed in
Appendix 1. From an evolutionary perspective, this is a very important discovery—
once amphiphilic assembly resulted in apparently replicating structures in excess
water, more chemical reactions with different molecular species but still driven by
the law of mass action took over towards emergence of living cells in their current
avatar. Many of these cellular chemical reactions, and certainly the key ones for
living system, involve water as a chemically reacting molecular species and not just
as a solvent. Finally, having appreciated the role of water as a chemically re(active)
molecular species, and not just as a solvent, we also show how different and repro-
ducible morphologies of micellar aggregates emerge in different aqueous chemical
environments; see Fig. 8.5 and Appendix 2.

Concluding, we propose that origin of life and evolution of living systems are
essentially a result of both the kinetics and the thermodynamics of the hydrophobic
effect rooted in the law of mass action, with water as a solvent. While this chapter
is aimed at a simplistic introduction of a somewhat orthogonal view on the origin of
living systems, it is our hope that self-assembly driven primarily by solvent charac-
teristics will emerge as a key driver of hypotheses in understanding living systems.

Fig. 8.5 Regulation of amphiphilic self-assembly by water structure and molecular shapes (see
Appendix 2 for details)
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For this, further studies on the role of the solvent species, both as a reactant and as
a reaction medium, will shed further light on origin–sustenance–demise cycles of
self-replicating structures as models for origins of life and evolution. Specifically,
our proposal emphasizes the importance of amphiphiles and biological membrane-
like materials resulting in the first “living” systems rather than nucleic acids and/or
proteins. In essence, we are proposing a “micellar world” for origin of life and evolu-
tion of living systems rather than a “protein and/or RNAworld”. One very interesting
and appealing aspect of the ideas presented here is that it may not be required to treat
understanding of origin of life as a “chicken and egg” problem, if viewed from the
perspectives discussed in this work.

Acknowledgements SB is grateful to the Council of Scientific and Industrial Research, Govern-
ment of India, for research fellowship support. AMC is grateful to IIT Delhi for research fellowship
support. AM is grateful to Marie-Hélène Rome and Pierre Pontarotti for their patience.

Author Contributions SB carried out the experimental work for Appendix 2 and co-wrote
Appendix 2 with AM, including preparation of figures. AMC carried out literature review and
collected the data required for Appendix 1. AM designed the study, formulated the micellar world
hypothesis and Life of Micelle Systems thought experiment and wrote the manuscript.

Appendix 1: Water Consumption in Intracellular Central
Dogma Operations

Summary Carbon-based chemical polymerization releases water molecules. In
contrast, intracellular biopolymerization actually consumes water. Surprisingly,
water requirements for intracellular synthesis of proteins and nucleic acids are not
accounted for in literature. In this work, we derive the first quantitative expression
for the number of water molecules consumed per molecule of protein produced by
transcription and translation in a cell. Extrapolating our findings to multi-cellular
organisms, we find that a staggering ~90 million litres of water per day is utilized by
the current human population only for synthesizing intracellular proteins for survival
without replication/reproduction—and this is an underestimate.

Introduction Water as a solvent is assumed to be a prerequisite for life. Not only
does water serve as a solvent for chemical reactions inside and outside living cells,
but it also serves as a solvent that drives physical (and often non-chemical) self-
assembly of amphipathic molecules via the “exclusion by water” principle formally
referred to as the hydrophobic effect (Tanford 1973; Silverstein et al. 1998; Southall
et al. 2002; Dill et al. 2005; Xu and Dill 2005; Mittal and Grover 2010; Dill and
Bromberg 2011). In fact, elucidation of unique properties of water as a solvent for
life has been of constant interest (Truskett and Dill 2003; Urbic et al. 2007; Fennell
et al. 2010; Mittal and Jayaram 2011; Urbic and Dill 2017; Brini et al. 2017; Urbic
and Dill 2018). While appreciating the role of water as a solvent for physical, chem-
ical and physico-chemical interactions governing living systems, it is also pertinent
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to consider its role as a chemical reactant in living systems. For example, purely
chemically driven polymerization reactions involving formation of carbon-based
chains involve release of a water molecule per bond formed. Thus, in such systems,
the presence of water as a solvent would not allow a forward reaction resulting
in release of water in order to form a bond for extending the polymer due to the
high concentration (55.5 M) of surrounding water. However, interestingly in living
cells, polymerization of nucleotides resulting in the formation of DNA and mRNA
molecules as well as synthesis of polypeptide chains (resulting in proteins) actu-
ally utilize water as a reactant for bond formation required for polymer elongation.
Surprisingly, this water requirement during the creation of biosynthetic machinery in
living cells is largely ignored and not accounted for in the literature, including text-
books on life and cell biology. The apparent assumption of the constitutively present
biosynthetic machinery from the perspective of requirements of water as a reactant
is in complete contrast to substantially increasing literature on energy requirements
for assembling the same biosynthetic machinery. In fact, energetic considerations in
biological systems (e.g. living cells) continue to be addressed regularly with respect
to cell size and growth (Dill et al. 2011; Naresh et al. 2012; Maitra and Dill 2015;
Szenk et al 2017; Wagoner and Dill 2019) along with assembly of, and functional
constraints on, proteomes and cell organelles (Ghosh and Dill 2010; Naresh et al.
2010; Ghosh et al. 2016; Santra et al. 2017; Agozzino and Dill 2018). Therefore, in
this work, we explicitly address the requirement of water in creation of the biolog-
ically synthesized machinery (i.e. proteins). We derive the first-ever formalism for
calculating water consumed during the processes of transcription and translation
resulting in synthesis of a protein molecule. Our results compel explicit inclusion of
water consumed during operation of the central dogma for creation of biosynthetic
machinery during considerations of metabolic perspectives on living systems.

Results and Discussion

Accounting for water consumed during transcription and translation First, let
us consider transcription. Formation of a phosphodiester bond to extend an mRNA
molecule requires one water molecule to hydrolyze the released pyrophosphate
(Heinonem 2001; Nelson and Cox 2008). Therefore, addition of each nucleotide
to form an mRNA molecule consumes one molecule of water (Heinonem 2001;
Nelson and Cox 2008). This implies that synthesis of an mRNA molecule with
length = “LmRNA” in terms of number of nucleotides consumes a total of “LmRNA

– 1” water molecules (since the number of phosphodiester bonds is one less than the
total length due to the 5′ and 3′ termini). Now, each mRNA transcript can be utilized
to produce a variable number of protein molecules, generally ranging from 10 to
10,000 (Heinonem 2001; Dill et al. 2011; Lahtvee et al. 2017). Let us assume that
the number of protein molecules per mRNA transcript is given by “NP”. Note that
each of these protein molecules will have “LmRNA/3” residues (since codon size =
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3). Therefore, the number of water molecules consumed during transcription for a
single protein molecule = “(LmRNA 1)/NP”. The next step is translation. Beyond the
presence of an mRNA transcript, translation requires aminoacyl-tRNA molecules.
For producing one aminoacyl-tRNAmolecule, the first step is activation of an amino
acid molecule—this involves hydrolysis of a pyrophosphate by pyrophosphatase
which consumes one water molecule (Heinonem 2001; Nelson and Cox 2008; Yang
et al. 2009). The activated amino acid, in the form of amino acid-AMP complex,
combines with tRNA resulting in a molecule of aminoacyl-tRNA and release of an
AMP (Voet et al. 2013). The released AMP is converted into an ADP (Poos et al.
1999). Therefore, formation of a single aminoacyl-tRNA consumes one molecule of
water. To extend the polypeptide chain during translation, i.e. for polypeptide elonga-
tion, an aminoacyl-tRNA binds with the GTP-bound elongation factor EF-Tu to form
a ternary complex. This ternary complex binds to the ribosomal A-site—during this
reaction theGTP is hydrolyzed and onewatermolecule is consumed (forGTPhydrol-
ysis). In addition, polypeptide elongation also involves hydrolysis of EF-G-GTP
complex at the ribosomal P-site for removal the uncharged tRNA. This hydrolysis
consumes one water molecule. Therefore during the incorporation of a single amino
acid into an elongating polypeptide chain, starting with formation of aminoacyl-
tRNA to the release of uncharged tRNA, three water molecules are consumed. The
above is applicable to all amino acids incorporated into an newly forming polypeptide
chain except for the first and the last. An initiation complex involving mRNA, 30S
ribsome and GTP-fMet-tRNA is formed by hydrolysis of a GTP molecule (thereby
consuming one water molecule) for starting translation (Voet et al. 2013). Thus,
formation of this initiation complex consumes one water molecule for starting trans-
lation (instead of consuming one water molecule for creation of aminoacyl-tRNA).
Subsequent steps remain the same—therefore, a total of three water molecules are
consumed for starting translation with the first residue. For the last amino acid incor-
porated in the polypeptide chain, ribosomal hydrolysis of peptidyl-tRNA resulting in
the released polypeptide chain along with free tRNA consumes one water molecule
(instead of hydrolysis of EF-G-GTP complex at the ribosomal P-site for removal
the uncharged tRNA). Therefore, three water molecules are consumed for ending
elongation with the incorporation of last residue. Summarizing requirements during
translation, the total number of water molecules consumed to create a polypeptide
chain with total residues= “LmRNA3” during translation is “3× LmRNA3”= “LmRNA.
In addition, two water molecules get consumed during termination of translation
while releasing the ribosomal subunits and mRNA transcript immediately subse-
quent to (or simultaneously with) release of the polypeptide chain (Voet et al. 2013).
Therefore, the total number of water molecules consumed in the translation step of
creating a single polypeptide chain (total residues = “LmRNA3”) is “LmRNA + 2”.
Combining transcription and translation, the total water molecules consumed for
synthesizing one protein molecule having “LmRNA/3” residues = [(LmRNA− 1)/NP]
+ [LmRNA+ 2]. Thus,

H2O molecules consumed

Protein molecule
=

(
1 + 1

NP

)
LmRNA +

(
2 − 1

NP

)
(8.1)
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Fig. 8.6 Total number of water molecules consumed for synthesizing (transcription + translation)
a protein molecule with “LmRNA/3” residues as a function of the length of the mRNA transcript (in
terms of number of nucleotides) encoding for the protein molecule. “NP” is the number of protein
molecules synthesized by translating a single mRNA transcript. The plot is based on Eq. (8.1), see
text for details

where “LmRNA” is the length of the mRNA molecule for synthesizing a protein
molecule with “LmRNA/3” residues and “NP” is the number of protein molecules
synthesized per mRNA transcript. Figure 8.6, based on Eq. (8.1) above, shows
that beyond “NP = 500”, there is negligible change in number of water molecules
consumed per molecule of protein synthesized regardless of the size of the protein.

Calculating water consumed only for transcription and translation by a cell
Having analytically derived the expression giving water consumption during protein
biosynthesis, the next step is to actually apply it to in vivo scenarios. To do so, let us
consider E. coli cells. The average length of a protein in an E. coli cell is 325 residues
(Zhang 2000; Dill et al. 2011). Therefore, on an average, LmRNA/3 = 325 ≥ LmRNA

= 975. Assuming NP = 50 (Heinonem 2001; Dill et al. 2011; Lahtvee et al. 2017),
the total number of water molecules consumed by an E. coli cell for synthesizing
one protein molecule = [{1 + (1/50)} × 975] + [2 − (1/50)] = 996.48.

An E. coli cell has ~3 million protein molecules (15), and a replication time of
~10min (15). Therefore, the total water consumed by a non-replicatingE. coli cell for
only surviving for 10 min by synthesizing its protein molecules = 3 × 106 × 996.48
= 2.98944× 109 molecules. Now there are several ways of looking at this interesting
result. As an example, let us consider an E. coli culture of 108 non-replicating cells
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per ml—note that is at least an order of magnitude less than a saturated E. coli culture
(Sezonov et al. 2007). Ten litres of this culture would contain 1 × 1012 cells, and
therefore, the total water consumed per day by this culture for only cell survival by
protein synthesis would be (24 × 60/10) × 2.98944 × 109 × 1 × 1012 = 4.3047936
× 1023 molecules. This equals (4.3047936/6.023) ~ 0.715 mol of water. One mole
of water is 18 ml of liquid water. Therefore, a 10 L culture of non-replicating E.
coli cells would consume 18 × 0.715 ml ~ 13 ml of liquid water per day only for
protein synthesis required for survival. While 13 ml of water per day might appear a
small amount, considering simply a stationary batch secondary-metabolite industrial
production culture in a reactor of 20 kilolitres (i.e. cells are in pseudo-steady state
in stationary phase without replication), it translates to consumption of [(13 ml ×
20,000 L)/(10 L)] = 26 L of water by cells only for protein synthesis required for
survival. These 26 L of water are not accounted for anywhere in any literature till
date. More importantly, since 26 L is ~0.13% of 20 kilolitres, it never gets noticed.
As another example, let us extrapolate the results from E. coli cells to multi-cellular
organisms such as humans. If we consider a human to be equivalent to a trillion (1012)
non-replicating E. coli cells, then again, a stagnant human population of ~7 billion
would be consuming a staggering [(13 ml× 7× 109]= 91 million litres of water per
day just for protein synthesis required for survival without any growth. Of course,
this calculation provides an underestimate; however, it strongly highlights the fact
that water consumption during transcription and translation needs to be accounted
for during our considerations of cell biology and life in general.

Present and future importance of water consumption during intracellular
biosynthesis We have derived the first estimates of water consumption during tran-
scription and translation per protein molecule synthesized inside living cells. In
modern times, with the availability of whole transcriptome and proteome data espe-
cially for different cells growing under different conditions, it would be indeed inter-
esting to calculate the water consumed per “unit functionality” of cells. By knowing
the exact number of mRNA transcripts and the number of corresponding protein
molecules synthesized specifically during a particular metabolic process of a cell
(e.g. glucose metabolism or lipid biosynthesis or even more generalized concept
of cell growth), water consumption for creation of biosynthetic machinery required
during that specific metabolic process can now be calculated. Our work promises to
be a useful tool in planning requirement of water resources for setting up and main-
tenance of living societies (of both microbial and multi-cellular organisms including
humans) on Earth, since water is fast becoming a limiting resource, and even beyond
since water requirements will have to be calculated accurately.
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Appendix 2: Regulation of Amphiphilic Self-assembly
by Water Structure and Molecular Shapes

Summary Structural diversity in lipids maintains the dynamic structure and func-
tions of variably curved membranes in cellular milieu. Distribution of molecular
shapes of these lipids drives curvature formation in the membrane structures. In
aqueous environment, these amphiphiles are known to form preferred assembled
geometries due to the hydrophobic effect. In order to gain insights into the dynamics
of individual shapes of amphiphiles accompanying (and possibly leading to) this
transition in entire assembled structures, we used tryptophan octyl ester (TOE-
probe)-based fluorescence assay on three types of surfactants (anionic, cationic
and non-ionic) and alter the structure of water using three different electrolytes.
The pKa values, fluorescence and red shift of the TOE incorporated into different
micellar structures provide a somewhat directmeasure of the role of individualmolec-
ular shapes of surfactants resulting in various self-assembled structures in different
aqueous environments. Here, we provide evidence that perturbation in water struc-
ture alters the individual molecular shape and thus, results in shape transition(s) of
micellar structures. However, these changes in molecular shapes are allowed within
permissible ranges as dictated by chemical structure of the individual amphipaths.
Experimental findings in this work allow an investigation of not only alteration of
molecular shapes of individual surfactant molecules in different aqueous environ-
ments, but also the role of these alterations in governing the overall structure of the
hydrophobic effect-driven macromolecular assemblies.

Introduction Membranes are highly active structures present as plasma membrane
and organellar membranes in the cells. Dynamic nature and varied functionality
in different membranous compartments are maintained by diversity in their lipid
compositions (Van Meer et al. 2008; Andreyev et al. 2010, Bansal and Mittal 2015).
In addition to various curvature forming proteins (Zimmerberg and Kozlov 2006;
Bansal and Mittal 2013), asymmetric distribution of individual molecular shapes of
lipids has been known to induce curvature formation in membranes (McMahon and
Gallop 2005). These molecular shapes of amphiphiles have been quantified in terms
of “packing or shape parameter” by Israelachvili et al. (1976). There are several
reports which support that these shape parameter of membrane lipids dictates the
self-assembly of amphiphiles in solvent medium. Experimental evidence showed
that change in the membrane composition of RBC with differentially shaped lipid
molecules could alter the entire cellular morphology (Christiansson et al. 1985).
Membrane remodelling to form differentially curved membranes as required during
cellular fission or fusion processes (Chernomordik et al. 1985; Chernomordik and
Kozlov 2003), tubules or vesicles formation (Roux et al. 2005; Christian et al. 2009),
sorting of lipids and membrane proteins (Mukherjee et al. 1999) and fusion of
enveloped virus to host membranes (Chernomordik et al. 1995; Mittal et al. 2002; St
Vincent et al. 2010; Zaitseva et al. 2010) have been known to be regulated by the array
of various lipids. Few computational studies also reported the coupling between lipid
shape and geometry of its assembled structure using bead-based model in molecular
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dynamics (MD) simulations (Cooke and Deserno 2006) and shape-based phase sepa-
ration of lipids using conical linactants segregated at the phase boundary (Schafer
and Marrink 2010). Subsequent to development of liposomes as model systems by
Bangham (1972), there are very few reports which investigate the mechanism of
liposomal assembly (Mittal and Grover 2010). However, micelles have served as a
major model system to gain mechanistic insights into the self-assembly process of
amphiphiles in aqueous solutions till date. As it is well known that the self-assembly
of amphiphiles is driven by the hydrophobic effect in aqueous water (Tanford 1973,
1978), we proposed a testable hypothesis to see the effect of any disturbance created
in the structure of liquid water on the molecular shapes of amphipaths and thereby
affecting the whole self-assembly process. Water in liquid form is known to be in
disordered state having very short range ordered structure as compared to its crys-
talline state (Tanford 1973). The most accepted model of water structure was given
by Eisenberg and Kauzmann (1969) which assumes that water molecules in liquid-
state form four hydrogen bonds to their neighbouring water molecules that result a
flexible irregular network. Structure of water is known to be affected by the presence
of other molecules and electrolytes. Few of the electrolytes have been reported to
cause more ordering in the water structures and classified as chaotropes (or water
structure breakers) such as NaI and kosmotropes (or water structure makers) such as
NaCl, Na2SO4 (Nickolov and Miller 2005; Barbosa et al. 2010). Hofmeister series
illustrates the order of the effect of these ions on the structure of water (Collins
1997; Marcus 2009; Mahler and Ingmar 2012) and has been extensively studied
to explain their effect on the confirmation and stability of proteins (Baldwin 1996;
Collins 2004). Kosmotropes, also termed as salting-out salts, are known to decrease
the solubility of proteins and cause protein precipitation. Chaotropes are known to
increase the solubility of the proteins by increasing their solvent accessible area
and termed as salting in salts (Wetlaufer et al. 1964; Zhang and Cremer 2006). Few
reports also studied the effect of these electrolytes on micellar systems. Addition
of electrolytes has shown to decrease the critical micellar concentration (CMC) of
various surfactants indicating their transition from spherical to rod shaped micellar
assemblies (Ray and Nemethy 1971; Ericsson et al. 2004). These shape transition
in micelles have been indirectly visualized using environment-sensitive fluorescence
assays (Rawat and Chattopadhyay 1999; Arora-Sharawat and Chattopadhyay 2007;
Chaudhuri et al. 2009, 2012). In addition to this, there are few negative stain EM
reports that directly visualized the transition in pure and mixed spherical micelles to
flexible rods on presence of salts (Imae et al. 1985; Chakraborty and Sarkar 2004).
Few MD simulation studies have also been reported the transition in spherical to
cylindrical SDS micelles under the effect of various salts (Sammalkorpi et al. 2009).
In spite of several theoretical, computational and experimental studies on the shape
transitions in self-assembled structure of amphiphiles or micelles on adding salts,
there is no single report available till date that investigates how individual molecular
shape of amphiphiles get affected during, or result in, this change in their macro-
molecular geometry. Thus here, we used three surfactants as per the classification
of detergents as anionic (SDS), cationic (CTAB) and non-ionic (Tween20), to study
the dynamics of individual molecular shapes of surfactants on altering the water
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structure by adding three sodium salts (NaI, NaCl and Na2SO4). These electrolytes
were known to affect the bulk water properties or ordering of water as NaI < NaCl
< Na2SO4 (Nickolov and Miller 2005; Barbosa et al. 2010). Using tryptophan octyl
ester (TOE as probe)-based fluorescence assay (Arora-Sharawat and Chattopadhyay
2007), we provide evidence that shape of individual amphiphile is a key determi-
nant which regulates the transition in the shape of micelles. Here, we propose that
water structure is the most important factor compared to the ionic strength of salt
and dielectric constant of solutions which alters the individual shape of amphiphiles
leading to change in the shape of the micellar assembly. Based on the above, we are
also able to predict the altered molecular shapes of surfactants as well as the shapes
of their micellar geometry in absence and presence of these salts.

Materials and Methods SDS,CTAB, Tween-20,NaCl, NaI, Na2SO4 and all buffers
components were purchased from Sigma-Aldrich Chemicals Pvt. Ltd. TOE was
purchased from Santa Cruz Biotechnology, Inc. Milli-Q water was used throughout
to prepare each solution.

TOE-based fluorescence assay was performed as given in (Arora-Sharawat and
Chattopadhyay 2007) and further optimized for CTAB and Tween-20. Micelles were
prepared by dissolving these detergents at higher concentration than their CMC, to
ensure the formation of micellar assemblies in their respective solutions. For this, we
used 16 mM SDS (CMC 8 mM) (Arora-Sharawat and Chattopadhyay 2007), 8 mM
CTAB (CMC 1 mM) (Neugebauer 1990) and 0.5 mM Tween-20 (CMC 0.06 mM)
(Helenius et al. 1979). For REES experiments, SDS was used at 48 mM, CTAB
at 8 mM and Tween-20 at 16 mM. NaCl, NaI and Na2SO4 were used in 0.5 M
concentration for SDS and CTAB and 1.5 M for Tween-20. The maximum molar
ratio of TOE/SDS was 1:120 (mol/mol), for TOE/CTAB 1:120 (mol/mol) and for
TOE/Tween-20 1:40 (mol/mol). Stock solution of TOE was dispensed to get the
optimized probe to detergent ratio in each tube and dried under nitrogen purge while
keeping them at ~35 °C. Then the probe was further lyophilized for ~3 h. We added
desired volume of detergent and salt (to get the desired final concentration) in the
dried probe and vortexed this mixture for ~3 min. The buffers used were at 5 mM;
KCl-HCl (pH 1 and 2), acetate (pH 4 and 5), phosphate (pH 6), MOPS (pH 6 and
7), Tris (pH 8 and 9), CAPS (pH 10–12), Na2HPO4 (pH 11.5 and 12). Blanks were
prepared without TOE and controls were prepared without detergents. All samples
were equilibrated at ~28 °C in the dark for 1 h. Fluorescent measurements were
performed on Cary Eclipse fluorescence spectrophotometer (Agilent Technologies)
using Quartz cuvette of 1 cm path length. Slit width used in all experiments was
2.5 mm except for REES and Tween-20 experiments where 5-mm-slit width was
used in order to get the optimized signals. Sigmoid and Peak fittings were performed
to get r2 > 0.9 using OriginPro8. Sigmoid fitting was done using dose–response
function as shown below:

y = A1 + A2 − A1

1 + 10(log x0−x)P
;
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where A2 is y max, A1 is y min and P is hill slope.

Now, for [H A]
K⇔[

H+] + [
A−]

Henderson–Hasselbalch equation: pH = pKa + log
(

[A−]
[H A]

)
Here, [A−] = (ymax − y) and [H A] = (y − ymin)
So,

pH = pKa + log

[
(ymax − y)

(y − ymin)

]

⇒ pH − pKa = log

[
(ymax − y)

(y − ymin)

]

⇒ 10(pH−pKa) = ymax − y

y − ymin

⇒ 10(pH−pKa) = ymax − ymin + ymin − y

y − ymin

⇒ y10(pH−pKa) − ymin10(pH−pKa) = ymax − ymin + ymin − y

⇒ y10(pH−pKa) + y = ymin10(pH−pKa) + ymin + (ymax − ymin)

⇒ y
[
1 + 10(pH−pKa)

] = ymin[1 + 10(pH−pKa)] + (ymax − ymin)

⇒ y = ymin
[
1 + 10(pH−pKa)

] + (ymax − ymin)[
1 + 10(pH−pKa)

]
⇒ y = ymin + (ymax − ymin)

1 + 10(pH−pKa)

⇒ y = A1 + (A2 − A1)

1 + 10(pH−pka)

Peak fitting was done using extreme function as given below:

y = y0 + Ae(−e(−z)−z+1); z = (x − xc)

w
;

where, w is width of the curve, xc is the value at x-axis for y = ymax and A is
amplitude of curve.

Results and Discussion

TOE fluorescence as an indicator of shape transition in micelles We first incor-
porated TOE in SDS micelles and monitored its fluorescence at different pH values.
From the sigmoidal data obtained from pH 5 to 12 (due to the protonation and depro-
tonation the TOE amino group), we found pKa values of 10.1 in the absence of any
salt and 8.9 (using same buffers as used in Arora-Sharawat and Chattopadhyay 2007)
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and 9.1 (using different buffers at pH 6, 11.5 and 12) in presence of 0.5 M NaCl (see
Fig. 8.7).

The difference of 1.2 and 1.0 unit, respectively, in pKa values was similar to the
difference in pKa values reported earlier for TOE incorporated into SDS micelles
under different environments. This difference is observed due to different nature of
incorporation of TOE into spherical- and rod-shaped micelles—as TOE is known

Fig. 8.7 TOE fluorescence in spherical- and rod-shaped SDS micelles. a, b represent mean ±
SE of fluorescence intensity of TOE in SDS micelles in the absence (filled squares) and presence
(filled circles) of 0.5 M NaCl as a function of pH. In panel (a), buffers used in Arora-Sharawat
and Chattopadhyay (2007). In panel (b), different buffers were used at pH 6, 11.5 and 12. The
excitation wavelength was 280 nm, and emission was recorded at 340 nm. TOE/SDS ratio was
1:800 (mol/mol). The pH of all samples was lowered to 4.8 ± 0.1 using 1 M acetic acid and
fluorescence was shown as (empty squares) in the absence and (empty circles) presence of 0.5 M
NaCl
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to give environment-sensitive fluorescence signals (Arora-Sharawat and Chattopad-
hyay 2007). We further extended the work to test whether addition of two different
salts likeNaI andNa2SO4 will also affect the pKa in similarway asNaCl. The primary
objective was to explore how different liquid water structure, affected by salts/ions
in the order Na2SO4 > NaCl > NaI or SO4

2− > Cl− > I− (Nickolov and Miller 2005;
Barbosa et al. 2010) with I-being the most disruptive (known to cause most disorder-
ness in liquidwater structure), could impact individual shape parameters of SDS (due
to different hydration shell sizes around the head groups of individual molecules)
thereby affecting overall geometry of the micellar self-assembly. Interestingly, we
found that SDS micelles show a pKa of 9.1 with 0.5 M Na2SO4 (similar to NaCl)
and 8.7 with 0.5 M NaI (Fig. 8.8).

Therefore, in termsofmicellar assembly, the orderwas foundwithSDSmicelles as
NaI>NaCl=Na2SO4.This indicates that effect of anions or salts onwater structure is
also playing a role in the sphere- to rod-shaped transition of SDSmicelles in addition
to the shielding effect of Na+ which helps in minimizing the interfacial area of SDS
molecules and induces tighter and closer packing. To further understand the role of
water structure on the shapes of micelles, we monitored the change in fluorescence
intensity of TOE bound to CTABmicelles (CTAB is a positively charged detergent).
Electron microscopy reports have suggested that CTAB aggregates to form large
flexible rods of 2.2–3.0 nm radius in presence of 0.5 M NaBr (Imae et al. 1985).
Thus, we treated CTAB micelles with the same concentration (0.5 M) of each salt to
see their effect on its assembly process. Here, we observed a pKa of 7.3 in spherical
micelles or in absence of any salt and pKa of 5.6 in 0.5 M NaCl and 6.0 in 0.5 M
Na2SO4 (see Fig. 8.8). Thus, we found the difference of 1.7 units in addition of NaCl
and 1.3 units in Na2SO4. Interestingly, we could not take the fluorescence readings
after addition of 0.5 MNaI to CTAB as this solution becomes turbid and milky white
in appearance—indicating macromolecular assemblies much larger than micelles,
e.g. possible long hexagonal phases or some other larger structures resulting high
colloidal and turbid content. Results with CTAB indicate the order as NaI > NaCl >
Na2SO4 which is in reverse to the charge density of these anions. It is interesting to
note that this order is similar (but not the same) to that obtained with SDS. Therefore,
in spite of the detergents being negatively (SDS) or positively charged (CTAB),
similar order of effect of anions on micellar assembly clearly suggests that shape
transition in micellar assembly is majorly the consequence of perturbance in the
structure of water which obviously affects the overall shape of individual surfactant
molecules. A larger hydration volume of the surfactant will lead to a larger head to
tail ratio, resulting inmore conical individualmolecular shapeswhich self-assembled
into sphericalmicelles. Subsequentlywith decreasing head size, individualmolecular
shapes start becoming cylindrical leading to cylindrical micellar assemblies. Having
obtained interesting insights by using negatively and positively charged detergents,
we further investigated the (possible) shape transitions in non-ionic detergent, Tween-
20. It is known that only high concentrations of salts may affect the CMC and/or the
assembly of non-ionic detergents (Ray and Nemethy 1971). Thus, we used 1.5 M
concentration for each salt as maximum solubility of Na2SO4 is 1.5 M at 28 °C.
Here, we observed pKa of 7.1 without any salt (spherical micelles) which decreases
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Fig. 8.8 TOEfluorescence in spherical- and rod-shapedmicellar assemblies. Panels a, c, e represent
mean ± SE of fluorescence intensity of TOE in micelles in the absence (squares) and presence
(circles) of salts as a function of pH. Panels b, d, f represent mean ± SE of fluorescence intensity
of TOE in controls (without micelles) in the absence (squares) and presence (circles) of salts as
a function of pH. Panels a, b represent SDS micelles, c, d used for CTAB and e, f for Tween-20
micelles. Black circles were used for NaCl, blue circles for Na2SO4 and red circles were used for
NaI. The excitation wavelength was 280 nm, and emission was recorded at 340 nm. TOE/SDS ratio
was 1:800, TOE/CTAB ratio was 1:400 and TOE/Tween-20 was 1:80 (mol/mol)
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to 6.5 in case of each of the three salts (Fig. 8.8). Remarkably, we observed similar
pKa and a difference of 0.6 units in case of all three salts. So, the order found here
is NaI = NaCl = Na2SO4. Here, it is important to note that as compared to the SDS
and CTAB, Tween-20 contains a large bulky head group to being with. Clearly, this
large head group seems to limit the effect of salts since the changes in hydration
volume of the head group (due to changed water structure) are negligible compared
to original head size. Therefore, the individual molecular shape of Tween-20 remains
same in all three salts as conical resulting in only spherical micelles. Therefore, our
results clearly show that transition in the molecular shapes of amphiphiles is the
root cause of the shape transitions in micellar assembly. However, this change in
shape parameter is allowed within the constraints of its chemical structure and in
turn facilitated by the variation in water structure in aqueous medium.

Red edge excitation shift of TOE in spherical and cylindrical micelles Red
edge excitation shift (REES) is defined as the shift of emission spectra towards
longer wavelength on increasing the excitation wavelength. This effect would be
seen if fluorophores occupy motionally confined regions such as interfacial regions
of micelles as occupied by TOE (Arora-Sharawat and Chattopadhyay 2007). Thus,
REESmeasurements on TOEwould also provide an assay tomonitor the transition of
micellar geometries. Therefore, in order to confirm our above findings based on pKa
values, we performed REES experiments on SDS, CTAB and Tween20 micelles.
In case of SDS, REES experiments were conducted at pH 5 and 11 only as TOE
predominately presents in protonated form at pH 5 and deprotonated forms exist at
pH 11. Similarly, for CTAB, REES experiments were performed at pH 2 and pH 11.
In case of Tween-20, pH 4 and pH 11 were used for REES experiments (Fig. 8.8).
We observed a red shift of 12 nm (336± 0.03 nm to 348± 0.09 nm) in the maximum
fluorescence emission of TOE in SDS micelles with increasing pH from 5 to 11 due
to the deprotonation of TOE. As expected, we also observed a similar blue shift of
~2 nm (336 nm to 334) in fluorescence emission maxima at pH 5 and from 348 nm
to 346 nm at pH 11 upon addition of 0.5 M NaCl (see comparative Table 8.1).

These results indicate that the shape transition of the micelles was accompanied
by the decrease in polarity around TOE (Arora-Sharawat and Chattopadhyay 2007).
Interestingly, we observed similar blue shift with all three salts. Figure 8.9 shows
fluorescence emission spectra of TOE in SDS micelles at pH 5 and pH 11 in absence
and presence of 0.5 M NaCl, Na2SO4 and NaI.

We observed a shift in emission maximum from 336 to 341 nm and REES of 5 nm
at pH 5 in spherical micelles (Fig. 8.10).

We also observed 348–351 nm shift and REES of 3 nm at pH 11 in spherical
micelles. After adding 0.5 M NaCl, we found 334–340 nm shift and REES of 6 nm
at pH 5 and 346–350 nm shift with REES of 4 nm at pH 11 in rod-shaped SDS
micelles. A comparative Table 8.2 was inserted to compare our observation with
the previously reported work. Again with 0.5 M Na2SO4, emission shift was found
from 334 to 340 nm, i.e. REES of 6 nm at pH 5 and 346–350 nm with REES of
4 nm at pH 11. We observed highest shift from 334 to 342 nm, i.e. REES of 8 nm
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Table 8.1 Fluorescence emission maximum of TOE in SDS, CTAB and Tween-20 micelles at
280 nm

Host Fluorescence emission
maximum from Arora-Sharawat
and Chattopadhyay (2007) (nm)

Fluorescence emission
maximum from this work
(nm) [mean ± SE]

(A) pH 5

SDS micelles 335 336 ± 0.03

SDS micelles (in presence of
0.5 M NaCl)

332 334 ± 0.1

SDS micelles (in presence of
0.5 M Na2SO4)

NA 334 ± 0.07

SDS micelles (in presence of
0.5 M NaI)

NA 334 ± 0.3

(B) pH 11

SDS micelles 345 348 ± 0.09

SDS micelles (in presence of
0.5 M NaCl)

343 346 ± 0.09

SDS micelles (in presence of
0.5 M Na2SO4)

NA 346

SDS micelles (in presence of
0.5 M NaI)

NA 346 ± 0.1

(A) pH 2

CTAB micelles NA 339 ± 0.06

CTAB micelles (in presence
of 0.5 M NaCl)

NA 337 ± 0.08

CTAB micelles (in presence
of 0.5 M Na2SO4)

NA 339 ± 0.1

(B) pH 11

CTAB micelles NA 351 ± 0.66

CTAB micelles (in presence
of 0.5 M NaCl)

NA 345 ± 0.13

CTAB micelles (in presence
of 0.5 M Na2SO4)

NA 347 ± 0.04

(A) pH 4

Tween-20 micelles NA 335

Tween-20 micelles (in
presence of 1.5 M NaCl)

NA 339

(A) pH 11

Tween-20 micelles NA 342 ± 0.03

Tween-20 micelles (in
presence of 1.5 M NaCl)

NA 342 ± 0.03

NA stands for not available
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Fig. 8.9 Fluorescence emission spectra of TOE in micelles. Panels a–f represent emission spectra
of TOE bound to micelles in the absence (solid line) and presence (dotted line) of salts. Panels
a, b were used for SDS micelles at pH 5 and pH 11, respectively. Panels c, d represent emission
spectra of TOE bound to CTABmicelles at pH 2 and 11, respectively. Panels e, f represent Tween-20
micelles at pH 4 and 11, respectively. Black colour was used for NaCl, blue for Na2SO4 and red
was used for NaI. The excitation wavelength was 280 nm. TOE/SDS ratio was 1:120 at pH 5 and
1:160 at pH 11. TOE/CTAB ratio was 1:120 at pH 5 and 1:160 at pH 11. TOE/Tween-20 ratio was
1:40 at pH 4 and 1:60 (mol/mol) at pH 11

at pH 5 and a shift of 346–350 nm with REES 4 nm at pH 11 in 0.5 M NaI or in
rod-shaped micelles. The presence of higher REES in case of NaI at pH 5 indicates
the formation of most tightly packed rods in present of NaI. Thus, REES experiments
also suggest that the effect of ordering on shape transition of SDSmicelles, i.e. NaI >
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Fig. 8.10 Change in emission maximum on increasing excitation wavelength of TOE in micelles.
a–c represent emission maximum in SDS micelles at pH 5 in the absence (empty squares) and
presence (filled squares) of salt, and pH 11 in the absence or spherical micelle (empty circles), the
presence of salt or rod-shaped (filled circles) micelles. Panel d, e represent emission maximum in
CTAB micelles at pH 2 and pH 11. Panel f represents emission maximum in Tween-20 micelles at
pH 4 and pH 11. Black coloured filled symbols represent NaCl, blue colour was used for Na2SO4
and red represents NaI. TOE/SDS ratio was 1:120 at pH 5 and 1:160 at pH 11. TOE/CTAB ratio
was 1:120 at pH 5 and 1:160 at pH 11. TOE/Tween-20 ratio was 1:40 at pH 4 and 1:60 (mol/mol)
at pH 11
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Table 8.2 Red edge excitation shift in TOE bound to SDS, CTAB and Tween-20 micelles

Host REES reported in
Arora-Sharawat and
Chattopadhyay (2007) (nm)

REES observed from our work
(nm)

(A) pH 5

SDS micelles 4 5

SDS micelles (in presence
of 0.5 M NaCl)

6 6

SDS micelles (in presence
of 0.5 M Na2SO4)

NA 6

SDS micelles (in presence
of 0.5 M NaI)

NA 8

(B) pH 11

SDS micelles 4 3

SDS micelles (in presence
of 0.5 M NaCl)

5 4

SDS micelles (in presence
of 0.5 M Na2SO4)

NA 4

SDS micelles (in presence
of 0.5 M NaI)

NA 4

(A) pH 2

CTAB micelles NA 3

CTAB micelles (in
presence of 0.5 M NaCl)

NA 4

CTAB micelles (in
presence of 0.5 M Na2SO4)

NA 3

(B) pH 11

CTAB micelles NA 2

CTAB micelles (in
presence of 0.5 M NaCl)

NA 3

CTAB micelles (in
presence of 0.5 M Na2SO4)

NA 3

(A) pH 4

Tween-20 micelles NA 8

Tween-20 micelles (in
presence of 0.5 M NaCl)

NA 20

(B) pH 11

Tween-20 micelles NA 5

Tween-20 micelles (in
presence of 0.5 M NaCl)

NA 5

NA stands for not available
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NaCl = Na2SO4, as suggested by the difference in pKa values of TOE fluorescence
in micellar assemblies.

Figure 8.9 depicts fluorescence spectra of CTAB bound TOE at pH 2 and 11
in absence and presence of 0.5 M NaCl, and Na2SO4. We observed a red shift of
12 nm in the maximum fluorescence emission of TOE in CTAB micelles (from 339
to 351 nm) upon increasing the pH from 2 to 11 due to the deprotonation of TOE
(see Table 8.1). We observed a blue shift of 2-6 nm in the maximum of fluorescence
emission (from 339 to 337 nm, and 351 to 345 nm) upon addition of 0.5 M NaCl
at both pH which indicates decrease in polarity around micelle bound TOE due
to the sphere- to rod-shaped transition of the CTAB micelles (see Table 8.1). We
observed a blue shift of 4 nm in the maximum of fluorescence emission (from 351 to
347 nm) upon addition of 0.5MNa2SO4 at pH11. However at pH 2, no blue shift was
observed in case of Na2SO4.We observed 339 to 342 nm shift in emission maximum
and REES of 3 nm at pH 2 in spherical micelles (see Fig. 8.10 and Table 8.2). At
pH 11, a shift from 351 to 353 nm was found with REES of 2 nm in spherical
micelles. We found 337to 341 nm shift and REES of 4 nm at pH 2 in 0.5 M NaCl
or in rod-shaped micelles. We observed 345–348 nm shift and REES of 3 nm at pH
11 in 0.5 M NaCl or in rod-shaped micelles. In case of 0.5 M Na2SO4, we observed
339–342 nm shift, i.e. REES of 3 nm at pH 2, and 347–350 nm shift with REES
of 3 nm at pH 11. Thus, we found increased REES in case of NaCl as compared
to Na2SO4 which indicates tighter packing of surfactants in presence of NaCl than
Na2SO4. We could not perform REES experiments on NaI because of the formation
of insoluble particles in milky white solution. Thus, REES values also suggest that
the effect of ordering on shape transition of CTABmicelles is NaI > NaCl > Na2SO4.

Figure 8.8 represents fluorescence emission spectra of TOE in Tween-20 micelles
at pH 4 and pH 11 in absence and presence of 1.5 M NaCl and NaI. We observed
a red shift of 7 nm in the maximum fluorescence emission of TOE in Tween-20
micelles (from 335 to 342 nm) upon increasing the pH from 4 to 11, indicative of
deprotonation of TOE (Table 8.1). There was no blue shift observed in addition of
1.5MNaCl, and we could not capture these signals in case of 1.5MNaI and Na2SO4

also. Thus, REES experiments did not provide any insights into Tween-20 micellar
assembly in different salts. That said, it can also be interpreted that Tween-20micellar
assembly is not, or equally affected, by different salts—a result that is in agreement
with our earlier findings using pKa values.

Predicted possible molecular and assembled micellar shapes of surfactants
Above observations clearly support that the shape transition from spherical to cylin-
dricalmicelles is largely govern by themolecular shape of surfactants under the effect
of altered water structures. Extent to which these molecular shapes can change seems
to be dependent upon the degree of perturbation in the structure of liquid water. More
compact rods were observed in case of salt causing less ordering in water structure.
However, chemical structure of each amphiphiles itself creates some constraints up
to which maximum transition in these molecular shapes are permissible. Here based
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on these inferences, we predict the possible change in molecular shapes and assem-
bled micellar structure in the absence and presence of three different electrolytes
(Fig. 8.11).

Israelachvili et al. (1976) gave a concept of shape parameter which defines the
individual shapes of the amphipathic lipidmolecules as S= v/al, where “v” represents
hydrophobic tail volume of the lipid, “a” is the optimum interfacial head area and l
is the maximum tail length of the amphiphiles. It was also proposed that this packing
parameter or shape parameter can determine the phase of different lipids such as for
S < 1/3 will form spherical micelles, 1/3 < S > 1/2 will form non-spherical micelles,
1/2 < S > 1 form bilayers and S > 1 will form inverted structures. Tanford (1973)
and (1978) also proposed geometrical considerations and theoretical equations to
compute for the maximum extended length of the lipid and core volume of spherical
micelles or hydrophobic volume of individual lipid from their chemical structures
as:

Fig. 8.11 Predicted possible shapes of individual surfactants and micellar assemblies. Figure illus-
trates the possible coupling between the effect of electrolytes on water structures and shape transi-
tion in micellar assembly. NaI, which tends to induce more disordering as compared to NaCl and
Na2SO4, causes maximum reduction in the hydrodynamic radius around the interfacial head region
of SDS and CTAB. This further induces more cylindrical geometry and thus leads to the formation
of longer rods in presence of NaI. However, this effect was completely absent in Tween-20 due to
the steric hindrance produced by its bulky head group
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l = 1.5 + 1.265 n′c, where l is the extended length of the hydrophobic tail in Å
and n′c is the number of embedded carbons in the core of micelle.

v = (
27.4 + 26.9 n′c

)
m′, where v is the core volume of micelle in (Å)3, n′c is the

number of embedded carbons in the core of micelle and m′ is the number of hydro-
carbon chain permicelle (or equal to aggregation number in single-tailed surfactants).
However, “a” is interfacial area between head and tail region and depends on the
physico-chemical conditions.We used these equations and computed the volume and
length for spherical micelles of SDS, CTAB and Tween-20 on the basis of their chem-
ical structures and other available information. SDS and CTAB have minor differ-
ences in their extended lengths (16.7 Å and 21.7 Å, respectively) and hydrophobic
tail volumes (350.2 Å3 and 457.8 Å3, respectively) and thus should have similar S-
values which are also indicated from their similar aggregation numbers ~62 (Arora-
Sharawat and Chattopadhyay 2007) and ~60 (Neugebauer 1990), respectively. On
the other hand, Tween-20 consists of a large bulky head group and tail length of 12
carbons (tail length is similar to SDS i.e. 16.7 Å). Therefore, Tween-20 has high
interfacial surface area which results into a wide-shaped cone geometry that cannot
be accommodated in large numbers to form spherical micelles with aggregation
number ~22 (Acharya et al. 1997). Addition of electrolytes in all three detergents
decrease the interfacial surface area of each molecule which facilitate the change in
individual molecular shape from conical to upright truncated cone and thus, further
results cylindrical micelles. However, permissible range up to which change in indi-
vidual molecular shape is possible, actually conferred by its own chemical structure
or geometrical constraints under the influence of hydrophobic effect. It is known
that these salts affect the structure of water as Na2SO4 > NaCl > NaI (Nickolov and
Miller 2005; Barbosa et al. 2010). In case of charged micelles (SDS and CTAB),
NaI shows its maximum effect in allowing the formation of long compact cylindrical
rods and even form much bigger particles showing hexagonal phase formation in
case of CTAB. This indicates that NaI induces maximum reduction in the interfacial
surface area of individual surfactant and thus aidsmaximum transition in theirmolec-
ular shapes to form almost cylindrical-shaped molecules, which in turn, favour the
formation of long compact rods. However, this effect is absent in case of non-ionic
detergent (Tween-20) because of its substantially bulkier head group which limits
the decrease in its effective surface area and thus, predominantly conical individual
molecules result in formation of spherical micelles in presence of any salt. Addition-
ally, shape transition inmicelles known to be closely coupledwith the drastic decrease
in CMC of micelles on addition of electrolytes (Ray and Nemethy 1971; Imae et al.
1985; Rawat and Chattopadhyay 1999; Chakraborty and Sarkar 2004; Ericsson et al.
2004; Arora-Sharawat and Chattopadhyay 2007; Chaudhuri et al. 2009, 2012). For
example; CMC of SDS (anionic) is 8.0 mM which drops to 0.5 mM in presence
of 0.5 M NaCl (Tanford 1973). However, non-ionic surfactants (usually have bulky
head group which provide lot of steric hindrance) require high concentration of salts
as compared to charged surfactants to cause significant changes in their CMC and/or
formation of cylindrical micelles (Ray and Nemethy 1971). Conceptually, shape
parameter is also defined as a post-assembly parameter; i.e. shape parameter can
be computed only after the formation of an assembled geometry. Our study reports
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an increase in the S value of surfactants (due to decrease in the interfacial area of
surfactants in the presence of salts) accompanied their transition from globular to
rod-shaped micelles. Thus, CMC and shape parameter (S) seem to share an inverse
relationship and act as two indicators to monitor the change in micellar geometry.
Our findings clearly provide evidence that individual molecular shape of amphiphiles
that are primarily responsible for different geometries of hydrophobic effect-driven
self assemblies, can be altered by changing the structure of water. Interestingly,
recent studies reported that the restricted non-random dipolar arrangement of water
molecules in cylindrical micelles led to substantial changes in the dipole potential
of micelles. Similar to our results, it has been reported that this change does not
depend on the charge of surfactants and was absent in non-ionic detergents (Sarkar
and Chattopadhyay 2015, 2016). This clearly supports that structure and orientation
of water molecules around the amphiphiles play a crucial role in facilitating the tran-
sition in their macromolecular assembly. Thus, this work provides a strong direction
towards further studies for creating/controlling geometrical aspects of hydrophobic
effect-driven macromolecular self-assembled structures by varying water structure.

Conclusions Membrane structures undergo continuous rearrangements or remod-
elling during various cellular processes. Enormous diversity and distribution of these
membrane lipids maintain the curvature and functionalities in various membranous
organelles. It has been shown that the asymmetric distribution of individual molec-
ular shapes of lipids could induce curvature formation in membranes. Preference of
individual molecular shapes to form a particular phase in aqueous solutions has been
investigated using computational, theoretical and experimental approaches. Micelles
have served as a widely studied experimental system to understand the self-assembly
of amphiphiles driven by hydrophobic effect. Structure of water, that provides the
aqueousmedium formicellar assemblies, has been known to be altered by addition of
electrolytes.While addition of these salts had been reported to induce sphere to cylin-
drical micelle formation in various surfactants, its impact on individual molecular
shapes of the self-assembling surfactants that leads to formation of the final micellar
geometry was unclear prior to this work. Thus, in order to study the dynamics of
molecular shapes of surfactants accompanying the sphere- to rod-shaped transition
in micelles, we used two charged: SDS (anionic), CTAB (cationic) and one non-ionic
(Tween-20) detergent. Three electrolytes were used to disturb the water structure by
increasing the orderness in liquidwater. Inspite of commonNa+ ions in all three salts,
we observed difference in the pKa values of TOE bound to SDS micelles in case of
each salt. This indicates that the hydrophobic effect plays amajor role as compared to
the shielding effect of Na+ ions on negative charge of SDS. In CTAB bound TOE, we
found maximum difference in pKa in NaI (similar to SDS) than NaCl and Na2SO4.
This suggests that the charge on the micellar assembly is not so critical. However,
this is structure of water which drives the modification in the individual molecular
shapes that further, act as the key determinant in controlling the self-assembly of
micellar structures. This inference was also supported by Tween-20 where all three
salts showed equal pKa values because of the large bulky head group of Tween-
20. Thus, these findings provide evidence that the molecular shapes provide the first
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constraint and act as a primary factor in controlling the self-assembly of amphiphiles.
These molecular shapes can be altered by perturbing the water structure; however,
more disordering or lesser disturbance in bulk water structure yields more compact
long rods (as in case of NaI) as compared to the water with more ordered structures
(with NaCl and Na2SO4). Based on the above findings, we can now also predict the
possible changes in individual molecular shapes of surfactants and thus their impact
on the shape of overall assembled micelles in different aqueous conditions.
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Chapter 9
Orthology: Promises and Challenges

Yannis Nevers, Audrey Defosset, and Odile Lecompte

Abstract Orthology is a cornerstone of comparative genomics and has numerous
applications in current biology. In this chapter, we first introduce the concepts of
orthology and paralogy. We then present the currently available orthology inference
methods and the community-led efforts of standardization and benchmarking accom-
panying these developments. The large panel of available orthology resources is
compared in terms of species coverage, access, contextual data and tools proposed to
end-users to facilitate the analysis and exploitation of orthology data.We then review
the importance of orthology applications, ranging from the study of protein fami-
lies and information transfer to the comparison of genomes and genotype/phenotype
correlations. Finally, we discuss the current challenges in the orthology field, faced
with an ever-increasing number of proteomes of particularly heterogeneous quality.
We highlight the urgent need of considering orthology at the protein domain and
transcript levels and the conceptual and practical difficulties that this raises.
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9.1 Introduction

Homology is a central concept in biology and is essential for any intraspecies or inter-
species sequence comparison. Originally employed to compare phenotypic traits, it
is now mainly used to define relationships between genomic regions, genes and, by
extension, between proteins or even sub-protein regions. In this context, homology
describes the relationship between two molecular entities (usually genes or proteins)
that descend from the same ancestor. Two main categories of homologs were distin-
guished in the early days ofmolecular biology (Fitch 1970): paralogs that derive from
a common ancestor by a duplication event and orthologs that emerge after a specia-
tion event (Fig. 9.1a). Stricto sensu, these definitions only refer to the evolutionary
history of genes. However, it is commonly accepted that orthologs tend to retain a
similar function, while paralogs may have different fates in the course of evolution.
Indeed, the paralogous copies may develop more specialized functions compared to
the ancestral gene (tissue/stage-specific expression, complementation of functions
initially performed by a single gene) or one copymay evolve a new function under the
reduced selection pressure or even degenerate into a pseudogene (Force et al. 1999).
The ‘orthology conjecture’ states that orthologs frequently retain ancestral function
while paralogs tend to diversify is widely used to transfer functional information
between orthologs. Although this hypothesis is commonly accepted by the commu-
nity, it has been challenged in some cases (Studer and Robinson-Rechavi 2009; Nehrt

Fig. 9.1 Homology relationships. a Evolutionary history of a gene family with duplication and
speciation events. Genes A (in red) present in humans and mouse emerged after a speciation event,
they are orthologous to each other. The same is true for genes B (in blue). Genes A and B are
paralogous between eachother because they are separatedby aduplication event in their evolutionary
history. b Genes A (in red) are only separated by speciation events, they are 1-to-1 orthologs. The
evolutionary history of genes B (in blue) is more complexwith a lineage-specific loss inmouse and a
‘recent’ duplication in fish. Considering the evolutionary history of vertebrates, genes B1 and B2 are
inparalogs to each other and co-orthologs to the human gene B. Thus, there is a 1-to-many orthology
relation between the human gene B and the fish genes B1 and B2 genes. Considering Vertebrates,
genes A and B are outparalogs between each other because they emerged after a duplication that
occurred in the vertebrate ancestor, i.e., before speciations
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et al. 2011), especially among highly similar genes. Nevertheless, it still generally
holds (Altenhoff et al. 2012; Chen and Zhang 2012). Notably, it has been shown that
the organization of introns (Henricson et al. 2010), the three-dimensional structure of
proteins (Peterson et al. 2009) and domain architecture (Forslund et al. 2011) tend to
bemore conserved between orthologs than paralogs. In addition, orthologs are gener-
ally expressed in the same tissues in contrast to paralogs (Kryuchkova-Mostacci and
Robinson-Rechavi 2015).

The debate around the orthology conjecture underlines the importance of taking
into account the chronology of speciation and duplication events to establish func-
tional links between homologous genes. Indeed, paralogs that derive from a ‘recent’
duplication event may still share the same function in contrast to distant paralogs
separated over millions of years of evolution. Unfortunately, there is no objective
threshold to define recent versus ancient paralogs, and in fact, it all depends on the
evolutionary distance between compared species. This has been conceptualized with
the terms ‘outparalogs’ and ‘inparalogs’ coined in 2002 (Sonnhammer and Koonin
2002). When comparing two species, paralogs deriving from a duplication event that
occurred prior to the speciation event are called outparalogs, while paralogs origi-
nating from a duplication event subsequent to the speciation event are called inpar-
alogs. Inparalogs are considered to be co-orthologs of genes descending from the
speciation event in the other species (Fig. 9.1b). Hence, inparalogy and outparalogy
are relative notions: The same paralogous sequences can be considered inparalogs or
outparalogs depending on the speciation referred to. The co-orthology concept also
introduces different orthology relationships: 1-to-1, 1-to-many and many-to-many
orthologs (Fig. 9.1b).

The characterization of these intricate homology relationships is far from trivial
since there is no direct record of past speciation or duplication events, and evolu-
tionary scenarios can be further complicated by lineage-specific gene losses, whole
genome duplications (WGD) and horizontal gene transfers (HGT). WGD or poly-
ploidy can arise within a single species by the doubling of the chromosome set
(autopolyploidy) or can result from the merging of the chromosome sets of two
different species and subsequent genome doubling (allopolyploidy) (see Van de Peer
et al. 2017 for a recent review). Homologs arising by autopolyploidy are called
ohnologs (Wolfe 2000) and constitute a special case of paralogs, since both copies
evolved originally in the same genomic context. Homeologs that result from an
allopolyploidy event are more complex to define (reviewed in Glover et al. 2016) but
are observed inmany plants. Like orthologs, they originally emerge after a speciation
event, but they are subsequently integrated in a single genome through autopoly-
ploidization. Thus, homeologs experience a mosaic fate by initially evolving like
orthologs and then after hybridization, undergoing an evolutionary pressure usually
exerted on paralogs.

In HGT, the relationship does not rely on vertical transmission of genes but on
acquisition of genetic material from another species. Genes whose history since
their common ancestor involves an horizontal transfer are called xenologs (Gray
and Fitch 1983; Fitch 2000). Xenology is especially prevalent in prokaryotes with
HGT frequently involving mobile genetic elements, but it can also occur between



206 Y. Nevers et al.

prokaryotes and eukaryotes (notably in the case of endosymbiosis or endoparasitism)
or even between eukaryotes (reviewed in Soucy et al. 2015). Xenology relationships
encompass a wide range of evolutionary histories, and xenolog classes have been
proposed to reflect the events associated with the divergence of xenologs and the
relative timing of transfer and speciation events (Darby et al. 2017).

The first step in the process of characterization of homology relations is based
on sequence comparison. It is assumed that genes/proteins are homologous if they
exhibit a higher similarity than would be expected by chance. Thus, homology detec-
tion usually relies on similarity searches, typically a BLAST search (Altschul et al.
1997; Camacho et al. 2009), with a fixed threshold of score, percentage identity,
expect-value, etc. The distinction at the genome scale between the different types of
homology (1-to-1 orthology, co-orthology, inparalogy, outparalogy, xenology) then
requires dedicated approaches. The methods used to infer orthology and the corre-
sponding available resources are presented in the first section of this chapter.We then
review the main applications of orthology in biology. In the last section, we highlight
the practical and conceptual challenges around the notion of orthology and its uses.

9.2 Orthology Inference and Resources

9.2.1 Orthology Inference Methods

An exhaustive description of the plethora of available programs is beyond the scope
of this review (for a recent review on methods, see Altenhoff et al. 2019). However,
these different programs can be classified into four main categories: graph-based,
tree-based, hybrid and meta-prediction methods that are presented briefly below.

In graph-based methods, genes/proteins are represented by nodes and homology
relationships by edges in the graph. The graph construction relies on all-against-
all similarity searches between genes/proteins from two genomes. The simplest
approach, called reciprocal best hit (RBH), will predict an orthology relationship
between proteins A and B from two genomes if A is the genome-wide closest rela-
tive of B and vice versa (Overbeek et al. 1999). This approach only considers 1-to-1
orthology relationships, thus overlooking one-to-many andmany-to-many orthologs.
To circumvent this problem and offer a more comprehensive view of evolutionary
relationships, other algorithms have been developed where inparalogy relations are
inferred and included during graph construction. Examples of such methods include
COG (Tatusov et al. 1997), Inparanoid (Remm et al. 2001), OrthoMCL (Li et al.
2003),OMA(Roth et al. 2008), EggNOG(Jensen et al. 2008),OrthoInspector (Linard
et al. 2011) and OrthoFinder (Emms and Kelly 2015). The homology relationships
predicted between a pair of genomes can then be extended to a set of species, in order
to define groups of orthologs (also called orthogroups) present in these species. The
groups are delineated on the basis of the structure of the graph by transitivity or clus-
tering. For instance, OrthoMCL uses Markov clustering to partition the homology
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graph into orthogroups containing highly connected orthologs and recent paralogs.
OMA groups are based on cliques, i.e., fully connected subgraphs corresponding to
genes that are all orthologs to each other, thus de facto excluding orthologs involved
in 1-to-many or many-to-many relations.

Tree-based methods infer orthologs based on the gene’s evolutionary history,
which is reconstructed by reconciling the gene family tree with the species tree.
First, a multiple alignment of homologous sequences is constructed to generate a
phylogenetic tree of the gene family. Then, the nodes of this gene tree are labeled as
duplication or speciation events by comparison to the species tree during the recon-
ciliation step, allowing the prediction of orthology and paralogy relationships. This
type of approach is implemented in numerous programs, including RIO (Zmasek and
Eddy 2002), Orthostrapper (Storm and Sonnhammer 2002), PhylomeDB (Huerta-
Cepas et al. 2007), Ensembl Compara (Vilella et al. 2009), PANTHER (Mi et al.
2010). These methods produce hierarchical ortholog groups, i.e., groups of orthologs
and inparalogs deriving from a common ancestor, in the form of trees. These hier-
archical groups are more informative than simple orthology relationships between
pairs of species or flat groups of orthologs without evolutionary information about
intra-group relations. Unfortunately, tree-based methods are highly dependent on
the construction of correct multiple alignments and trees and are computationally
demanding, preventing their application to very large datasets.

Although hierarchical groups are naturally produced by tree-based methods, they
can also be generated by a post-processing of orthogroups obtained by graph-based
methods. As an example, EggNog and OrthoDB explicitly delineate the hierarchy
of ortholog groups by identifying orthogroups at different taxonomic levels of the
species tree. Hybrid methods go further by using attributes of graph-based and
tree-based methods in the inference of orthology relationships itself. The method
of OMA Hierarchical Orthologous Groups (HOG) (Altenhoff et al. 2013) uses an
orthology graph of pairwise relations to form groups, starting with the most specific
taxonomic level and progressively merging groups toward the root of the species
tree. Hieranoid (Schreiber and Sonnhammer 2013) progressively calculates pairwise
orthology relationships using RBH at each node of a guide tree from the leaves to
the ancestor. At each node, a consensus or a profile is built from the child nodes and
used for subsequent pairwise comparisons, which considerably reduces the number
of required pairwise comparisons. OrthoFinder 2 (Emms andKelly 2019) first identi-
fies orthogroups among a set of species using the OrthoFinder graph-based approach
(Emms and Kelly 2015) and then uses the orthogroups to infer approximate gene
trees and a species tree. Finally, each gene tree is compared to the species tree to
infer duplication events and refine prediction of orthology and paralogy relations.

Meta-prediction methods are designed to exploit predictions generated by
different programs and thus can potentially highlight false positives and negatives.
As an example, DIOPT (Hu et al. 2011) assigns a score to each orthology rela-
tionship according to the number of independent methods predicting this relation.
The MARIO program (Pereira et al. 2014) goes further by delineating a group of
orthologs from predictions of several methods and constructing a hidden Markov
model (HMM) profile of these orthologous sequences. This profile is then used
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to evaluate the predictions made by each individual method. MetaPhOrs (Pryszcz
et al. 2011) integrates phylogenetic trees constructed by several methods to predict
orthology relations and assigns a score depending on the number of predictions.
This filters unreliable results linked to poor resolution of phylogenetic trees. The
WORMHOLE program (Sutphin et al. 2016) uses a classifier based on support
vector machines (SVM) trained on a positive set of validated orthology relation-
ships and a negative set of non-orthology gene pairs. The algorithm assigns a weight
to each prediction method depending on its performance in different test cases (e.g.,
according to the proximity of the species under consideration). This weight is then
used to combine predictions on a complete dataset and extract reliable orthology
relations.

9.2.2 Standardization and Benchmarking

Given the multiplicity of orthology inference methods available, it is crucial to cross-
reference, compare and evaluate their predictions in different biological contexts in
order to choose the relevant program for a given biological question and to improve
prediction methods. This requires a standardization of orthology prediction formats
and an objective benchmarking. These topics are the central goals of the Quest For
Orthologs (QFO) consortium (Gabaldón et al. 2009). QFO addresses both conceptual
issues and technical challenges in orthology prediction. For example, community
efforts led to the development of the standardized OrthoXML format (Schmitt et al.
2011) designed to represent orthology predictions for both graph- and tree-based
methods. An ontology (Fernández-Breis et al. 2016) has also been developed to
formalize the representation of orthology relationships. This ontology allows the
representation of data according to a semantic Web standard, resource descriptions
framework (RDF) that facilitates interoperability between resources.

The QFO consortium has also defined a QFO reference proteome dataset to allow
the comparison of methods on a common set of species and proteins. The dataset
is updated every year and currently comprises 78 UniProt Reference proteomes.
It includes sequences from model organisms, species of interest for biomedical
or agronomic research or species of interest from a phylogenetic point of view
(Sonnhammer et al. 2014). In parallel, a variety of benchmarks have been developed
to evaluate orthology prediction methods according to phylogenetic and functional
criteria. A large-scale benchmarking study (Altenhoff et al. 2016) comparing 15
orthology methods highlighted a trade-off between sensitivity and specificity and
clearly showed that the best approach is highly dependent on the biological context.
Overall, the orthogroup predictions of OMA are characterized by high specificity,
whereas the tree-based method used in PANTHER has high sensitivity. However,
there is no systematic difference between tree-based and graph-based methods.
Finally, Inparanoid, Hieranoid andOrthoInspector as well as OrthoFinder in themost
recent version of the benchmark (results available at https://orthology.benchmarkser

https://orthology.benchmarkservice.org
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vice.org) show a good balance between specificity and sensitivity over all bench-
marks. Orthology predictions from the best methods identified by the benchmarking
are now integrated in the Alliance of Genome Resources (Alliance) portal (Alliance
of Genome Resources Consortium 2020). The Alliance aims to facilitate exploration
of orthologous genes in human and well-studied model organisms in order to exploit
the wealth of genetic and genomic studies available in these organisms.

9.2.3 Orthology Resources

Most orthology inference programs can be installed and executed locally on a user-
defined set of proteomes, but many of them are also used to generate databases
of orthology relationships. These resources are essential for the routine use of the
orthology concept by non-experts. The databases differ in terms of number and diver-
sity of represented species (Table 9.1), which determines the granularity with which
orthology relationships can be exploited. Some generalist databases cover a large
panel of species such as EggNog (Huerta-Cepas et al. 2016), HOGENOM (Penel
et al. 2009), Inparanoid (Sonnhammer and Östlund 2015), MBGD (Uchiyama et al.
2019), OMA (Altenhoff et al. 2018), OrthoDb (Kriventseva et al. 2019) and OrthoIn-
spector (Nevers et al. 2019). EggNog andOrthoDB also include viral genomes. Other
resources are clade-specific, includingTreeFam (forMetazoa) (Schreiber et al. 2014),
FungiPath (for Fungi) (Grossetête et al. 2010), and GreenPhylDB (Rouard et al.
2011) and PLAZA (Van Bel et al. 2018) that focus on plants. With the exception of
MetaPhOrs (Pryszcz et al. 2011), the resources based on meta-predictions generally
focus on a small number of model species (Table 9.1). In addition to the databases
dedicated to orthology, orthology relationships are also provided in more general
biological portals, such as PANTHER (Mi et al. 2019), Ensembl Compara (Herrero
et al. 2016) and HomoloGene (NCBI Resource Coordinators 2016).

Orthology databases offer diverse access to information, via Web interfaces for
manual exploration or using programmatic access throughWeb services or SPARQL
(SPARQL Protocol and RDF Query Language) interfaces. Users can search for
orthologs of a given gene using genes/proteins or orthogroup identifiers or perform
a sequence similarity search. Information can also be accessed through functional
annotation of the gene of interest (keywords, description or GO annotations). For
instance, OrthoInspector (Nevers et al. 2019) allows users to retrieve all proteins of a
given species associated with a given GO term and visualize their evolutionary histo-
ries. OrthoMCL (Chen et al. 2006) and GreenPhylDB (Rouard et al. 2011) propose
searches for groups with a given protein domain. Genes can also be retrieved on the
basis of their phylogenetic distribution, i.e., the presence or absence of an ortholog
in different taxa. This phylogenetic profiling search is implemented in MBGD
(Uchiyama et al. 2019), OrthoDb (Kriventseva et al. 2019), OrthoInspector (Nevers
et al. 2019), OrtholugeDB (Whiteside et al. 2013), OrthoMCL (Chen et al. 2006) and
GreenPhylDB (Rouard et al. 2011). It can be used to perform genotype/phenotype
studies as discussed in the applications section.

https://orthology.benchmarkservice.org
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Table 9.1 Main orthology resources

Inparanoid
OMA

EggNOG
OrthoDb
OrthoMCL
Hieranoid

OrthoInspector
MBGD

OtholugeDb
HOGENOM
PhylomeDb
TreeFam
FungiPath
Greenphyl
PLAZA
P-POD

MetaPhOrs
WORMHOLE

DIOPT
YOGY
HCOP
Panther
Ensembl

Homologene

References: EggNog (Huerta-Cepas et al. 2016), HOGENOM (Penel et al. 2009), Inparanoid
(Sonnhammer and Östlund 2015), MBGD (Uchiyama et al. 2019), OMA (Altenhoff et al. 2018),
OrthoDb (Kriventseva et al. 2019), OrthoInspector (Nevers et al. 2019), OrtholugeDB (Whiteside
et al. 2013), OrthoMCL (Chen et al. 2006), PhylomeDB (Huerta-Cepas et al. 2014), TreeFam
(Schreiber et al. 2014), FungiPath (Grossetête et al. 2010), GreenPhylDB (Rouard et al. 2011) and
PLAZA (Van Bel et al. 2018), PANTHER(Mi et al. 2019), Ensembl Compara (Herrero et al. 2016),
HomoloGene (NCBI Resource Coordinators 2016)
*123 prokaryotic species (mainly Bacteria but also someArchaea) are included in the Pan-Compara
resource which includes a selection of prokaryotic and eukaryotic species

All orthology databases provide orthology predictions in the form of a list of
orthologs in the covered species, but many of them contextualize this minimum
information by adding relevant data and tools to analyze and exploit the evolutionary
information (Table 9.1). Hence, they frequently provide additional information about
the function (GO term annotation, enzyme classification numbers…) or architec-
ture (protein domains) of the predicted orthologs as illustrated in Table 9.1. This
functional information most often comes from automatic annotations that must be
handled with care. However, viewing the annotations for all the orthologs of a protein
makes it easier to detect inconsistencies and spurious annotations. For example,
OMA (Altenhoff et al. 2018) offers a synthetic representation of the GO annotations
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of the detected orthologs with a color code that distinguishes between automatic
annotation, annotation validated by an expert and annotation based on experimental
data. Multiple sequence alignment (MSA) and phylogenetic trees also constitute
an essential analytical tool for a more in-depth understanding of the relationships
between orthologs and paralogs. As such, they are often made available, in particular
by tree-based methods. They are either pre-calculated and available directly on the
Web interface or can be constructed ‘on the fly’ for a selection of predicted ortholo-
gous sequences. In addition, some resources provide information about the genomic
context of the query gene and its orthologs, allowing to detect syntenic stretches
of genes that can be helpful for the validation of orthology relations and may be
indicative of a functional link between syntenic genes. Finally, orthology resources
can provide the taxonomic distribution of detected orthologs in each species repre-
sented in the orthology database. This is suitable for clade-specific resources such
as GreenPhylDb (Rouard et al. 2011) and PLAZA (Van Bel et al. 2018). For gener-
alist orthology resources, a synthetic view of distributions is required as exemplified
by OrthoInspector (Nevers et al. 2019) that provides schematic representations of
phylogenetic distributions at different granularity levels.

9.3 Orthology: The Swiss Army Knife of Genomics

9.3.1 Exploration of Gene and Protein Families

Since their definition in the early seventies, orthologs and paralogs have been tradi-
tionally used to study gene and protein families, in particular in the framework of
multiple alignment analysis. By placing a gene or a protein sequence in its evolu-
tionary context, the multiple alignment reveals selection pressure existing at partic-
ular sequence positions, allowing the straightforward detection of conserved motifs,
localization signals or key functional residues for a considered family of orthologs
or a superfamily regrouping several paralogous families (Lecompte et al. 2001).
Such evolutionary analyses are essential for the determination of catalytic sites or
residues involved in protein interactions for example. This can be exploited to deci-
pher residues, motifs or domains involved in the specificity of paralogous families,
for instance, to identify residues responsible for the enzyme substrate specificity
in a multienzymatic family. In addition, alignments of orthologs or homologs are
exploited in both 2D and 3D structure prediction methods by comparative protein
modeling (reviewed in Khan et al. 2016). With the increase of experimentally deter-
mined structures, a wide range of accurate models are now available that can be used
to predict protein binding sites, effects of protein mutations, and for structure-guided
virtual screening (Liu et al. 2011; Leelananda and Lindert 2016).

Orthologous sequences are directly exploited by many mutation analysis tools,
such as PolyPhen (Adzhubei et al. 2010) or SIFT (Vaser et al. 2016), to predict
the phenotypic effects of variants. Pairwise or multiple alignments of orthologous
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sequences are also used at the genomic level to highlight conserved regions that may
reflect the existence of functional elements. Orthologs are also the cornerstone of
phylogenetic studies aimed at deciphering the evolutionary history of a gene family
or, more generally, phylogenetic relationships between species. The reconstruction
of phylogenetic relationships between species has for a long time relied on a single
family of genes, typically 16S/18S rRNA genes or well-conserved housekeeping
protein genes. Today, species phylogenies can be built using comparisons of several
protein families, including genome-wide comparisons (Crawford et al. 2012). These
studies generally focus on widely conserved protein families exhibiting one-to-one
orthology relationships. Orthofinder directly exploits orthogroups within a species
set to construct a phylogenomics species tree using the species tree from all genes
(STAG) algorithm (Emms and Kelly 2018). With the multiplication of available
genomes and metagenomes, such phylogenomics analyses have renewed our vision
of the tree of life, for instance, by highlighting the bacterial diversification (Hug et al.
2016), reshaping the eukaryotic tree (Burki et al. 2020) and revealing a new group
of Archaea, the Asgard that questioned the position of Eukaryotes in the tree of life
(Spang et al. 2015; Zaremba-Niedzwiedzka et al. 2017).

Orthologous sequences and phylogenetic trees can also be exploited for ancestral
sequence reconstruction. The leaves of the phylogenetic tree represent the extant
sequences of the family, while the root corresponds to the extinct common ancestor.
The ancestor can be synthesized to experimentally explore its biochemical properties.
This approach allows to resurrect an ancestral precursorwith selected properties, such
as thermostability, in order to initiate synthetic evolution experiments (Gumulya
and Gillam 2017). It can also be used to decipher past environmental conditions.
For example, the reconstruction of translation elongation factors from organisms
that lived 3.5 billion years ago revealed that the thermostability of these factors
declines in the course of evolution and suggested a 30 °C decrease in environmental
temperature (Gaucher et al. 2008). Ancestral sequence reconstruction methods also
deduce the sequences present at each internal node of the tree. These intermediate
states can help to elucidate evolutionary processes, in particular the main mutations
involved in the distinct properties of extant proteins (Straub andMerkl 2019).Applied
to whole genomes, ancestral reconstruction offers a partial view of ancestral gene
repertoires, from the known repertoires of extant species. Such a resource is available
on the ancestral genome portal, constructed fromPANTHER inferences (Huang et al.
2019).

9.3.2 Information Transfer

As stated above, orthologous genes tend to retain equivalent functions across species
and are thus widely used to transfer information from model species to poorly char-
acterized ones. Typically, the functional annotation of genes in a newly sequenced
genome is carried out by identifying annotated orthologs using similarity searches
in protein databases such as UniProt (The UniProt Consortium 2019) or through the
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Gene Ontology (The Gene Ontology Consortium 2019) and then transferring these
annotations to genes of unknown function. Several protocols (compared inAmar et al.
2014) allow this automated annotation transfer. Although this approach is time effi-
cient, it can also lead to bias since the orthology conjecture is not an absolute law and
the ortholog/paralog distinction is not trivial, especially in superfamilies (Schnoes
et al. 2009). The problem of misannotation is also particularly severe, with multi-
domain proteins exhibiting a differential conservation of some domains (discussed in
Sect. 9.3.3 Beyond gene level orthology). In addition, automated transfer can prop-
agate annotation errors. It is therefore wise to rely on closely related orthologs with
expert-curated annotations, whenever possible, to avoid the ‘percolation of annota-
tion errors’ modeled by Gilks and colleagues and its deleterious effects on database
quality (Gilks et al. 2002).

More generally, orthology can be used to transfer experimentally evidenced infor-
mation obtained from one species to another, provided that the organisms are suffi-
ciently close. This principle is used by the Gene Ontology Consortium (Ashburner
et al. 2000; The Gene Ontology Consortium 2019) to propagate standardized annota-
tions not only on proteinmolecular function but also on their sub-cellular localization
and the biological processes in which they are involved. The resulting annotations
receive the IEA evidence code (Inferred from Electronic Annotation) in the case of
an automatic transfer between orthologs. The Gene Ontology also integrates a semi-
automated transfer protocol (Gaudet et al. 2011), taking into account annotations
from several orthologs and the phylogenetic relationships between the corresponding
species. These annotations are labeled with the IBA code (Inferred from Biological
ancestry).

Information about protein–protein interactions (PPIs) can also be transferred
from one species to another through the concept of interologs. The term ‘interolog’
(Walhout et al. 2000) refers to the conserved interaction between two pairs of proteins
A1 and B1 from a first species and A2 and B2 from a second species. The A1/B1
interaction is considered as an interolog of the A2/B2 interaction if A1 and A2 are
orthologs to B1 and B2, respectively. The concept of interology can be exploited in
a predictive way: Orthologs of interacting proteins in one species are identified, and
the PPI information is transferred to the pair of orthologs. To avoid false positive
errors, interology inferences are usually combined with other data, as illustrated by
the STRING interaction database (Szklarczyk et al. 2019) that relies on a large panel
of diverse evidence (experiments, text mining, co-expression, synteny, etc.).

Finally, when working on human genes, orthology relationships are key elements
to consider when choosing a relevant model species for experimental studies. In
addition to practical considerations (duration, cost, etc.), the model species should
be chosen to avoid 1-to-many or many-to-1 orthology relations between the human
and the model species, since the existence of additional inparalogs in one species
would considerably complicate the interpretation of experimental results.
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9.3.3 Comparison of Genomes and Proteomes

Comparisons of complete genomes and proteomes are intrinsically linked to the
proper delineation of orthologs and paralogs. Comparisons of orthologs at the
sequence level are used to evaluate the selection pressure acting to model evolu-
tionary rates in different species. One of the first examples of such genome-wide
assessment of evolution rates was carried out in mammalian and nematode lineages
(Castillo-Davis et al. 2004). This study showed that strong purifying selection seems
to act on the same central cellular processes (such as translation and protein trans-
port) inmammals and nematodes, whereas positive selection acts on different biolog-
ical processes in each lineage (DNA-dependent transcriptional regulation in nema-
todes, signal transduction via receptors and host immune response in mammals).
Such comparative analyses are also performed for non-coding RNA genes such as
microRNA. For example, the study of microRNA substitution rates in human and
chimpanzee genomes revealed that primate-specific microRNAs have twice as many
substitutions as older microRNA families (Santpere et al. 2016).

Comparison of proteomes in terms of gene content has become a quasi-obligatory
step when sequencing a new genome. It requires the prediction of orthology and
paralogy relations between the proteomes under consideration and reveals the set of
conserved protein families but also the acquisitions and losses that have taken place
independently in each lineage. These comparisons have highlighted the extraordi-
nary plasticity of the gene repertoire among species. This is particularly striking
in the case of prokaryotic genomes. In a comparison of more than 500 bacterial
species, Lapierre and Gogarten (2009) showed that the conserved bacterial core was
reduced to about 250 gene families, with the notable exception of certain symbionts
exhibiting a particularly reduced genome. This diversity of gene repertoire observed
even among closely related species can be explained by lineage-specific expansion of
gene families, acquisition of genes by horizontal transfer (xenologs) and differential
gene losses. In some prokaryotes, the genomic versatility is so important that large
differences in gene content can occur between different strains of the same species.
This led to the definition of the pangenome concept, i.e., the set of all genes present in
a given species, that can be divided into the conserved core and the accessory genome
(reviewed in Brockhurst et al. 2019). In species with an ‘open’ pangenome, the core
genome conserved in all strains represents only a small fraction of the pangenome,
questioning the concept of species in Prokaryotes. For instance in Escherichia coli,
the core genome is restricted to about 3000 gene families, while the pangenome
reaches a total of about 90,000 families (Land et al. 2015).

Comparisons of orthologous genomic regions or complete chromosomes decipher
the evolution of genomearchitecture by revealing differential gains/losses of genomic
regions, segmental duplications and balanced rearrangements. These comparisons
can be made at the nucleotide level using, for example, BLASTZ (Schwartz et al.
2003) or LASTZ and chaining/netting programs (Kent et al. 2003) to discriminate
between orthologous and paralogous alignments. Alternatively, the comparison of
genomic regions can be based on the comparison of genomic location of orthologs in
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different genomes to identify conserved syntenic blocks, i.e., a stretch of genes with
a conserved gene order in different species. Such comparisons delineate syntenic
genes frequently linked by functional relations and allow the detection of elements
involved in genomic plasticity at the syntenic regions boundaries. They are also used
to reconstruct ancestral genomes with distance/event-based or homology/adjacency-
based methods (reviewed in Feng et al. 2017).

9.3.4 Functional Inferences and Genotype/Phenotype
Correlations

Comparisons of complete proteomes based on orthology relationships can be
exploited to perform functional inferences between genes or to detect genes poten-
tially involved in a phenotype. The rationale behind this approach is that functionally
linked genes are preserved or lost in a correlated manner over the course of evolution
and thus are found in the same species (Pellegrini et al. 1999). This assumption can be
exploited in different ways. Subtractive analysis aims to identify genes restricted to
species with a given phenotype. In practice, this means comparing the gene repertoire
of at least two species (species A and B) possessing the phenotypic trait of interest
and one or several related species (species C) lacking the considered phenotype.
The set of genes with orthologs in species A and B but without orthologs in species
C is likely to be enriched in genes associated with the phenotypic trait of interest.
This approach was introduced by Huynen (Huynen et al. 1998) in the early days of
comparative genomics in order to compare the genome of the pathogen Helicobacter
pylori with that of another pathogen Haemophilus influenzae and a benign strain of
E. coli. They identified 17 gene families restricted to the pathogenic species and
potentially involved in virulence and host–pathogen interactions.

The subtractive method is applicable to the search for genes linked to a pheno-
typic trait or biological process that has been lost/acquired in some species during
evolution. This approach can be extended to the comparison of tens or hundreds of
genomes to allow a precise definition of the phenotypic distribution. The compar-
ison of phylogenetically distinct lineages that have independently acquired (or lost) a
given phenotype limits false positive predictions by eliminating genome differences
simply due to random gains and losses of genes. For instance, Hecker and colleagues
(Hecker et al. 2019) compared mammalian genomes to identify convergent gene
losses associated with dietary adaptations in six independent herbivore lineages (16
species) and five independent carnivore lineages (15 species). Regarding the small
evolutionary distances separating these placental mammals, they considered not only
loss of entire genes or exons but also gene-inactivating mutations, using a genomic
approach that combines the identification of orthologous regions and the CESAR
program, a coding exon-structure aware realigner (Sharma et al. 2016).
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At a larger evolutionary scale, another methodological framework is required.
Phylogenetic profiles represent a generalization of subtractive analysis allowing the
comparison of a large number of genomes that can be evolutionary distant. A phylo-
genetic profile of a gene represents the presence or absence of orthologs of that gene
in the genomes of several species (Tatusov et al. 1997). Phylogenetic profiles were
first used to infer the function of uncharacterized genes, and the method has been
successfully applied to the annotation of genes, mainly prokaryotes (see Kensche
et al. 2008 for examples). They are also exploited to predict functional links between
genes, notably in the STRING (Szklarczyk et al. 2019) and OrthoInspector databases
(Nevers et al. 2019).

Phylogenetic profiles can not only be compared to each other but also to all types of
presence–absence distributions, including phenotypic traits. Phylogenetic profiling
can thus be exploited to perform phenotype-genotype association studies. One of
the first studies of this type was carried out on 86 prokaryotic genomes to identify
genes associated with thermophily (Jim et al. 2004). Since then, many similar studies
have been performed, notably to identify genes involved in human diseases thanks to
the huge increase of available eukaryotic genomes that allows a detailed exploration
of the distribution of human genes. For instance, Tabach et al. (2013) identified 54
clusters of phylogenetic profiles associated with a specific class of symptoms. More
recently, the profiling of human genes in 100 eukaryotic species revealed 274 human
genes exhibiting a phylogenetic distribution correlatedwith the distribution of cilia in
eukaryotic lineages (Nevers et al. 2017). This set of predicted ciliary genes includes
87 new candidates. Among them, 21 have already been experimentally validated as
ciliary genes.

9.4 Challenges

9.4.1 Keeping Up with the Data Flow

As seen above, orthology is the cornerstone of a plethora of applications in compar-
ative genomics and biology, and orthology resources provide numerous contextual
data and analytical tools to facilitate orthology exploitation. Coming into a new
decade, they are now gearing up to adapt to new challenges, a data flow brought by
the next generation sequencing and a need to assess orthology at different granularity
levels. The last two decades have seen a massive increase in sequencing capacities,
leading to the acquisition of numerous genomes from across the tree of life. These
genomes have obvious usefulness for studying evolution at a broad scale and are
increasingly incorporated into orthology resources. Nevertheless, they also lead to
important challenges linked to the management and analysis of the ever-increasing
volume of data and the heterogeneous data quality.
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Genomic data, hence genome annotations, have been increasing at an exponential
rate with the advent of high-throughput sequencing technologies. As of today, 19,163
complete genomes are registered in the Genome Online Database (Mukherjee et al.
2019), as well as 215,613 genomes in the permanent draft state. This increase in
data generation represents a challenge for orthology resources. It is especially true
for tree-based approaches, which are commonly more computationally intensive
as they rely on phylogenetic tree inference tools and are traditionally limited in
the number of species they can include. While less computationally intensive, the
data increase is still onerous for graph-based approaches, as they rely on all-vs-all
sequence comparisons, which grow quadratically with the number of sequences. The
legacy tools for these kinds of comparison, namely BLAST (Altschul et al. 1990;
Camacho et al. 2009) or Smith-Waterman (Smith and Waterman 1981) alignment,
do not scale well, and resources that use them rely heavily on high-performance
computing clusters. Other tools and resources use faster but generally less sensitive
solutions: MMSeq2 (standard modes) (Steinegger and Söding 2017), DIAMOND
(Buchfink et al. 2015) or ad-hoc methods as in SwiftOrtho (Hu and Friedberg 2019)
for instance can perform all-vs-all comparisons with better performances.

Nonetheless, solutions bypassing computationally intensive all-vs-all computa-
tions are increasingly being investigated, in anticipation of an even bigger surge in
data. These approaches such as EggNog-Mapper (Huerta-Cepas et al. 2017) aim
to reduce the computation required to adding new proteomes by exploiting already
precomputed ortholog groups that are assumed to be stable over time. Their goal is to
use fast methods, e.g., hidden Markov models (Eddy 2011) or k-mer based sequence
similarity searches, to identify likely existing orthologous groups in which each
sequence fits. While fast, these methods rely on existing databases with sufficient
clade coverage to be efficient.

Another aspect of data management, linked to computational time, is the size of
databases produced. Storing a high number of orthologous relations or orthologous
size implies storing Terabytes of data and induces longer access times to the data.
Consequently, it is not necessarily optimal for orthology resources to include all
available genomes, and a choice is often made concerning which data to select, with
high variability of species chosen in each orthology resource. This is reflected by
the number of species available in different resources and variable representation
in terms of clades or domains of life. Notably, some resources specialize in specific
clades such as Plaza (VanBel et al. 2018) for plants or FungiPath for fungi (Grossetête
et al. 2010). Even among the databases with a large number of species, a wide diver-
sity of species is preferred rather than sheer number, as diversity is generally more
important than number in comparative studies (Škunca and Dessimoz 2015). This
can be achieved by limiting additional species to new taxa of interest or by limiting
inter-clade computations to fewer species (Nevers et al. 2019) with several levels of
taxonomic resolution. The decision to add or keep a species in an existing database is
a product ofmultiple factors butmay be informed by indicators of how the addition of
one species affects the diversity. For example, the rarefaction curve proposed by the
KinFin analysis tool (Laetsch and Blaxter 2017) (compatible with some orthology
inference software suites) provides an objective measure of the novelties in terms



218 Y. Nevers et al.

of orthogroups added by each included species. Favoring diversity is also benefi-
cial for the fast-placing strategies mentioned above, moving toward resources with
a limited number of species computed directly with the all-versus-all strategy, and
other species added to existing groups using less computationally intensive strategies.

9.4.2 Addressing Proteome Quality

Another aspect of high-throughput data is the associated data quality issues, and the
genomic data used in comparative genomics studies are no exception. Proteomes,
i.e., the genome annotations of protein coding genes from genomic data result from
a multi-step process ranging from genome sequencing to the actual annotation of the
final assembled sequences, with multiple possible sources of error. Consequently,
a proteome may have missing proteins (either being permanent draft or a misanno-
tated complete genome) or contain proteins that are either fragmented or actually
erroneous. All of these cases may in turn induce errors in orthology inference that
rely heavily on sequence comparison and in comparative genomics approaches that
assume data completeness.

Missing proteins, for instance, lead to missing orthology relationships between
specieswith incomplete genomes and other species.Most orthology pipelines assume
data completeness when inferring orthology, and while they are in principle robust
to gene losses, incomplete gene sets may lead to errors in orthology inference
and in orthogroup reconstruction. Some methods, e.g., Hamstr (Ebersberger et al.
2009) and OrthoGraph (Petersen et al. 2017) are designed to avoid this assump-
tion by first excluding incomplete datasets (e.g., issued from RNA-seq data) during
orthogroup construction. Sequences from the incomplete datasets are thenmapped to
the precomputed robust orthogroups. Even with correct orthology inference, incom-
plete genomes impact the phylogenetic placement of species, as fewer marker genes
are available. This is particularly detrimental when relations between species are hard
to resolve. More spectacularly, artificially missing proteins constitute a significant
source of errors for comparative genomics methods relying on comparison of entire
species gene repertoires, e.g., phylogenetic profiling.

Fragmented proteins are another matter and initially have an impact on orthology
prediction via sequence similarity comparisons. For example, if a fragmented protein
sequence corresponds to a single domain, reciprocal best hit methods may infer a
false positive pairwise relation with a protein in another species having a homol-
ogous domain, although the full-length protein would not be identified as ortholo-
gous. Conversely, if the protein fragment corresponds to a low complexity, repeat-
containing or divergent region, similarity based orthology prediction methods will
miss it, leading to false negatives and in the worst case, may even be responsible
for spurious relations (false positives). It is worth noting that issues caused by this
kind of region, amplified in the presence of fragments, constitute a general limit of
similarity-based orthology inference methods in any organism.
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Fig. 9.2 Protein length distribution in four proteomes, from various vertebrate clades. On the
left are examples of the distribution observed in well-studied species (Homo sapiens and Danio
rerio), similar to the one observed in most proteomes. On the left, examples of atypical distribu-
tions with high number of small proteins for the rodent Cricetulus griseus and the chondrichthyes
Chiloscyllium punctatum

A stark difference in proteome data quality is revealed by analysis of the distribu-
tion of protein length between publicly available proteomes. For example, Fig. 9.2
shows the protein length distribution, normalized for proteome size, in four vertebrate
species. Most proteomes share a distribution centered on a peak in the range of 200–
400 amino acids and a decreasing number of long proteins, as illustrated by Homo
sapiens and Danio rerio (Fig. 9.2). In contrast, some proteomes present a peak for
small proteins (less than 100 amino acid long), as exemplified by the other proteomes
presented on Fig. 9.2. Strikingly, all manually curated proteomes of model species
have the former distribution, and both distributions are distributed across the species
tree, ruling out biological exceptions (Nevers et al. in prep). Instead, it indicates a
high number of truncated or erroneous proteins.

One must thus be cautious when providing annotations of genomic data to public
databases or using these data for orthology inference and comparative genomics.
Quality measures exist to indicate the quality of genome assembly, N50 being a
standard indicator of genome contiguity that is commonly provided with published
genome assemblies. However, genome assembly quality does not necessarily corre-
latewith proteome annotation quality. State-of-the-art tools exist that provide an indi-
cation of data completeness and fragmentation. For instance, CEGMA (Parra et al.
2007, 2009) and its successor, BUSCO (Waterhouse et al. 2018) make use of known
conserved gene families, so-called core orthologs, in single-copy in most species for
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the latter, to assess the completeness of the gene annotation for a given genome. The
assumption being that the proportion of core orthologs found in a genome reflects
the completeness of the gene annotation as a whole. BUSCO provides additional
information about the state of the proteome, by indicating which proportion of core
orthologs are found only in a fragmented state. Assessing BUSCO completeness
is standard practice when publishing new genomes, and this information is now
available in UniProt (The UniProt Consortium 2019) for most available proteomes.

However, empirical data show that BUSCO completeness assessment is not
always correlated to the standard protein length distribution, suggesting that it does
not capture all cases of genome misannotation. A better proxy of this bias can be
obtained in the form of summary statistics, such as the proportion of extremely
short proteins in the genome or the number of proteins annotated as not starting
with a methionine (i.e., annotated genes for which no start codon was found by the
annotation pipeline). These summary statistics can be used to filter genomes used in
orthology analysis (Nevers et al. 2019), by setting thresholds under which proteomes
are considered as not annotated. As these parameters are nearly orthogonal to core
ortholog completeness, they can be used in parallel with methods like BUSCO and
CEGMA to identify low quality proteomes. Despite these developments, work is still
needed to further assess proteome quality and its impact on downstream applications,
and this issue is an important target for future community efforts.

9.4.3 Beyond Gene-Level Orthology

While most orthology prediction methods are based on full-length gene or protein
sequences, in certain cases, functional domains might be a more pertinent entity
to consider. Indeed, the majority of known proteins consist of multiple domains,
especially in the eukaryotic lineages, and it is known that multi-domain architectures
tend to evolve over time as a result of different mechanisms, such as domain gains,
losses and duplications, or gene fusion and fission (Buljan and Bateman 2009). The
latter in particular can result in complex evolutionary histories for geneswith domains
of very different ancestral origins, which in turn makes orthology relations more
complicated. In addition, domain architecture rearrangements have been observed
several times between orthologs of species belonging to different phyla, possibly as a
consequence of different organism complexity (Koonin et al. 2000, 2004). However,
studies have shown that domain rearrangements can occur between relatively close
species, such as mammals or members of the Drosophila genus, and it has been
estimated that they could concern up to 50% of proteins (Forslund et al. 2011; Wu
et al. 2012; Sonnhammer et al. 2014).

Divergences of domain content and/or order between orthologs can be challenging
for traditional orthology inference methods. In some cases, parts of the protein
sequence might be too highly divergent in some species to be properly detected
as orthologs. In other cases, one protein might have significant similarity to multiple
different protein families, each due to a different domain of the query protein, making
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it hard to clearly establish orthologous relations. This shows a clear limitation of full-
length analyses, as they ignore the natural tendency of proteins to be modular and to
evolve not at the complete sequence level, but at the domain level. It would be bene-
ficial to focus future improvements and developments on domain-aware orthology
inference as a complement to full-length methods, in order to predict more precise
ortholog relations and better understand architectural rearrangements in protein
evolution. While it has been widely acknowledged that such methods are needed
(Sjolander et al. 2011), very few currently take domains into account. Exceptions
include the microbial genome database MBGD, which constructs ortholog groups
at the domain level (Uchiyama et al. 2019), and Domainoid (Persson et al. 2019), a
tool that uses Pfam (El-Gebali et al. 2019) defined domains to infer orthology rela-
tions at the single level domain. Domainoid has been shown to retrieve orthologs not
detected by classical full-length approaches, thus showing the interest of combining
both types of strategies.

Another hassle of focusing on gene-level orthology is that, in Eukaryotes, a single
gene may be transcribed into several isoforms with different exons combinations.
This process, called alternative splicing, is especially prominent in vertebrates (Keren
et al. 2010). Its functional implication is debated, but it has been shown for particular
genes that different isoforms may have different tissue expression and even some-
times produce proteins with antagonist cellular functions (Wang et al. 2008). This has
direct implications on thewayorthology is used to transfer function between genes, as
two orthologous genes could display different splicing patterns and even two orthol-
ogous genes with orthologous exons may have substantially different transcripts.
Integrating homology between alternative transcripts of orthologs will provide addi-
tional information on whether an evolutionary conserved isoform is more likely to
be functional, and whether observations made in a model species on a particular
isoform are likely to be applicable to other species.

Assessing orthology between alternative transcripts often relies on two conditions
(Blanquart et al. 2016). Indeed, transcripts are orthologous if (1) they are transcripts
of orthologous genes and (2) their exons are similar enough to assume they are
orthologous and appear in the same order in the gene sequence. The first condition is
a classical orthology inference problem. The second conditionmay be determined by
spliced sequence alignment, using an exon-aware alignment method (Kapustin et al.
2008; Gotoh 2008; Sharma et al. 2016; Jammali et al. 2019). Transcript orthology
prediction has been successfully employed to identify orthologous isoforms between
the gene repertoires of mouse and human (Zambelli et al. 2010). Applying it to more
species is trickier since it cannot be done with pairwise relations and requires the
construction of gene trees, which is computationally demanding. Nonetheless, it has
been used to study multiple gene families, mapping events of isoform gains and
losses to the branches of the trees (Christinat and Moret 2012; Jammali et al. 2019).
Nevertheless, one must still be cautious when using isoform orthology determination
and ensure that expression of both isoforms can be detected through experimental
means in the species of interest, to avoid the pitfalls of erroneous annotation transfer.
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As can be seen, despite the major advances made in recent years in orthology
inference and resources, there is still a long way to go in the quest for orthologs.
The practical and conceptual challenges are numerous and will require the efforts
of the entire comparative genomics community to invent new solutions. Substantial
progresswill be neededboth in the development of new indicators of proteomequality
and for the formal representation of orthology relationships at different granularity
levels.
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Chapter 10
Prehistoric Stone Projectile Points
and Technological Convergence

Michael J. O’Brien and George R. McGhee

Abstract Stone tools are found throughout the archaeological record left by humans
and their ancestors beginning as much as 2.6–3.4 million years ago. Given the nearly
ubiquitous use of stone tools by hominins, their study is an important line of inquiry
for shedding light on questions of evolution and behavior. Because they were parts of
past phenotypes, stone tools were shaped by the same evolutionary processes as were
the somatic (bodily) features of their users. One evolutionary result of these processes
is convergence—the appearance of similar forms in independent lineages that result
from functional or developmental constraints.With respect to stone tools, identifying
cases of convergence is particularly important because similarities in form are often
used to suggest historical connections among prehistoric groups. Identifying cases
of convergence would refute hypotheses that otherwise would suggest some degree
of physical or cultural connection.

10.1 Introduction

EvenbeforeDarwin (1859)wroteOn theOrigin of Species,naturalistsmade a distinc-
tion betweenbiologicaldivergence—the splitting of twoormore lines related through
a common ancestor—and biological convergence—two unrelated lines landing on
the same point on an adaptive landscape. Similarly, naturalists distinguished between
what later would be called analogous traits and homologous traits. Analogous traits
are those that two or more organisms possess that, although they might serve similar
purposes, did not evolve through common ancestry. Rather, they result from conver-
gence. For example, birds and bats both have wings, and those traits share properties
in common, yet we classify birds and bats in two widely separate taxonomic groups
because birds and bats are only distantly related. This is because these two large
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groups diverged from a common vertebrate ancestor long before either one of them
developed wings. Therefore, wings are of no utility in understanding patterns of
descent because they evolved independently in the two lineages after they diverged.
Conversely, homologous traits are useful for tracking continuity resulting from inher-
itance because they are holdovers from the timewhen two lineageswere historically a
single lineage and then diverged. For example, all mammals have a vertebral column,
as do animals placed in other categories. The presence of vertebrae is one criterion
that we use to place organisms in the subphylum Vertebrata. The vertebral column
is a trait shared by mammals, birds, reptiles, and some fishes, and it suggests that at
some remote time in the past, organisms in these groups shared a common ancestor.

Anthropologists and archaeologists have long understood the distinction between
cultural divergence and convergence, although they have not always been able to
consistently differentiate between the two. Themeans for doing began to be applied in
biology andpaleobiologywith the introductionof cladistics into theEnglish-speaking
world in the 1960s (Hennig 1966), but it would be two decades before the method
made its way into cultural studies (e.g., Foley 1987) and then only sporadically. It
wasn’t until the mid-1990s that cladistics began to be applied more broadly across
cultural domains, especially in linguistics and cultural anthropology (e.g., Holden
and Mace 1997; Mace and Pagel 1994), and shortly thereafter in archaeology (e.g.,
Collard and Shennan 2000; O’Brien and Lyman 2003; O’Brien et al. 2001).

The use of cladistics in archaeology came about as researchers began to view
the archaeological record in more or less the same way that paleobiologists view a
fossil bed: as a population of objects that represent the hard parts of past phenotypes.
Because they were phenotypic, the objects were subject to the same evolutionary
processes—selection, drift, and recombination—aswere the somatic features of their
makers and users (Leonard and Jones 1987). That things such as stone tools are
phenotypic is nonproblematic to most biologists (e.g., Bonner 1988; Dawkins 1982;
Odling-Smee and Turner 2011; Turner 2000, 2012), who routinely view a bird’s
nest, a beaver’s dam, or a chimpanzee’s twig tools as phenotypic traits. That view
certainly is not problematic to paleobiologists, who have to rely on the hard parts
of phenotypes (shells, for example) to study the evolution of extinct organisms and
their lineages.

Once we accept that point, we can begin to talk about selection and drift and
how they shaped the variation that shows up in the archaeological record—vari-
ation that resulted from convergence as well as divergence (O’Brien 2019). Our
goal in this chapter is to outline how archaeologists have approached the problem
of identifying convergence and to propose a more-integrated approach that makes
maximum use of various analytical tools that currently exist. Throughout our discus-
sion we focus primarily on stone tools, where identifying cases of convergence is
particularly important because similarities in form have been, and, unfortunately, in
many cases continue to be, used uncritically to make historical connections among
prehistoric groups, many of which have later been shown to be nonexistent.
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10.1.1 A Brief Background to the Problem

To archaeologists working throughout much of the twentieth century, culture was
viewed as something that evolved, but any similarity between biological and cultural
evolution was seen as strictly metaphorical (Kroeber 1923), with the former being
linked to genetic transmission and the latter to something entirely different (Brew
1946). The standardviewwas that any attempt to linkoneofDarwin’smechanisms for
change—natural selection, for example—to the evolution of culture was little more
than misapplied biology. Steward (1941, p. 367) pointed this out quite forcefully:
“It is apparent.... that strict adherence to a method drawn from biology inevitably
fails to take into account the distinctively cultural and unbiological fact of blends
and crosses between essentially unlike types….A taxonomic scheme cannot indicate
this fact without becoming mainly a list of exceptions.” We will return to the issue
of “blends” and “crosses” in Sect. 3.3.

Despite their distaste for biological evolution as a framework for understanding
cultural evolution, archaeologists showed a knowledge of and appreciation for the
distinction between convergence and divergence, although they were unable to make
the distinction in analytical terms. Kroeber (1931, pp. 152–153) had this to say on
the subject:

There are cases in which it is not a simple matter to decide whether the totality of traits points
to a true relationship or to secondary convergence.... Yet few biologists would doubt that
sufficiently intensive analysis of structure will ultimately solve such problems of descent….
There seems no reason why on the whole the same cautious optimism should not prevail in
the field of culture; why homologies should not be positively distinguishable from analogies
when analysis of the whole of the phenomena in question has become truly intensive. That
such analysis has often been lacking but judgments have nevertheless been rendered, does
not invalidate the positive reliability of the method.

Although he was clear that there are two forms of similarity, Kroeber was unclear
as to how one might distinguish between them. He pointed out that identifying
“similarities [that] are specific and structural and not merely superficial… has long
been the accepted method in evolutionary and systematic biology” (Kroeber 1931,
p. 151), but he offered no opinion as to how to separate them beyond undertaking
a “sufficiently intensive analysis of structure.” Kroeber was correct: An intensive
analysis of structure, especially a detailed comparative analysis, is critical to being
able to make the distinction, but again, he did not offer any advice on how to do that.
As a result, Kroeber—and he was by no means alone—landed on the default option:
Formal similarities between sets of artifacts must signal some kind of relationship,
either an ancestor–descendant relationship or one derived through ethnologically
documented mechanisms such as diffusion and enculturation (Lyman et al. 1997).

GordonWilley (1953, p. 363) did not waffle on thematter, declaring axiomatically
that “typological similarity is an indicator of cultural relatedness (and this is surely
axiomatic to archeology), [and thus] such relatedness carries with it implications of
a common or similar history” (emphasis added). This axiom, however, falls prey to a
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caution raisedbypaleontologistGeorgeGaylordSimpson (1961), usingmonozygotic
twins as an example: They are twins not because they are similar; rather, they are
similar because they are twins and thus share a common history. There is a big
difference between the two (O’Brien and Lyman 2000).

The default option—formal similarity signals relationship—continued to domi-
nate archaeology, and the number of articles and monographs emphasizing diffusion
and migration as explanatory devices continued to increase throughout the twentieth
century. As Rowe (1966, p. 334) noted, however, most accounts were nothing more
than poorly concocted just-so stories: “We are now being subjected in archaeolog-
ical meetings to ever more strident claims that Mesoamerican culture was derived
fromChina or southeastAsia, earlyEcuadorian culture from Japan,Woodland culture
from Siberia, Peruvian culture fromMesoamerica, and so forth. In the science-fiction
world of the diffusionists, a dozen similarities of detail prove cultural contact, and
time, distance, and the difficulties of navigation are assumed to be irrelevant.”

We do not have to go back into the twentieth century to find archaeological exam-
ples of the conflation of divergence and convergence. Less than a decade ago, Dennis
Stanford and Bruce Bradley published Across Atlantic Ice: The Origin of America’s
Clovis Culture (Stanford and Bradley 2012), which was the latest iteration of their
proposal that North America was first colonized by people from Europe rather than
from East Asia, as is commonly accepted in North American archaeology (Moreno-
Mayar et al. 2018). Stanford and Bradley argued that Solutrean people from the
Iberian Peninsula and southern France used some sort of boat or raft tomake theirway
across the North Atlantic and into North America during the Last Glacial Maximum,
some 20,000–24,000 years ago. Under this “Solutrean hypothesis,” the 6000-km
journey was made possible by a continuous ice shelf that provided fresh water and a
stable food supply. In its initial formulation, the hypothesis was based primarily on
similarities between the stone tools and production techniques of Solutrean people
fromWestern Europe, which date about 23,500–18,000 calibrated radiocarbon years
before present (calBP) (Straus 2005), and the tools and techniques ofNorthAmerican
Clovis people, which date about 13,300–12,800 cal BP in western North America
and ca. 12,800–12,200 cal BP in eastern North America (Gingerich 2011; Haynes
2015; Miller et al. 2014).

Flaws in the Solutrean hypothesis were immediately obvious. For one
thing, the multiple-thousand-year gap between Solutrean and Clovis made an
ancestor–descendant relationship highly improbable, meaning that similarities
in tool design were instead the result of convergence: unrelated populations
of prehistoric flintknappers found similar solutions to similar adaptive prob-
lems (Straus 2000). To deal with the large chronological gap, Stanford and
Bradley shifted their focus from similarities between Solutrean and Clovis to
supposed similarities among Solutrean, Clovis, and pre-Clovis tool types and
production techniques (Bradley and Stanford 2004; Stanford and Bradley 2002).
This was an unfortunate modification to their proposal because the pre-Clovis
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dates used by Stanford and Bradley—all of which were from highly question-
able contexts—actually predate the Solutrean (O’Brien et al. 2014a, b). This would
suggest that the traits appearedfirst inNorthAmerica and thenwere carried toEurope.
This, of course, is implausible. We will come back periodically to the Solutrean
example because it is an excellent case of how what we propose here can help us
escape the conundrum of similarity automatically signaling relatedness.

10.2 A Way Forward

As a prelude to our discussion, let us look at what archaeologist David Clarke (1968)
had to say on the important distinction between two terms, phyletic and phenetic.
Understanding both the distinction and the concepts behind the terms offers us a way
forward in being able to distinguish between divergence and convergence:

One of the fundamental problems that the archaeologist repeatedly encounters is the assess-
ment of whether a set of archaeological entities are connected by a direct cultural relationship
linking their generators or whether any affinity between the set is based on more general
grounds. This problem usually takes the form of an estimation of the degree of affinity or
similarity between the entities and then an argument as to whether these may represent a
genetic and phyletic lineage ormerely a phenetic and non-descent connected affinity. (p. 211)

Note that the terms “phyletic”— “phylogenetic” is a more appropriate term—and
“phenetic” are both grounded in the concept of similarity, but the former signifies a
descent-related affinity—one person, population, or object being related to another
one (or more)—whereas the latter has nothing to do with descent. Despite recog-
nizing the key distinction, Clarke was unable to propose how to separate instances
of convergence from instances of divergence except to rely on degree of similarity:
The more similar, the more related two things are. Again, this missed Simpson’s
(1961) caution. We see four interrelated means of heeding Simpson’s caution and
determining whether prehistoric stone tools are the result of convergence or diver-
gence: (1) experimental replication, (2) consideration of functional and develop-
mental constraints, (3) phylogenetic—as opposed to phenetic—analysis, and (4)
use of more-precise language with respect to identifying kinds of convergence. We
examine each of these below.

10.2.1 Experimental Replication

Replication—here of flaked-stone tools—is the act of creating specimens for one or
more experimental purposes: (1) to create a framework for generating hypotheses
about tool manufacture; (2) to test a specific hypothesis about certain parameters of
stone-tool technology; and (3) to validate quantitative methods that will be used to
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study archaeological tools and their by-products of manufacture (Eren et al. 2016).
Hypotheses and their predictions determine the variables required for an experiment,
including such things as the sample size of participants or specimens, measurement,
and test protocols,whether the experiment is a blind test, and the quantitativemethods
and statistical analyses that are selected (Eren et al. 2016).

Archaeologists who use replication experiments face several challenges (Kelly
1994), including mistakenly using their intuitive knowledge of stone-tool replica-
tion to extend to a belief that their knowledge somehow gives them unique insights
into such things as prehistoric foraging behavior and adaptation (Thomas 1986).
Perhaps in reaction to this latter behavior, some archeologists dismiss the usefulness
of any experiment based on stone-tool replication. Both viewpoints stem from a poor
articulation of the principle of uniformitarianism (Eren et al. 2016). Under the first
viewpoint, the principle of uniformitarianism is exaggerated to such an extent that
a scientific framework no longer becomes necessary to test hypotheses because the
knapper simply “knows” the past because he or she is “reproducing” it. The second
viewpoint ignores the fact that stone breaks the same way today as it did in the past
and possesses the same physical properties as it did in the past—sharp cutting edges,
durability, shape, and so on—which provides a uniformitarian link that is exploitable
scientifically (Eren et al. 2016) (Fig. 1). Now, instead of adopting hyperdiffusionist
explanations of the archaeological record, where prehistoric people are equated with

Fig. 1 Stone-tool production involves reducing a large piece of flint or other stone material through
percussion flaking—shown here—and/or pressure flaking. Flakes of various sizes are removed in
tool production, some of which themselves can be further modified for use as tools. Courtesy Metin
Eren
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their technology, we can begin to better understand that similar technologies can
be developed independently—that, for example, tool types on opposite sides of an
ocean and separated by thousands of years share similar production processes.

Returning to the Solutrean hypothesis, Stanford and Bradley argued that overshot
flaking, a reduction technique in which long flakes are struck from prepared edges
of a biface and travel across the face and remove a portion of the opposite margin,
was used to produce both Clovis and Solutrean points. Overshot flaking is a difficult
technique that few modern knappers have mastered (Eren et al. 2013, 2014), but
Stanford and Bradley were convinced that the technique was intentionally used by
Solutrean and Clovis peoples because of its presumed advantages, especially for
rapidly thinning stone bifaces. Stanford and Bradley (2012, pp. 28, 157) made two
other claims: first, that there was “clear archaeological evidence of widespread use”
of overshot flaking by Solutrean and Clovis knappers, and second, that the “level of
correspondence between the two technologies is amazing,” such that “even the details
of flaking are virtually identical.” They then argued that because the intentional use
of a complex, difficult strategy is unlikely to occur by chance, its presence in two
separate groups suggests that it was unlikely to have been independently invented.

Metin Eren—a master flint knapper—and colleagues, one of whom was also a
master flint knapper, used replication experiments and quantitative analysis of the
archeological record to evaluate Stanford and Bradley’s claims (Eren et al. 2013,
2014). They found that, unlike in Stanford and Bradley’s proposal, overshot flaking
is most easily explained as a technological by-product of reducing stone rather than
a complex knapping strategy. They found that overshot flaking is no more efficient at
thinning a biface than non-overshot flaking and that there is no frequent occurrence of
overshot evidence at Clovis sites and no published data on the frequency or regularity
of overshot flaking at Solutrean sites. Further, they pointed out that Stanford and
Bradley reported but a single flake for overshot flaking in their 14 purported pre-
Clovis assemblages. It is difficult to demonstrate historical relatedness when using
only a single flake.

Embedded in experimental replication is the concept of fidelity—how faithfully
something is replicated, or copied—although a distinction should be made between
two kinds of copying: imitation, in which the form of an action is copied, and emula-
tion, in which the result of an action sequence is copied.With respect to the manufac-
ture of a Clovis point, for example, there is a clear distinction between imitation—
understanding the actions necessary to produce a point—and emulation—trying
to produce a point without understanding the necessary actions (and their correct
sequence). Stone-reduction sequences are complex procedures that require a signif-
icant amount of investment in terms of time and energy to learn effectively (Geribàs
et al. 2010; Stout 2011), and Clovis-point production is no exception (Bradley et al.
2010). Fluting (Fig. 2), for example, is a challenging technology to master, occurring
after a point is already thinned to approximately 7.5 mm (Thomas et al. 2017). That
does not give the knapper much margin of error. This leads directly into a discussion
of two kinds of constraints that knappers face.
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Fig. 2 Fluted points from North America. They were bifacially flaked (flaked on both sides) from
any one of several cryptocrystalline stone types, such as chert, quartzite, and obsidian. The points
are lanceolate in form, have parallel to slightly convex sides and concave bases, and exhibit a series
of flake-removal scars—“flutes”—on one or both faces that extend from the base to about a third of
the way to the tip. Experimental evidence suggests that the thinner base that results from fluting acts
as a “shock absorber” that increases point robustness and the ability to withstand physical stress
through stress redistribution and damage relocation (Story et al. 2019; Thomas et al. 2017). The
specimen on the left is a Clovis point; the one in the middle is a Cumberland point; and the one on
the right is a Folsom point. Photos courtesy Pete Bostrum and the Lithic Casting Lab

10.2.2 Functional and Developmental Constraints

Experimental replication allows for a better understanding of two important
considerations with respect to stone-tool production, functional and developmental
constraints (McGhee 2018a; see also McGhee 2011). With respect to the former,
which is an extrinsic evolutionary constraint (McGhee 2007), given the same func-
tion, natural selection should produce the same tool form or production process
to serve that function (McGhee 2011). With respect to chipped-stone technology,
function may include tasks such as cutting, shooting, scraping, engraving, striking a
large flake, or creating a series of parallel flake scars; attributes such as efficiency,
effectiveness, portability, or durability; and social objectives such as costly signaling
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or establishing group coherence (Eren et al. 2018). With respect to developmental
constraint, which is an intrinsic evolutionary constraint (McGhee 2007), the different
types of tool forms or production processes that humans can develop are limited
(McGhee 2018b).

One way of modeling constraint is through the use of a heuristic that we will refer
to as theoretical morphospace—a device that originated in evolutionary biology
(McGhee 1999) but which is being increasingly used in archaeology (e.g., Char-
bonneau 2018; O’Brien and Bentley 2011; O’Brien et al. 2016). We can think of
morphospace as a three-dimensional landscape that contains peaks of varying height,
with height being a proxy for fitness, or adaptedness (McGhee 2007; O’Brien et al.
2016) (Fig. 3). Geneticist Sewell Wright (1932, 1988) introduced the metaphor of
a fitness (adaptive) landscape to describe the possible mutational trajectories that
lineages take (evolve) from genotypes that lie in regions of low fitness to regions of
higher fitness (Kvitek and Sherlock 2011). We can borrow this metaphorical land-
scape and adapt its features so that the highest peak on the landscape corresponds to
the optimal form of something, say, of an arrowhead, and lower peaks correspond
to forms that, although not optimal, are good enough for the intended function at
particular points in time (note the lower peak in the top half of Fig. 3). The landscape
also contains adaptive valleys, which correspond to forms that yield negative fitness.
An example of the latter would be a stone spear tip that is so thin that it consistently
snaps on the slightest impact.

Fitness, then, is measured in terms of the success that one form exhibits relative
to another, with success measured in terms of how often something is replicated
(O’Brien et al. 2016). This can be determined through careful analysis of the archae-
ological record, provided that we have an objective means of classifying forms into
one group, or class, as opposed to another (see below). Although the fitness of things
such as stone tools as measured through differential replication is not necessarily
linked to the fitness of humans—the propensity of individuals to live longer, have
more offspring, and the like—there is considerable archaeological evidence that the
relative fitness of one tool form over another can affect the relative fitness of the
agents using the tools (Leonard 2001; Leonard and Jones 1987; Lyman and O’Brien
1998).

Any given form—a specific chipped-stone tool, for example—can be described
by a set of measurements taken from that form—its length, its width, and so on.
Each type of measurement can be considered as a dimension of form, and the total
set of possible dimensions can be used to construct a hyperdimensional morphospace
of possible form coordinates (McGhee 2011, 2018b, 2019). Each point within that
theoretical morphospace represents a specific combination of form measurements
that will produce the form coordinate for a hypothetical form. Convergence occurs
when forms originally present in different regions of the morphospace evolve in such
a way that they move to the same spatial region.

One simple theoretical morphospace is shown in Fig. 4, which represents a three-
trait classification. One trait, height, has three possible states (1–3), depth also has
three (A–C), and width has two (I and II). The regions of morphospace formed by the
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Fig. 3 A hypothetical adaptive landscape, portrayed as both a three-dimensional grid (top) and a
two-dimensional contour map (bottom). Topographic highs represent adaptive morphologies that
function well in natural environments—and therefore are selected for—and topographic lows repre-
sent nonadaptive morphologies that function poorly—and therefore are selected against. On the
contour map, the top of an adaptive peak is indicated by a plus sign, following the convention of
Sewell Wright (1932). From McGhee (2007)

intersections of various states are the 18 boxes (3 × 3 × 2) shown in the diagram—
1IA, 1IIA, 2IB, and so on. Note, however, that only two regions of the morphospace
are filled: sections 1AII and 2CI. We can also show our morphospace as in the top
of Fig. 5, where one section was occupied but now is empty, or as in the bottom of
Fig. 5, where one space is occupied and the other is about to be occupied.

Returning to the topic of developmental and functional constraints, we can model
the two as shown in Fig. 6, where the solid line represents the functional-constraint
boundary and the dotted line the developmental-constraint boundary. An evolving
form must remain within the functional and developmentally possible regions of
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Fig. 4 A simple theoretical morphospace defined by three traits—height, which has three possible
states (1–3); depth which also has three (A–C); and width, which has two (I and II). Note that only
two regions of the morphospace are filled: sections s1AII and 2CI

forms, although as shown in Fig. 6, the functional-constraint boundary does not
have to spatially coincide with the developmental-constraint boundary. Mapping the
functional and developmental-limit boundaries allows us to create a Venn diagram
of four distinct sets of theoretical forms within our morphospace (McGhee 2011,
2018b): (1) forms that are both nonfunctional and developmentally impossible (f:0);
(2) forms that are both functional and can be developed (f:1); (3) forms that can be
developed but are nonfunctional (f:2); and (4) forms that are functional but cannot
be developed (f:3). Charbonneau (2018) presents an excellent example of a form in
f:3, a stone trilobate arrowhead—one that has three wings or blades. He asks why
they are not found archaeologically and then provides an answer:

This has to do with the constraints imposed by the conchoidal fracturation process exploited
by traditional flintknapping techniques. When a knapper produces such fractures on a core
through percussion or pressure, the fissures travel roughly parallel to the surface of the core
until they reach one of the core’s surfaces. Knapping trilobate arrowheads would necessitate
that fractures stop somewhere halfway through the core and then come back toward the
hammered platform’s surface,which contradicts the physical nature of the fracturing process.
(p. 79)

Eren et al. (2018, p. 70) put it even more simply: “A knapper cannot strike a
spherical flake. Nor can a knapper remove a cylindrical flake from the center of
a core.” And indeed, trilobate arrowheads have been made from bone, ivory, and
metal—but not from stone (Delrue 2007).
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Fig. 5 Same theoretical morphospace shown in Fig. 4, but now, in the upper diagram one of the
two previously occupied sections is empty, and in the lower diagram one space is occupied and the
other is about to be occupied

In a study separate from their experimental replication of Solutrean–Clovis over-
shot flaking, Eren et al. (2018) examined the variability in stone-tool production
flakes among experimentally knapped tools of different forms. The thinking was
that if the shapes of production flakes generated from different reduction sequences
substantially overlapped, this would signal a potentially important developmental
constraint in stone-tool technology. This is because the result would be consistent
with the idea that there exists only a limited variability in production-flake shape,
and thus the probability for the parallel evolution of novelties is consequently higher
than if production-flake shape was unbounded. Their results showed substantial
overlap among the production-flake morphology of six different stone-tool reduction
sequences. Although there were some statistical differences among the sets, there
was far more similarity in terms of morphological variability. What was striking
about the overlap was that not only did the experimental knapper (Eren) make tools
of very different form, but the original stone nodule shapes and sizes were different
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Fig. 6 Spatial representations of functional and developmental constraint in theoretical
morphospace. Boundaries of the solid-line rectangle delimit the functional-constraint boundary:
forms located within this rectangle are functional, and forms outside the rectangle are nonfunc-
tional. Boundaries of the dotted-line rectangle delimit the developmental-constraint boundary on
possible form: forms within the dotted-line rectangle are developmentally possible, whereas forms
outside the rectangle are developmentally impossible. Forms f:0 are thus both nonfunctional and
developmentally impossible; forms f:2 are nonfunctional but developmentally possible; and forms
f:3 are functional but developmentally impossible. In contrast, forms f:1 (gray-shaded region) are
both functional and developmentally possible. From McGhee (2011)

and the knapper used different sets of tools to make the different forms. Despite all
these sources of variability, there was still substantial overlap in production-flake
shape.

10.2.3 Phylogenetic Analysis

As important as experimental replication and the notion of theoretical morphospace
are for understanding the available (and not available) pathways for reducing stone
into functional tools, irrespective of time or place, we still need a means of ordering
events not simply in terms of chronology but also in terms of phylogeny—what
produced what. As we mentioned in Sect. 1, one phylogenetic method that is being
used increasingly in archaeology is cladistics. The method defines phylogenetic rela-
tionships in terms of the relative recency of common ancestry: two groups, or taxa,
are said to be more closely related to one another than either is to a third taxon if they
share a common ancestor that is not also shared by the third taxon. The evidence for
exclusive common ancestry is found in evolutionarily novel, or derived, traits.

The central tenet of cladistics is that not all phenotypic similarities are equally
useful for reconstructing phylogenetic relationships. The method divides phenotypic
similarities into three kinds. Synapomorphies, or shared derived traits, are similari-
ties between two or more taxa that are inherited from the taxa’s most recent common
ancestor; symplesiomorphies, or shared ancestral traits, are similarities between two
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or more taxa that are inherited from a more-distant common ancestor; and homo-
plasies are similarities that arise independently in two or more taxa—instances of
convergence, irrespective of kind (discussed below). Of these three types of simi-
larity, only synapomorphies are informative with regard to specific phylogenetic
relationships.

How this might look with respect to stone projectile points is shown in Fig. 7. The
phylogenetic trees show the evolution of a projectile-point lineage that begins with
Ancestor A. For simplicity, we are tracking only a single trait, fluting—again, the
removal of one or more longitudinal flakes from the base of a projectile point in order
to thin it (Fig. 2). Over time, Ancestor A, which is unfluted, gives rise to two lines,
one of which, like its ancestor, is unfluted and the other of which is fluted (Fig. 7a).
Thus the trait “fluted” in Taxon 2 is derived from the ancestral trait, “unfluted.”
In Fig. 7b, Ancestor B (old Taxon 2) gives rise to two new taxa, 3 and 4, each of
which carries the derived trait, “fluted.” At this point “fluted” is a synapomorphy, or
shared derived trait—one shared only by sister taxa and their immediate common

Fig. 7 Phylogenetic trees showing the evolution of projectile-point taxa. In A, fluting appears
during the evolution of Taxon 2 out of its ancestral group. Its appearance in Taxon 2 is as a derived
trait. In B, Taxon 2 has produced two taxa, 3 and 4, both of which contain fluted specimens. The
appearance of fluting in those sister taxa and their common ancestor makes it a synapomorphy
(shared derived trait). In C, one of the taxa that appeared in the previous generation gives rise to two
new taxa, 5 and 6, both of which contain fluted specimens. If we focus attention only on those two
new taxa, fluting is now a symplesiomorphy (shared ancestral trait) because it is shared by more
taxa than just sister taxa 5 and 6 and their immediate common ancestor. But if we include Taxon
3 in our focus, fluting is a synapomorphy because, following the definition, it occurs only in sister
taxa 3, 5, and 6 and their immediate common ancestor. After O’Brien et al. (2001)



10 Prehistoric Stone Projectile Points and Technological Convergence 243

ancestor. In Fig. 7c, in which two descendent taxa have been added, fluting is now
a symplesiomorphy—a shared ancestral trait—relative to taxa 5 and 6 because it is
shared by three taxa and two ancestors. But relative to taxa 3, 5, and 6, fluting is a
synapomorphy because it is shared only by three taxa and their immediate common
ancestor, B. Thus depending on where in a lineage one begins, a trait can be derived
or ancestral.

Whereas cladistics is designed to distinguish between phylogenetically infor-
mative traits and noninformative traits, other methods are not. Recall our earlier
discussion of archaeologist David Clarke’s (1968, p. 211) distinguishing between a
“genetic and phyletic [phylogenetic] lineage or merely a phenetic and non-descent
connected affinity.” Phenetics—often referred to as “numerical taxonomy” (Sneath
and Sokal 1973)—tells us only about overall similarity and nothing about historical
relatedness. Whereas in phylogenetic analysis the evidence for exclusive common
ancestry is the presence of evolutionarily novel, or derived, traits, phenetics places
objects in groups according to the degree to which they are alike or not alike, with
no distinction made among the kinds of traits used. It treats them all equally, irre-
spective of whether they are synapomorphies, symplesiomorphies, or homoplasies.
Phenetics is bound to find similarity if it is present within a group of objects, but it
neither establishes the existence of historical relationships nor demonstrates that the
likeness indicates that sets of phenomena are related. Unfortunately, this is exactly
the method Stanford and Bradley (2012) used as one of their bases for the Solutrean
hypothesis.

10.2.3.1 Learning and Cultural Transmission

Phylogeny is created by the transmission of information, irrespective of mode. This
means that cultural transmission—the process by which humans inherit, modify, and
pass on information and behaviors—is as legitimate a mechanism for creating phylo-
genetic relationships as genetic transmission is (Collard and Shennan 2000; Collard
et al. 2006; O’Brien et al. 2001, 2012; Platnick and Cameron 1977). Cultural trans-
mission can be vertical in the sense of parent to offspring, analogous to genetic
transmission, but it can also occur in the opposite direction—from offspring to
parent. It can also be horizontal—between people of the same generation—as well
as oblique—through unrelated people of different generations (Cavalli-Sforza and
Feldman 1981).

Learning is the basis for cultural transmission because without it, there are no bits
of information and behaviors to pass on. We can subdivide learning into two kinds—
individual and social—keeping inmind that humans are neither purely social learners
nor purely individual learners. Rather, certain conditions, perceived or real, dictate
which one is used in any particular situation. Social learning is a particularly powerful
adaptive strategy that allows others to risk failure so we don’t have to (Henrich 2001;
Laland 2004)—that is, it lets others filter behaviors and pass along those that have
the highest payoff (Rendell et al. 2011). Social learning is how individuals learn
their morals, language, technology, how to behave socially, and how to flake a Clovis
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point. Over generations, the effect is cumulative, as individuals continue to “learn
things from others, improve those things, transmit them to the next generation, where
they are improved again, and so on” (Boyd and Richerson 2005, p. 4). Thus, learning
and cultural transmission together create the means of heritability. Together they
create traditions—persistent configurations in single technologies or other systems
of related forms (Willey and Phillips 1958). Traditions are collections of related
lineages, say, of projectile points, and both phenomena reflect transmission, persis-
tence via replication, and heritable continuity (O’Brien et al. 2012)—the three legs
of the evolutionary stool.

10.2.3.2 Arguments Against Cultural Phylogeny

Some anthropologists have argued that cultural phylogeny—what produced what—
is nearly impossible to reconstruct because of the nature of cultural evolution (e.g.,
Bateman et al. 1990; Hornborg 2005; Terrell 2004), which they view as a different
kind of process from biological evolution, with a faster tempo and often involving
a different mode—horizontal transmission. This, they argue, creates reticulation—
Darwin’s (1859) “entangled bank”—which eradicates most or all traces of phylo-
genetic history, thus reducing the cultural landscape to little more than a blur of
interrelated forms (O’Brien et al. 2013). This process is often referred to as ethno-
genesis, defined broadly as cultural evolution that occurs “through the borrowing and
blendingof ideas andpractices, and the trade and exchangeof objects, among contem-
porary populations; the source of change is external” (Borgerhoff Mulder et al. 2006,
p. 54). Cultural evolution probably is, in most respects, faster than biological evolu-
tion, and it can involve reticulation, but in our view these aspects are not necessarily
problematic. For one thing, biological evolution can involve not only reticulation,
where between-species hybridization might be as high as 15–25% in plants and as
high as 10% in animals, but also cospeciation and lateral (horizontal) gene transfer
(Gontier 2015).

Despite these issues, biologists have not thrown up their hands and abandoned the
use of phylogenetic trees. Rather, they admit that the history of life is messy (Bell
et al. 2010) and that there may, in fact, be no such thing as the “real” tree of life (see
O’Malley et al. 2010)—or, if there is, we will never find it. Biologists and cultural
phylogenists recognize that they deal with subtrees of that “tree” and that those
subtrees are nothing more than models (Archibald et al. 2003; Collard et al. 2006).
Thekey issuehere is conflationof terms and concepts, especiallyhybridization,which
has been used erroneously in cultural studies to denote any instance of horizontal
transmission (e.g., Terrell et al. 1997). This equates process (hybridization) with
mode (reticulation), which is specious.

Let us briefly consider units of three different scales: parental units, offspring
units, and units of transmission. The mating of two parental organisms will produce
an offspring with 50% of its genes originating with each parent—a 50/50 F1. Thus,
the offspring is an even mixture of its parents in terms of the units of transmission.
With respect to units of cultural transmission, horizontal transmissionmight produce
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an offspring comprising equal parts of those replicators, but the odds are strong that
it will not. To be an instance of hybridization, however, not only must something akin
to a 50/50 F1 offspring be produced, but that hybrid must then transfer its mixture of
genes into at least one of the parent species through introgression—gene flow from
one species into the gene pool of another by repeated backcrossing of an interspecific
hybrid with one of its parent species (Anderson 1949). Subsequent generations must
next include the extralineage genes, and they must spread throughout the population
in order to effect mongrelization (Levin 2002). If these extralineage genes spread
in such a manner, then reticulation is the mode. If those extralineage genes do not
spread in such a manner, then no hybrid mongrel species will be produced.

Goodenough (1997, p. 178) makes many of the same points with respect to
language: “Contact between Japan and the United States has resulted in consid-
erable borrowing in language and culture by Japan and some reverse borrowing by
the United States, but their languages and cultures retain their respectively distinct
phylogenetic identities.” Borrowing has not created a “hybrid” culture or language.
Further, linguists do not flip a coin to determine whether two or more languages
share a phylogenetic history. Numerous case studies have provided the basis for
deciding which linguistic traits might be synapomorphies (shared derived traits) and
which might be symplesiomorphies (Nichols 1996). Archaeologists interested in the
evolution of stone tools use similar reasoning (e.g., Jennings and Smallwood 2018;
Smallwood et al. 2018).

10.2.4 Convergence and Terminology

All of these issues are imbedded in the concept of convergence and how it affects
our ability to construct phylogenetic relations, whether among hominins, languages,
or stone tools. With respect to homoplasy—a trait that arises independently in two
or more taxa—suppose that the tree in Fig. 7 is a true depiction of projectile-point
evolution. Further suppose that taxa 1 and 6 share a trait—say, beveling—that taxa 3
and 5 do not. We would refer to beveling as an instance of homoplasy. As straightfor-
ward as this sound, there are different mechanisms that can produce homoplasy, but
our efforts to understand the evolutionary phenomenon of convergence have been
hampered by a confusing terminology concerning the mechanisms and directionality
of that phenomenon (McGhee 2019; McGhee et al. 2018; Pontarotti and Hue 2016).
The terms include parallel evolution, reverse evolution, and convergent evolution in
the strict sense of the word.

To overcome this terminological obstacle, McGhee et al. (2018; see also McGhee
2018a; Pontarotti and Hue 2016) specified three pathways by which evolution can
produce convergence (Fig. 8). Allo-convergent evolution refers to the independent
evolution of the same or very similar new trait from different precursor traits in
different lineages; iso-convergent evolution refers to the independent evolution of
the same or very similar new trait from the same precursor trait but in different
lineages; and retro-convergent evolution refers to the independent re-evolution of the
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Fig. 8 Hypothetical cladograms showing relations among six species in two clades. In allo-
convergent evolution, two (or more) identical or very similar new traits (Z) are produced from
different precursor traits in different lineages (A and B). In iso-convergent evolution, two (or more)
identical or very similar new traits (Z) are produced from the same precursor trait (R) but in different
lineages. In retro-convergent evolution, there is an independent re-evolution of the same or very
similar trait to an ancestral trait in different lineages (R—>B then back to R). AfterMcGhee (2019)

same or very similar trait to an ancestral trait in different lineages. Retro-convergent
evolution itself contains two subtypes (Fig. 9): (1) retro-alloconvergent evolution,
which refers to the independent re-evolution of the same or very similar trait to
an ancestral trait from different precursor traits in different lineages; and (2) retro-
isoconvergent evolution, which refers to the independent re-evolution of the same
or very similar trait to an ancestral trait from the same precursor trait in different
lineages (McGhee 2019).

This new terminology should find a comfortable home in archaeology. To date, the
traits that have been used to create cultural phylogenies have been examined strictly
from the standpoint of being phylogenetically informative or not. As an example,
Fig. 10 shows a phylogenetic tree that one of us (MOB) constructed using 281
fluted projectile points (Clovis and related forms) from the eastern USA (O’Brien
et al. 2014a, b). The tree contains 48 character-state changes, represented by squares.
Shown in the box at the left are the eight characters that were used (Roman numerals).
Each of the 48 squares is labeled with a Roman numeral indicating a character
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Fig. 9 Hypothetical cladograms (the same taxa and clades as inFig. 8) illustrating two types of retro-
convergent evolution. Here, ancestral trait P has been lost as a result of its evolutionary transition
to a subsequent trait, Q. In retro-alloconvergence, a P-form trait very similar to ancestral trait P is
re-evolved in species 3 and 6 from two different precursor traits, A and B. In retro-isoconvergence, a
P-form trait very similar to ancestral trait P is re-evolved in species 3 and 6 from the same precursor
trait, R. From McGhee (2019)



248 M. J. O’Brien and G. R. McGhee

Fig. 10 Phylogenetic tree of 41 classes of fluted projectile points from eastern North America,
with six clades shown in different colors and demarcated by large Roman numerals. Small Roman
numerals denote characters, and subscript numbers denote character states. Open squares indi-
cate phylogenetically informative changes; shaded squares indicate parallel or convergent changes
(homoplasy); and half-shaded squares indicate characters that reverted to an ancestral state. From
O’Brien et al. (2015); courtesy Matt Boulanger
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that has changed state; the subscript Arabic numeral indicates the evolved character
state (see O’Brien et al. (2014a, b) for individual character states). White boxes
indicate phylogenetically informative changes—shifts that result from descent with
modification. Note that instances of homoplasy are labeled as being either cases of
convergence (shaded squares), where knappers or groups of knappers landed on the
same adaptive peaks through independent experimentation, or cases of reversion to
an ancestral character state (half-shaded squares).

This terminology is not incorrect, but it overlooks important information that can
be conveyed through use of the new terminology. For example, note character VI,
which refers to the shape of the tang, or ear, tip (pointed, rounded, or blunt). Focusing
just on classes in clade III (in red), note the two occurrences of character state VI2
(marked by red circles), indicating the appearance of rounded tangs in different
lineages but evolving from the same precursor state, VI3 (blunt tangs) (red circle).
This is a clear example of iso-convergent evolution. But let us go back a bit farther
into the tree and see what other kinds of convergence might be present with respect to
character VI. Note that the previous state of character VI is VI2 (rounded) (red circle).
This, then, makes the two occurrences of VI2 in the red clade retro-isoconvergent
and not simply iso-convergent.

In proposing their new terminology, McGhee et al. (2018) formulated a future
research pathway that applies equally to archaeology as to biology and paleobiology:
re-analyze cases of convergent evolution described in the literature, with the goal
of determining whether (and if so, how) they share causative mechanisms that led
to convergence. With respect to fluted points, for example, we know that various
traits, especially those associated with the proximal end of a point—the area of
attachment to a wooden foreshaft—constantly evolved and re-evolved. We need
precise terminology in order to track the kinds of changes; to determine how the
traits were, or were not, linked; to estimate rates of change; and to examine possible
functional reasons for the changes. Evidence suggests that Late Pleistocene Clovis
hunters continually modified their points to suit the characteristics of local prey
and/or the habitats in which they hunted (Buchanan et al. 2014). As a result, there
could have been tremendous differences in evolutionary rates among technological
traits, whichwould represent a classic case ofmosaic evolution,where unlinked traits
assume different evolutionary histories (Carroll 1997).

10.3 Concluding Remarks

Scenarios such as the Solutrean hypothesis remind us about the potential dangers
involved in taking less than a detailed methodological approach to distinguishing
between archaeological instances of convergence and divergence (O’Brien et al.
2018). How many times throughout the history of archeology, one might ask, have
instances of divergence been posited on a whole lot less evidence than what has been
brought to bear in theSolutrean–Clovis debate?The answermust be somewhere in the
thousands.AsFoley andLahr (2003, p. 110) put it, stone toolswere “endlessly thrown
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up convergently by the demands of the environment and social organization.” In other
words, there are only so many ways to make stone tools, and unrelated toolmakers
undoubtedly found common solutions to environmental “problems” countless times
the world over, similar to what occurs in the natural realm, where convergence is
now viewed as the dominant evolutionary process—the “evolutionary expectation
rather than the exception” (McGhee 2019, p. 237).

How can archaeologists distinguish between convergence and divergence? We
recommend an integrated approach involving experimental replication, cladistics,
and the use of both precise terminology and key concepts such as morphospace and
developmental and functional constraint. Cladistics is used to construct trees, which
are hypothetical statements of relatedness. Those trees can then be used to examine
not only the gross distribution of homoplasious traits across the various branches
but the kinds of homoplasy. This use of trees to understand patterns of descent in
order to then examine the distribution of adaptive (functional) features is themodern
comparative method, which allows us to escape what Francis Galton pointed out
in 1889: comparative studies of adaptation are irrelevant if we cannot rule out the
possibility of a common origin of the adaptive features under examination (Naroll
1970). To escape Galton’s problem requires a working knowledge of the phylogeny
of taxa included in an analysis. As Felsenstein (1985, p. 14) put it, “phylogenies are
fundamental to comparative biology; there is no doing it without taking them into
account.” The same applies to comparative studies of stone tools.
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Chapter 11
Diversity and Evolution of RNase P

Isabell Schencking, Walter Rossmanith, and Roland K. Hartmann

Abstract Ribonuclease P (RNase P) is the essential endonuclease responsible for
the 5’-end maturation of tRNAs. It is found in all forms of life, yet in an unprece-
dented variety of architectures. RNase P enzymes are, on the one hand, represented by
RNA-based forms, where a structurally conserved, catalytic RNA molecule is asso-
ciated with one or more (up to ten different) proteins. The ancient RNA apparently
independently recruited protein(s) in the bacterial and archaeal/eukaryal lineages,
and the protein moiety increased in number and mass in the latter, obviously at the
expense of RNA’s structural autonomy. Protein-only enzymes, representing the other
principal form ofRNase P, arose independently twice in evolution. In a few bacteria, a
small protein (called HARP) has replaced the RNA enzyme; the protein is also found
in some archaea, where it, curiously enough, coexists with an RNA-based RNase P.
A distinct form of protein-only RNase P (PRORP) apparently originated at the root
of eukaryal evolution. In lineages of four of the five eukaryal supergroups, PRORP
replaced the RNA-based enzyme in one or more of the cellular compartments that
harbor a tRNA processing machinery. In metazoan mitochondria, PRORP became
dependent on two other mitochondrial enzymes in amulti-enzyme assembly. In addi-
tion to introducing the reader into the history of RNase P discoveries and the various
enzyme architectures, including their phylogenetic distribution,we discuss the evolu-
tion of the RNase P-enzyme family in terms of origin, principles, and mechanistic
scenarios.
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11.1 Ribonuclease P: A Historical Introduction

Transfer RNAs (tRNAs) are generally transcribed with extra sequences at their 5′-
and 3′-ends, and in some cases intervening sequences (introns). For their function as
adaptor molecules in protein synthesis, tRNA primary transcripts have to undergo a
series of post-transcriptional modifications, including endonucleolytic removal of 5′-
precursor sequences byRNase P (Fig. 11.1), 3′-terminal trimming by 3′-exonucleases
or, alternatively, endonucleolytic cleavage at the discriminator nucleotide by RNase
Z, CCA addition to the 3′-end by an ATP(CTP):tRNA nucleotidyltransferase (CCA-
adding enzyme), if present removal of introns by a specific tRNA-splicingmachinery,
and finally the introduction of a high number of diverse nucleoside modifications.
Cleavage by RNase P is usually a first or early step of post-transcriptional tRNA
maturation.

Around 1980, the laboratories of Sidney Altman and Norman R. Pace discov-
ered the RNA component of bacterial RNase P (encoded by the rnpB gene) as the
catalytic subunit of the ribonucleoprotein (RNP) enzyme (Guerrier-Takada et al.
1983). Nevertheless, the protein, termed RnpA, P protein or C5 (a specific abbre-
viation for Escherichia coli RnpA), is essential for enzyme function under in vivo
conditions (Gösringer and Hartmann 2007). After its discovery, RNase P was long
thought to consist of a catalytic RNA (ribozyme) subunit and one or more protein
cofactors in all domains of life. This view was reinforced upon discovery of archaeal
RNase P RNAs (Nieuwlandt et al. 1991; LaGrandeur et al. 1993; Haas et al. 1996),
some ofwhich showedRNA-alone activity in vitro as well (Pannucci et al. 1999), and
finally by the observation that even the RNA component of human nuclear RNase
P, although forming a holoenzyme with ten protein cofactors, retained low residual

Fig. 11.1 Schematic depiction of tRNA5′-endmaturation byRNaseP. The specific endonucleolytic
cleavage is indicated by the blue arrow, which separates the 5′-leader (in gray) of precursor tRNAs
from the body of the tRNA. The phosphodiester hydrolysis reaction releases the 5′-mature tRNA
with a 5′-phosphate and the 5′-leaderwith a 3′-OHgroup. TheCCA terminus is shown in parentheses
to indicate that cleavage by bacterial RNases P is inmost cases supported by the presence of 3′-CCA
(except for cyanobacteria; Pascual and Vioque 1999), but does not play a role for processing by
archaeal type M and eukaryotic nuclear RNase P (reviewed in Klemm et al. 2016)
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yet specific RNA-alone activity in vitro (Kikovska et al. 2007). However, doubts
regarding this universal RNA-centric nature of RNase P arose in the course of studies
on plant and human mitochondrial RNase P. Peter Gegenheimer and coworkers
reported in 1988 (Wang et al. 1988) that the spinach chloroplast RNase P activity
showed a lower, protein-typical density, far below that of RNA-rich RNA:protein
complexes, such as E. coli RNase P. Likewise, one of us reported in 1995 that
human nuclear and mitochondrial RNase P activities are distinct enzymes based
on their substrate specificities and physicochemical properties (Rossmanith et al.
1995), with the mitochondrial activity having the properties of a protein rather than
an RNA:protein complex (Rossmanith and Karwan 1998). These findings sparked
a smoldering and decade-long dispute that was long dominated by the RNA-centric
majority in this research field, one reason being that the genes for protein-only RNase
P enzymes could not be identified at that time. However, in 2008, one of us succeeded
in disclosing the composition of humanmitochondrial RNase P as a complex of three
different proteins lacking any RNA component (Holzmann et al. 2008). One of the
three protein subunits (PRORP/MRPP3) was identified as the endonuclease activity
and bioinformatic searches then identified homologs inmany eukarya, including land
plants likeArabidopsis thalianaor protists likeTrypanosomabrucei. These homologs
were subsequently shown to act as single-polypeptide RNases P in nuclei and mito-
chondria/chloroplasts and were termed PRORP for proteinaceous or protein-only
RNase P (Gobert et al. 2010; Gutmann et al. 2012; Taschner et al. 2012). The size of
PRORPs (~60 kDa) iswell in the range of the ~70 kDa inferred by PeterGegenheimer
and coworkers for spinach chloroplast RNase P based on size-exclusion chromatog-
raphy (Thomas et al. 1995), so in retrospect, his groupwas obviously close to PRORP
discovery.

The uniqueness of RNase P lies in the enzyme’s unprecedented architectural
diversity. The ancient form of RNase P consists of an RNA molecule of common
ancestry that assembles into a complex with a variable number of protein subunits
(1 in Bacteria, 5 in Archaea, and up to 10 in Eukarya), where the single RNA
component represents the catalytic core of the enzyme (Fig. 11.2). Another form
of RNase P, PRORP, is of independent origin and lacks any RNA subunit. It is found
in various eukarya, but not in bacteria or archaea. Bioinformatic searches have identi-
fied PRORP homologs in four of the five eukaryal supergroups (Lechner et al. 2015),
where they may act in the nucleus and/or in organelles. A. thaliana, for example,
encodes three PRORP isoenzymes: PRORP1 localizes to mitochondria and chloro-
plasts, while PRORP2 and 3 function in the nucleus (Gobert et al. 2010; Gutmann
et al. 2012). While the existence of protein-only RNases P in Eukarya became firmly
accepted by 2008, the exclusive presence of RNA-based RNase P in Bacteria and
Archaea remained cast in stone in the years that followed. However, in 2017, our
groups published the discovery of yet another, unrelated protein-only RNase P in
the hyperthermophilic bacterium Aquifex aeolicus and close relatives of the family
Aquificaceae (Nickel et al. 2017). Bioinformatic analyses identified homologs of
Aquifex RNase P (HARPs) in a few other bacteria, yet in many archaea belonging to
the Euryarchaeota (Nickel et al. 2017; Daniels et al. 2019). Interestingly, HARPs and
the nuclease domain of PRORPs belong to the same PIN domain-like supergroup
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Fig. 11.2 RNA-based holoenzymes. RNase P structures with tRNA bound representing all three
domains of life, illustrated as 3D (top) and 2D (bottom) structures. a T. maritima RNase P repre-
senting type A bacterial RNase P (PDB: 3Q1Q). b Structure ofM. jannaschii RNase P representing
type M archaeal RNase P (PDB: 6K0B). c Structure of human RNase P:tRNA complex (PDB:
6AHU). In the 3D structure representations, the C-domain is colored in dark blue (only visible in
panels a and b), the S-domain in light blue, and the tRNA is shown in sand color. The color code for
the protein subunits is comparable in the corresponding 2D and 3D presentations. In the 2Dmodels,
coaxially stacked helices of the P RNA are shown in the same color and the dashed line separates
C-domain and S-domain. The conserved regions (CRs; see Fig. 11.3c for details) are highlighted in
black. The protein spheres are not drawn to scale. Homologous proteins in archaeal and eukaryal
RNase P share the same color and proteins are positioned in areas where they interact with the P
RNA according to the atomic structures
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of endonucleases, although they are assigned to different subgroups (Matelska et al.
2017; Gobert et al. 2019).

Given the extremediversity and independent origin ofRNaseP forms,RNasePcan
probably no more be considered a universally conserved enzyme, yet it still remains
a universally conserved enzymatic activity, although a so far singular exception even
challenges this latter rule; the parasitic archaeon Nanoarchaeum equitans manages
to transcribe leaderless tRNAs whereby it finally obviated the need for RNase P
activity (Randau et al. 2008).

11.2 A Panoply of Ribonucleoprotein Enzymes Based
on a Conserved Catalytic RNA Found Throughout All
Domains of Life

11.2.1 Bacterial RNase P: The Closest to the Ancestral RNA
Enzyme

The catalytic RNA subunit of bacterial RNase P (P RNA), ~400 nt in size, folds into
a compact structure with the help of Mg2+ ions (Fig. 11.3a, b). The RNA consists
of two domains: the catalytic domain (C-domain) interacts with the cleavage site,
the 5′-terminal portion of the acceptor stem and the tRNA 3′-CCA end; the speci-
ficity domain (S-domain) contacts the corner of the tRNA L-shape where D-loop
and T-loop interact with each other (Fig. 11.4a, b). The conserved catalytic core
is composed of a subset of conserved helices and single-stranded junctions that
are required for catalysis by a two-metal-ion mechanism (Steitz and Steitz 1993;
Warnecke et al. 1996). Five conserved regions (CR) I–V are shared among all bacte-
rial P RNAs (Fig. 11.3c) and are still identifiable in archaeal and eukaryal P RNAs
(Chen and Pace 1997) (Figs. 11.2 and 11.5). Beyond these conserved elements,
peripheral helix/hairpin elements that show some variability among bacteria, stabi-
lize the RNA’s global structure by forming short-range and long-range docking inter-
actions (Fig. 11.5a). Based on those variable helical elements, bacterial P RNAs
are classified into two major architectural types: the most common A-type (ances-
tral), represented by, e.g., E. coli and Thermotoga maritima, and type B (Bacillus)
mostly found in low GC gram-positive bacteria and typified by Bacillus subtilis
(Fig. 11.5a). A third type C (Chloroflexi) architecture, present in Chloroflexi, is
intermediate between type A and type B (Haas and Brown 1998). The single protein
cofactor, although contributing as little as ~10% to the molar mass of the holoen-
zyme, is essential in vivo; yet in vitro, at elevated Mg2+ concentrations, the bacterial
P RNA can catalyze the specific endonucleolytic tRNA 5′-end maturation reaction
in the absence of the P protein (Guerrier-Takada et al. 1983). The protein binds
to the C-domain of the RNA, close to the active site (Fig. 11.4a). The so-called
RNR-motif, a basic amino acid sequence motif within the most conserved region
of the protein, is crucial for this interaction. Although P proteins share only little
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sequence identity beyond this conserved region, their overall structure is very similar
(Kazantsev et al. 2003; Spitzfaden et al. 2000; Stams et al. 1998). Accordingly,
bacterial P proteins and P RNAs are functionally interchangeable between different
bacteria (Guerrier-Takada et al. 1983), as confirmed by genetic complementation
experiments (Gösringer and Hartmann 2007; Waugh and Pace 1990; Wegscheid
et al. 2006). P proteins possess a central cleft which exclusively binds the single-
stranded 5′-leader of precursor tRNAs. Thereby, the protein contributes to catalytic
efficiency without direct participation of amino acid residues in catalysis. Several
partial contributions to holoenzyme function have been described for P proteins: By
binding to the 5′-leader of substrate RNAs, the protein largely increases enzyme–
substrate affinity under physiological salt conditions, where 5′-mature tRNAs bind
with low affinity to RNase P (Crary et al. 1998; Kurz et al. 1998; Niranjanaku-
mari et al. 1998). This enhances product (mature tRNA) release, a step that limits P
RNA-alone reactions under multiple-turnover conditions in vitro (Reich et al. 1988;
Tallsjö and Kirsebom 1993) and prevents product inhibition in vivo, where mature
tRNA concentrations largely exceed those of 5′-precursor tRNAs at limiting RNase
P concentrations (reviewed in Gößringer et al. 2020). By aligning and fixating the
5′-leader in the active site, as well as through inducing local conformational changes
upon binding to P RNA which stabilizes the RNA’s catalytic core (Buck et al. 2005;
Guo et al. 2006), the P protein further enhances the affinity of functionally impor-
tant Mg2+ ions in enzyme–substrate complexes to enhance the catalytic efficiency
at physiological Mg2+ concentrations (Kurz and Fierke 2002; Sun and Harris 2007).
The protein also equalizes the affinities of the structurally diverse precursor tRNAs
within the cellular tRNA pool (Sun et al. 2006), and last but not least alleviates elec-
trostatic repulsion effects between backbone phosphates of P RNA and precursor
tRNA, the first assigned function of the P protein (Reich et al. 1988). Based on
numerous biochemical studies, a mechanistic model of the reaction catalyzed by the
bacterial RNase P holoenzyme was proposed: initially, the enzyme binds precursor
tRNA (pre-tRNA) in a first bimolecular collision step near the diffusion limit and
mainly recognizes the tRNA moiety in this initial complex. A second unimolecular
conformational step, optimally requiring a 5′-leader length of ≥4 nt, increases the
overall substrate affinity and is achieved by a decrease in the rate constant for the
reversal of the conformational step. This isomerization step, coupled to interactions
of the 5′-leader and the P protein, adjusts the position of essential functional groups
including catalytic metal ions for efficient catalysis (Hsieh and Fierke 2009). Finally,
the bacterial holoenzyme acts more efficiently on non-tRNA substrates than the RNA
subunit alone (reviewed in Hartmann et al. 2009). Therefore, the protein subunit also
contributes to broadening the substrate spectrum of the bacterial RNase P enzyme.
Natural non-tRNA substrates of bacterial RNases P are hairpin RNAs that mimic
the tRNA acceptor stem and T arm, including precursors to the signal recognition
particle RNA (4.5S RNA) in γ-proteobacteria and tmRNA (aka 10Sa RNA). Other
non-tRNA substrates of RNase P identified in E. coli comprise phage-induced regu-
latory RNAs, such as the phi80-induced M3 RNA, CI RNA of satellite phage P4
or C4 repressor RNA of bacteriophages P1/P7 (Bothwell et al. 1976; Forti et al.
1995; Hartmann et al. 1995). Studies demonstrating specific processing of small
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RNA duplex substrates and even single-stranded RNA oligonucleotides, as well as
reports on RNase P cleavages in riboswitches and intergenic regions of polycistronic
transcripts in E. coli, B. subtilis and Salmonella typhimurium may suggest that the
enzyme has a broader substrate spectrum than anticipated (reviewed in Hartmann
et al. 2009). Yet, the metabolic importance of these endonucleolytic cleavages in
mRNA transcripts needs to be examined.

Fig. 11.3 Structure of bacterial RNase P RNA. a, b Juxtaposition of T. maritima P RNA secondary
(a) and tertiary (b) structure (adapted from Reiter et al. 2010). a Coaxially stacked helices are
depicted in the same color and the dashed gray line demarcates the C-domain and S-domain. The
five conserved regions (CR-I to CR-V) are highlighted in yellow/lime green/ocher tones, with some
conserved base identities indicated by bold letters (for more details, see panel c). bTertiary structure
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of T. maritima P RNA. Structural elements are colored as in panel a, while different colors were
chosen for highlighting the conserved regions. Sand-colored spheres display the two active site
metal ions (Me1 and Me2) as well as two structurally important metal ions (Me3 and Me4). The
view visualizes the following features: (1) the two clusters of CR regions, CR-I/IV/V on the one
hand and CR-II/III on the other hand, (2) the high-affinity metal ion-binding site (Me4) that supports
the structural organization of CR-II/III, (3) the position of P8/P9 sandwiched between C-domain
and the more distal parts of the S-domain, and (4) the P15/16/17/6 round arch into which the
tRNA 3′-NCCA end is threaded with support from Me3. c Bacterial minimum consensus structure
according to Siegel et al. (1996) and Marquez et al. (2005), adapted to the secondary structure
presentation shown in panel a. The CR regions are highlighted in the same color code as in panel
a; note that CR-I and CR-V extend into helix P4, which is not evident in panel a. Gray elements,
which are evolutionarily volatile, are not part of the minimum consensus structure; they are shown
for comparability with the T. maritima P RNA structure in panel a

Fig. 11.3 (continued)
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Fig. 11.4 aTertiary structure of theT.maritimaRNasePholoenzyme in complexwith tRNA(Reiter
et al. 2010). The P RNA is colored as in Fig. 11.3b and brackets on the left delineate structural
elements of the C-domain and S-domain. Helices P18 and P13/14 form a second layer that is piled
onto the core helices. The P protein is shown in ribbon presentation, with α-helices illustrated in dark
green and β-strands in yellow. The T. maritima tRNAPhe with engineered anticodon arm extension
(Reiter et al. 2010) is shown in sand color. The anticodon arm points away from the holoenzyme
and only the coaxially stacked acceptor stem/T domain forms contacts with the P RNA (see panel
b), primarily at the end of the acceptor stem and at the tRNA “corner” (where D and T arm interact)
with T-loop structures formed by CR-II and CR-III of the P RNA. b Secondary structure of T.
maritima tRNAPhe. Tertiary interactions, inferred from the crystal structure of yeast tRNAPhe, are
indicated as dotted lines (adapted from Heide et al. 2001). Nucleotides making contacts to the P
RNA are highlighted in pink. Nucleotide -1 is highlighted in yellow to indicate its involvement in
metal ion coordination during catalysis
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11.2.2 Archaeal RNase P: A Distinct and Increased Protein
Moiety

Archaeal RNase P also contains a single P RNA subunit, but 5 different protein
subunits (Fig. 11.2), which increases the protein content from ~10% in Bacteria
to ~40%. The archaeal P RNA has been divided into three structural types: type A
(ancestral),M (Methanococci), and T (Thermoproteaceae) (Fig. 11.5b). TypeA is the
most commonly found variant and resembles the bacterial type A, but lacks P18 and
the regionofP13/14 (Harris et al. 2001; Fig. 11.5). In bacterial PRNA, these elements,
although neither involved in catalysis nor substrate interaction, engage in long-range
tertiary interactions that stabilize the active fold of the RNA. Thus, archaeal type
A RNAs have become more dependent on association with their protein subunits
to adopt an enzymatically active conformation. This explains why archaeal type A
RNAs are only weakly active in vitro in the absence of their protein cofactors, and
this weak activity requires elevated salt concentrations such as 4 M NH+

4 and 0.3 M
Mg2+ ions (Pannucci et al. 1999). It was further shown that substantial RNA-alone
activity can be restored in an archaeal type A RNase P RNA by introducing minor
changes toward the bacterial consensus into its C-domain (Li et al. 2009, 2011). The
archaeal S-domain, however, has lost the capacity to support tight and productive
substrate binding in the absence of protein cofactors (Li et al. 2009). A chimeric P
RNA, consisting of the C-domain of Methanothermobacter thermautotrophicus P
RNA (archaeal type A, with three minor alterations), the E. coli S-domain (bacterial
type A) and further stabilized by implementing two interdomain contacts of bacterial
P RNAs, was able to provide the essential RNase P function in E. coli cells (Li et al.
2011).

Euryarchaeota, such as the genera Methanococcus and Archaeoglobus, encode
type M RNAs, which additionally lack P8 and everything distal to P15 including
P16, P6 and L15 (Harris et al. 2001; Fig. 11.5). This removes the L8-P4 interdomain
contact and abrogates base pairing of the tRNA 3′-NCCA end with the L15 loop, an
important interaction in the bacterial system. These truncations increase the RNA’s

�Fig. 11.5 Variation and conserved core structure of RNase P RNAs. Exemplaric secondary struc-
tures of RNase P RNAs. The central P4 helix is highlighted in red. a For the two bacterial P RNAs,
additional details are shown: the gray dashed line demarcates the catalytic (C-) and specificity (S-)
domains. Long-range tertiary interactions are depicted by boxes connected by dotted lines; intrado-
main contacts are highlighted in light blue, interdomain contacts in orange and ocher. For tertiary
interactions in E. coli P RNA, see Brown et al. (1996), Massire et al. (1998), Marszalkowski et al.
(2008b), and Reiter et al. (2010). Tertiary interactions forB. subtilis PRNA are illustrated according
to the crystal structure ofG. stearothermophilusPRNA [L8:P4, L5.1:L15.1; (Kazantsev et al. 2005)]
or to the B. subtilis S-domain structure (Krasilnikov et al. 2003). b Secondary structures of three
archaeal and two eukaryal P RNAs. At the bottom on the right, the P4 consensus sequence/structure
is shown, combining conserved features of bacterial and eukaryal nuclear RNase P RNAs (Marquez
et al. 2005). Nucleotides highlighted in red are universally conserved, as are the highlighted base
pairs which include G-A and A-C pairs in rare cases; base identities not highlighted are frequently
but not always found at this position
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Fig. 11.5 (continued)
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dependence on its protein cofactors for adopting an active fold.Accordingly, noRNA-
alone activity has so far been observed for type M RNAs (Pannucci et al. 1999). P
RNA of type T (Thermoproteaceae) was discovered in Pyrobaculum species and
related crenarchaea; it is a minimized version of the RNA lacking almost the entire
S-domain (Lai et al. 2010; Fig. 11.5). Yet, in contrast to type M, P15, P16, and P6
are present and may still allow base pairing with tRNA 3′-NCCA ends. This pygmy
P RNA form displayed weak residual RNA-alone activity in vitro (Lai et al. 2010).

All five archaeal protein subunits, Rpp21, Rpp29, Rpp30, Pop5, andRpp38/L7Ae,
have homologs in eukaryal nuclear RNase P (Jarrous and Gopalan 2010), but none
shows homology to the bacterial RnpA protein. The intensely studied Rpp21 of
Pyrococcus horikoshii (~15 kDa) contains a C-terminal zinc ribbon domain that
adopts an L-shaped overall structure with multiple basic amino acids on one face
(Kakuta et al. 2005). Rpp29 (~11 kDa), which is a member of the oligosaccharide-
binding fold family, has a structured β-barrel core and unstructuredN- andC-terminal
extensions (Boomershine et al. 2003; Sidote et al. 2004; Sidote and Hoffman 2003).
X-ray analysis of P. horikoshii Rpp30 (~25 kDa) revealed that the protein consists
of 10 helices (two of which have a surface enriched in positive charges) and seven
β-strands, showing similarity to a TIM-barrel structure (Takagi et al. 2004). Pop5
(~10 kDa) folds into an α-β sandwich structure. Although not a homolog of the
bacterial RnpA protein, some sequence similarities to the helix of RnpA containing
the RNR-motif were observed (Wilson et al. 2006). L7Ae (~13 kDa), known to
recognize K-turns, adopts an α-β-α sandwich fold (Suryadi et al. 2005).

Recently, a cryo-electron microscopy (cryo-EM) structure of the in vitro recon-
stituted RNase P holoenzyme of Methanocaldococcus jannaschii (type M) was
solved at ~4 Å (Wan et al. 2019). Combined and supplemented with information
from previous structural and biochemical studies, several architectural features have
become evident. The entire holoenzyme adopts a dimeric conformation with two P
RNAs, a (Pop5-Rpp30)2 heterotetramer in the center and an Rpp29-Rpp21-Rpp38
heterotrimer at each end (Fig. 11.2b). Major contributions to our understanding of
protein composition came from biochemical analyses of RNase P from Pyrococci
(type A). First, NMR-binding studies revealed an interaction between Rpp21 and
Rpp29 (Amero et al. 2008) and further details were revealed by an X-ray structure
of this binary complex. N-terminal helices of Rpp21 interact with an N-terminal
β-strand and a C-terminal helix of Rpp29 via hydrogen bonds and salt bridges. The
complex harbors a positively charged cluster on one face probably involved in RNA
interaction (Honda et al. 2008). Indeed, footprinting experiments showed binding
of this binary complex to the S-domain of the P RNA (Xu et al. 2009). Functional
reconstitution and NMR analyses led to the discovery of a second binary complex
consisting of Pop5 and Rpp30 (Tsai et al. 2006; Wilson et al. 2006). X-ray anal-
ysis revealed a homodimer of P. horikoshii Pop5 in the center of a (Pop5-Rpp30)2
heterotetramer, which led Makoto Kimura and coworkers to suggest the possibility
of a dimeric (two P RNAs) holoenzyme structure (Kawano et al. 2006). Dimerization
of Pop5 is mediated by hydrogen bonding interactions of the loops between the two
N-terminal helices of each protein monomer. Each Pop5 molecule interacts with two
Rpp30 molecules via hydrophobic interactions between the two N-terminal Pop5
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helices and helix 7 in one and helix 8 in the other Rpp30 molecule. The surface
of the heterotetramer has an unequal charge distribution with one face positively
charged and the other either uncharged or negatively charged. Footprinting studies
finally revealed binding of this complex to the C-domain of the P RNA (Tsai et al.
2006). Rpp21-Rpp29 binding to the S-domain increased substrate affinity, whereas
the Pop5-Rpp30 complex enhanced catalytic efficiency (Pulukkunat and Gopalan
2008; Tsai et al. 2006). For the fifth archaeal RNase P protein, Rpp38/L7Ae, char-
acterization using gel shift assays and chemical probing localized two possible P
RNA-binding sites: the region of P15-17 in the catalytic domain and the P12 element
which is part of the S-domain (Fukuhara et al. 2006).

In the recently published holoenzyme structure (Wan et al. 2019), the enzyme core
is composed of the (Pop5-Rpp30)2 heterotetramer and each Pop5 molecule binds to
CR-IV (part of the active site) and P2-P3 of one P RNA component, whereas each
Rpp30 monomer interacts with both P RNA molecules by contacting CR-V of one
P RNA and P2-P3 of the other one (Fig. 11.2b). The binding region of the (Pop5-
Rpp30)2 complex is in close vicinity to the minimized P15 element in the type
M RNase P cryo-EM structure, while it was inferred to contact the L15 region in
type A RNA (Tsai et al. 2006). The Pop5-Rpp30 interaction with P RNA seems to
contribute to stabilization of the active site and probably influences the correct posi-
tion of catalytic Mg2+ ions (Sinapah et al. 2011). Rpp30 contacts Rpp29 to bind the
Rpp29-Rpp21-Rpp38 heterotrimer at each site of the (Pop5-Rpp30)2 heterotetramer.
This interaction, resulting in a protein decamer, has not been described previously. In
line with previous footprinting assays, Rpp21 in particular forms strong interactions
with the P RNA S-domain including the T-loops (Fig. 11.4a) and the P12 stem. As
the archaeal RNA’s S-domain is incapable of adopting a functional fold on its own to
allow recognition of the D- and T-loop (one major interaction for substrate recogni-
tion in the bacterial enzyme), the Rpp21-Rpp29 complex is needed to structure and
position the so-called T-loop anchor in the S-domain for interaction with the corner
of the tRNA L-shape (Sinapah et al. 2011;Wan et al. 2019). In the cryo-EM structure
(Wan et al. 2019), Rpp38/L7Ae recognizes the K-turn in P12.1.

In conclusion, the archaeal RNase P holoenzyme can form a dimer harboring two
precursor tRNA-binding sites and two active sites. Yet, a detailed molecular under-
standing of substrate interaction and catalysis is not possible based on a structure of
~4 Å resolution and thus requires additional efforts. Furthermore, light needs to be
shed on the architectural and functional differences between archaeal type A versus
type M enzymes. Heterologous holoenzyme assemblies (type A RNA with type M
proteins and vice versa) were active, but had lower activities than the corresponding
homologous assemblies (Chen et al. 2010). This indeed points to differences between
the two architectural enzyme types, attributable to co-evolution of type A RNA and
cognate protein subunits on the one hand and type M RNA and cognate protein
subunits on the other hand.
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11.2.3 Eukaryal Nuclear RNase P: Further Expansion
of the Original Archaeal Protein Set

The eukaryal RNA-based nuclear RNase P is composed of the conserved catalytic
RNA subunit, homologs of the five archaeal proteins and four to five additional
protein subunits. The protein content is thereby further increased to∼70%. The RNA
subunit, still having veryweakbut specificRNA-alone activity (Kikovska et al. 2007),
and whose structural complexity is comparable to that of archaeal typeMRNAs, has
become even more protein-dependent than its archaeal counterparts. Phylogenetic
studies on the RNA subunit revealed a conserved core including helical elements P1,
P2, P3, P4, P7, P8, P9, P10, P11, andP12.CR I toVare identifiable aswell in eukaryal
P RNAs (Marquez et al. 2005). Some Eukarya-specific helices (eP8, eP9, eP15,
eP19) are found in similar position to those in Bacteria, but have been designated
“eukaryal” because of uncertain functional homology. Eukaryal P RNAs share only
low overall sequence conservation. The differences, such as P12 extensions, are
primarily in peripheral elements. Compared to the bacterial and archaeal RNAs,
eukaryal P RNAs lack helix P5 and often any kind of P15 element, lack interdomain
contacts, and have lost overall structural and conformational rigidity, especially in
the P7–P10/11 region (Fig. 11.5). The P3 hairpin in bacterial and archaeal P RNAs
is replaced by the helix–loop–helix subdomain P3, which is essential for protein
binding (Esakova and Krasilnikov 2010; Frank et al. 2000; Marquez et al. 2005;
Walker and Engelke 2006).

Concerning overall holoenzyme architecture, protein composition, and enzymatic
activity and function, human and yeast enzymes have been studied most intensely.
The protein moiety of human nuclear RNase P includes five proteins homologous to
the archaeal enzyme (Pop5, Rpp29, Rpp30, Rpp21, and Rpp38/L7Ae) and five addi-
tional proteins (Pop1, Rpp25, Rpp20, Rpp14, and Rpp40) (Eder et al. 1997; Jarrous
and Altman 2001; Jarrous 2002; Walker and Engelke 2006). The yeast enzyme
harbors homologs to eight of these proteins (the archaeal core of five plus Pop1,
as well as Rpp25 and Rpp20 homologs), but lacks Rpp14 and Rpp40 and instead
includes the protein Pop8 (Chamberlain et al. 1998; Rosenblad et al. 2006; Walker
and Engelke 2006). As most of the proteins of human and yeast nuclear RNase P
were identified independently, several homologs carry different names (see Table
11.1 for comparison).

The proteins of the eukaryal RNP enzyme show a large variation in size (14–
115 kDa), and they are in general quite basic (pI > 9), with one exception each in the
human andyeast enzyme (Rpp40 andPop8). In 2012, a low-resolution (17Å) electron
microscopy structure of the yeast enzyme, using GFP-tagged protein subunits and a
monoclonal GFP antibody to increase the size of particles, revealed some insights
into the overall architecture (Hipp et al. 2012). Advanced structural insight was only
gained more recently by cryo-EM structures of the yeast (~3.5 Å resolution; Lan
et al. 2018) and the human RNase P holoenzyme (~4 Å resolution; Wu et al. 2018).

Overall, the human holoenzyme adopts an elongated conformation, with the RNA
largely covered by protein, except for one subarea where the RNA is accessible
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Table 11.1 RNase P proteins of RNA-based enzymes across the domains of life. Proteins within
the same row share sequence homology

Bacteria Archaea Eukarya

Yeast Human

RnpA

Pop5 Pop5 Pop5

Rpp29 Pop4 Rpp29

Rpp30 Rpp1 Rpp30

Rpp21 Rpr2 Rpp21

Rpp38/L7Ae Pop3 Rpp38

Pop1 Pop1

Pop6 Rpp25

Pop7 Rpp20

Rpp14

Rpp40

Pop8

from one side (Wu et al. 2018; Fig. 11.2c). The protein moiety is composed of a
single copy of the largest protein subunit (Pop1) and three subcomplexes: the Rpp20-
Rpp25 heterodimer, Pop5-Rpp14-(Rpp30)2-Rpp40 heteropentamer, and an Rpp29-
Rpp21-Rpp38 heterotrimer. TheRNA subunit adopts a single layer conformation and
interacts with all ten protein subunits (Fig. 11.2c). Pop1 forms extensive interactions
with the C-domain, essentially embracing the C-domain from one side. Although
the P3 element is in close vicinity, no direct contact of Pop1 and P3 was proposed,
which is in contradiction to previous studies (Ziehler et al. 2001). Instead, the Rpp20-
Rpp25 dimer seems to be responsible for interaction with this part of the P RNA,
which is in line with more recent findings demonstrating that Pop6 and Pop7 interact
with P3 of yeast P RNA (Esakova et al. 2008; Perederina et al. 2007, 2010). The
heteropentamer leads to further stabilization of the C-domain, which is achieved by
Rpp30, Rpp40, and Rpp14 contacting the region of P1, P2, and P19, while Pop5 and
the second molecule of Rpp30 bind CR-IV and CR-V. Rpp29 seems to stabilize the
connection of the C-domain and S-domain, as it interacts with P1 (C-domain) and
P9 (S-domain). Rpp21 and Rpp38 contact and stabilize the S-domain by interacting
with the P12 and CR-II/III region, where Rpp38 specifically recognizes the K-turn
in P12.1.

The overall architecture of the yeast enzyme (Lan et al. 2018) resembles that of
the human enzyme in the following aspects: the Pop5-Pop8-(Rpp1)2 heterotetramer
(corresponding to the Pop5-Rpp14-(Rpp30)2-Rpp40 heteropentamer in the human
enzyme) contacts the C-domain including the catalytic core, Pop6-Pop7 binds the
P3/P3’ element, andPop4-Rpr2-Pop3 interactswith both PRNAdomains. Especially
Pop4 seems to be a bridging element for stabilization of the connection between the
C-domain and S-domain in the same way as Rpp29 in the human enzyme. Yeast
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Pop1, which is shorter than its human counterpart, also forms extensive interactions
with the C-domain, but its RNA-bound structure only partially overlaps with Pop1
in the human holoenzyme; this correlates with the architectural differences between
the two P RNAs. In addition, yeast Pop1 helps to organize the yeast-specific multi-
helix junction P7-P8’-P8-P9-P10/11 (Lan et al. 2018). In contrast to the human
enzyme, Pop3 (corresponding to Rpp38 in human RNase P) makes only limited
direct interactions with the P RNA.

The cryo-EM structure of human nuclear RNase P in complex with a tRNA (at
3.7 Å resolution; Fig. 11.2c) as well as the complex of the yeast nuclear enzyme
and a pre-tRNA (3.5 Å) indicated stacking of the T-loop and D-loop with CR-II
and CR-III, which is comparable to the bacterial enzyme (Wu et al. 2018; Lan et al.
2018). This is in line with the “measuring mechanism” proposed for cleavage-site
selection by RNA-based eukaryal RNase P based on biochemical studies indicating
that these enzymes have two major contact sites, the cleavage site and the corner of
the tRNA L-shape, which have to be at an optimal distance to each other (Yuan and
Altman 1995; Carrara et al. 1995). In the cryo-EM structures of the human and yeast
nuclear RNase P, Pop1 was inferred to directly contact the acceptor stem of the tRNA
substrate (Wu et al. 2018; Lan et al. 2018). This indicates that the protein moiety
not only stabilizes the P RNA for catalysis, as in the case of archaeal RNase P, but
also directly interacts with the substrate RNA, which can be considered as a further
curtailing of the RNA’s functional competence. Concerning 5′-leader binding, the
protein subunits Pop5 and one Rpp1 in the yeast enzyme seem to be involved by
forming a basic surface for electrostatic interaction (Lan et al. 2018).

11.2.4 On the Evolutionary Origin of P RNA
and the Inflation of the Protein Moiety at the Expense
of the RNA’s Structural Integrity in Archaeal
and Eukaryal RNA-Based RNase P

RNA-based RNase P is generally assumed to be the ancient form of the enzyme. It
is commonly described as one of the rare relics of a primordial “RNA world” where,
like in its big siblings the spliceosome and the ribosome, the catalytic activity still
resides in the RNA; in fact, among those modern RNA enzymes, bacterial P RNA
is probably the catalytically most proficient one in the absence of its protein moiety.
According to Maizels and Weiner (1994), P RNA could have evolved to release
functional (catalytic) RNAs from the small 3′-terminal genomic replication tags
(predecessors of tRNAs, before the advent of templated protein synthesis) required
for their replication. Gray and Gopalan (2020) more recently developed an idea
originally entertained by Altman and Kirsebom (1999) that such a trans-acting P
RNA progenitor was probably essentially orthologous to the C-domain of modern P
RNAs and might have in fact developed from a small cis-cleaving ribozyme initially
attached to those replication tags. This idea is based on the observations that the
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C-domain alone and even a 31-nt RNA derived from the C-domain are capable of
catalyzing the canonical cleavage of pre-tRNA, albeit at lower efficiency (Green
et al. 1996; Loria and Pan 1999; Tsai et al. 2006; Kikovska et al. 2012), and that
P RNAs or their C-domains, when covalently tethered to pre-tRNAs or stem-loop
model substrates, are able to release the latter at appreciable rates (Kikuchi et al. 1993;
Frank et al. 1994; Kikuchi and Suzuki-Fujita 1995). The S-domain was accordingly
suggested to have been acquired later, at the stage of LUCA only (Gray and Gopalan
2020).

The ancient status of the RNA enzyme is also consistent with the conserved struc-
ture of P RNAs, with its presence in the vast majority of bacteria and all known
archaea, and with the proteins having apparently been recruited to the RNP inde-
pendently in these two domains of life only after their split from LUCA (Hartmann
and Hartmann 2003; Evans et al. 2006). Intriguingly, the bacterial P protein and the
unrelated archaeal/eukaryal Pop5 nevertheless bind to roughly the same structural
elements of their respective P RNAs, and, by interaction with the 5′-extension of the
pre-tRNA, appear to also contribute in a possibly similar way to substrate recognition
(Reiter et al. 2010; Lan et al. 2018; Wu et al. 2018; Wan et al. 2019). However, the
detailed structural information on RNA-based RNase P from all three domains of
life clearly confirmed that some of the long-range tertiary interactions of bacterial
P RNAs that guarantee its stability required for substrate binding and catalysis are
already replaced by proteins in archaeal RNase P. And this increase of the protein
moiety at the expense of the RNA’s structural integrity was apparently resumed in the
early evolution of Eukarya, when the archaeal proteinmoietywas further expanded to
become roughly doubled in mass in the derived RNA-based eukaryal nuclear RNase
P enzymes, again accompanied by a further loss of stabilizing intramolecular RNA
interactions. To explain this inflation of the protein moiety in the archaeal/eukaryal
RNase P lineage, two opposing, but not mutually exclusive, hypotheses have been
put forward, which are briefly reviewed in the following.

On the one hand, the increase in protein number and mass has been suggested to
be the result of positive selection, with the recruitment of additional protein subunits
explained by functional gains and/or increased versatility of the enzyme (Marvin and
Engelke 2009; Jarrous and Gopalan 2010; Walker et al. 2010; Howard et al. 2013;
Engelke and Fierke 2015).While no such additional substrates or functions have been
reported for archaeal RNase P so far, nuclear RNase P in mammals and yeast has
been reported to process non-tRNA substrates. In the case of mammals, these “extra”
substrates are tRNA-like structures found in certain longnon-codingRNAs (lncRNA)
(MALAT1, MEN-β; reviewed in Jarrous and Gopalan 2010). While such tRNA
mimics can obviously not explain the increased protein complexity as they would be
substrates for basically any form of RNase P, the substrate spectrum for yeast nuclear
RNase Pwas reported to go far beyond tRNA-like structures and to include numerous
unsplicedmRNAs, snoRNA precursors, and other non-coding RNAs (Coughlin et al.
2008; Marvin et al. 2011). However, using an RNase P-deficiency model different
from the originally used temperature-sensitive rpr1 (the gene encoding yeast nuclear
P RNA) allele, we could not reproduce the accumulation of a selection of these
non-tRNA candidate substrates (Weber et al. 2014). Moreover, yeast cells with the
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genetic replacement of nuclear RNase P by A. thaliana PRORP3, a single-subunit
protein-only formofRNase P,were viable and showed essentially unimpaired growth
under a wide variety of conditions (Weber et al. 2014). Again, none of the proposed
non-tRNA substrates of the RNP enzyme that we tested accumulated in the PRORP3-
based strains, and their phenotype and fitness did not point to any functional deficit
in RNA processing or any other vital function either. These results suggest that the
spectrumofRNA substrates of nuclear RNase P in yeast is in factmuch narrower than
previously assumed and conceivably restricted to tRNAs and tRNA-like structures.

As an alternative hypothesis, we therefore suggested that the increasing number
of proteins in the archaeal/eukaryal RNase P lineage may have co-evolved with
the RNA’s loss of structural integrity through a process called constructive neutral
evolution (Weber et al. 2014). According to this concept (Stoltzfus 1999; Lukeš
et al. 2011), a catalytically proficient P RNA “collected” RNA-binding proteins that
fortuitously had the capacity to stabilize its active conformation, e.g., by simply
reducing the electrostatic repulsion problem of the polyanionic RNA. This stabiliza-
tion effect made the RNA more permissive toward the accumulation of structurally
destabilizing mutations, which in turn increased the RNA’s dependency on the pres-
ence of the initially facultative protein-binding partner(s) for adopting its catalytically
active conformation. The cofactor dependency is assumed to increase in a ratchet-like
process, where the progressive mutational destabilization of the RNA reinforces this
mechanism while making the RNA’s reversion to autonomy increasingly unlikely.
This evolutionary model is also consistent with the recent cryo-EM structures of
archaeal and eukaryal nuclear RNases P, which indicate that the comprehensive shell
of protein cofactors primarily enables the RNA to adopt the conformation required
for catalysis and specific recognition of tRNA substrates, a conformation that bacte-
rial P RNA still achieves via stabilizing RNA-RNA interactions (Lan et al. 2018; Wu
et al. 2018; Wan et al. 2019).

A neutral evolutionary acquisition and primarily structure-stabilizing role of the
protein moiety is also consistent with the finding that even in the complex eukaryal
RNP enzyme the substrate specificity (and thereby function) is still held by the RNA
subunit (Kikovska et al. 2007). Moreover, the essentially same set of proteins is
associated with the related RNP enzyme RNase MRP (Esakova and Krasilnikov
2010; Walker et al. 2010) and three of them (Pop1 and the Pop6-Pop7 heterodimer)
are also found in the yeast telomerase RNP (Garcia et al. 2020). The endonuclease
RNase MRP obviously originated from gene duplication of the ancestral RNase P
RNA early in eukaryal evolution (as RNaseMRP is found in all the supergroups), and
obviously underwent neofunctionalization,whereby its substrate specificity changed,
one of the archaeal P proteins (Rpp21) was lost and two novel small proteins were
acquired, yet still eight of the proteins remained identical to the RNase P protein set
(Esakova and Krasilnikov 2010; Walker et al. 2010). RNase MRP was shown to be
involved in the processing of 5.8S rRNA and cell cycle-dependent cleavage of certain
mRNAs, but its full functional spectrum is still unclear. In any case, RNase MRP
does not process pre-tRNAs. If the protein subunits had a major role in conferring
substrate specificity, the functions of the two RNP enzymes would be expected to
either largely overlap, or the protein moieties would be expected to have diverged
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more markedly during eukaryal evolution. As the opposite of the two scenarios
appears to be the case, the functions of RNase P and MRP appear essentially defined
by their RNA moieties. This does not exclude the direct involvement of some of
the proteins to RNA binding, as, e.g., exemplified by Pop1 binding to the acceptor
stem (Lan et al. 2018; Wu et al. 2018), but such sporadic protein contacts do not
question the central role of the RNA subunits in determining substrate specificity.
The exact roles of Pop1 and Pop6-Pop7 in yeast telomerase have not been defined so
far (Garcia et al. 2020), yet it is conceivable that these proteins possess some general
RNA structure-stabilizing function also employed in this RNP.

Studies of the Jarrous laboratory have linked human nuclear RNase P to chromatin
structure and function (for review see Jarrous and Gopalan 2010; Jarrous 2017).
However, based on the following reasoning and observations, it appears unlikely that
such potential novel function of the nuclear RNP has contributed to increasing the
protein moiety in the eukaryal lineage: While the protein moiety apparently evolved
early in eukaryal evolution, a significant role of RNase P in chromatin remodeling
and/or transcription appears not to be conserved as indicated by the loss of the
RNA-based enzyme in several eukaryal lineages (see below) and by the lack of any
substantial phenotype in yeast strains when the RNA-based enzyme was replaced by
A. thaliana PRORP3 (Weber et al. 2014; see also above).

11.2.5 Trends in the Evolution of Organellar RNA-Based
RNase P

Mitochondria are nowfirmly established to originate from the endosymbiotic acquisi-
tion of an ancestral α-proteobacterium, a crucial event in eukaryal evolution that was
associated with or took place close to their origin. The vast majority of present-day
plastids are thought to have their single primary origin in the endosymbiosis of early
eukaryal cells with a cyanobacterium at the root ofmodernArchaeplastida. In various
other eukaryal phylogenetic groups, there is evidence for secondary endosymbiosis,
where red and green algae were acquired as photosynthetic organelles, and also for
serial secondary and tertiary endosymbiotic uptakes of algae in the dinoflagellates,
which have an unusual diversity of plastids ascribed to their propensity to lose,
substitute or gain new plastids (Keeling 2004). Following endosymbiosis, organellar
genomes were generally destined to reduce their size and to lose many of their
genes to the nuclear genome of the host. The bacterial-like RNase P protein subunit
(RnpA) has been evolutionarilymore volatile than the RNA subunit (RnpB): whereas
an RnpA homolog has not been detected in any of the many sequenced organellar
genomes so far, anRNA subunit conforming to the universally conserved PRNAcore
structure, though degenerated to almost unrecognizability in fungi/Ascomycota (see
below), could be identified in organellar genomes. This includes the photosynthetic
organelles of Glaucophyta (Cyanophora paradoxa), Rhodophyceae (red algae) and
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some Chlorophyta (green algae) within the Archaeplastida, as well as mitochon-
drial genomes of fungi (patchy occurrence), Jakobida (Excavata) and some Chloro-
phyta (Mamiellophyceae, e.g.,Ostreococcus tauri; see below) (see, for example, Seif
et al. 2003; Lai et al. 2011; Lechner et al. 2015). Most, if not all, plastid-encoded P
RNAswere identified in primary photosynthetic eukarya. No P RNA gene was found
in mitochondrial genomes of Holozoa (supergroup Opisthokonta). The majority of
mitochondrial P RNA genes were identified in fungal species (there usually termed
rpm1), primarily in the phylum Ascomycota (Lechner et al. 2015).

The few protein subunit candidates of organellar RNA-based RNase P identified
so far are encoded in the nucleus and are either descendants of bacterial-type RnpA
proteins or belong to the group of Rpm2, which are pentatricopeptide repeat (PPR)
proteins though unrelated to PRORP.

RnpA-like proteins were identified in the nuclear genomes of several Mamiel-
lophyceae of the Chlorophyta subgroup of Archaeplastida (Lai et al. 2011; Lechner
et al. 2015). These proteins were predicted to localize to mitochondria and chloro-
plasts and carry N- and C-terminal extensions that are absent from bacterial RnpA
proteins (Lechner et al. 2015). Organellar RNase P has been studied to some extent
in the Mamiellophyceaen species O. tauri that encodes an active PRORP (Lai et al.
2011) predicted to localize to the nucleus (Lechner et al. 2015). In vitro, recombinant
O. tauri RnpA was shown to form a functional holoenzyme with bacterial P RNA,
but not with in vitro transcripts of the P RNAs encoded in the mitochondrial and
chloroplast genomes of the same organism (Lai et al. 2011). A likely scenario is that
these organellar P RNAs form complexes with the aforementioned enlarged RnpA
proteins that are imported from the nucleus, but have recruited additional yet uniden-
tified protein subunits to assemble functional RNase P holoenzymes. Of course, at
present it cannot be excluded that nuclear encoded PRORPs of Mamiellophyceae
might also be imported into organelles by utilization of alternative translation start
codons. Nonetheless, recruitment of novel protein cofactors seems to be a common
evolutionary trend in organellar RNase P evolution. Mitochondrial RNase P activity
was reported to copurifywith seven, as yet unidentifiedprotein subunits inAspergillus
nidulans (Lee et al. 1996), reminiscent of the protein content of nuclearRNPRNase P.
Another interesting example is the photosynthetic organelle (cyanelle) of the glauco-
phyteC. paradoxa. The cyanelle occupies a position intermediary between free-living
cyanobacteria and plastids; the organellar genome codes for a bacterial A-typeRNase
P RNA that is an essential part of the organellar RNase P (Baum et al. 1996); the
protein content was estimated to be ~80% (Cordier and Schön 1999). The cyanelle P
RNA is A,U-rich and conformationally labile, but weak RNA-alone activity as well
as formation of a functional holoenzyme with E. coli RnpA could be demonstrated
(Li et al. 2007), thus testifying its bacterial origin. The cyanelle RNase P thus repre-
sented the first case of an organellar P RNA with documented ribozyme activity,
which has recruited novel, yet unknown protein subunits for enzyme activity in vivo.
The amoeba Paulinella chromatophora (SAR, Rhizaria) contains two blue-green
photosynthetic, so-called chromatophores, an organelle derived from an evolution-
arily more recent endosymbiosis of a cyanobacterium, thus representing a model of
an earlier phase in plastid evolution. The gene content is ~25% of that of the most
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closely related cyanobacterium. The cyanobacterial-like P RNAs of two P. chro-
matophora strains, which deviate from the bacterial consensus at only 2–3 positions,
showed in vitro RNA-alone activity (although differing by a factor of ten) and formed
a functional holoenzyme with a cyanobacterial RnpA protein (Bernal-Bayard et al.
2014). It will be interesting to find out if an rnpA gene is encoded in the nuclear
genome and, if yes, whether the organellar P RNA forms a functional holoenzyme
with such a yet to be identified RnpA protein and/or if new protein factors were
recruited.

Bacterial-like RNase P RNAs, but no RnpA homologs, are encoded in mitochon-
drial genomes of jakobid flagellates (Excavata; Burger et al. 2013; Lechner et al.
2015). These P RNAs were reported to be catalytically inactive in vitro (Seif et al.
2006), suggesting they have also recruited novel protein cofactors that stabilize the
RNAs’ active fold. Jakobid mitochondrial genomes (~70–100 kb in size) impres-
sively manifest the α-proterobacterial descent of mitochondria. Beyond RNase P
RNA, they code for a reduced form of tmRNA (translational control), a four-subunit
bacteria-like RNA polymerase, which is replaced in other eukarya with a single-
subunit phage-like enzyme encoded in the nucleus; moreover, protein-coding genes
are preceded by potential Shine–Dalgarno translation initiation motifs (Burger et al.
2013).

A study based on activity assays and in silico structural comparison of plastid-
encoded P RNAs from Rhodophyceae (red algae) and Chlorophyta (green algae),
beyond confirming their lack of P RNA in vitro activity, attributed the inactivity to
the absence of stabilizing intramolecular tertiary interactions, such as the L9-P1,
L14-P8 and/or L18-P8 tetraloop-helix contacts, which support the RNA in adopting
its functional conformation (Bernal-Bayard et al. 2014). This predicts the need for
stabilization of plastid-encoded P RNAs by additional protein cofactors, a principle
that was also operational in the evolution of archaeal and eukaryotic nuclear RNP
RNase P.

Rpm2 (~119 kDa) was demonstrated to be an essential component of mitochon-
drial RNase P in Saccharomyces cerevisiae (Morales et al. 1992). Close Rpm2
homologs are restricted to the Saccharomycetales (Lechner et al. 2015). Rpm2 as part
of native mitochondrial RNase P was reported to be organized in a stable complex
in yeast mitochondria that comprises 136 proteins (Daoud et al. 2012). The complex
contains seven proteins involved inRNAprocessing includingRNase P andRNase Z,
five out of six subunits of themitochondrial RNAdegradosome, and proteins involved
in the fatty acid synthesis pathway, translation,metabolism, and protein folding. RNA
components of the complex include the small and large subunit rRNAs and only ~70–
90 nt long fragments of the yeast mitochondrial P RNA (Rpm1), consistent with the
absence of intact Rpm1 RNA (427 nt) as reported earlier (Morales et al. 1989). The
just described composition of the supercomplex also provides a framework that may
give clues as to the intricate phenotypes of Rpm2 truncations, such as defects inmito-
chondrial protein synthesis and processing of Rpm1 transcripts without abrogating
tRNA processing (Stribinskis et al. 2001a, b), or defective mitochondrial RNase P
function upon disruption of any enzyme of the type II fatty acid synthesis pathway
(Schonauer et al. 2008). Finally, a fraction of Rpm2 localizes to the nucleus and
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activates transcription of components of the mitochondrial import apparatus and
mitochondrial chaperones (Stribinskis et al. 2005). The authors proposed that Rpm2
is involved in mitochondrial biogenesis and critical for maintaining viability when
cells lose their mitochondrial genome. Finally, Rpm2 was shown to be enriched in
and stabilize cytoplasmic P bodies, suggesting a role in cytoplasmic mRNA storage
and decay (Stribinskis and Ramos 2007).

All aforementioned P RNAs encoded in organellar genomes are generally A,U-
rich and thus conformationally labile, which explains their strong dependence on
stabilization by protein cofactors to adopt a functional conformation, to coordinate
catalytic Mg2+ ions and to specifically interact with tRNA substrates. P RNAs in
fungi/Ascomycota (gene rpm1) are degenerated to the extreme. Identity elements
are reduced to the terminal P1 helix and the catalytic core signatures CR-I, CR-IV,
and CR-V (Seif et al. 2003; Fig. 11.5b). The RNA of Kluyveromyces lactis is already
in the gray area, lacking a genuine P1 helix and deviating from the CR-I consensus,
raising the possibility that some Ascomycota mitochondrial P RNAs may escape
detection by the available search algorithms.

11.3 At Least Two Protein-Only Forms of RNase P
Emerged Independently in Evolution

11.3.1 PRORP: A Protein-Only RNase P Invented
in the Early Evolution of Eukarya

PRORP, an RNase P in most instances composed of a single polypeptide of about
60-kDa only, is found in the nuclei, mitochondria, and/or chloroplasts of many
eukarya (Holzmann et al. 2008; Gobert et al. 2010; Gutmann et al. 2012; Taschner
et al. 2012; Lechner et al. 2015; Bonnard et al. 2016). The protein is characterized
by a three-domain architecture, where a pentatricopeptide repeat (PPR) domain is
fused to a characteristic PIN-like domain (PilT N-terminal) via a split zinc-binding
domain (Fig. 11.6a). While PIN-like domains are found in all domains of life, the
PRORP-specific nuclease fold and PPR domains are exclusively encoded in eukaryal
genomes, but not in bacterial or archaeal ones. In the animal mitochondrial phyloge-
netic branch, PRORP requires two additional proteins for efficient catalysis (Holz-
mann et al. 2008), and the specific structure, function, and evolution of this multi-
subunit form of eukaryal protein-only RNase P shall thus be reviewed in a separate
section below.

The C-terminal catalytic domain of PRORPs was until recently assigned to the
NYN family within the PIN domain-like superfamily of nucleases (Anantharaman
and Aravind 2006). However, the catalytic domain of PRORPs is characterized by a
specific arrangement of conserved aspartates and a histidine in two sequence signa-
tures (parts 1 and 2; Lechner et al. 2015) that allows distinguishing them from other
NYN-domain proteins, and based on the structure of the catalytic domain, PRORPs
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Fig. 11.6 a Crystal structure of A. thaliana PRORP1 (Howard et al. 2012; PDB: 4G24). The
catalytic NYN domain is shown in red, the Zinc-binding domain in yellow and the PPR domain in
dark blue; the zinc ion is depicted as a cyan sphere and the two putative catalytic metal ions (Mn2+)
as green spheres. b Model of A. thaliana PRORP2 in complex with tRNA (green) in solution
based on biochemical data and SAXS constraints (Pinker et al. 2017), kindly provided by Philippe
Giegé, Strasbourg, France. The PPR domain interaction with the conserved elbow region of tRNAs
approximates the recent crystal structure of a truncated PRORP1 PPR domain in complex with
yeast tRNAPhe (Teramoto et al. 2020)

were recently suggested to comprise a separate group within the PIN domain-like
superfamily distinct from the NYN group (Matelska et al. 2017; Gobert et al. 2019).
Structurally, the catalytic domain of PRORP adopts the Rossmanoid fold of a central
β-sheet sandwiched by α-helices at both sides that is characteristic of all PIN-
like domains (Howard et al. 2012; Matelska et al. 2017). Four aspartates, strictly
conserved in the NYN domains of all PRORPs, are involved in the coordination of
two catalytic metal ions, presumably magnesium (Howard et al. 2012).

The N-terminal α-superhelical domain typically comprises a tandem array of five
PPR or PPR-like motifs (Howard et al. 2012). While highly degenerate in sequence,
the characteristic array of helix-turn-helix motifs of PPRs is generally recognizable
(Lechner et al. 2015). PPR proteins are widely distributed in Eukarya and massively
expanded in land plants (Small and Peeters 2000; Lurin et al. 2004; Schmitz-
Linneweber and Small 2008). They are generally involved in RNA metabolism and
the 35-amino acid motif is considered to bind to a specific nucleobase in a target
RNA according to a “code” specified by amino acid positions 5 and 35 of a given
PPR repeat (also referred to as 4/34 and 6/1′, depending on the numbering system
used) (Barkan et al. 2012; Yagi et al. 2013). However, the simple rules of this code do
not apply to the PPR motifs in PRORPs (Brillante et al. 2016), but their PPR domain
binds to the D/T-loop region of pre-tRNAs via different mechanisms, as recently
revealed by the co-crystal structure of tRNA in complex with a PRORP PPR domain
(Teramoto et al. 2020).
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In the overall�-shaped structure of PRORP, the N- and C-terminal domains form
the two legs of the � connected via a split zinc-binding domain at the apex (Howard
et al. 2012;Gobert et al. 2013; Fig. 11.6). Thefirst element of the zinc-binding domain
is inserted in between the PPR and NYN domain and comprises a highly conserved
CxxC motif; the two cysteines take part in coordinating the zinc ion (Fig. 11.6a).
Other elements are founddownstreamof theNYNdomain close to theC-terminus and
consists of a (W/Y/F)HxPx and a (W/F)xCx2-3(R/K) sequence motif, with histidine
and cysteine providing the remaining side chains for zinc coordination. The central
structural zinc ion appears to be important for the proper orientation of the nuclease
domain relative to the PPR domain. Pre-tRNA substrates are believed to dock to the
inside of the �, with the PPR domain facing the angle of the L-shaped tRNA and
the nuclease domain the cleavage site Fig. 11.6b; Pinker et al. 2017), in line with
the aforementioned PPR domain-tRNA co-crystal structure (Teramoto et al. 2020).
Finally, optional organellar targeting signals and/or nuclear localization signals are
found at the N-terminus of many PRORPs (Lechner et al. 2015).

While PRORPs are only found in Eukarya and exclusively encoded in nuclear
genomes, a thorough phylogenetic analysis of available genomes showed that
PRORPs are widespread in this domain of life and found in four of the five super-
groups (Lechner et al. 2015; Fig. 11.7); no PRORP was identified in Amoebozoa.
A search for the presence of different forms of RNase P and their sequence anal-
ysis moreover revealed that PRORPs can apparently be localized to any genetic
subsystem (nucleus or organelle) of eukaryal organisms/phyla (Lechner et al. 2015).
While PRORPs have apparently conquered all tRNA-processing compartments and
completely replaced RNP forms of RNase P in land plants, stramenopiles, or
trypanosomes, they are found in either only the nucleus or only the organelle of
other eukarya, with a RNP RNase P found in the other compartment, respectively.
And although even multiple copies of PRORP occasionally appear to coexist within
a genetic subsystem (nucleus or organelle) of certain organisms/phyla, no evidence
was found for the coexistence of PRORP andRNPRNase Pwithin the same compart-
ment, i.e., the occurrence of the two conceptually different forms of RNase P appears
mutually exclusive in present-day Eukarya. Major phyla without PRORP proteins,
apart from Amoebozoa, are fungi and basal primary photosynthetic groups such as
Glaucophyta and Rhodophyceae.

A phylogenetic analysis of ~90 PRORP sequences representative of all major
eukaryal groups using the maximum likelihood method (Lechner et al. 2015)
suggested an early origin of the protein, apparently before eukaryal radiation. There
is no evidence that its “invention,” as defined by the fusion of its characteristic PPR,
bipartite zinc-binding and nuclease domains, occurred more than once in evolution
(Lechner et al. 2015). The evolutionary origin of PRORP at the root of eukaryal
evolution is supported by the protein’s wide distribution among Eukarya combined
with the clustering of PRORP sequences in clearly distinct groups for Opisthokonta,
Archaeplastida, Excavata, and for a major group of stramenopiles and Rhizaria
species (Lechner et al. 2015). However, the analysis also suggests some horizontal
gene transfer (e.g., by secondary or tertiary endosymbiosis) in stramenopiles (SAR),
where species frequently have more than one PRORP, which cluster in evolutionary
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Fig. 11.7 Distribution of RNA-based and protein-only RNase P enzymes in the three domains of
life (adapted from Lechner et al. 2015, and extended to Archaea and Bacteria). R and P designate
RNA-based and protein-only RNases P, respectively; subscripts: n, nucleus; o, organelle; n/o, found
in the nucleus and organell(s). Crossed out R marks putative evolutionary events that resulted in the
loss of (nuclear) RNP RNase P. The question mark indicates an example where limited genomic
data prevented conclusions as to the occurrence of the given enzyme type in the respective group
(Lechner et al. 2015). The diagram highlights how the distribution of RNase P seemingly involved
multiple events of losses of either PRORP or RNP RNase P
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distinct groups (Lechner et al. 2015). An example are Peronosporomycetes (SAR,
stramenopiles), “fungal-like” organisms that lost the plastid acquired by secondary
endosymbiosis, where one type of PRORP is predicted to be targeted to the nucleus
and the second, separately clustering one, to mitochondria.

Subsequent to eukaryal radiation, PRORP was apparently either lost, or took over
nuclear and/or organellar RNase P function from the ribonucleoproteins, leading
in turn to the subsequent loss of the latter (Fig. 11.7). The relative ease of such
an evolutionary swap was demonstrated by the experimental replacement of the
endogenous RNP enzymes of E. coli or S. cerevisiae by various PRORP isoforms
(Gößringer et al. 2017; Weber et al. 2014). Notably, in the eukaryal context of S.
cerevisiae, such experimental swap was apparently possible without any obvious
costs (Weber et al. 2014; see above for additional details). Moreover, in terms of
the evolutionary plasticity of subcellular localization or horizontal gene transfer,
a single-subunit protein enzyme is obviously more flexible than a multi-subunit
enzyme, particularly a RNP. Thus, while PRORPs apparently invaded all subcellular
tRNA-processing compartments, there is no evidence that any archaeal-type nuclear
or endosymbiont-derived bacterial-type organellar RNP RNase P ever made it to
another subcellular compartment during eukaryal evolution (Lechner et al. 2015).
In contrast, e.g., a single PRORP gene encodes all three subcellular RNase P forms
of Chlamydomonas reinhardtii (Bonnard et al. 2016). Consistently with the above
said, PRORP also appears to have been (re-)introduced into some lineages by the
horizontal gene transfer associated with secondary and tertiary endosymbiosis, e.g.,
in stramenopiles, as outlined above.

Finally, another aspect of PRORP evolution is worth mentioning: two PRORPs
are expressed in T. brucei (Excavata), one localizes to the nucleus and the second
to mitochondria (Taschner et al. 2012). However, the mitochondrial genomes of
trypanosomatids lack any genes for tRNAs, which are imported in their mature form
from the cytosol, raising the question what the function of the mitochondrial PRORP
enzyme might be. Curiously enough, this mitochondrial PRORP nevertheless has
RNase P activity in vitro (Taschner et al. 2012).

11.3.2 Recruitment of Further Subunits to PRORP in Animal
Mitochondria

PRORP, first identified as the catalytic subunit of humanmitochondrial RNase P, was
originally termed mitochondrial RNase P protein 3 (MRPP3), because it was the last
component of the tripartite enzyme to be identified (Holzmann et al. 2008). The other
two components are TRMT10C (tRNA methyltransferase 10C; originally MRPP1)
and SDR5C1 (short chain dehydrogenase/reductase family 5C, member 1; originally
MRPP2). All three proteins are required for the reconstitution of robust RNase P
activity in vitro (Holzmann et al. 2008; Vilardo et al. 2012), and the knockdown of
anyof them results in the accumulationofmitochondrial tRNAprecursors (Holzmann
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et al. 2008; Lopez Sanchez et al. 2011; Deutschmann et al. 2014; Rackham et al.
2016). However, rather than being merely a three-subunit proteinaceous RNase P,
human mitochondrial RNase P turned out to be a multi-enzyme assembly, in which
the nuclease PRORP became dependent on a tRNAmethyltransferase complex rather
unusual in itself (Holzmann et al. 2008; Vilardo et al. 2012). Although this form of
RNase P was mainly studied in human cells, its components appear to be conserved
throughout the metazoan lineage, and a functional characterization in Drosophila
confirmed the essential role of all three subunits for mitochondrial RNase P function
(Sen et al. 2016).

The involvement of SDR5C1 in mitochondrial RNase P function is still most
puzzling. Being a member of the short-chain dehydrogenase/reductase (SDR) super-
family, a large group of nicotinamide adenine dinucleotide (phosphate)-dependent
oxidoreductases (Kallberg et al. 2002), it serves as the mitochondrial short-chain
l-3-hydroxy-2-methylacyl-CoA dehydrogenase that catalyzes the penultimate step
in the β-oxidation of branched- and short-chain fatty acids and isoleucine (Luo et al.
1995). According to its relationship to 17-β-hydroxysteroid dehydrogenases, its gene
was namedHSD17B10 (Adamski and Jakob 2001). It was furthermore reported to be
active on awide range of alcohols and hydroxysteroids in vitro (He et al. 1999, 2000a,
b, 2005a, b; Shafqat et al. 2003), was identified as an amyloid-β-binding protein (Yan
et al. 1997, 2000; Lustbader et al. 2004), and can consequently be found under a
plethora of names in the scientific literature, yet the biological relevance of most of
these findings requires further scrutiny. Mutations in its gene cause a mitochondrial
disease originally called 2-methyl-3-hydroxybutyryl-CoA dehydrogenase (MHBD)
deficiency (Ofman et al. 2003; Zschocke et al. 2000)–now termed HSD10 disease–
that is characterized by progressive neurodegeneration and cardiomyopathy (for
review see Zschocke 2012). Paradoxically, it appears to be the protein’s function in
tRNA biogenesis rather than its dehydrogenase activity that is essential and, if defec-
tive, the cause of mitochondrial disease (Rauschenberger et al. 2010; Deutschmann
et al. 2014; Vilardo and Rossmanith 2015; Chatfield et al. 2015). We therefore advo-
cate the use of the systematic name SDR5C1 for this multifunctional protein, as
it does not refer to any specific of its diverse activities or functions (Persson et al.
2009).

SDR5C1 is a polypeptide of 27 kDa forming a homotetramer of known crystal
structure (Powell et al. 2000; Kissinger et al. 2004). An (undetermined) fraction of
mitochondrial SDR5C1 forms a stable complex of 4:2 stoichiometrywith TRMT10C
(Holzmann et al. 2008; Vilardo et al. 2012; Vilardo and Rossmanith 2015; Oerum
et al. 2018), presumably with two TRMT10C monomers symmetrically attaching to
the SDR5C1 tetramer. This complex constitutes the methyltransferase responsible
forN1-methylation of purines at position 9 (m1R9) of mitochondrial tRNAs (Vilardo
et al. 2012). The role of SDR5C1 within this complex, however, appears merely that
of a scaffold, and neither its dehydrogenase activity nor an intact NAD+/NADH-
cofactor-binding site are required to “support” the methyltransferase activity of
TRMT10C or the endonucleolytic activity of PRORP (Vilardo et al. 2012; Vilardo
and Rossmanith 2015).
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TRMT10C belongs to the TRM10 group within the SpoU-TrmD (SPOUT) super-
family, a class of S-adenosyl methionine-dependent methyltransferases defined by a
deep trefoil knotted catalytic domain (Anantharaman et al. 2002; Tkaczuk et al. 2007;
Krishnamohan and Jackman 2019). The generally monomeric TRM10 enzymes
(most other SPOUT methyltransferases are dimers) are responsible for the N1-
methylation of guanosine and/or adenosine at position 9 (m1G9, m1A9) of tRNAs in
Archaea and Eukarya. However, while m1G9 is widely found in cytosolic tRNAs of
Eukarya, m1A9 appears rare among those, and, with the exception of animal mito-
chondria, the two modifications have not been found in organellar tRNAs (consistent
with their absence in Bacteria) (Jühling et al. 2009). The tRNA m1R9 modifica-
tion is in fact nearly ubiquitous in animal mitochondria, i.e., in all 19 of the 22
human mitochondrial tRNAs that contain a purine at position 9, this purine is methy-
lated to m1A9 or m1G9, respectively (Suzuki and Suzuki 2014; Clark et al. 2016;
Vilardo et al. 2020). Consistently, the TRM10 family has been expanded to two
or three isoenzymes in the metazoan lineage (Jackman et al. 2003), with one of
the homologs (called TRMT10C in vertebrates) apparently targeted to mitochondria
(Holzmann et al. 2008). In contrast to the cytosolic and archaeal members of the
TRM10 family, which are active as monomers on their own (Jackman et al. 2003;
Kempenaers et al. 2010; Vilardo et al. 2012, 2020; Swinehart et al. 2013; Howell et al.
2019), TRMT10C strictly requires the above-mentioned interaction with SDR5C1 to
show appreciable methyltransferase activity (Vilardo et al. 2012; Vilardo and Ross-
manith 2015). However, as mentioned before, SDR5C1 appears to neither contribute
to substrate binding nor catalysis (Vilardo et al. 2012), and the methyltransferase
domain of TRMT10C resembles that of monomeric TRM10 enzymes (Oerum et al.
2018), thus providing no clue to the essential cofactor function of SDR5C1. Recent
findings suggest that SDR5C1 stabilizes the binding of TRMT10C to pre-tRNAs
(unpublished results), but the extent of this effect does not appear sufficient to explain
the crucial role of SDR5C1 for the methyltransferase activity of TRMT10C.

The contribution of the TRMT10C-SDR5C1 methyltransferase complex to the
RNase P activity of human PRORP, likewise, is also largely unclear. While the
complex is definitely able to bind pre-tRNAs, its methyltransferase activity is not
required to support pre-tRNA cleavage by PRORP, and methylation and cleavage
also appear to be independent and, at least in vitro, to proceed uncoupled (Vilardo
et al. 2012). Moreover, the TRMT10C-SDR5C1 complex is also involved in the
cleavage of mitochondrial pre-tRNAs that are not even methylated at position 9, like
tRNAMet and tRNASer(UCN) (unpublished results). Nevertheless, the methyl group
donor S-adenosyl methionine was reported to stimulate cleavage in the case of some
pre-tRNAs (independently of actual substrate methylation) (Karasik et al. 2019).
Strangely enough, the TRMT10C-SDR5C1 complex was also reported to act as a
general mitochondrial tRNA-processing platform, stimulating the cleavage activity
of RNase Z (ELAC2) similarly like that of PRORP (Reinhard et al. 2017); however,
we could not reproduce this effect and rather observed an inhibitory effect of the
TRMT10C-SDR5C1 complex on RNase Z activity (unpublished observation).

In terms of structure, human PRORP does not appear to revealingly differ from
single-subunit PRORPs, either. The crystal structures of two N-terminally truncated
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human PRORP constructs showed a �-shaped structure comparable to Arabidopsis
PRORP1 and PRORP2, but with substantial disorders in the NYN domain (Reinhard
et al. 2015; Li et al. 2015). Both groups interpreted this as an inactive conformation
unable to bind the catalytic metal ions and suggested that the TRMT10C-SDR5C1
complexwould act in remolding theNYNdomain to enable the coordination ofMg2+

ions in the active site. However, both crystalized PRORP fragmentswere catalytically
inactive even in the presence of TRMT10C-SDR5C1. Moreover, we recently found
that human PRORP alone is in fact able to bind pre-tRNAs, to properly coordinate
Mg2+ ions in its active site, and to even cleave some pre-tRNAs with considerable yet
reduced efficiency, all in the absence of the other subunits (unpublished results). The
TRMT10C-SDR5C1 complex appears to primarily, and in most cases dramatically,
increase the cleavage rate of PRORP though.

So why does human PRORP require the TRMT10C-SDR5C1 methyltransferase
complex if not for its methylating activity (see above), whereas (all) other PRORPs
act on their own?And along the same lines,why doesTRMT10Cdepend on the “scaf-
folding” SDR5C1, whereas (all) other methyltransferases of the TRM10 family do
not require any partner protein? Obviously, in both cases the monomeric forms are
ancestral, and the specific interactions and dependencies evolved during the (early)
evolution of metazoanmitochondria. Now remarkably, the tRNAs of metazoanmito-
chondria are peculiar too. While the mitochondrial tRNAs of most eukarya conform
to the ubiquitous, canonical type of tRNA structure, the mitochondrial tRNAs of
metazoa notably deviate from this consensus structure. They are generally smaller,
have often highly reduced, or even lack, D or/and T domains, and are frequently not
able to form the typical tertiary interactions that stabilize the tRNA L-shape (Giegé
et al. 2012; Suzuki et al. 2011; Watanabe et al. 2014; Wende et al. 2014). Moreover,
a given set of metazoan mitochondrial tRNAs can be of pretty divergent structure,
ranging from fully canonical to highly reduced. These peculiarities apparently also
required some co-evolution of the tRNA-interacting factors (Watanabe et al. 2014;
Jühling et al. 2018), and such co-evolution has been hypothesized to underlie the
unique evolution ofmetazoanmitochondrialRNaseP (Holzmann et al. 2008). Indeed,
various other RNase P enzymes, including single-subunit PRORPs, were found to
cleave at least some human mitochondrial tRNAs in vitro either inefficiently and/or
aberrantly, or not at all (Rossmanith et al. 1995;Karasik et al. 2019). The promiscuous
methyltransferase (acting on all mitochondrial tRNAs with a purine at position 9),
which was apparently acquired in early metazoan evolution as well (m1G9/m1A9 or
TRM10-type enzymeshave thus far not been found inmitochondria of other eukarya),
could have evolved to become a general accessory factor for PRORP that safeguards
proper cleavage of the structurally degenerated pre-tRNA substrates, a quasi-extra
recognition handle beyond the direct pre-tRNA contacts of PRORP. Such coopera-
tion might have loosened the structural constraints for PRORP binding to broaden
the enzyme’s pre-tRNA substrate spectrum without putting unwanted RNAs at risk
of being cleaved by a nuclease of loosened specificity. In fact, rather than merely
helping with substrate binding, the TRMT10C-SDR5C1 complex seems to stimu-
late cleavage through conformational changes in the pre-tRNA substrate that facil-
itate phosphodiester hydrolysis by PRORP (unpublished results). The role of the
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TRMT10C-SDR5C1 complex nevertheless also appears to involve specific protein-
to-protein interactions with PRORP, as it cannot be replaced as RNase P cofactor by
related TRM10 enzymes, although they are well capable of methylating mitochon-
drial tRNAs in vitro and can thus be assumed to rearrange the tRNA structure in a
similar way (unpublished results); likewise, TRMT10C-SDR5C1 does not stimulate
the cleavage activity of single-subunit PRORPs (unpublished results).

Whether or how the evolution of the TRMT10C-SDR5C1 complex can be related
to the non-canonical and variable mitochondrial tRNA structures, appears less clear.
As mentioned, monomeric TRM10 enzymes do methylate mitochondrial tRNAs
in vitro; although only the formation of m1G9 was tested, the ability to also form
m1A9 is unlikely associated with SDR5C1, as such dual, relaxed specificity is also
found in some (monomeric) archaeal members of the TRM10 family, which anyway
contains G9-, A9-, and R9-specific members (Jackman et al. 2003; Kempenaers et al.
2010; Vilardo et al. 2012, 2020; Singh et al. 2018; Howell et al. 2019). A possible
evolutionary scenario appears to be the constructive neutral acquisition of SDR5C1
by TRMT10C. According to this concept of evolution (Stoltzfus 1999; Lukeš et al.
2011), a catalytically proficient predecessor of TRMT10C fortuitously “picked”
SDR5C1 as a neutral binding partner, i.e., without functional consequences for any
of them. This interaction stabilized the structure of the TRMT10C predecessor and
allowed the accumulation of destabilizing mutations, whereby its methyltransferase
activity became (increasingly) dependent on the interaction. Thereby the process
started to progress in a ratchet-like manner, as the accumulation of further destabi-
lizing mutations became increasingly more likely than reversion to autonomy, and
SDR5C1 finally ended up as a structure-stabilizing scaffold of TRMT10C. SDR5C1
itself probably only escaped this ratchet because a major fraction of SDR5C1 acted
unbound by TRMT10C all the time. This view is consistent with the observation
that the enzymatic activity of SDR5C1 appears (still) independent of the interaction
with TRMT10C, i.e., it is neither inhibited nor stimulated by the latter (Oerum et al.
2018).

In summary, neutral and coevolutionary adaptive processes appear to have shaped
the peculiar form of proteinaceous RNase P in animal mitochondria.

11.3.3 A Minimal Protein-Only RNase P in Bacteria
and Archaea

The bacterial phylum Aquificae includes the orders Aquificales (families Aquifi-
caceae and Hydrogenothermaceae) and Desulfurobacteriales (family Desulfurobac-
teriaceae) (Gupta andLali 2013). TheAquificae comprises thermophilic to hyperther-
mophilic gram-negative, motile and non-sporulating bacteria that inhabit terrestrial
and marine hot springs worldwide (see Wäber and Hartmann 2019, and references
therein). The Aquificaceae members Aquifex aeolicus and Aquifex pyrophilus grow
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at temperatures of up to 95 °C, thereby belonging to the most thermophilc bacteria
known to date.

The genome sequence of A. aeolicus (1.55 Mbp) published in the late nineties
(Deckert et al. 1998) proposed a conundrum to the RNase P research community:
neither an rnpA gene for the RNase P protein subunit nor the rnpB RNA gene could
be identified in the densely coding A. aeolicus genome, despite numerous bioinfor-
matic efforts worldwide. The surprise effect becomes evident when considering the
conserved synteny of the bacterial rnpA gene: it is located close to and in most cases
even cotranscribed with the neighboring rpmH gene coding for ribosomal protein
L34 (Hartmann and Hartmann 2003), a constellation even found in Hydrogenother-
maceae family members that are close relatives of Aquifex (Marszalkowski et al.
2008a). However, no rnpA and only the rpmH gene is present in A. aeolicus and A.
pyrophilus at this location, although the overall synteny beyond rnpA in this genome
region is conserved between the two hyperthermophilic Aquifex species and other
more distantly related bacteria (Hartmann and Hartmann 2003; Marszalkowski et al.
2006, 2008a). Improved search algorithms for P RNA genes likewise failed to extract
an rnpB gene candidate from theA. aeolicus genome (Li andAltman 2004). Nonethe-
less, the genetic organization of tRNAs (in tandem clusters and as part of ribosomal
operons) on the one hand, and the presence of tRNAs with canonical mature 5′-ends
in total RNA extracts from A. aeolicus on the other hand, implied the existence of a
tRNA 5′-maturation activity, although RNase P activity could not be demonstrated
for A. aeolicus cell extracts in initial attempts (Willkomm et al. 2002). The issue
gained momentum when we (Marszalkowski et al. 2008a, b) and another laboratory
(Lombo and Kaberdin 2008) contemporaneously detected RNase P activity in cell
extracts of A. aeolicus. However, the identity and biochemical composition of RNase
P in A. aeolicus remained enigmatic until its disclosure in 2017 (Nickel et al. 2017).
In the latter study, RNase P activity could finally be assigned to a single polypep-
tide of ~23 kDa encoded by the gene Aq_880. The small protein has several active
site aspartates involved in the coordination of one or two catalytic metal ions and
bioinformatic analysis revealed a position within the PIN domain-like superfamily;
however, Aq_880 is assigned to a different subgroup (PIN_5 cluster, VapC struc-
tural group) than PRORP (Matelska et al. 2017). The recombinant protein catalyzes
RNase P-specific tRNA 5′-end maturation with kinetics in the range of other RNase
P enzymes. In gel filtration experiments, Aq_880 elutes as a ~420-kDa complex,
consistent with large homo-oligomeric complexes (three hexamers or six trimers).
Some recombinant Aq_880 even appears as a∼70 kDa band in SDS gels, confirming
the protein’s propensity to form stable oligomers (Nickel et al. 2017); oligomeriza-
tion is a prominent mechanism of protein thermostabilization (Wäber and Hartmann
2019, and refs. therein). Finally, Aq_880 was able to rescue the growth of an E. coli
strain under conditions of a lethal knockdown of its endogenous RNase P. Even more
surprisingly, a yeast strain with inactivation of its complex nuclear RNP RNase P
could be rescued as well (Nickel et al. 2017). In both cases, growth efficiency was
rescued to levels below that of the corresponding wild-type strain, indicating that
Aq_880 functions suboptimally in the heterologous hosts.
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Bioinformatic searches then sporadically identified homologs of Aq_880, termed
HARPs for Homologs ofAquifex RNase P, in 5 other of the 36 bacterial phyla beyond
Aquificae: a few each in Proteobacteria, Thermodesulfobacteria, Nitrospirae, Verru-
comicrobia, and Planctomycetes, as well as in some unclassified bacteria (Nickel
et al. 2017; Daniels et al. 2019). Whereas HARP-encoding bacteria that lack the
genes for RNA-based RNase P are found in the Aquificae, Nitrospirae and among
the aforementioned unclassified bacteria, HARP as well as rnpA and rnpB genes are
identifiable in all other cases. Larger numbers of HARP genes were found in archaeal
genomes, many in Euryarchaeota, some in the TACK, but none in the DPANN and
Asgard superphyla; however, all of these archaea encoding a HARP also harbor the
RNA and protein genes for RNP RNase P (Nickel et al. 2017; Daniels et al. 2019).
It has been noticed that HARP distribution among Euryarchaeota is not only patchy
at the class level but often also extends to the genus level (e.g., among Halobac-
teria or Thermoprotei) (Daniels et al. 2019). Overall, these observations suggest that
the function of HARP is not that of a housekeeping RNase P function in Archaea.
This view is supported by our recent findings that HARP gene knockouts in the two
EuryarchaeotaHaloferax volcanii andMethanosarcinamazei did not result in growth
phenotypes under standard conditions, temperature and salt stress (H. volcanii) or
nitrogen deficiency (M. mazei) (Schwarz et al. 2019), whereas attempts to delete
the RNase P RNA gene in H. volcanii were unsuccessful and its knockdown to
~20% of the wild-type RNase P RNA level impaired tRNA processing and caused
retarded cell growth (Stachler and Marchfelder 2016). The patchy occurrence of
HARP among archaea could thus be explained by sporadic losses of the gene owing
to its non-essentiality.

How did the Aquificaceae acquire their HARP gene? A. aeolicus was estimated
to have acquired at least ~10% of its protein-coding genes by horizontal gene
transfer from archaeal organisms (Aravind et al. 1998). Combined with the fact
that HARPs are more frequently found among archaea including many thermophilic
Euryarchaeota, but sparsely in Bacteria, might suggest the possibility that the
commonancestor ofAquificaceae acquired theHARPgene froman archaeonbyhori-
zontal gene transfer. However, this remains speculative at present. A maximum like-
lihood phylogenetic tree grouped the bacterial HARPs separately from the archaeal
ones with a reliable bootstrap value of 0.95 (Nickel et al. 2017). This might be taken
as evidence that HARP arose before the separation of Bacteria and Archaea, but was
lost from the majority of bacteria and many archaea. An exception is the HARP of
Thermococci (Archaea) that groups with the bacterial HARPs, which may point to
horizontal gene transfer events.

We demonstrated RNase P activity for several archaeal HARPs as well as for
the HARP of a bacterium that also encodes rnpA and rnpB genes (Nickel et al.
2017; Schwarz et al. 2019). This activity was tested in RNase P processing assays
in vitro or via complementation of an E. coli strain with repressible expression of
its endogenous RNase P. In vitro processing and in vivo complementation activities
varied in efficiency, but all tested HARPs showed some RNase P activity in at least
one of the two assays. We conclude that HARPs, even if they are not the major
housekeeping RNase P activity in the respective organisms, nevertheless have the
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basic enzymatic capacity to recognize pre-tRNA substrates and to carry out the
RNase P-specific phosphodiester hydrolysis reaction. This makes an evolutionary
RNase P replacement scenario in the ancestor of Aquificaceae plausible where a
HARP protein had to be reshaped and optimized with only modest effort to become
a “full-time” RNase P of the organism. At the same time, this brings up the question
as to the biological function of HARPs in Archaea, all of which also contain an
RNA-based RNase P. It has not escaped notice that about one-fifth of bacterial and
archaeal proteins in the PIN domain-like superfamily are components of toxin–
antitoxin systems (Daniels et al. 2019; Gobert et al. 2019; Schwarz et al. 2019) and
HARPs were classed with the VapC group (Matelska et al. 2017), which refers to
bacterial and archaeal VapC protein toxins that interfere with translation by cleaving
mRNAs, ribosomal RNAs (rRNAs) or tRNAs (reviewed in Senissar et al. 2017;
Gobert et al. 2019; Schwarz et al. 2019). If HARPs function in this direction, it is
puzzling why they carry out tRNA 5′-end maturation instead of inactivating tRNAs
via cleavage, e.g., in the anticodon loop as expected for such kind of toxin. Another
possibility is that HARP functions as a backup RNase P activity under certain stress
conditions where expression and assembly of the RNP enzyme are disturbed.

Finally, the question remains why HARP has supplanted the ancient RNP enzyme
in bacteria of the family Aquificaceae. One issue is the high growth temperature of
these bacteria. One may argue that folding of P RNA, including coordination of
catalytic metal ions, and RNP assembly reach their limits at temperatures of up to
95 °C. However, there are examples of RNP RNase P enzymes in hyperthermophiles
such as T. maritima, a bacterium that can grow at temperatures of up to 90 °C
(Huber et al. 1986; Wang et al. 2012) and remains motile up to 105 °C (Gluch
et al. 1995). Another trace could be the condensed size of Aquificaceae genomes,
suggesting constraints to streamline the genetic repertoire as well as regulatory and
metabolic processes.However, the saving of genome space upon substituting harp for
rnpA/rnpB is yet rather negligible. A. aeolicus has two 16S-23S-5S rRNA operons,
deleting one would save much more space. Also, A. aeolicus expresses other non-
coding RNAs, such as the signal recognition particle RNA (SRP RNA), tmRNA and
6SRNA, a regulator of RNA polymerase, which is not present in all bacteria (Wehner
et al. 2014; Lechner et al. 2014) and thus not essential. These non-coding RNA
examples demonstrate that the expression of functional RNPs beyond the ribosome
is feasible in the hyperthermophilic bacterium. To finalize this rather speculative
discussion, one may argue that a protein-only HARP can exert the RNase P function
just as well as the RNP enzyme and its biogenesis is certainly simpler than expressing
an RNA and protein subunit that have to be coordinately expressed and assembled
to a functional RNP. Thus, according to the motto “Opportunity makes a thief,” the
progenitor of Aquificaceae might have had the chance to recruit a HARP and took
the chance.
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Chapter 12
An Unusual Evolutionary Strategy: The
Origins, Genetic Repertoire,
and Implications of Doubly Uniparental
Inheritance of Mitochondrial DNA
in Bivalves

Donald T. Stewart, Sophie Breton, Emily E. Chase, Brent M. Robicheau,
Stefano Bettinazzi, Eric Pante, Noor Youssef, and Manuel A. Garrido-Ramos

Abstract Mitochondrial DNA (mtDNA) is typically passed on to progeny only by
the female parent. The phenomenon of “doubly uniparental inheritance” (DUI) of
mtDNA in many bivalve species is a fascinating exception to the paradigm of strict
maternal inheritance of mtDNA. In this review, we survey the current state of knowl-
edge ofDUI and discuss several active areas of research in this field. Topics/questions
covered include: the number of timesDUI evolved (once ormultiple origins), the link
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between DUI and sex determination, the role(s) of mtDNA-encoded non-oxidative
phosphorylation genes (i.e. ORFan/orf genes) in freshwater mussels, the function of
conserved sequence motifs and sperm transmission elements in mtDNA of marine
mussels, the challenges of annotating mtDNA genomes of DUI species, the presence
of unorthodox features in venerid mtDNA, whether or not orf DNA sequences are
useful in species-level identification of freshwater mussel, and finally, whether or
not there are obvious benefits of DUI. For each topic, we also highlight important
avenues for future researchwithin this fascinating field ofmitochondrial evolutionary
biology.

12.1 An Overview of Doubly Uniparental Inheritance
of Mitochondrial DNA in Bivalves

Doubly uniparental inheritance (or DUI) of mitochondrial DNA is a highly atyp-
ical system of mitochondrial DNA inheritance observed in various bivalves (Breton
et al. 2007). Since its discovery (early 1990s; e.g. Fisher and Skibinski 1990; Hoeh
et al. 1991; Zouros et al. 1992), the field of DUI research has steadily grown. As
summarized in a series of review articles, species that possess DUI typically exhibit
the following features (but exceptions have been noted in the literature; e.g. Ghiselli
et al. 2013; Passamonti and Plazzi 2020): (1) two sex-associated mtDNA lineages [a
sperm-transmitted male lineage and an egg-transmitted female-transmitted lineage],
(2) females are typically homoplasmic, whereas males are heteroplasmic, (3) male
somatic tissue is dominated by female-transmitted [F-type] mtDNA, whereas male
gonad, and specifically spermatozoa, contains exclusivelymale-transmitted [M-type]
mtDNA, (4) a relatively fast rate of molecular evolution for both types, but especially
M-types, (5) in some lineages of bivalves, the M- and F-types occasionally recom-
bine, giving rise to an F-type mtDNA molecule that is mostly composed of F-type
protein/RNA-coding genes, with the insertion of a copy of the control region from the
M-type, and (6) the presence of open reading frames with no immediately obvious
homology to typical mitochondrial genes associated with the electron transport chain
or ATP synthesis (Breton et al. 2007; Passamonti and Ghiselli 2009; Breton et al.
2011a; Zouros 2013; Zouros and Rodakis 2019).

At present, >1200 papers have been published on DUI (based on Google Scholar
search for “doubly uniparental inheritance” articles from 1990 onwards). Popular
areas of research since the phenomenon was first described in Blue mussels of
the genus Mytilus have included: the taxonomic distribution of DUI, the rate and
pattern of molecular evolution of the F- and M-type genomes, gene complement
and genetic features of both F & M genomes in various bivalve orders and families,
patterns of tissue specific and intracellular gene expression of the M & F genomes,
the role of recombination of mt genomes on efficiency rates of electron transport
chain complexes and even sperm swimming speed, as well as many other funda-
mental biological properties. Nonetheless, many features of this unique molecular
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phenomenon remain unknown. Indeed, because DUI differs so fundamentally from
the rule of strict maternal inheritance found in all other animals, Zouros (2020), and
Zouros and Rodakis (2019) have recently argued that this phenomenon deserves
greater attention from the broader cell biology, molecular biology, and genetics
communities.

Herein, we review the current state of knowledge in several areas of DUI research
and identify what we consider to be the primary areas of future investigations.
We focus on the following themes in this review: origin(s) of DUI (did it evolve
once or multiple times?), DUI and sex determination, open reading frame (orf )
genes in freshwater mussel mitochondrial genomes (their role in sex determina-
tion/sexual development), conserved DNA sequence motifs and sperm transmission
elements in themitochondrial genomeofmytilids, issues in annotatingDUIgenomes,
unorthodox features in venerid mitochondrial genomes, using f -orf sequences to
improve species-level identification of freshwater mussel species, and finally, we
investigate the potential benefits of DUI (in particular, to organismal fitness).

12.2 The Origins of Doubly Uniparental Inheritance
of Mitochondrial DNA in Bivalves: Did It Evolve Once
or Multiple Times?

To our knowledge, doubly uniparental inheritance (DUI) of mitochondrial DNA is
only found within the bivalved molluscs, but not all lineages of bivalves exhibit DUI.
A recent paper found that DUI has been documented in over 100 species from 12
families of bivalves (Gusman et al. 2016). The number has grown in the past four
years (e.g. Pante et al. 2017) and will undoubtedly continue to grow as more of the
>9000 known bivalve species are studied (Huber 2010). The lineages of bivalves
that exhibit DUI that have been studied most extensively include the marine mussels
of the order Mytilida, the marine clams of the order Venerida, and the freshwater
mussels of the order Unionida. Some species in the order Nuculanida also exhibit the
phenomenon, but recent phylogenetic analyses suggest that these taxa are part of the
Mytilida, and not part of the basal bivalve lineage, the Protobranchia (e.g. Gusman
et al. 2016).

There are two primary, but not mutually exclusive, hypotheses that have been
proposed to explain the origin (or origins) of DUI. The first is that having a separate
male-transmitted lineage (that is constrained to be transmitted only through sperm
and thus reduce the opportunity for cytoplasmic warfare sensu Hurst and Hoekstra
1994) could allow selection to act on the M-type mtDNA genome in ways that
benefit male-associated functions (e.g. sperm swimming speed) (Breton et al. 2007;
Jha et al. 2008), while simultaneously avoiding the potentially deleterious effects
of having two distinct cytoplasmically transmitted genomes within a species (e.g.
Hurst and Hoekstra 1994). The second hypothesis suggests that DUI resulted from a
selfish genetic element that (1) invaded a sperm mitochondrial genome and (2) that
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managed to survive and become transmitted via sperm thereafter (e.g. endogenization
of a selfish viral element in sperm mitochondria; Milani et al. 2014). Indeed, the
beneficial effects of having a separate male-transmitted lineage could have been the
focus of natural selection following the chance invasion of a selfish genetic element.

The phenomenon of DUI is demonstrably old in some lineages but more diffi-
cult to age in others. For example, Hoeh et al. (2002) demonstrated that the M- and
F-lineages in freshwater mussels (Unionidae) diverged over 200 MYA (Hoeh et al.
2002). Alternatively, Stewart et al. (2009) argued that because of occasional recom-
bination of M and F genomes and role-reversal of a primarily F-type genome via
the M-lineage in certain lineages (such as the marine mussels, family Mytilidae), the
true age of DUI in these taxa cannot easily be ascertained. Role-reversal essentially
resets the divergence time of the M- and F-type genomes (for all parts of the genome
except for the relatively small M-type control region) to 0. There appear to be short
DNA sequence motifs in the M-type control regions that play a role in maintaining
(and preventing destruction) of these genomes during development such that they
safely end up in the developing male gonad and in the spermatozoa (see Kyriakou
et al. 2015; Robicheau et al. 2017a, b). Role-reversals have been directly observed
in Mytilus, and therefore have been inferred in other genera in the family such as
Modiolus (Robicheau et al. 2017) and Geukensia (Lubośny et al. 2020). Because
these genera diverged from one another possibly as much as 400 MYA (Lee et al.
2019), the phenomenon is likely extremely old in the bivalves. Furthermore, because
role-reversals have been observed in anothermajor order exhibiting the phenomenon,
the Venerida (Plazzi et al. 2016), we maintain that the most parsimonious explana-
tion regarding the origin of DUI is that it evolved once early on in the history of the
bivalves (e.g. in an ancestor to the autolamellibranchiata), but that recombination
and role-reversal events have obscured the true age of DUI as originally suggested
by Hoeh et al. (1997).

DUI is, however, absent from some other major lineages of bivalves, such as
the Pectinida and Ostrida. Because several hermaphroditic lineages of the family
Unionidae have lost DUI (they do not retain a sperm-transmitted M-type; Breton
et al. 2011a), and because some species of scallops and oysters in these families
exhibit hermaphroditism and extreme sexual plasticity (Collin 2013), we argue that if
a Pteriomorph ancestor to the Pectinida and Ostrida passed through a hermaphroditic
stage, all descendants of that particular ancestor would not possess DUI, even if some
lineages re-evolved gonochorism.

In terms of future research directions in this area, we (as well as others) are
exploring the role of sperm transmission elements (STEs; as will be discussed in
more detail below) coded for by theM-type genomes that have been shown to interact
with proteins from the male gonad but not the female gonad as first described by
Kyriakou et al. (2015). We are using in silico approaches to search for evidence of
these STEs in all mtDNA genomes of DUI-positive species, which would provide
further evidence that DUI evolved once, but is a dynamic system across the diverse
lineages of bivalves.
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12.3 What Is the Link Between DUI and Sex
Determination in Bivalves?

Breton et al. (2011a) established a theoretical link between DUI and sex determi-
nation or the maintenance of gonochorism (i.e. separate female and male sexes).
This was based on the observation that in gonochoric freshwater mussel species, the
F- and M-type mt genome lineages are present in females and males, respectively
(i.e. these species exhibit DUI), whereas obligate hermaphroditic species lose their
M-type mtDNA (Breton et al. 2011a). In addition, an open reading frame (orf gene)
specific to the F-type lineage (hence the f -orf ) undergoes marked divergence in
hermaphroditic taxa relative to their gonochoristic relatives (These f -orf genes, the
divergent h-orf genes found in hermaphrodites, and the distinctm-orf genes found in
M-type genomes are discussed below in Sect. 3). Accordingly, DUI may be the first
sex determination mechanism or sexual development system in animals that involves
the mt genome (Breton et al. 2011a).

Ghiselli et al. (2012) explored the hypothesized link between DUI and sex deter-
mination by comparing transcriptomic data of female and male gonads of Ruditapes
philippinarum (Family Veneridae). They identified over 1500 genes with sex-biased
or sex-specific expression. Of male-biased or male-specific genes, several were asso-
ciatedwith ubiquitination. Based on known examples of the role of ubiquitin in inher-
itance ofmitochondria, specifically in signalling destruction of paternalmitochondria
(Sato and Sato 2013), and sex determination in Drosophilia (Bayrer et al. 2005) and
C. elegans (Hodgkin 1987; Hansen and Pilgrim 1999; Starostina et al. 2007; Kulkarni
and Smith 2008), Ghiselli et al. (2012) proposed ubiquitin as a promising candidate
for a role in DUI, and consequently a connection with sex determination.

Following up on the work of Ghiselli et al. (2012), Milani et al. (2013) analysed
the structure and location mRNA transcripts for three genes, psa, birc, and anubl1 in
the Manila clam R. philippinarum, which, likeMytilus, has sex-biased ratios among
progeny. They speculated that these genes, which are homologous to genes involved
in ubiquitination in other taxa, play roles in sex determination and could helpmaintain
(or degrade) sperm-derived mitochondria during embryonic development in males
(or females, respectively) of DUI species. To pursue the potential link between sex
determination mechanisms in bivalves and DUI, Capt et al. (2018) hypothesized that
if ubiquitin is responsible for the maintenance or loss of M-type mtDNA in bivalve
embryos, then there should be signatures of a homologous ubiquitination process in
all species exhibiting DUI. To address this hypothesis, Capt and colleagues produced
gonad transcriptomes of the DUI-positive species Venustaconcha ellipsiformis and
Utterbackia peninsularis (Family Unionidae) to compare with previously published
transcriptomes from R. philippinarum (Ghiselli et al. 2012) and Hyriopsis schlegelii
(Family Unionidae; Shi et al. 2015). This work permitted the comparison of genes
across distantly related species of bivalves possessing DUI. The work of Capt et al.
(2018) showed that females possessed 18 differentially expressed ubiquitination
genes, and 53 that were male-biased. This included two male-biased ubiquitina-
tion genes, which were absent from the female-biased group, psa6, a potential factor
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in sex determination and/or the sexual maturation of DUI species, and anubL1, a
potential factor in the tagging of sperm mitochondria to distinguish from female
mitochondria. They also included birc5 and birc2, other potential tags that could
protect the male mitochondria from degradation. Capt et al. (2018) concluded that
a similar set of genes related to sex determination and DUI exists among distantly
related species possessing DUI.

Looking forward, Capt et al. (2018) suggested that epigenetic modifications are
another interesting area for studying sex determination in bivalves, based on work
by Milani et al. 2013. Transcriptomic data in Capt et al. (2019) showed a male-
biased expression of DNA methyltransferases (including a DNA methyltransferase
associated with mitochondrial, DNMT1), histone deacetylases, and histone acetyl-
transferases, all of which are related to epigenetic modifications. The exploration
of the role epigenetic modifications and sex determination in DUI-positive bivalves
will progress with further transcriptomic analyses to document genes with male or
female-biased expression.

12.4 What DoWe Know About the orf Genes in Freshwater
Mussel Mitochondrial Genomes and Their Role in Sex
Determination/Sexual Development?

The unique mitochondrial f - and m-orf genes and their link with the maintenance
of gonochorism were discovered in freshwater mussel (FWM) species because of
the presence of obligate hermaphrodites within the Unionida (Breton et al. 2011a).
Note that occasional hermaphrodites do occur in dominantly gonochoristic species
(also true for marine mussels), and among species typically considered obligate
hermaphrodites (Ghiselin 1969). Consequently, some hermaphrodites are relatively
more recently diverged from their gonochoric ancestors, while some are evolution-
arily quite older. For example, the paper pondshell, Utterbackia imbecillis, appears
to be a relatively recently evolved hermaphroditic species (Riccardi et al. 2019).
In theory, obligately hermaphroditic FWM species arise from previously gonocho-
ristic species that have, by some means, produced hermaphrodites (Ghiselin 1969).
The main hypothesis is that ancestral gonochoristic individuals/populations could be
under selective pressures that favour self-fertilization, particularly if individuals are
patchily distributed (Bauer 1987). Habitat modification and introduction of invasive
species are two factors that have been identified as contributing to the global decline
in freshwater mussels (Lopes-Lima et al. 2014, 2017), and these conditions could
lead to an increase in hermaphroditic populations in the future.

Hermaphroditism has evolved independently multiple times among the families
Unionidae and Margaritiferidae (Breton et al. 2011a). In each of the hermaphroditic
lineages, two patterns are readily apparent: (1) the M-type genome is always lost and
(2) the remaining genome, which is now referred to as a hermaphroditic genome,
experiences highly divergent evolution in its orf gene. The f -orf of the F-type
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genomeof a gonochoric species acquiresmany nucleotide changes, and thus becomes
an h-orf within an H-type genome. All h-orf genes examined to date have been
extremely divergent (Breton et al. 2011a; Chase et al. 2018) exhibiting highly modi-
fied hydrophobicity plots of their predicted proteins relative to the predicted proteins
of f -orf proteins from their closely related sister taxa (Breton et al. 2011; Chase
et al. 2018; Stewart et al. submitted). These modifications include additional trans-
membrane helices (TMHs), repeated segments of DNA, and typically an increase in
overall length of the orf (Breton et al. 2011a). However, some species’ mt genomes
possess h-orfs that do not adhere to these particular patterns (or even lack an h-orf
gene), namely Toxolasma parvum, Anodonta cygnea, and Anodontities trapesialis
(Chase et al. 2018; Soroka and Burzyński 2017; Guerra et al. 2017). The localization
of the f -orf protein to locations outside the mitochondria was further documented
by Breton et al. (2011a), in which immunoelectron microscopy techniques showed
the f -orf protein in association with the nucleus as well as the mitochondria. It is
crucial to explore expression localization not only for more f -orfs, but also h-orfs
and m-orfs. Of most interest would be exploring these orfs along the spectrum from
female gonochoristic individuals to obligate hermaphrodites. Recent work (Stewart
et al. unpublished) has begun this process by using PCR primers to sequence orfs
in a large number of individuals from a single species (in this case, Pyganodon
cataracta) from many populations in an attempt to identify populations that may
contain nascent hermaphrodites. A focus of future work in this area will be to iden-
tify recently formed (or indeed emerging) populations of hermaphroditic freshwater
mussels to collect additional data on the patterns noted above. Research questions
of particular importance include: (i) whether nascent populations of hermaphroditic
mussels lose their M-types immediately, and (ii) the degree of changes occurring
over time within the f -orf /h-orf regions. Examination of recently hermaphroditized
populations/individuals versus older hermaphrodites should provide valuable insight
into the functional capacity of h-orfs, and the overall role of orf regions in DUI and
sexual development/sex determination.

We must also point out that exciting work is being conducted on a link between
a novel category of RNA molecules called small mitochondrial highly transcribed
RNAs or “smithRNAs” by Marco Passamonti’s group in Bologna, Italy. Passamonti
and colleagues suggest that these molecules may interact with nuclear gene expres-
sion to play a role in sex determination/sexual development. Although currently
largely theoretical, this group has proposed that in vivo and in vitro experimenta-
tion is now warranted to assess the functionality of smithRNAs in DUI species. For
details, see Pozzi et al. (2017).
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12.5 What Role Do Conserved Sequence Motifs and Sperm
Transmission Elements Play in DUI in Mytilid
Mussels?

A central tenant of DUI is that the heteroplasmy observed in bivalves is sex-linked
(Ghiselli et al. 2019). However, for such a pattern to occur, it logically must follow
that genetic mechanism(s) exist to facilitate the cellular recognition of male versus
female mitochondria/mitotypes (see Plazzi and Passamonti (2019), and particularly
Zouros (2020), formore advanced discussions on genetic signatures/models of DUI).
Recent work on the description of sperm transmission elements (STEs) and DUI-
associated orf genes has attempted to identify major regions presumed to convey
female or male genetic signature(s). Studies of orf genes have gained considerable
interest in the past decade (as discussed in Sect. 3), while the work on STEs is
relatively more recent. Burzyński et al. (2003) and Zbawicka et al. (2003) early on
indicated that genetic signatures associatedwithDUI signallingwere likely housed in
the non-coding portion of mtDNA in species exhibiting DUI, as this was the mtDNA
region mainly associated with recombination events that lead to the masculinization
(i.e. RM-type formation) of otherwise F-type mitochondrial genomes in mytilids. A
region later confirmed as the mtDNA control regions (CR; Cao et al. 2004a, b).

In recent years, Kyriakou et al. (2015) sought to identify paternal mitochon-
drial signatures associated with DUI through the detailed mapping of a recom-
bined masculinized CR mtDNA. Their analyses showed that a particular portion
of the variable domain 1 region or “VD1” of the mitochondrial CR housed a unique
portion of sequence conferring a paternal signature within an RM Mytilus gallo-
provincialis under investigation (Kyriakou et al. 2015). Using an Electrophoretic
Mobility Shift Assay technique, these authors found that the RM-associated mtDNA
segment (which they termed the sperm transmission element or “STE”): forms a
protein complex associated with male gonad protein extract (also perinuclear mito-
chondrial associated), has a unique ~22 bp nucleotide motif, and contains presumed
nucleotide folding (Kyriakou et al. 2015). In addition, Kyriakou et al. (2016) showed
that the homologous mitochondrial F-derived STE sequence was not able to form
a stable protein structure comparable to the M-derived STE. Collectively, this work
strongly supports a role for STEs in the cellular identification ofMytilusM-types as
being “paternally derived” (Kyriakou et al. 2015, 2016).

The discovery of a STE has significantly improved our understanding of DUI
genetics (particularly of M-type mtDNA), and a subsequent step for STE research
has been to locate STE mtDNA signatures in taxa outside Mytilis spp. In Kyriakou
et al. (2015), a STE motif is specifically identified in M. galloprovincialis and M.
trossulus, while Robicheau et al. (2018) extended this search by probing in silicowith
the 22 bp STE motif in both a native and a degenerate (purine or pyrimidine) form.
Robicheau et al. (2018) found Mytilus edulis, M. californianus, M. modiolus, and
M. senhousia to also be harbouring putative STE signatures that are relatively less
conserved versus the known Mytilus-type STE signature in Kyriakou et al. (2015).
These exercises have demonstrated that the “unique” and recognizable region of
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the Mytilus RM-type STE (a mere 22 bp) is inherently difficult to search for in
lineages phylogenetically distant from Mytilus (e.g. Robicheau et al. 2018). We
hypothesize two reasons for this. The first is that the motif as it appears in Mytilus
may not entirely be suitable for searching in silico within other bivalve species. As an
illustration, the level of sequence conservation inferred from Kyriakou et al. (2015)
is 86% for an RM- versus M-type of the same Mytilus species. As one searches for
this motif in taxa that are more and more distantly related to Mytilus, one would
hypothesize that this low level of conservation (within males of the same species)
would only continue to decrease even further, thus making it potentially difficult to
locate STEs in silico even in the closest of species. The second reason is that perhaps
conventional local alignment methods (namely BLAST; Altschul et al. 1997) may
be too stringent to identify small regions of STE similarity. The longest consecutive
string of conserved nucleotides in the 86% conserved motif stated above is 7 bp
(Kyriakou et al. 2015). The least stringent BLAST parameter “blastn” (for shorter
sequences) has a default word size seed of 11 bp to initiate an alignment (note that
the word size can be decreased further, but doing so would require foresight) (see
McGinnis and Madden 2004). Accordingly, for the novice (even when picking the
lowest BLAST stringency parameter with default settings), there is a rather low
probability of finding a significant intraspecific STE BLAST hit using the 22 bp
motif. A combination of both scenarios (extreme sequence divergence(s) and a rather
small nucleotide in silico probe) may also be probable. Given these challenges, more
creative means of searching for STEs in silico may be needed moving forward.
Future efforts should continue to sequence novel bivalve M-mtDNAs in the aim
that additional STEs (or regions uniquely M-derived; either highly conserved or
degenerate) may be found.

12.6 What Issues Are There in Annotating the mtDNA
Genomes of DUI Species?

Metazoan mitochondrial genomes are substantially conserved in terms of genome
size, organization and gene content (Boore 1999;Gissi et al. 2008;Breton et al. 2010).
Mostmitogenomes fallwithin the 14–16kb length range, have a stable gene content of
37 intronless genes and have short intergenic regions (Boore 1999; Gissi et al. 2008).
The standard gene content includes a pair of genes coding for 12S and 16S rRNAs, 22
tRNAs, and a set of 13 genes encoding some of the protein subunits of the mitochon-
drial respiratory chain complexes and ATP synthase: NADH:ubiquinone oxidore-
ductase (Complex I; ND1–ND6 and ND4L), ubiquinone: cytochrome c oxidore-
ductase (Complex III; CYTB), cytochrome c oxidase (Complex IV; COX1–COX3),
and ATP synthase (Complex V; ATP6 and ATP8) (Anderson et al. 1981; Garesse
and Vallejo 2001; Breton et al. 2010). Additional protein subunits of the mitochon-
drial machinery, as well as proteins required for mtDNA replication and expression,



310 D. T. Stewart et al.

are encoded by nuclear genes (Boore 1999; Garesse and Vallejo 2001). Notwith-
standing, there are well-documented exceptions to this general view, particularly
in invertebrates, including larger genomes than the standard compact mitogenome,
genes containing introns and gene gain/losses (Gissi et al. 2008;Breton et al. 2014). In
addition, tRNA genes are extremely prone to rearrangement and recruitment (Breton
et al. 2014; Plazzi et al. 2016). Particularly, mitochondrial genomes of bivalves
are extremely diverse in size (the largest genome is actually that of Dreissena poly-
morpha, the zebramussel, with ~67 kb;McCartney et al. 2019) and gene arrangement
(different mitochondrial gene orderings are unique to different lineages) (Boore et al.
2004; Vallès and Boore 2006; Plazzi et al. 2013, 2016; Guerra et al. 2017). Further-
more, mitogenomes of bivalves, especially those of species with DUI, are character-
ized by an unusually high rate of evolution, specific non-standard gene content and
long intergenic sequences of different sizes collectively called unassigned regions
(URs).

Both genes and intergenic sequences of mitogenomes of species with DUI show
high rates of sequence evolution. In bivalvedmolluscs in general, this rate is high and
there is a correlation between rearrangement rates and evolutionary rates (Plazzi et al.
2016). Specifically, the atp6, atp8, nad2, nad4L and nad6 protein-coding genes were
among the most divergent genes in bivalves (Plazzi et al. 2016). High evolutionary
rates not only apply at the interspecific but also at the intraspecific level. F- and M-
mtDNAs represent two highly differentiated genomes in species with DUI, a distinc-
tive feature of both their separate evolution during millions of years and the faster
evolution of the M genome which experience a more relaxed selective constraint
than the F genome (Zouros 2013). Thus, extreme F/M-mtDNA sequence divergence
levels have been found inModiolus modiolus (37–40%; Robicheau et al. 2017b), in
Geukensia demissa (31%, but reaching >50% in themost divergent regions; Lubośny
et al. 2020), inMusculista senhousia (upwards of 32%; Passamonti et al. 2011) and
in freshwater mussels (as much as 52%; Doucet-Beaupré et al. 2010) as well as in
the marine clams R. philippinarum (34%; Mizi et al. 2005), Scrobicularia plana and
Limecola balthica (~53% between the M and F types for both species; Capt et al.
2020). All of these comparisons exceed the already highly sequence divergence
values that were very early on identified in M. galloprovincialis, M. edulis, and M.
trossulus (10–20%; Mizi et al. 2005; Breton et al. 2006). Thus, with each bivalve
mtDNA genome published, we often learn significantly more about the potential
F/M/H sequence divergence thresholds that are possible within and between bivalve
species/mitotypes.

The existence of highly divergent sequences might be the cause for difficulties
annotating the “missing” atp8 gene, a rapidly evolving gene in marine mussels,
and in bivalves in general (Śmietanka et al. 2010). Bivalves and some species of
Nematoda and Platyhelminthes were considered to be lacking atp8 (Hoffmann et al.
1992; Breton et al. 2010). High rates of sequence divergence lead to the inference
that atp8 was absent in these species, but in fact it was demonstrated that it is present
in most bivalves analysed, even in some nematodes (Breton et al. 2010; Plazzi et al.
2016) and that the predicted atp8 is fully functional in M. edulis (Lubosny et al.
2018).
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On the contrary to gene losses, DUI species are also characterized by gene acqui-
sitions. For example, the often duplicated tRNAMet gene in Mytilidae species (Hoff-
mann et al. 1992; Mizi et al. 2005; Passamonti et al. 2011; Śmietanka et al. 2018)
among other cases of tRNA gene duplications in specific lineages (see, for example,
Guerra et al. 2017 and Lubośny et al. 2020). More remarkable is the duplicated
cox2 gene in the F mitogenome of the clam R. philippinarum or in the M genome
of the mytilid Musculista senhousia, although their roles are still unknown (Passa-
monti et al. 2011; Ghiselli et al. 2013; Breton et al. 2014). Mcox2e evolved from the
extension of the cox2 gene in the M genome of the freshwater bivalves with DUI
(Chakrabarti et al. 2006, 2007; Chapman et al. 2008). A similar extension of the cox2
gene has also been identified recently in the mytilid Geukensia demissa (Lubośny
et al. 2020). TheMcox2e gene of freshwater bivalves encode a new protein equipped
with multiple transmembrane helices that is localized to both inner and outer mito-
chondrial membranes and might function in male reproduction as a specific label
determining the fate of sperm mitochondria in fertilized eggs (Cao et al. 2004a;
Cogswell et al. 2006; Chakrabarti et al. 2007). The exciting aspect of gene gains
in the mitogenomes of species with DUI resides exactly in the generation of new
gene products with functions beyond metabolic roles. Thus, there exist in freshwater
mussels an absolute correlation between DUI and the presence of the sex-specific
m-orf and f -orf genes in the M and F mtDNA, respectively, which in turn would
be directly involved in the maintenance of gonochorism (see preceding sections)
(Breton et al. 2009a, 2011a; Mitchell et al. 2016; Guerra et al. 2017). There is also
a specific f -orf in marine mussels that has a homolog gene in the F mitogenome
of Musculista senhousia (Breton et al. 2011b) and codes for a functional protein,
although its role in DUI or any other biological process remains to be established
(Ouimet et al. 2020). The marine clam R. philippinarum also have sex-specific orfs
that are expressed in the M and F mtDNA (Ghiselli et al. 2013; Milani et al. 2013,
2014). In fact, the RPHM21 protein coded by the m-orf of the male-transmitted
mtDNA of R. philippinarum might be involved in spermatogenesis, reproduction
and embryo development (Milani et al. 2014). All these orfs were collectively called
ORFans (this name was suggested earlier to emphasize that they were additional
orfs to the standard set of mitochondrial genes but with unknown function). ORFans
are among the fastest evolving genes in mitogenomes, and many times it is diffi-
cult to align their sequences when they belong to different species (Mitchell et al.
2016; Plazzi et al. 2016; Guerra et al. 2017, 2019). Therefore, there is still a debate
about the origin of these ORFans. While the debate of their origin moves between
the endogenization of viral genes (Milani et al. 2013, 2014) and the duplication of
existing gene or the de novo generation from DNA sequences from the unassigned
regions (URs), it has been proposed that the mORF of freshwater mussels evolved
from a duplicated and diverged atp8 gene (Mitchell et al. 2016; Guerra et al. 2017),
one of the faster evolving mitochondrial genes (Breton et al. 2010; Śmietanka et al.
2010; Lubosny et al. 2020).

ORFans are located in the intergenic sequences of the mitogenomes of species
with DUI. These intergenic sequences are generically called unassigned regions
(URs). These URs are extremely variable in number, location, and size, both among
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species andwithin species (F/M genomes), but usually possess specific and important
features such as tandem repeats and dyad symmetries and, especially the largest ones,
might hold the mtDNA control region (Cao et al. 2004b, 2009; Guerra et al. 2014,
2017; Robicheau et al. 2017a). For example, marine bivalves are characterized by
control regions that differ between F andM genomes by having theM genomes small
motifs called sperm transmission elements (STE) (Kyriakou et al. 2015; Robicheau
et al. 2017a). For further discussion of these unorthodox features of themitochondrial
genomes, see Sects. 3, 4 and 6.

12.7 Particularly Interesting Cases of Unorthodox Features
in Mt Genomes of Venerid Bivalves with DUI

All presently identified freshwater mussel species with DUI possess a 3’-coding
extension in their male mitochondrial cox2 gene (Mcox2), that is absent from other
animals mtDNAs (Curole and Kocher 2002; Chapman et al. 2008; Doucet-Beaupré
et al. 2010; Guerra et al. 2017). This extension is translated and localized in both
inner and outer mitochondrial membranes in sperm (Chakrabarti et al. 2006, 2007),
and it has been hypothesized that it could play a role in the DUI system (Chapman
et al. 2008).

Recently, DUIwas discovered in two new species: S. plana (Venerida: Semelidae)
and L. balthica (Venerida: Tellinidae) (Gusman et al. 2016; Pante et al. 2017). Their
complete mtDNAs have been published, revealing an intriguing difference of ~10 kb
between the F andMmt genomes in both species (Capt et al. 2020).A large part of this
difference is due to the exceptionally large size of theMcox2 gene, which possesses a
>4.5 kb and >3.5 kb insertion in S. plana and L. balthica, respectively. This insertion
is absent in the Fcox2 gene of both species. In S. plana, this in-frame insertion, if
translated, means that theMcox2 genewould be 5679 bp-long and, to our knowledge,
would therefore encode for the longest COX2 protein in the animal kingdom (i.e.
1893 amino acids) (Capt et al. 2020). Although it remains to be determined whether
it is indeed transcribed and translated in S. plana, it is worth noting that a similar
in-frame but shorter insertion of 300 nt has been reported in the DUI speciesMeretrix
lamarckii (Venerida: Veneridae) (Bettinazzi et al. 2016).

Quite differently, the Mcox2 gene in L. balthica is split in two by the insertion,
which divides the gene into Mcox2a, encoding the two transmembrane helices and
the “heme-patch” region followed by a complete stop codon (TAA), and Mcox2b,
encoding an enlarged intermembrane space and the Cua centres (Capt et al. 2020).
This situation is confirmed by transcriptomic data (Pante et al. unpublished), which
indicate that both regions are transcribed (i.e. with discrete, non-overlappingMcox2a
andMcox2b transcripts). As for the insertion in S. plana, it remains to be determined
whether Mcox2a and Mcox2b are translated in L. balthica. That said, a similar case
has been described in another bivalve species, i.e. the freshwater mussel A. cygnea,
in which a translocation of a portion of the nad5 gene has been hypothesized to be
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transcribed and translated separately from the rest of the gene, with both portions
possibly being assembled into a functional NAD5 heterodimer (Chase et al. 2018).

Altogether, the observations about Mcox2 in S. plana and L. balthica raise several
questions: (1) Is this gigantic cox2 gene in the male genome (or Mcox2) an artefact
of the sequenced individuals or a conserved trait in each species? (2) Is this extension
expressed or is it rather an intron-like sequence that is spliced? (3) If this sequence
is conserved and expressed, how does it evolve relative to the rest of the gene and
relative to other typical genes, and is it involved in the mitonuclear network of
epistatic interactions leading to OXPHOS functioning? Does it have a function aside
from bioenergetics? At the moment, several ongoing research projects attempt to
answer these questions but preliminary results obtained fromadditional S. planamale
individuals indicate that this insertion is conserved among different individuals from
different populations (Tassé et al. unpublished), suggesting that it is most probably
functional.

It is possible that these remarkable exceptions from the general mitochondrial
pattern in bivalves, such as the extra f -orf and m-orf genes and the unusual features
observed in theMcox2 gene, could have adaptive explanations such as the occupation
of different environmental niches and/or be related to different breeding systems such
as gonochorism or hermaphroditism, or to other intrinsic genetic factors. However,
it is not yet understood how and why the mitochondria of bivalves have evolved such
different strategies of organizing and transmitting their mt genes. The great stability
of gene content, arrangement, structure and inheritance, for more than 550 million
years in many metazoan groups, suggests strong stabilizing selection for an optimal
animal mt genome. The few animal groups that diverge from this pattern, such as
bivalves, are thus of particular utility for investigating the potential causes of this
near-universal mt genetic system stability.

12.8 Can F-orf Sequences Be Used to Improve
Species-Level Identification of Freshwater Mussel
Species?

The accurate identification of mussels is not only interesting for evolutionary and
taxonomic studies but is also necessary for conservation efforts of species at risk
or endangered (Zieritz et al. 2010). This is especially relevant for critically imper-
illed animals such as freshwater mussels (Régnier et al. 2009). Freshwater mussels’
vulnerability is commonly linked with anthropogenic factors, including a variety
of extrinsic factors such as the loss and change of habitats, pollution, non-native
species, and climate change, alongside intrinsic factors of which includes accurate
species identification (Ferreira-Rodríquez et al. 2019). As Lopes-Lima et al. (2018)
highlighted, there are gaps in our conservation assessments of freshwater mussels
globally and these are required for effective conservation actions. Ultimately, the
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intrinsic factor of accurate species identification is the foundation of filling these
gaps and leading to protection and rehabilitation of species at risk.

Several studies have demonstrated the intraspecific morphological plasticity of
freshwater mussels due to environmental factors (e.g. Jeratthitikul et al. 2019; Inoue
et al. 2013; Reis et al. 2013; Zieritz et al. 2010), and this is a likely factor in species
misidentification. Shea et al. (2011) found an average rate of 27% misidentification
of Unionidae species in their study and concluded that these rates would signifi-
cantly impact mussel surveys. Given that conservation actions rely heavily onmussel
surveys, we can conclude that misidentification of freshwater mussels could have a
downstream effect of eventual misappropriation of conservation actions. An obvious
component to solving these issues is the use of DNA barcoding (i.e. molecular
markers) for species identification in mussels, which can be used alongside morpho-
logical identification for improving the accuracy of mussel surveys. However, recent
mussel survey protocols do not include a molecular component (e.g. Smith 2006;
Zieritz et al. 2014; a literature review of Freshwater Mussel Survey and Relocation
Guidelines Final Report August 2016;West VirginiaMussel Survey ProtocolsMarch
2018; Freshwater Mussel Surveys: I-26 Widening Final Report August 2018).

Molecular barcoding provides a more objective way to identify and distinguish
between freshwater mussel species (Hebert and Gregory 2005). Species identifica-
tion by molecular markers often relies on cox1 (Hebert et al. 2003), 16S rRNA,
and occasionally nad1 mitochondrial genes. A recent study (Robicheau et al. 2018)
assessed mitochondrial protein-coding genes of two recently divergence freshwater
mussel taxa and suggested that the female-type ORFan, the f -orf , was a useful addi-
tional molecular marker for both population and species-level studies of freshwater
mussels. A species-level informative marker will evolve enough to detect the differ-
ences between two species while being maintained enough to detect individuals
within the same species (Robicheau et al. 2018). The addition of f -orf sequencing
data was shown to improve phylogenetic trees previously based of cox1 alone in
closely related freshwater mussel species. However, here the goal is not solely to
improve our phylogenetic hypotheses (which are useful for testing our markers), but
instead to improve the data that conservation efforts of freshwater mussels rely on. It
is possible that the use of twomolecularmarkers for preliminarywork on populations,
and/or in combinationwith largemussel surveys for verification of species identifica-
tion could reduce errors in population and species reports, and subsequently correctly
identify prime targets of conservation actions.Alternatively, the f -orf sequence could
broadly be used as a primary barcode of life for freshwatermussel species specifically,
although much more testing would be required, thereby increasing the effectivity of
survey efforts. Ideally, whole mitochondrial genomes would be sequenced, and all
individuals would be identified based on these sequences, however, careful planning
and identification using both morphological and two molecular markers may help
in reducing the significant misidentification of freshwater mussel species in general
while maintaining relatively low-cost surveying.
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12.9 The Potential Benefits of DUI

From an evolutionary perspective, twomajor fitness issues rise from having a specific
genome within mitochondria: (i) the need to preserve the genetic information carried
by the mtDNA from OXPHOS mutagenic by-products, and (ii) the need to main-
tain compatibility between mtDNA- and nDNA-encoded subunits of respiratory
complexes. Interestingly, the solution to these problemsmight reside in the very exis-
tence of anisogamy (i.e. gamete dimorphism), together with mitochondrial bioener-
getics and transmissionmechanism.Under the “division of labour” hypothesis, sperm
would sacrifice their own genetic integrity by exploiting the OXPHOS to sustain
motility, while oocyteswould limit their aerobicmetabolism in order to preserve their
genetic integrity in quiescent mitochondria (Allen 1996). Then, the strict maternal
inheritance of mitochondria in metazoans would retain the solely oocyte-derived
mitochondria to be passed on to the next generations, altogether promoting genetic
integrity and the avoidance of genetic conflicts through homoplasmy (i.e. a condition
in which all mtDNA copies are almost identical). Although beneficial, the selective
elimination of sperm mitochondria excludes males from taking part in the evolu-
tion of the mitochondrial genome. As a result, deleterious mutations for males can
accumulate in the mitochondrial genome and spread in a population just by being
neutral or beneficial in females. This sex-specific selective sieve in the evolution of
the mitochondrial genome is known as the “mother’s curse” (Gemmell et al. 2004).

Unlike in most animals, male and female mitochondria in DUI species contribute
together to the genetic pool of progeny. The preservation (and transmission) of a
sperm-specific M-type mtDNA challenges the “classic” dynamics of mtDNA evolu-
tion, refuting both the “division of labour” and “mother’s curse” concepts. On the
one hand, it induces the evolutionary challenge to preserve the genetic integrity of
both sex-specific templates to be passed on to the next generation. On the other
hand, the very existence of the DUI system represents an unprecedented opportunity
for the mitochondrial genome to evolve adaptively for male functions, breaking the
female-driven constraints in its evolution. The strict sex-specific mtDNA segregation
in DUI germline cause different selective pressures to act on the two mtDNA F &
M variants, leading them to evolve distinctly for female and male functions. Sexu-
ally antagonist selection is also supported by the extreme divergence between the
F- and the M-mtDNA, ranging from 8 to 50% of nucleotide divergence, depending
on the gene and species involved (Breton et al. 2007; Passamonti and Ghiselli 2009;
Zouros 2013; Capt et al. 2020). Given the exclusive presence of the M-type mtDNA
in DUI sperm, and that mutations in the mtDNA are likely to affect the functioning
of mitochondrial respiration, a rational indication is that the evolution of DUI male
mitochondria could embrace bioenergetic adaptations for male-associated functions,
fostering spermperformance and reproductive success (Burt andTrivers 2006;Breton
et al. 2007, 2009b).

During the last decade, several studies have investigated the potential benefits of
carrying male-derived mitochondria for bivalve sperm performance (Everett et al.
2004; Jha et al. 2008; Stewart et al. 2012; Bettinazzi et al. 2020). Everett et al.
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(2004) and Jha et al. (2008) tested this assumption in the DUI species M. edulis,
comparing motility traits between “standard” sperm, carrying the M-type mtDNA,
and “masculinized” sperm, carrying primarily F-type mtDNA with a segment of M-
type control region sequence (called RM-types). Interestingly, bearing the M-type
mitochondria did not provide any visible advantage in term of speed, with “masculin-
ized” F-type sperm swimming equal or even faster than M-type sperm (Everett et al.
2004; Jha et al. 2008). Congruent results were recently found by Bettinazzi et al.
(2020), who extended this investigation to various bivalves with a different mode of
mitochondria transmission (i.e. SMI, whose sperm carry the maternal mitochondria,
and DUI, whose sperm bear the paternal mitochondria). In sharp contrast with sperm
carrying maternally inherited mitochondria (SMI system), M-type sperm of the DUI
species M. edulis and R. philippinarum exhibits a convergent readapted phenotype,
characterized by lower speed and accentuate curvilinear trajectory (Bettinazzi et al.
2020). Differences in sperm performance also reflect change in the energetic strategy
that fuels sperm motility. For bivalve sperm bearing maternally derived mitochon-
dria (SMI), both aerobic and anaerobic mechanisms of ATP production concur to
sustainmotility. Conversely, spermof theDUI speciesM. edulis andR. philippinarum
appear to strictly rely onOXPHOS in absence of oocytes, but partially switch towards
a more combined strategy, implying also fermentation, once detecting egg-derived
chemical cues (Bettinazzi et al. 2020). Although a concomitant change in sperm
performance is controversial in these very species (Stewart et al. 2012; Bettinazzi
et al. 2020), evidence exists that sperm of M. galloprovincialis does begin to swim
faster and straighter towards eggs that are most genetically similar at the level of
the mtDNA, but least similar at the nuclear level (Oliver and Evans 2014; Lymbery
et al. 2017). Interestingly, thismechanism could potentially foster heterozygosity and
cytonuclear compatibility in offspring, two conditions of likely upmost importance
for heteroplasmic DUI species. Overall, evidences support the intriguing hypothesis
that the DUI system might indeed be beneficial for sperm performance and fertiliza-
tion success, at least in the species tested so far. Selection formale functions appears to
promote sperm swimming in a slower, more curvilinear and strictly aerobic fashion,
in absence of eggs, with the ability to undergo change in performance and bioener-
getics once detecting genetically compatible eggs. These traits potentially represent
an advantage for the fertilization strategy of broadcast spawning invertebrates, and
the DUI system appears to exploit them, potentially enhancing endurance, survival
and area covered by sperm. This would in turnmaximize the chances of encountering
compatible eggs, altogether promoting fertilization success and potentialmitonuclear
compatibility in open and turbulent marine environments (Levitan 2000; Liu et al.
2011; Fitzpatrick et al. 2012).

The evolutionary consequence of carrying two divergent mitotypes is also evident
at the level of cellular and mitochondrial metabolism. First, in opposite trend to
SMI species, DUI sperm exhibit a general downregulation of cellular bioenergetics
when compared to oocytes. This is evident in the efficiency of key enzymes of
glycolysis, fermentation, tricarboxylic acid cycle, fatty acid metabolism and even
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OXPHOS (Bettinazzi et al. unpublished results). At the level of mitochondrial func-
tionality, recent findings revealed difference in the functional properties of mito-
chondria bearing either the paternally or the maternally associated mtDNA. For the
SMI species tested, female-transmitted mitochondria exhibit a conserved OXPHOS
organization in both gametes and somatic tissues. Conversely, for the DUI species
Arctica islandica and M. edulis, they express convergent OXPHOS remodelling in
spermmitochondria. M-typemitochondria in sperm andmale somatic heteroplasmic
tissues show functional divergence in OXPHOS activity and organization compared
to F-typemitochondria present in eggs and female somatic tissues, involving a strong
limitation of the electron transport system (ETS) by the phosphorylation system and a
minimal spare capacity at cytochrome c oxidase (Bettinazzi et al. 2019). Congruently,
a lower activity of cytochrome c oxidase (CCO) was also detected for M. edulis M-
type sperm, in comparisonwith the F-type “masculinized” ones (Breton et al. 2009b).
The existence of a specificDUImitochondrial remodelling, togetherwith the fact that
DUI sperm energetic strategy tightly relies on mitochondrial respiration, supports
the expectation that the selective forces driving the evolution of sperm mitochondria
in absence of SMI might affect mt encoded components of respiratory complexes,
thus foster change in the OXPHOSmechanisms and organization (Breton et al. 2007,
2009b). The over-described architecture provides unusual respiratory control at the
terminus of the respiratory chain, high sensitivity to oxygen content in the medium,
high ROS flux and, interestingly, the capacity to preserve high membrane potential
in spermmitochondria (Bettinazzi et al. 2019). Accumulating evidence supports this
idea that DUI male mitochondria possess the ability to preserve a high mitochondrial
membrane potential (�ψm). This comes from the direct observation of DUI gametes
�ψm (Milani and Ghiselli 2015) and from bioenergetic properties of sperm mito-
chondria in line with the maintenance of a high electrochemical gradient (Bettinazzi
et al. 2019, 2020). As the �ψm depicts healthy mitochondria, it has been proposed
that the ability to maintain it might play a key role in DUI paternal mitochondria
preservation and transmission (Milani 2015).

The findings described here provide evidence of a robust link between the mito-
chondrial genotype and phenotype in DUI species. Specifically, direct selection on
DUI paternally derived mitochondria potentially produces: (i) a widespread down-
regulation of cellular bioenergetics, detected at the level of all main energy producing
pathways; (ii) the expression of a male-specific mitochondrial phenotype in sperm
and partly in heteroplasmic soma, an OXPHOS remodelling providing unusual respi-
ratory control at the terminus of the respiratory chain; (iii) the exhibition of a specific
sperm phenotype, characterized by different performance and energetic strategy
adopted, which could enhance fertilization success and mitonuclear compatibility;
and (iv) the potential ability to preserve a high mitochondrial membrane potential.
Overall, these findings suggest that the adaptive value of sex-specificmtDNAvariants
in DUI could altogether embrace paternal mitochondria preservation, male-specific
energetic adaptation, and fertilization success.
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Burzyński A, ZbawickaM, Skibinski DOF,Wenne R (2003) Evidence for recombination ofmtDNA
in the marine mussel Mytilus trossulus from the Baltic. Mol Biol Evol 20:388–392

Cao L, Kenchington E, Zouros E (2004a) Differential segregation patterns of sperm mitochondria
in embryos of the blue mussel (Mytilus edulis). Genetics 166:883–894

Cao L, Kenchington E, Zouros E, Rodakis GC (2004b) Evidence that the large noncoding sequence
is the main control region of maternally and paternally transmitted mitochondrial genomes of the
marine mussel (Mytilus spp.). Genetics 167:835–850

Cao L, Ort BS,Mizi A, Pogson G, Kenchington E, Zouros E, Rodakis GC (2009) The control region
of maternally and paternally inherited mitochondrial genomes of three species of the sea mussel
genus Mytilus. Genetics 181:1045–1056

Capt C, Renaut S, Ghiselli F, Milani L, Johnson NA, Sietman BE, Stewart DT, Breton S (2018)
Deciphering the link between doubly uniparental inheritance of mtDNA and sex determination
in bivalves: clues from comparative transcriptomics. Genome Biol Evol 10:577–590

Capt C, Renaut S, Stewart DT, Johnson NA, Breton S (2019) Putative mitochondrial sex deter-
mination in the Bivalvia: insights from a hybrid transcriptome assembly in freshwater mussels.
Frontiers Genet 10:840

Capt C, Bouvet K, Guerra D, Robicheau BM, Stewart DT, Pante E, Breton S (2020) Unorthodox
features in two venerid bivalves with doubly uniparental inheritance of mitochondria. Sci Reports
10:1–3

Chakrabarti R, Walker JM, Stewart DT, Trdan RJ, Vijayaraghavana S, Curole JP, Hoeh WR (2006)
Presence of a unique male-specific extension of C-terminus to the cytochrome c oxidase subunit
II protein coded by the male-transmitted mitochondrial genome of Venustaconcha ellipsiformis
(Bivalvia: Unionoidea). FEBS Lett 580:862–866

Chakrabarti R, Walker JM, Chapman EG, Shepardson SP, Trdan RJ, Curole JP, Watters GT, Stewart
DT, Vijayaraghavana S, Hoeh WR (2007) Reproductive function for a C-terminus extended,
male-transmitted cytochrome c oxidase subunit II protein expressed in both spermatozoa and
eggs. FEBS Lett 581:5213–5219

ChapmanEG, PiontkivskaH,Walker JM, Stewart DT, Curole JP, HoehWR (2008) Extreme primary
and secondary protein structure variability in the chimericmale-transmitted cytochrome c oxidase
subunit II protein in freshwater mussels: Evidence for an elevated amino acid substitution rate in
the face of domain-specific purifying selection. BMC Evol Biol 8:165

Chase EE, Robicheau BM, Veinot S, Breton S, Stewart DT (2018) The complete mitochondrial
genome of the hermaphroditic freshwater mussel Anodonta cygnea (Bivalvia: Unionidae): in
silico analyses of sex-specific ORFs across order Unionoida. BMC Genom 19:221

Cogswell AT, Kenchington ELR, Zouros E (2006) Segregation of sperm mitochondria in two- and
four-cell embryos of the blue mussel Mytilus edulis: implications for the mechanism of doubly
uniparental inheritance of mitochondrial DNA. Genome 49:799–807

Collin R (2013) Phylogenetic patterns and phenotypic plasticity of molluscan sexual systems. Integ
Comp Biol 53:723–735

Curole JP, Kocher TD (2002) Ancient sex-specific extension of the cytochrome c oxidase II gene
in bivalves and the fidelity of doubly-uniparental inheritance. Mol Biol Evol 19:1323–1328

Doucet-Beaupré H, Breton S, Chapman EG, Blier PU, Bogan AE, Stewart DT, Hoeh WR
(2010) Mitochondrial phylogenomics of the Bivalvia (Mollusca): searching for the origin and
mitogenomic correlates of doubly uniparental inheritance of mtDNA. BMC Evol Biol 10:50



320 D. T. Stewart et al.

Everett EM, Williams PJ, Gibson G, Stewart DT (2004) Mitochondrial DNA polymorphisms and
sperm motility in Mytilus edulis (Bivalvia: Mytilidae). J Exp Zool A 301:906–910

Ferreira-Rodríguez N, Akiyama YB, Aksenova OV, Araujo R, Barnhart MC, Bespalaya YV, Bogan
AE, Bolotov IN, Budha PB, Clavijo C, Clearwater SJ (2019) Research priorities for freshwater
mussel conservation assessment. Biol Conser 231:77–87

Fisher C, Skibinski DOF (1990) Sex-biased mitochondrial DNA heteroplasmy in the marine mussel
Mytilus. Proc Roy Soc Lond (B) 242:149–156

Fitzpatrick JL, Simmons LW, Evans JP (2012) Complex patterns of multivariate selection on the
ejaculate of a broadcast spawning marine invertebrate. Evolution 66:2451–2460

GaresseR,VallejoCG (2001)Animalmitochondrial biogenesis and function: a regulatory cross-talk
between two genomes. Gene 263:1–16

Gemmell NJ, Metcalf VJ, Allendorf FW (2004) Mother’s curse: the effect of mtDNA on individual
fitness and population viability. Trends Ecol Evol 19:238–244

GhiselinMT (1969) The evolution of hermaphroditism among animals. Quart Rev Biol 44:189–208
Ghiselli F, Maurizii MG, Reunov A, Ariño-Bassols H, Cifaldi C, Pecci A, Alexandrova Y, Bettini
S, Passamonti M, Franceschini V, Milani L (2019) Natural heteroplasmy and mitochondrial
inheritance in bivalve molluscs. Integr Comp Biol 59:1016–1032

Ghiselli F, Milani L, Chang PL et al (2012) De novo assembly of the manila clam Ruditapes
philippinarum transcriptome provides new insights into expression bias, mitochondrial doubly
uniparental inheritance and sex determination. Mol Biol Evol 29:771–786

Ghiselli F, Milani L, Guerra D, Chang PL, Breton S, Nuzhdin SV, Passamonti M (2013) Structure,
transcription, and variability of metazoan mitochondrial genome: perspectives from an unusual
mitochondrial inheritance system. Genome Biol Evol 5:1535–1554

Gissi C, Iannelli F, Pesole G (2008) Evolution of the mitochondrial genome of Metazoa as
exemplified by comparison of congeneric species. Heredity 101:301–320

Guerra D, Ghiselli F, Passamonti M (2014) The largest unassigned regions of the male and female-
transmitted mitochondrial DNAs inMusculista senhousia (Bivalvia, Mytilidae). Gene 536:316–
325

Guerra D, Lopes-LimaM, Froufe E, GanHM,Ondina P, Amaro R, KlunzingerMW,Callil C, Prié V,
Bogan AE, Stewart DT (2019) Variability of mitochondrial ORFans hints at possible differences
in the system of doubly uniparental inheritance of mitochondria among families of freshwater
mussels (Bivalvia: Unionida). BMC Evol Biol 19

Guerra D, Plazzi F, Stewart DT, Bogan AE, HoehWR, Breton S (2017) Evolution of sex-dependent
mtDNA transmission in freshwater mussels (Bivalvia: Unionida). Sci Rep 7:1551

Gusman A, Lecomte S, Stewart DT, Passamonti M, Breton S (2016) Pursuing the quest for better
understanding the taxonomic distribution of the system of doubly uniparental inheritance of
mtDNA. PeerJ 4:e2760

HansenD, PilgrimD (1999) Sex and the single worm: sex determination in the nematodeC. elegans.
Mech Dev 83:3–15

Hebert PDN, Gregory TR (2005) The promise of DNA barcoding for taxonomy. Syst Biol 54:852–
859

Hebert PDN, Ratnasingham S, de Waard JR (2003) Barcoding animal life: cytochrome c oxidase
subunit 1 divergences among closely related species. Proc Roy Soc B 270:S96–S99

Hodgkin J (1987) A genetic analysis of the sex-determining gene, tra-1, in the nematode
Caenorhabditis elegans. Genes Dev 1:731–745

Hoeh WR, Blakley KH, Brown WM (1991) Heteroplasmy suggests limited biparental inheritance
of Mytilus mitochondrial DNA. Science 251:1488–1490

Hoeh WR, Stewart DT, Saavedra C, Sutherland BW, Zouros E (1997) Phylogenetic evidence for
role-reversals of gender-associated mitochondrial DNA in Mytilus (Bivalvia: Mytilidae). Mol
Biol Evol 14:959–967

Hoeh WR, Stewart DT, Guttman SI (2002) High fidelity of mitochondrial genome transmission
under the doubly uniparental mode of inheritance in freshwater mussels (Bivalvia: Unionoidea).
Evolution 56:2252–2261



12 An Unusual Evolutionary Strategy: The Origins, Genetic … 321

Hoffmann RJ, Boore JL, Brown WM (1992) A novel mitochondrial genome organization for the
blue mussel,Mytilus edulis. Genetics 131:397–412

Huber M (2010) Compendium of bivalves. ConchBooks, Germany
Hurst LD, Hoekstra RF (1994) Shellfish gees kept in line. Nature 368:817–818
InoueK,HayesDM,Harris JL,ChristianAD(2013) Phylogenetic andmorphometric analyses reveal
ecophenotypic plasticity in freshwater mussels Obovaria jacksoniana and Villosa arkansasensis
(Bivalvia: Unionidae). Ecol Evol 3:2670–2683

Jeratthitikul E, Phuangphong S, Sutcharit C et al (2019) Integrative taxonomy reveals phenotypic
plasticity in the freshwater mussel Contradens contradens (Bivalvia: Unionidae) in Thailand,
with a description of a new species. Syst Biodiv 17:134–147

Jha M, Côté J, Hoeh WR, Blier PU, Stewart DT (2008) Sperm motility inMytilus edulis in relation
to mitochondrial DNA polymorphisms: implications for the evolution of doubly uniparental
inheritance in bivalves. Evolution 62:99–106

Kulkarni M, Smith HE (2008) E1 Ubiquitin-activating enzyme UBA-1 plays multiple roles
throughout C. elegans development. PLoS Genet 4:e1000131

Kyriakou E, Kravariti L, Vasilopoulos T, Zouros E, Rodakis GC (2015) A protein binding site in
the M mitochondrial genome of Mytilus galloprovincialis may be responsible for its paternal
transmission. Gene 562:83–94

Kyriakou E, Kravariti L, Zouros E, Rodakis GC (2016) No sex-specific protein-binding site in the
VD1of the Fmitochondrial genome of themusselMytilus galloprovincialis. GeneRep 5:148–150

Levitan Don R (2000) Sperm velocity and longevity trade off each other and influence fertilization
in the sea urchin Lytechinus variegatus. Proc Roy Sc Lond B 267:531–534

Lee Y, Kwak H, Shin J, Kim SC, Kim T, Park JK (2019) A mitochondrial genome phylogeny of
Mytilidae (Bivalvia: Mytilida). Mol Phylogenet Evol 139:106533

Liu G, Innes D, Thompson RJ (2011) Quantitative analysis of sperm plane circular movement in
the blue musselsMytilus edulis, M. trossulus and their hybrids. J Exp Zool A 315A:280–290

Lopes-Lima M, Burlakova LE, Karatayev AY, Mehler K, Seddon M, Sousa R (2018) Conservation
of freshwater bivalves at the global scale: diversity, threats and research needs. Hydrobiologia
810:1–14

Lopes-Lima M, Froufe E, Ghamizi M, Mock KE, Kebapçı Ü, Klishko O, Kovitvadhi S, Kovitvadhi
U, Paulo OS, Pfeiffer JM III, Raley M (2017) Phylogeny of the most species-rich freshwater
bivalve family (Bivalvia: Unionida: Unionidae): Defining modern subfamilies and tribes. Mol
Phylogen Evol 106:174–191

Lopes-Lima M, Teixeira A, Froufe E, Lopes A, Varandas S, Sousa R (2014) Biology and
conservation of freshwater bivalves: past, present and future perspectives. Hydrobiologia
735(1):1–3
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Chapter 13
The Evolution of the FLOWERING
LOCUS T-Like (FTL) Genes
in the Goosefoot Subfamily
Chenopodioideae

Helena Štorchová

Abstract The assembly of the complete genomeof the important cropChenopodium
quinoa made possible to identify and analyze the sequences of important regulatory
genes. In this review, we focused on the FLOWERING LOCUS T-like (FTL) genes–
the essential factors controlling flowering in angiosperms. Chenopodium quinoa is a
tetraploid, which harbors two homeolog copies of many genes including FTLs. We
recognized seven FTL paralogs in C. quinoa, each of them existing in two homeolog
duplicates. We constructed the phylogenetic tree depicting the relationship of C.
quinoa FTL genes. We also discussed their evolution in the context of the evolution
of FTL genes in flowering plants, in particular in the subfamily Chenopodioideae.

13.1 Introduction

Most crop plants are polyploid (Hilu 1993), which complicates the correct annotation
of their genes. The tetraploid C. quinoa, which complete genome was published by
Jarvis et al. (2017), is not an exception. The current annotation of itsFTL genes avail-
able on GenBank is often incomplete and confounding, which affected for example
the recent study of the flowering-related genes in C. quinoa (Golicz et al. 2019),
which adopted some inaccurate information from GenBank. The orientation among
FTL paralogs, orthologs, and homeologs in Amaranthaceae was made harder by the
confounding names of two essential genes functioning as floral inhibitor and floral
activator. They were termed BvFT1 (inhibitor) and BvFT2 (activator) by Pin et al.
(2010), who revealed their functions in sugar beet. However, the two FTL paralogs
in Amaranthaceae had been described previously in Chenopodium rubrum by Cháb
et al. (2008). The floral activator homologous to BvFT2 was named CrFTL1, and the
ortholog of BvFT1 was named CrFTL2. Pin et al. (2010) did not refer to the paper by
Cháb et al. (2008). The opposite numbering of the two very important genes made

H. Štorchová (B)
Plant Reproduction Laboratory, Institute of Experimental Botany, Czech Academy of Sciences,
Rozvojová 263, 16502 Prague, Czech Republic
e-mail: storchova@ueb.cas.cz

© Springer Nature Switzerland AG 2020
P. Pontarotti (ed.), Evolutionary Biology—A Transdisciplinary Approach,
https://doi.org/10.1007/978-3-030-57246-4_13

325

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-57246-4_13&domain=pdf
mailto:storchova@ueb.cas.cz
https://doi.org/10.1007/978-3-030-57246-4_13


326 H. Štorchová

the orientation in a very complex set ofFTL genes in Amaranthaceae evenmore diffi-
cult. To clarify the identity of the FTL genes in the very important crop C. quinoa,
we performed a detailed analysis of its genome, mined all relevant FTL sequences,
and estimated their phylogenetic relationships. To provide a deeper insight into the
evolution of FTL genes in Amaranthaceae, I wrote the broader review following the
fate of FTL genes across seed plants and angiosperms.

13.2 The Evolution of FT-Like Genes in Seed Plants

The evolution by gene duplication with subsequent gains or modifications of
gene function has been recognized for a long time (Ohno 1970). Gene dupli-
cation is a fundamental process operating in many gene families of flowering
plants including the gene family FLOWERING LOCUS T /TERMINAL FLOWER1
(FT/TFL1) comprising important developmental regulators affecting seed germi-
nation, flowering time, or plant architecture. The FT/TFL1 proteins are similar in
structure to animal phosphatidyl ethanolamine-binding proteins (PEBP). They may
be further subdivided into three clades: MFT-like, TFL1-like, and FT-like (Kalgren
et al. 2011).

The MFT-like subfamily is supposed to be the ancestral clade. The PEBP genes
identified in themossPhyscomitrella patens and the lycophyte Selaginella pallescens
(Hedman et al. 2009) are more closely related to MFT-like genes than to other
subfamilies. However, they are considered to be paralogs rather than direct ancestors
of the MFT-like branch of seed plants (Liu et al. 2016). The MFT genes control seed
germination in angiosperms (Xi et al. 2010; Yu et al. 2019) and embryo development
in gymnosperms (Kalgren et al. 2011). The ancestral function of PEBPs in land
plants is not known, but it may be related to the control of plant growth to cope with
Earth’s gravity after colonizing the land.

The TFL1 gene controls inflorescence architecture through maintaining shoot
meristem indeterminancy and acts as floral repressor in Arabidopsis thaliana (Wick-
land and Hanzawa 2015; Perilleux et al. 2019). It also functions as the inhibitor of
recurrent flowering in Rosaceae (Wang et al. 2012), or it determines leaf shape in
tomato (Lifschitz et al. 2014). Other members of this clade in A. thaliana BROTHER
OF FT AND TFL1 (BFT ) and Arabidopsis thaliana CENTRORADIALIS homolog
(ATC) suppress flowering under salt stress (Ryu et al. 2011) or under short days
(Huang et al. 2012), respectively.

The FT-like subfamily comprises floral activators known as “florigens” (Corbe-
sier et al. 2007), but also genes inhibiting flowering (Pin et al. 2010; Harig et al.
2012; Coelho et al. 2014; Liu et al. 2018) or influencing developmental processes
other than flowering (Navarro et al. 2011; Lee et al. 2013). The FT-like genes of
gymnosperms control growth rhythms and participate in female andmale cone devel-
opment (Liu et al. 2016). The heterologous expression of spruce FT genes in A.
thaliana suppresses flowering (Klintenäs et al. 2012), which suggests that only the
angiosperm FT genes are capable to activate flowering. However, this experiment
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also documents high functional conservancy of FT genes, which influence devel-
opmental processes in species as distant as spruce and A. thaliana, which diverged
more than 300 Mya.

The TFL1-like and FT-like clades arose owing to the gene duplication in the
common ancestor of seed plants before gymnosperms split from angiosperms (Liu
et al. 2016). Subsequent duplications of FT/TFL1 genes created additional gene
copies in the course of evolution of the two main branches of seed plants. The
rapid radiation of angiosperms, which started in the middle Cretaceous period, is
tightly associated with whole-genome duplications (WGS) (Wu et al. 2020). Dicots
and monocots underwent WGD soon after their divergence—γ polyploidization in
dicots (Bowers et al. 2003), and τ polyploidization in monocots (Jiao et al. 2014).
Four phylogenetic branches ofFT-like gene are present inmonocots (Qin et al. 2019),
but all dicot FT genes belong to a single branch comprising, e.g., OsHd3a from rice
(Kojima et al. 2002) or BdFT1 and BdFT2 genes from Brachypodium distachyon (Lv
et al. 2014). The retention of FT duplicates following the ancient τ polyploidization
in monocots, but not following the γ polyploidization in dicots, might have been
responsible for a higher number of FT paralogs identified in monocots (Meng et al.
2011; Zhu et al. 2017) than in dicots.

More recent FT gene duplications occurred in particular families or genera of
flowering plants and often led to the acquisition of novel functions. Some FT copies
gained an opposite role of floral inhibitors, e.g., in tobacco (Harig et al. 2012), or in
soybean (Liu et al. 2018). OtherFT paralogs regulate flowering under specific condi-
tions, e.g., TWIN SISTER OF FT (TSF) in Brassicaceae, which promotes flowering
under short days in response to cytokinins (D’Aloia et al. 2011).

13.3 The Diversification of the FT-Like Genes
in Amaranthaceae

Caryophyllales are the sister of asterids, diverging from a common ancestor early
during the evolution of eudicots (Hilu et al. 2003; Soltis et al. 2011; Leebens-
Mack et al. 2019). They contain numerous families—e.g., Cactaceae, Aizoaceae,
Portulacaceae, Droseracea, or Nepenthaceae, and some are carnivorous plant fami-
lies. Most families of Caryophyllales are poorly investigated at genomic level.
The family Amaranthaceae represents an exception, because it contains important
crops—sugar beet and Chenopodium quinoa—with fully sequenced and annotated
genomes (Dohm et al. 2014; Jarvis et al. 2017, respectively). The availability of
complete genomic sequences makes possible to identify all important gene paralogs
including the FT-like genes in C. quinoa.

The duplication of theFT gene occurred at about the origin of Amaranthaceae and
led to two phylogenetic clades described first in Chenopodium rubrum by Cháb et al.
(2008). TheCrFTL1 activated flowering, and theCrFTL2 gene did not influence flow-
ering despite having been highly expressed (Drabešová et al. 2014). The orthologs
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of the two genes were later described in sugar beet, where BvFT2 (the ortholog of
CrFTL1) promoted flowering, but BvFT1 (the ortholog of CrFTL2) functioned as
floral suppressor (Pin et al. 2010).

Another FT paralog named FTL3 was found in the genome of sugar beet and C.
quinoa, as well as in genomic DNA of C. rubrum (Drabešová et al. 2016) (Fig. 13.1).
It diverged much earlier than the FTL1 and FTL2 genes. CrFTL3 was C. rubrum, and
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Fig. 13.1 The maximum-likelihood (ML) phylogenetic tree of the FT/TFL1 genes in angiosperms
constructed by RAxML v. 8.2.10 (Stamatakis 2014). Bootstrap support of the majority rule
consensus tree was calculated from 1000 pseudoreplicates. Species abbreviations: Cr—C. rubrum,
Bv—Beta vulgaris, So—Spinacia oleracea, At—A. thaliana; Atri—Amborella trichopoda; Jc—
Jatropha curcas, Smo—Selaginella moellendorffii, Zm—Zea mays. SmoMFT was used as outgroup
(Drabešová et al. 2016)
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only low transcript abundance was detected in seeds and germinating seedlings of
this species. It is not known whether FTL3 occurs in other families beyond Amaran-
thaceae because of its general absence in transcriptomes and the scarcity of complete
genomic sequences in Caryophyllales. The low expression excludes the participation
of the FTL3 gene in the control of flowering, but its function in embryogenesis or
germination cannot be excluded considering its expression in seeds (Drabešová et al.
2016).

13.4 The FT-Like Genes in Chenopodium Quinoa Are
Numerous

In addition to the ancient FT duplicates found in all species of Amaranthaceae so far
investigated, more recent FT paralogs were observed in some phylogenetic branches
of this family. The recent FTL1 duplications were identified in spinach, but not in
sugar beet or Chenopodium (Drabešová et al. 2016) (Fig. 13.1), where only a single
copy of this floral activator was detected. In contrast, the FTL2 gene generated two
paralogs FTL2-1 and FTL2-2 in Chenopodium after the divergence of the ancestor
of Chenopodium species from the ancestor of sugar beet, in which only one FTL2
gene was found (Pin et al. 2010; Štorchová et al. 2019). The FTL2-2 copy underwent
structural evolution and acquired an additional exon. The expression patterns of
the two FTL2 genes are highly variable. The FTL2-1 gene of C. rubrum was not
transcribed at all, whereas theFTL2-2 gene exhibited high invariant expression (Cháb
et al. 2008). TheFTL2-1 andFTL2-2genes ofChenopodium ficifolium, a close diploid
relative of the tetraploid crop C. quinoa, showed circadian rhythmicity of transcript
levels but differed in the size of amplitude (Štorchová et al. 2019). The changes
in gene structure and expression pattern of FTL2 paralogs suggest the shifts in the
function, albeit currently unknown.

The genome of the tetraploid crop C. quinoa contains two homeologous copies
of each of the FTL2 genes, four FTL2 paralogs altogether (Jarvis et al. 2017). The
FTL2-2 copy in the subgenome A derived from the species related to Chenopodium
pallidicaule is truncated and likely represents a pseudogene, and other three paralogs
have complete open reading frames (Table 13.1).

The detailed search for FTL3 homologs in C. quinoa genome revealed several
related genes. Their locations in the genome are summarized in Table 13.1, and their
phylogenetic relationship is depicted in Fig. 13.2. The FTL3 orthologs were found in
both subgenomes of quinoa, as well as in the diploid species Chenopodium suecicum
and C. pallidicaule related to the donors of subgenome A and subgenome B. They
were not truncated and likely capable to encode functional proteins. Figure 13.2
shows similar topology with early branching FTL3 genes as depicted in Fig. 13.1.
However, Fig. 13.1 contains only one copy of FTL2, because the FTL2 duplication
was not known previously (Drabešová et al. 2016). The topology of Fig. 13.2 is
generally congruent with the species tree of tetraploid C. quinoa and its diploid
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Fig. 13.2 The ML phylogenetic tree of the FT-like genes in the genus Chenopodium. A. thaliana
genes AtMFT and AtTFL1 were used as outgroups. Species abbreviations: At—A. thaliana, Cr—C.
rubrum, Cs—C. suecicum, Cp—C. pallidicaule, Cq—C. quinoa, A—A subgenome of C. quinoa,
B—B subgenome of C. quinoa. Bootstrap support is given above the respective branches

relatives (Štorchová et al. 2015;Mandáket al. 2018),which suggests comparable gene
evolutionary rates and no introgression. However, gene FTL losses or duplications
are common in the Chenopodium relatives. For example, spinach or sugar beet does
not have two FTL2 duplicates.

In addition to theFTL3 orthologs, the sequences clusteringwithFTL3, but forming
a different subclade, were found in the quinoa genome. They were named FTL4,
FTL5, andFTL6 (Table 13.1; Fig. 13.2). Someof those genes lacked one or two exons,
or contained frameshift mutations and probably became pseudogenes. The search in
the completely sequenced genomes of the diploid relatives of quinoa identified FTL4
andFTL6 homologs inC. suecicum, but noFTL4–FTL6 homologs inC. pallidicaule.
Some of theFTL3–FTL6 geneswere annotated in the quinoa genome, but their names
in GenBank are misleading (RICE FLOWERING LOCUS T 1-like, TWIN SISTER of
FT-like). The assignment of particular genes to the current GenBank accessions is
given in Table 13.1.
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The evolution of the FT-like genes in Chenopodioideae is accompanied by a long
history of gene duplications and functional shifts followed by gene losses and pseu-
dogenization. Whereas FTL1 and FTL2 homologs participate in the regulation of
flowering (Cháb et al. 2008; Pin et al. 2010; Drabešová et al. 2014), the function of
theFTL3 genes is unknown. TheFTL3 clade diversified into several copies, but many
of them were subsequently truncated or lost, as documented by the sequences recog-
nized in the genome of C. quinoa. The function of FTL3 and its paralogs is currently
unknown, but the expression of CrFTL3 in seeds and germinating seedlings in C.
rubrum (Drabešová et al. 2016) suggests their possible function in seed maturation,
emryogenesis, or germination. They might have played a role in the adaptation of C.
quinoa to highly variable environments in its vast geographic distribution area, or in
the process of domestication. However, additional experimental data are necessary
to verify these hypotheses.

The number of the FT-like genes in C. quinoa is higher compared with, e.g.,
sugar beet, which contains only a single FTL1 copy (BvFT2), FTL2 copy (BvFT1)
(Pin et al. 2010), and FTL3 copy (Drabešová et al. 2016). Sugar beet is a diploid,
but the high number of FTLs in C. quinoa cannot be explained only by its tetraploid
genome. Sugar beet lacks the FTL2-1 and FTL2-2 duplicates, as well as the FTL4,
5, and 6 genes.

More research is required to clarify the function of FT-like genes in C. quinoa,
the essential staple crop in Latin America. The knowledge of the control of
developmental processes in this species has utmost importance in agriculture.

13.5 Summary

The correct annotation of the newly assembled genomic sequences is the basic prereq-
uisite for the clarification of gene function. We described seven homeologous pairs
of the FTL genes in the genome of C. quinoa, and three genes were pseudogenized.
The phylogenetic analysis of the FTL genes in Chenopodioideae pointed to gene
duplications occurring at various times during the evolutionary history of the family
Amaranthaceae and consequently is the main cause of the increase of FTL gene
number. Gene duplications were sometimes followed by gene losses or pseudoge-
nization. The function of three pairs of FTL genes was associated with flowering,
whereas the function of other genes remains unknown.

13.6 Methods: Phylogenetic Analyses

The nucleotide sequences of the FTL genes in the genus Chenopodium were aligned
using MUSCLE with default parameters, as implemented in Geneious 7.1.5. and
extensivemanual editing guided by virtual amino acid sequences. The novel exon 1 in
the FTL2-2 genes was excluded from the alignment, and the rest of theChenopodium
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FTL sequences was reliably aligned even with A. thaliana genes sequences owing to
their high conservancy. The maximum-likelihood (ML) phylogenetic tree (Fig. 13.2)
was constructed using RAxML v. 8.2.10 (Stamatakis 2014) with 1000 bootstraps and
the GTRGAMMA model for both bootstrapping and tree inference at the CIPRES
portal (Miller et al. 2015). The phylogenetic tree of theFTL genes in flowering plants
(Fig. 13.1) was taken from (Drabešová et al. 2016). It was constructed using the same
methods as described for Chenopodium FTLs analysis.
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Štorchová H, Drabešová J, Cháb D, Kolář J, Jellen EN (2015) The introns in FLOWERING LOCUS
T-LIKE (FTL) genes are useful markers for tracking paternity in tetraploid Chenopodium quinoa
Willd. Genet Resour Crop Evol 62:913–925
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Chapter 14
DDE Transposon as Public Goods

Louis Tsakou-Ngouafo, Célia Vicari, Laura Helou, Vivek Keshri,
Sabyasachi Das, Yves Bigot, and Pierre Pontarotti

Abstract DDE Transposons have been recruited at least four times as site-specific
recombination activating gene allowing programmed DNA elimination in eukary-
otes. The described cases are RAG in jawed vertebrates, Kat 1 and Alpha 3 in the
Kluyveromyces lactis yeast and Piggymac/TPB1 TPB2 and TPB6 in ciliates. The
domesticated RAG is the most known case. It constitutes the enzymatic core of the
Jawed vertebrates V(D)J recombination machinery. It directs random assembly and
joining of gene segments during the development of B and T cells helping in the
generation of the enormous gene diversity encoding antibodies or T cell receptors.
It was shown in the case of RAG that the shift from DDE transposon to site-specific
recombination activating gene is an evolutionary phenomenon that did not require
dramatic changes. This explainswhy the co-option ofDDE transposon as site-specific
recombination activating gene can occur in a convergent manner. As numerous genes
coding for DDE transposases are widespread through numerous members of the life
tree, it is expected that several of themmight correspond to domesticated transposons
involved in programmed DNA elimination and maybe in the generation of receptor
diversity. The domestication of DDE transposon could have been and still be of an
extreme importance for organisms’ evolution.
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14.1 Preamble

Eukaryotes and prokaryotes do not have the same DNA content in their genome over
stages of their cell differentiation. Indeed genomes are modified during development
or cell differentiation. This phenomenon is called developmentally regulated genome
rearrangement (DRGR) (Zufall et al. 2005). DRGRs start by a DNA breaks either
due to a specific endonuclease activity or specific chromatin structure that is related
to a mechanism inducing a DNA recombination event.

14.2 Developmentally Regulated Genome Rearrangement
via a Specific Endonuclease

All the reported cases so far correspond to the domestication of selfish DNA that
displayed at the minimum an endonuclease activity derived from aDDE transposase,
a homing endonuclease, or a prophage recombinase.

The homothallic switching endonuclease (HO) is a domesticated homing
endonuclease (Fig. 14.1). The HO endonucleases are mobile genetic elements that
correspond to DNA fragments encoding these proteins over all their length, from
their first 5’ to the last 3’ nucleotide. These DNA fragments use the homing endonu-
clease they encode to mediate their mobility (Keeling and Roger 1995; Koufopanou
and Burt 2005). Homing endonucleases specifically recognize and cleave a specific
oligonucleotide motif that is generally located within a very conserved motif of
some house-keeping protein-coding sequence. After DNA cleavage, a DNA frag-
ment coding an HO endonucleases specifically inserts in frame with the parasitized
gene in the middle of its own recognition sequences (Fig. 14.1). In a diploid cell that
is heterozygous for a homing endonuclease, the gene lacking the parasitic element
becomes cleaved at the recognition site, and the broken chromosome is invaded
by the parasitic DNA fragment by homologous recombination using the homing
endonuclease-containing gene as a template. The mating type in budding yeasts is
derived from the domestication of one of these parasitic DNA fragments. The mating
types in budding yeasts are encoded by themating-type (MAT) lociMATa andMATα.
Some yeasts have the ability to change their mating type (mating-type switching)
without going throughmating ormeiosis.” In Saccharomyces cerevisiae, switching is
initiated when the homothallic switching (HO) endonuclease induces a DNAdouble-
strand break (DSB) in the MAT locus. Next, the replacement is completed through
a gene conversion, in which transcriptionally silent copies of MAT genes, known
as “hidden MAT left, HMLα” and “hidden MAT right, HMRa,” are copied into the
expressed MAT locus.

Prophage excision involved in the specific rearrangement. (Feiner et al. 2015,
Fig. 14.2)

During the differentiation process in procaryote, prophages and derived prophages
are excised from the genomic region using a prophage recombinase in order to
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combine ORFs in frame. This process is involved in at least three phenomenons:
sporulation (Bacillus and Clostridium), heterocyst differentiation (Cyanobacteria),
and monocytogenes phagosomal escape (Listeria).

In the case of the “well analyzed” Bacillus subtilis, gene rearrangement occurs
in the sigK gene that is disrupted into two segments by the insertion of SKIN (sigK
intervening element) which is a remnant of the ancestral prophage (Abe et al. 2017a).
During sporulation, SKIN is excised from the chromosome to combine the ORFs in
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�Fig. 14.2 Parallel between the lysogenic cycle of a phage (a) and the bacterial process involving a
phage-derivedmechanismactivating sporulation (b). aTemperate phages enter a cycle inwhich their
phage genome is first going to be integrated into the bacterial chromosome to become a prophage
that is going to persist in what is considered a phage latent or dormant state in which bacterial
cells will be viable and will not produce of phage particles. Prophages are replicated together with
the bacterial host chromosome during host-cell replication and switch into lytic production upon
exposure to stress. Chronologically, the entry in the lytic phase starts with the excision of the
phage genome, its gene transcription then the production of phagie capsid and tail proteins that are
thereafter assembled in phage particles. The last step is the lysis of the bacteria that releases phages
and kills the bacteria. b Regulation of mother cell-specific genes during sporulation in Bacillus
subtilis. A phage regulatory switch (phageRS), named skin, is inserted within the sigK gene. SigK
encodes a protein, σK, that regulates the expression of late-stage sporulation genes in the mother
cell. skin excises itself at the initiation of the sporulation process, leaving an intact sigK gene able to
encode a functional σK protein. Post excision, σK expression activates the mother cell’s late-stage
sporulation genes. Following excision, the excised skin element is eventually lost in the mother
cell, which dies late during sporulation. By contrast, the forespore, which did not undergo element
excision, gives rise to an endospore that still encodes the skin element within its sigK gene. This
figure was constructed from derived information and graphic elements from

frame. In addition to sigK, many other examples of sporulation-specific gene rear-
rangement occur, suggesting that this phenomenon is widespread and common in
spore-forming bacteria (the intervening sequence can correspond to only a recombi-
nase of prophage origin. The recombinase has two functions: it catalyzes the DNA
cleavage at the recombination site and join the DNA molecule ends of the restored
protein-coding genes (Abe et al. 2017b) (Fig. 14.2)

Heterocysts in cyanobacteria are specialized cells with a role in nitrogen fixation.
They provide nitrogen to vegetative cells. Differentiation in a heterocyst is due the
excision of fragments that interrupt three different loci: nitD, fdxN, and hupL that
encodes a dinitrogenase alpha subunit, a ferredoxin and an uptake hydrogenase large
subunit, respectively. The excised fragments have prophage origins and include at
least the recombinase gene (Hilton et al. 2016).

Finally, to promote phagosomal escape, Listeria monocytogenes need to excise a
temperate prophage integrated into the comK locus during bacterial phagocytosis in
order to activate the comk expression (Feiner et al. 2015)

14.3 Programmed Break Specified by Chromatin Signals

14.3.1 Mating-Type Switching in the Fission Yeast S. pombe

As in the case of S. cerevisiae, the yeast Schizosaccharomyces pombe is able of
mating-type switching. This mechanism occurred in an independent manner, the two
species that belong to two highly divergent clades of yeast. The S. pombe genome
contains one active (mat1) and two silenced (mat2 and mat3) mating-type loci that
share similarities with the S. cerevisiae MAT proteins. However, the mechanism
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of switching is different from that involved in S. cerevisiae. Instead of cleavage
mediated by an HO endonuclease (Fig. 14.2), a fragile chromosomal site consisting
of an epigenetic mark at the mat1 locus in switching-competent cells leads to a
dsDNA break during replication (Klar et al. 2014).

14.3.2 Immunoglobulin Switching

Immunoglobulin isotype class switching is a mechanism that changes a B cell’s
production of immunoglobulin from one type to another. It involves an intrachromo-
somal deletional rearrangement that focuses on the region of 1–10 kb of repetitive
switch (S) located upstream of each heavy chain isotype gene. Class switch recom-
bination is induced by a break done by cytidine deaminase AID (AID-APOBEC
family) on accessible chromatin which is expressed during the B cell development
(Yu and Lieber 2019).

14.3.3 The variable lymphocyte receptors (VLRs) system
(Fig. 14.3)

In agnathes (cyclostomes), the VLR system involved in adaptive immunity includes
a germline VLR that do not code for functional protein but instead encodes the
only portion of the amino and carboxyl termini of the mature VLRs. The sequences
encoding those portions are separated by non-coding intervening regions. In lympho-
cytes, the germline VLRs are assembled by somatic DNA rearrangement into a
matureVLR that encodes the functional receptor via the insertion ofLRRcassette that
flank the germline VLR. The germline VLR is broken by the AID-APOBEC enzyme
at the intervening sequences between the C-terminal and N-terminal portions of the
VLR genes where the chromatine is accessible. Then gene conversion starts thanks
to sequence identity between the intervening sequence and sequences surrounding
the LRR cassettes (Boehm et al. 2018).

14.3.4 Immunoglobulin Diversity Driven by Gene Conversion
in Birds and Some Mammals

In birds and some mammals, only one pair of functional V and J segments is found
for both the Ig light and heavy chain loci. Therefore, the diversity generated by
V(D)J recombination is limited. However, several pseudo-V coding segments are
found upstream the functional V segment in genes coding light and heavy chains.
These pseudo-V segments are used as a template for gene conversion to diversify the
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Fig. 14.3 Variable lymphocyte receptors (VLRs) system. Schematic diagram of a germline VLR
gene and the postulated gene conversion-like (copy choice) mechanism for VLR assembly. The
germline VLR gene is incomplete and contains invariant regions encoding for 5’-end of the N-
terminal LRR (5′LRRNT) and 3′-end of the C-terminal LRR (3′LRRCT) and stalk. Hundreds of
different LRR cassettes are located upstream and downstream of a pre-assembled germline VLR
gene. The non-coding intervening sequence between 5′LRRNT and 3′LRRCT is replaced by the
donor LRR cassettes that are sequentially copied either from 5′ to 3′ or 3′ to 5′ direction. At
the beginning of the gene assembly process, a cytosine deaminase (CDA) converts cytosine (C)
to uracil (U) in the germline VLR gene. The uracil is then removed by uracil-DNA glycosylase
(UNG), leaving an apurinic (AP) site. The AP site activates nicking activity of AP endonuclease
(APE) which leads to a DNA double-strand break. To repair this break, homologous recombination
starts based on the sequence homology of 10-30 bp between the donor and acceptor LRR cassettes.
This process is repeated along with deletion of the intervening sequence until the completion of
a mature VLR gene. The diversity region of a mature VLR is composed of a 3’LRRNT, LRR1,
multiple LRRVs, connecting peptide (CP), and a 5’LRRCT
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single functional V segment. To launch the diversification process, a break done by
the Activation-induced deaminase (AID) within the single functional V segment is
required. (see for example Arakawa et al. 2002).

Other DRGRs have been described in the literature (Wang and Davis 2014), and
they likely correspond to an infinitesimal number of cases that occur in nature. At the
molecular level, as will be seen in the next section beside the prophage and among
other domesticated selfish elements, domesticated DDE transposons seem a solution
often retained by evolution to achieve programmed DNA elimination.

14.4 DDE Transposon and Domesticated DDE Transposon

DNA transposition is the process bywhich a discrete segment ofDNA is eithermoved
or copied into a new genomic location. Several distinct types of enzymes catalyze
DNA transposition, one of the most abundant kinds are the DDE transposases thus
named for conserved essential acidic residues located at the active catalytic site. The
DDE transposase coding gene in the transposon is flanked by two Terminal Inverted
Repeats (TIRs). To achieve transposition, the transposase recognizes these TIRs to
perform the excision of the transposon which is after this or in a concerted manner
with excision is re-inserted into a new genomic location. Upon insertion, the target
site DNA is duplicated, resulting in Target Site Duplications (TSDs).

Several DDE transposons have been domesticated by their hosts retaining their
DNA binding capacity (see for review (Sinzelle et al. 2009; Jangam et al. 2017)) and
in some cases, the transposase and their related TIR as site-specific recombination
activating gene. The fewwell-studied examples will be presented in the next sections.

14.4.1 Shift from a DDE Transposon to a Mechanism
of Programmed DNA Elimination

DDE transposons have been recruited as site-specific recombination activating gene
at least four times as programmed DNA elimination system, mediating biological
differentiation processes: RAG (RAG1-RAG2) in jawed vertebrates,Kat 1 andAlpha
3 inK. lactis yeast and PiggyBac (TPB1 TPB2 and TPB6) in the ciliate Tetrahymena.
The first described and best known example is the V(D)J RAG.

The Recombination Activating Gene (RAG) Paradigm Jawed vertebrates has a
specific adaptive immune system based on lymphocytes that express highly diverse,
clonally distributed antigen receptors encoded by genes that are non-functional in the
germline and assembled by recombination during lymphocyte development (Teng
and Schatz 2015). This assembly reaction, known as V(D)J recombination, operates
on arrays of V, D, J polypeptide-coding segments of immunoglobulin and T-cell
receptor loci. V(D)J recombination is initiated early in lymphocyte development
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by a site-specific endonuclease: RAG1 and 2. The RAGs cleave at a conserved
recombination signal (RSS) that flanks each V D and J segments. The finding that
the RAGs have transposase activity, supports a model in which co-option of the
components of a transposon played a critical role in the evolution of the jawed
vertebrate adaptive immune system (see for review Flajnik 2016) (Fig. 14.4).

The hypothesis was that the RAG proteins derive from transposase genes of RAG
transposons while the split antigen receptor genes derive from the insertion of the
terminal inverted repeats (TIRs) of this transposon into a Ig-like receptor gene exons
with the inserted TIRs becoming the RSSs. The presence of a RAG transposase core
and TIRs in non-vertebrates (Kapitonov and Jurka 2005) was consistent with this
model. The discovery of a complete RAG transposon in amphioxus (Branchiostoma

Fig. 14.4 RAG implication in the V(D)J recombination mechanism in jawed vertebrates. The
chordates consensus tree shows the position of jawed vertebrates among chordates. The V(D)J
mechanism was adapted from Janeway et al. (2001)
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belcheri) (Huang et al. 2016) strengthens this hypothesis. The discovery of an active
RAG transposon in the hemichordata Ptychodera flava and several fossilized trans-
posons in several Deuterostomia (Morales Poole et al. 2017) indicate that the RAG
transposon was present in the deuterostomia ancestor and remained active to date in
several lineages of this clade, while it was co-opted as part of V(D)J recombinase
in jawed vertebrates about five hundred millions years ago. The RAG transposon
includes TIRs that are related in sequence to the RSS heptamer and the transcribed
open reading frame encodes RAG1-like and RAG-2 like proteins with a biochemical
activity similar to those of the RAGs, including DNA cleavage via a nick-hairpin
mechanism (Huang et al. 2016) (Fig. 14.5).

After DNA cleavage by the jawed vertebrate RAG or Branchiostoma belcheri
RAG transposon, there are two predominant fates for the excised fragment flanked
by RSSs or TIRs: joining of the ends to form a signal joint or integration into a
new locus. The jawed vertebrate recombinase RAG strongly favors the joining of
the ends. Indeed, RAG in the jawed vertebrates actively directs cleaved signals and
coding ends into the NHEJ DNA repair pathway for joining coding segments in
frame. In contrast, Branchiostoma belcheri RAG transposon appears to strongly
favor integration after excision, nevertheless, it allows some TIR-TIR joints to form
(Huang et al. 2016; Zhang et al. 2019). It is possible that the transposase partially
prevents the interaction between the TIR and the NHEJ repair pathway and that the
jawed vertebrate RAG lost this property. Zhang et al. (2019) started to uncover the
mechanism beyond the domestication and evidenced important amino acid positions
involved in transposition/or suppressing transposition (Fig. 14.7).

Themechanism of co-option can be described as follows: (1) insertion of an active
transposon into a given genomic locus, (2) the translocation of the transposase gene;
in some cases, the native TIRs remain within the genomic locus. (3) The TIR like
sequence is recognized by the domesticated transposase (Known under the name
of RSSs in the case of RAG) and the TIRs together with the internal sequence are
excised (4) the excised sequence lost the ability to insert another genomic region and
the two flanking ends are joined by the non-homologous end-joining (NHEJ) DNA
repair pathway, to form a coding joint (CJ) (Fig. 14.6).

In conclusion, biochemical functions of the DDE transposon and the sequence-
specific recombination activating system are very similar, hence the biochemical
shift from a transposon to a sequence-specific recombination activating system corre-
sponds an easy evolutionary step requiring a very limited number of events to pass
form a “wild” state to a domesticated one (Fig. 14.3). This is also supported by the fact
that many other DDE transposons have been co-opted as recombination activating
site-specific endonuclease as described in the next paragraphs.

Piggymac/TPB2/TPB1/TPB6 in ciliates (Baudry et al. 2009; Cheng et al. 2016;
Nowacki et al 2009) (Fig. 14.7).

Ciliates are unicellular organisms able to perform DNA rearrangements during
development in order to differentiate a somatic macronucleus that is metabolically
active from their transcriptionally silent germinal micronucleus. After duplication of
the germinal genome, a large proportion of their germinal micronuclear genome is
eliminated to differentiate a somatic macronuclear genome through the loss and in
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Fig. 14.6 Simple biochemical switch between the RAG-like transposase activity and the RAG
endonuclease/recombinase activity in the V(D)J recombination of jawed vertebrates. Adapted from
Huang et al. (2016)

particular through the excisions of thousands of internal eliminated sequences. This
is done by domesticated DDE transposon. Most of the eliminated sequences in the
paramecium and tetrahymena are named, respectively, by Piggymac and TPB2 and
are derived from transposons belonging to the piggybac family (Fig. 14.7). In contrast
to the domesticated piggyBac transposase genes in the macronuclear genomes of
oligohymenophorea ciliates, Oxytricha bears thousands of active transposase genes
within the Tc1/mariner superfamily.

In the case of the Tetrahymena, the domesticated transposons TPB1 and TPB6
excise 12 internal eliminated sequences that disrupt exons. TPB1 and TPB6 recog-
nize the TIR like sequences. TPB2 and likely a Piggymac in paramecium seem to
recognize RNA intermediates. In the case of TPB2, the TIR direct interaction with
the TIR has been lost and the domesticated transposase performs its excision via
scnRNA-directed heterochromatin involved specialization; thus, TPB2 to recognize
heterochromatin rather than TIRs. Thus Tetrahymena TPB2 seemingly represents
another level of transposase domestication. The situation is less clear in the case of
Piggymac where the domesticated transposase seems to recognize both IES ends
and the intermediate RNA. It is likely that in the case of TPB2 and Piggymac,
the transposition mechanism was gradually grafted into a heterochromatin forma-
tion pathway. In all these cases, the internal eliminated sequence form a circle that
prevents reintegration in the genome as this is also the case for jawed vertebrates
with the chromosomal excision product resulting from the RAG activity.

The phylogenetic analysis (not shown) indicated that possibly a PiggyBac
transposon entered the Oligohymenophorea (that include the paramecium and
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Fig. 14.7 Brief overview of biological and genomic features of the ciliate system. a Main steps of
the sexual cycle in ciliate species belonging to the Paramecium genus. At the entry of the cycle in
vegetative cells, the macronucleus starts disorganizing while the 2 micronuclei (2n) trigger meiosis
in vegetative cells (1) resulting in eight gametic nuclei (n). Seven or six of these gameticmicronuclei,
respectively, degenerate after the acquisition of one gametic micronuclei or the exchange of one of
themwith anotherParamecium cell. The fusion of both remaining gameticmicronuclei (3) leads to a
new zygotic nucleus (2n) that thereafter differentiate in newmacronuclei andmicroneclei (4), before
karyonical division and differentiation of a new vegetative cell.bOrganization of genome sequences
in the micronucleus and the macronucleus. Here, the micronucleus genome is reduced to one
chromosome containing the genes (blue arrows) that are for some of them split by insertion element
sequence (IES; orange rectangle). DNA transposons (orange double arrows) can also be interspersed
in chromosomes. During macronucleus differentiation, IES are precisely excised what restores split
gene ORFs (the faint blue line means that the 2 ORF are fusioned in one ORF), transposons
are eliminated what fragments chromosomes before the remaining chromosomal fragments are
amplified. This figure was constructed from derived information and graphic elements in Nowacki
et al. (2011)
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tetrahymena phyla) ancestor and became later domesticated. The ancestor
Piggymac/TPB2/TPB1/TPB6 domesticated transposon evolved in the two lineages:
tetrahymena and paramecium Piggymac and TPB2/TPB1/TPB6. In the case of
tetrahymena, a duplication gave rise to TPB2 in one part and TPB1/TPB6 ancestor
in the other. TPB2 lost the possibility to recognize its TIR but gained the possibility
to interact with the scan RNA. TPB1/TPB6 represent maybe the ancestral state and
TPB2 could represent another state in the domestication process.

Kat 1 and MAT alpha3 (Barsoum et al. 2010; Rajaei et al. 2014)
As we said above, some yeasts have the ability to change their mating type.

In Saccharomyces cerevisiae, switching is initiated by homothallic switching (HO)
endonuclease. In the related yeast Kluyveromyces lactis HO has been replaced by
two domesticated DDE transposons: MATalpha 3 involved in the switch d MATα to
MATa.Kat1 involved in the switch de MATa to MATα.

MATα3 which was domesticated from transposable elements belonging to the
Mutator Like Element Family MULEs. Regulated excision of this element results
in a double stranded DNA break, (DSB) that stimulates recombination from the
genome and initiates mating-type switching from MATα to MATa. It has to be noted
that in the case of this domesticated transposon the TIR-like sequences have been
replaced by other sequences which are different on the left and right sides. The
left side is a low complexity sequence with a long stretch of T and A. The right
side contains a conserved motif that is conserved in sibling species-species of the
Kluyveromyces genus. The other domesticated transposon named Kat1 evolved from
hAT (hobo/Activator/Tam3) transposases and is involved in the switching fromMATa
to MATα. Kat1 cleaves the MATa locus at two different positions, resulting in DSBs
that stimulate recombination. Kat1 recognizes a TIR like sequence. In both cases,
the intervening DNA is joined into a circle.

In conclusion, DDE transposons evolved as site-specific recombination activating
genes many times during evolution and therefore this is a case of isoconvergent
evolution of site-specific recombination activating genes.

14.4.2 Simple Evolutionary Shift Can Explain Convergent
Evolution

Isoconvergent evolution, the independent evolution of similar features from the same
ancestral state in different evolutionary lineages (Pontarotti and Hue 2016), could
be explained in part by natural selection where the new feature gave an advantage
to the individual. Isoconvergent evolution could be due to the limited number of
evolutionary pathways resulting from developmental and functional constraints on
the evolutionary process (Losos 2011)—Functional constraints imposing a finite
number of accurate adaptations, a finite number ofmechanisms can be used to answer
functional problems. Finally, isoconvergent evolution can be explained in part by the
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ease of transition from ancestral state to a derived state. This last aspect is not really
discussed in the literature.

Losos (2011) pointed out that the wings powering flight in vertebrates have been
built in different ways in birds, pterosaurs and bats. In all these cases, the wings
represent modified forelimbs. The combination of wings and forelimbs, in theory,
would be not very useful in real life. He concluded that this was due to lack of
constraints; however, we underline here that besides the constraints, it was easier to
modify forelimbs to get wings than to start from nothing. The same reasoning could
be applied for the DDE transposon co-option as sequence-specific recombination
activating systems and the biochemical shift froma transposase to a sequence-specific
recombination activating endonuclease is an easy evolutionary step.

14.4.3 Transposases Form the Largest Family in the Diverse
Genomes of Life

Transposase-encoding genes are greatly over-represented in sequenced genomes
and metagenomes relative to other coding sequences (Aziz et al. 2010). Some of
the transposase coding genes could correspond to domesticated transposons, active
transposons and maybe to fossilized ones. From this and the paragraph developed
above, we hypothesize that many DDE transposons have been recruited as recom-
bination activating site-specific endonuclease systems. Many domesticated candi-
dates have already been described in the literature, some of them lost the endonu-
clease domain but conserved the DNA binding domain and they could be involved in
novel chromatin-modifying complexes (Feschotte 2008) while others are involved
in centromere binding, chromosome segregation, meiotic recombination (Sinzelle
et al. 2009). Some articles also described large-scale systematic analysis to search
for domesticated transposons including DDE transposons (Hoen and Bureau 2015;
Bouallègue et al. 2017). In the human genome 26 putative DDE transposases have
beendescribed (Arnaoty et al. 2012), among these putative domesticated transposases
as far as we know other than the RAGs, only the function of one of them, PBGD5
was really investigated, and its nuclease activity has been shown, however we do not
know whether it recognizes specific sequences and if it is really involved in recom-
bination (Henssen et al. 2015, 2016, 2017). Another candidate has been tested for
its transposase activity (Majumdar et al. 2013) where the authors show that THAP9
gene encodes an active DDE DNA transposase.

We need to test further the hypothesis that many transposons have been recruited
as recombination activating site-specific endonuclease. If our hypothesis is true,
many domesticated DDE transposons acting as specific DNA endonucleases should
be found throughout the life diversity.
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14.4.4 Search for Domesticated Transposons Involved
in Programmed Recombination. Test of the Hypothesis

This paragraph is a small guideline. The strategy to search for domesticated trans-
posons involved in programmed recombination can be performed by two comple-
mentary approaches: Look for the candidate domesticated transposase and look for
a somatically rearranged genomic region.

Look for the Candidate Transposase Co-opted as Site-Specific Endonuclease
Involved in Genomic Recombination Different strategies have been developed in
particular by Hoen and Bureau (2015) and Bouallègue et al. (2017). The strategy
described here was adapted from these publications. We first have to look for the
sequence that codes for complete transposase; these can be done by profile search
using an alignment with a known transposase (Eddy 2011).

The ORF found needs to be checked for a bona fide catalytic site and the conser-
vation of the DDE motif. Then in order to be sure that the transposase is likely to
be active it is necessary to show that the protein evolved under constraint. This can
be done by calculating the ratio of non-synonymous to synonymous substitutions
(dN/dS) which is a useful measure of the strength and mode of natural selection
acting on protein-coding genes (Jeffares et al. 2015).

The next step is to differentiate between transposase belonging to an active trans-
poson from site-specific recombination activating gene (domesticated transposase).
The following criteria must be present in the case of site-specific endonuclease. The
domesticated transposase must be in single copy without pseudogene like sequences
that could correspond to recent transposition events. The next criteria is based on the
fact that the domesticated transposase should be unable to transpose thus the domes-
ticated transposase should remain in the same genomic region in different species—
conserved synteny—(Rascol et al. 2009). The higher the number of divergent species
display conserved synteny, the higher is the probability that the transposase has been
domesticated. For example, PGBD5 is present in all chordate genomes and belongs
to a conserved synteny (Pavelitz et al. 2013) indicating that it is likely to have been
domesticated.

The following step is to search the domesticated sequence recognition signal: find
RSS/TIR like sequence. One way to search for the sequence recognition signal is to
perform Chip-Seq experiment (Park 2009), and the other, that could be complemen-
tary to the Chip-Seq experiment is to be guided by sequence data. This could be done
by looking for the active transposon which is the most similar to the domesticated
transposon and to determine the TIR sequence of the transposon. The TIR sequence
should be similar to the site-specific DNA sequence recognized by the domesticated
transposase, as this is the case for the RAG transposon and the domesticated RAG
(see Kapitonov and Jurka 2005; Huang et al. 2016; Morales Poole et al. 2017). The
TIR like sequences can then be searched in the genome(s) coming from the cells
where the “domesticated” transposase is transcribed. It should be noted that the
endonuclease could recognize RNA intermediates as this is the case for TPB2 in-
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ciliates where the TIR recognition has been lost and instead a chromatin structure is
recognized.

Look for Somatically Rearranged Genomic Regions The next step is to look
for rearranged genomic regions, and this can be done in several ways. The first way
would be to sequence the genome from the cell or the tissue where the domesti-
cated transposase is expressed (sequence 1) compare this genome with a reference
genome (sequence 2) from the same species (same individual) in order to look for the
rearranged sequence in sequence 1. Another way is to use high throughput genome
translocation sequencing methodology based on the ability of a double-strand break
to translocate to a fixed ‘bait’ double-strand break generated by a nuclease (Hu et al.
2016).

In both cases, the genomic region, where the rearrangement occurred, should be
flanked by terminal repeats; these terminal repeats corresponding to the RSS should
be compared to the TIR of the active transposon (the most similar one).

Candidate regions using the second methodology have been described by Wei
et al. (2016). They described 27 recurrent double-strand breaks that occurred during
neural stem/progenitor cell differentiation and they named it as recurrent double-
strand break cluster. The authors hypothesized that the break region will be joined
to the distal break region thus potentially leading to new genetic information via for
example a novel exon combination that can be generated by recombination between
intronic regions at the DNA level via “exon shuffling.” (Alt and Schwer 2018) In
the case where the double-strand break followed by a recombination occurs via
the action of domesticated DDE transposon a possible candidate could be PGBD5.
Indeed PGBD5 seems to be expressed in the brain and fetal brain and therefore
possibly in the neural stem/progenitor cells (Pavelitz et al. 2013) and PGBD5 is able
to induce double double-strand breaks in non-physiologic condition (Henssen et al.
2015, 2017).

Are There Other Domesticated Transposases that Are Able to Generate
Diversity? One important question concerns the possibility that some domesti-
cated transposase and their TIRs could create diversity through the rearrangement of
distinct tandem repeat paralogous gene segments (such as in V(D)J recombination).
These processes correspond to an excision between at least 2 sets of paralogous frag-
ments with a combinational joining. In these cases, the paralogous fragments should
be flanked by the TIR like sequences located 3′ from each of the first paralogous frag-
ments family and 5′ to each of the second fragment paralogue family. Such genomic
rearrangement can be searched. The corresponding transposon can be searched as
described above.

14.5 Conclusion

Wediscussed in this chapter the possibility that DDE transposons have been recruited
several times as systems involved in programmed DNA elimination and perhaps in
the generation of receptor diversity. This is due to the fact that the functional shift is an
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easy one and that the huge number of transposase domains are present and across the
tree of life. Therefore, DDE transposons along with other so-called selfish element
encoding nucleases (homing nuclease and prophage) could have been major players
in the evolution of biodiversity. The co-option of DDE transposons as the regulatory
element is also very important. This has been largely discussed, Justin Goodrich this
Issue) (Sinzelle et al. 2009; Jangam et al. 2017). Another important role of DDE
transposons is the one in the horizontal gene transfer (HGT). Horizontal transfer
of DDE transposons (HTT) has been widely reported in eukaryotes (El Baidouri
and Panaud 2015). However, in most cases, the literature discusses HGT and HTT
in a non-integrated manner. However, the role of DDE transposons as the carrier
of additional antibiotic resistance genes is well known in bacteria (Babakhani and
Oloomi 2018), and at least the role of DDE transposon as carrier one case in yeast
is also known. (McDonald et al. 2019). It is likely that most of the HGT are driven
by transposons, but as most of the studied cases HGT corresponds to ancient events
the transposase and the corresponding TIR has been lost so an effort in the analysis
of recent HGTs should be done. Therefore, DDE transposons could have been major
players in organismal evolution because it helps in genetic exchange between species.

The DDE transposon evolutionary trajectory should be included in the public
goods hypothesis for the evolution of life onEarth (McInerney et al. 2011).According
to this hypothesis, nucleotide sequences are simply seen as goods, passed from one
organism to another through both vertical and horizontal transfer. The interesting
things about DDE transposons are that they evolved in vertical and horizontal manner
and they should be seen as goods since they increase the possibility of transfer and
can be co-opted for example as recombination activating site-specific endonucleases
involved in programmed DNA elimination.
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Chapter 15
Evolution of Milk Oligosaccharides
of Carnivora and Artiodactyla:
Significance of the Ratio
of Oligosaccharides to Lactose in Milk

Tadasu Urashima, Yuri Mineguchi, Kenji Fukuda,
Katherine Whitehouse-Tedd, and Olav T. Oftedal

Abstract Mammalian milk and colostrum usually contain lactose as a predom-
inant saccharide as well as lower concentrations of a variety of milk oligosac-
charides. However, in the milk of monotremes and marsupials, oligosaccharides
predominate over lactose. Among eutherians, many species of the order Carnivora
are also exceptional in that they contain substantial amounts of oligosaccharides in
addition to lactose. With the exception of the domestic dog, milk oligosaccharides
predominate over lactose in the milk of Caniformia, including mink, striped skunk,
raccoon, many bears and seals, whereas lactose is the dominant saccharide in the
milk of some species of Feliformia, such as spotted hyena, African lion, clouded
leopard and cheetah. A significant feature of the milk oligosaccharides of Carnivora
is the presence of A (GalNAcα1-3(Fuc(α1-2)Gal), B (Galα1-3(Fucα1-2)Gal) or H
(Fucα1-2Gal) units as well as α-Gal (Galα1-3Gal) unit, attached to the core struc-
tures of lactose, lacto-N-neotetraose (Galβ1-4GlcNAcβ1-3Galβ1-4Glc), lacto-N-
neohexaose (Galβ1-4GlcNAcβ1-3(Galβ1-4GlcNAcβ1-6)Galβ1-4Glc) or para lacto-
N-neohexaose (Galβ1-4GlcNAcβ1-3Galβ1-4GlcNAcβ1-3Galβ1-4Glc). The pres-
ence of A, B, H antigens, and α-Gal varies depending on each species of Carnivora.
In contrast to the milk of Carnivora, that of Artiodactyla including such diverse
species as giraffe, sitatunga, deer and water buffalo, contains lactose as the predom-
inant saccharide, although small amounts of oligosaccharides are present as well.
In most of these oligosaccharides, the core structure is lactose and they all contain
isoglobotriose (Galα1-3Galβ1-4Glc), but are heterogeneous with respect to the pres-
ence of a few saccharides such as GM2 tetrasaccharide (Neu5Acα2-3(GalNAcβ1-
4)Galβ1-4Glc) and globotriose (Galα1-4Galβ1-4Glc). None of these milks include
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oligosaccharides containing A, B or H antigens. In addition, milk or colostrum of
other Artiodactyla such as cow, sheep, goat, camel and pig contain very low concen-
trations of oligosaccharides whose core structures are lacto-N-neotetraose, lacto-N-
neohexaose, lacto-N-novopentaose I (Galβ1-3(Galβ1-4GlcNAc(β1-6)Galβ1-4Glc)
or GlcNAcβ1-3 (Galβ1-4GlcNAcβ1-6)Galβ1-4Glc. In this chapter, we hypothesize
on the evolution of milk oligosaccharides in Carnivora and Artiodactyla, as well as
on the potential significance of the ratio of oligosaccharides to lactose in these milks.

Abbreviations

Glc Glucose
Gal Galactose
GlcNAc N-acetylglucosamine
GalNAc N-acetylgalactosamine
Fuc Fucose
Neu5Ac N-acetylneuraminic acid
Neu5Gc N-glycolylneuraminic acid
OS Oligosaccharide

15.1 Introduction

Although mammalian milk or colostrum usually contain lactose as a predominant
saccharide aswell as lesser concentrations ofmany varieties ofmilk oligosaccharides
(Jenness et al. 1964;Messer and Urashima 2002; Urashima et al. 2014), oligosaccha-
rides predominate over lactose in the milks of monotremes and marsupials (Messer
and Urashima 2002; Urashima et al. 2014; Urashima and Messer 2017). It has been
hypothesized that in suckling monotremes andmarsupials, the milk oligosaccharides
are absorbed in the small intestine by pinocytosis or endocytosis and hydrolyzed by
lysosomal enzymes, the resulting monosaccharides being transferred into circulation
and then utilized as energy sources (Messer andUrashima2002;Urashima et al. 2014;
Urashima and Messer 2017). Among most eutherian neonates, lactose is hydrolyzed
to glucose and galactose by small intestinal lactase and these monosaccharides are
then absorbed and enter circulation. Glucose is directly utilized as an energy source,
while most of the galactose is converted to glucose in the liver in order to be utilized
as an energy source. Thus, lactose is thought to be a significant energy source for
most eutherian neonates (Messer and Urashima 2002; Urashima et al. 2014).

It is well recognized, however, that in human infants most of themilk oligosaccha-
rides are hydrolyzed partially if at all in the small intestine and thus intact oligosac-
charides reach the colon. Recent evidence suggests that some human milk oligosac-
charides (HMOs) act as prebiotics that stimulate the growth of beneficial colonic
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bacteria, and some may act as anti-infection agents against pathogenic bacteria or
viruses, or as immune-modulation and anti-inflammation agents, and some provide
prevention against enterocolitis and assist recovery of the colonic barrier function,
and stimulate brain activity (Bode 2012). The anti-microbial action of HMOs against
pathogens has mostly been studied in terms of inhibition of microorganism adhesion
to the host in in vitro investigations using epithelial cells, but a few studies for anti-
infection, including againstCampylobacter jejuni and enteropathogenic Escherichia
coli, have been done by in vivo experiment with a mice model (Yu et al. 2016; He
et al. 2016). It was recently shown that the growth of group B Streptococcus (GBS),
which causes meningitis to the host, was inhibited by the addition of an HMOs
mixture during in vitro incubation (Lin et al. 2017; Craft et al. 2018).

Human milk contains 12–13 g/L of milk oligosaccharides, which constitute the
third-largest solid component after lactose and lipid in the milk. To date, more than
240 varieties of HMOs have been separated from human milk, of which 169 have
been characterized (Urashima et al. 2018a). These are classified into 20 series based
on their core structures. In the 169 HMOs, fucose (Fuc) or N-acetylneuraminic acid
(Neu5Ac) residues are linked to diverse positions in the structures of galactose (Gal),
N-acetylglucosamine (GlcNAc) or glucose (Glc).

Among eutherian species, the Carnivora, especially Caniformia species are excep-
tions in that oligosaccharides predominate over lactose in theirmilk,whereas themilk
or colostrum of the Artiodactyla species contains lactose as the dominant saccha-
rides in addition to lesser concentrations of oligosaccharides, similar to most other
eutherian species. In this chapter, we compare the milk oligosaccharide structures
between the Carnivora and the Artiodactyla, discuss their evolution in both orders
and hypothesize on the factors that determine the ratio of milk oligosaccharides to
lactose.

15.2 Biochemical Properties and Characterization of Milk
Oligosaccharides in Carnivora Species

The order Carnivora consists of two suborders, Caniformia including Canidae (e.g.,
dogs, foxes, wolves), Ursidae (bears), Phocidae (true seals), Otariidae (fur seals),
Odobenidae (walrus), Ailuridae (red panda), Mephitidae (striped skunk), Procy-
onidae (raccoons, coatis), Mustelidae (mink, weasels) and Feliformia including
Felidae (cats, lion, clouded leopard, cheetah), Viverridae (civet), Hyaenidae (hyena),
Herpestidae (mongoose), etc.

Figure 15.1 shows the gel filtration profiles of carbohydrate fractions separated
frommilk of Japanese black bear (Ursidae) (Urashima et al. 1999a), raccoon (Procy-
onidae) (Urashima et al. 2018b) and spotted hyena (Hyaenidae) (Uemura et al. 2009),
indicating the peaks of lactose and milk oligosaccharides as shown in Figs. 15.1a–c.
The peak of lactose is due to a single component, while the milk oligosaccharides,
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(a) Japanese black bear
lactosemilk oligosaccharides

lactose

milk oligosaccharides
lactosemilk oligosaccharides

(b) Raccoon (c) Spo ed hyena

Fig. 15.1 Profiles of milk carbohydrate of a Japanese black bear, b raccoon and c spotted hyena
by gel filtration on BioGel P-2 column (2.5 × 100 cm). Solid line: detection at 490 nm by phenol—
H2SO4 method. Dotted line: detection at 630 nm by periodate—resorcinol method. The chro-
matograms were from a Urashima et al. (1999a), b Urashima et al. (2018b) and c Uemura et al.
(2009)

which elute earlier than lactose, correspond to multiple peaks. Milk oligosaccha-
rides predominate over lactose in milks of Japanese black bear and raccoon, whereas
lactose is the predominant saccharide inmilk of spotted hyena (Fig. 15.1). The ratio of
milk oligosaccharides (milk OS) to lactose was estimated from the peak area with the
solid line for hexose, the absorbance of which was detected by the phenol—H2SO4

method. The neutral and acidic oligosaccharides were separated by anion exchange
chromatography and finally purified by high performance liquid chromatography
(HPLC) with a graphite carbon column and a reverse phase system, respectively.
Each purified oligosaccharide was characterized by proton nuclear magnetic reso-
nance spectroscopy (1H-NMR) and matrix-assisted laser desorption/ionization time
of flight mass spectrometry (MALDI-TOF MS).

The neutral and acidic milk oligosaccharides of Carnivora species were char-
acterized for dog (Bubb et al. 1999; Rostami et al. 2014), mink (Urashima et al.
2005), striped skunk (Taufik et al. 2013), raccoon (Urashima et al. 2018b), white-
nosed coati (Urashima et al. 1999b), Japanese black bear (Urashima et al. 1999a,
2004), American black bear (Urashima et al. 2019), polar bear (Urashima et al.
2000), brown bear (Urashima et al. 1997), giant panda (Nakamura et al. 2003a),
hooded seal (Urashima et al. 2001), harbor seal (Urashima et al. 2003), spotted
hyena (Uemura et al. 2009), African lion (Senda et al. 2010), clouded leopard
(Senda et al. 2010) and cheetah (Urashima et al. 2019). The main neutral milk
oligosaccharides in these species are shown in Table 15.1. The milk oligosaccharides
are compared among these species according to their characterized oligosaccharide
structures. 2’-Fucosyllactose (Fucα1-2Galβ1-4Glc) was found in the milks of many
species other than giant panda, clouded leopard and cheetah, but its concentration
was low in species whose milk contained A or B tetrasaccharides. Isoglobotriose
(Galα1-3Galβ1-4Glc) was found in carnivore milks other than dog, raccoon, hooded
and harbor seals, African lion and clouded leopard. A-tetrasaccharide (GalNAcα1-
3(Fucα1-2)Galβ1-4Glc) was identified in the milks of dog, striped skunk, polar bear,
African lion and clouded leopard,whileB-tetrasaccharide (Galα1-3(Fucα1-2)Galβ1-
4Glc) was found in the milks of Japanese black bear, American black bear, polar
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Table 15.1 Comparison of milk oligosaccharides among Carnivora species

bear and spotted hyena. A-pentasaccharide (GalNAcα1-3(Fucα1-2)Galβ1-4(Fucα1-
3)Glc)was found in themilk of polar bear,whileB-pentasaccharide (Galα1-3(Fucα1-
2)Galβ1-4(Fucα1-3)Glc) was identified in themilk of Japanese black bear andAmer-
ican black bear. Among these Carnivora species, only the milks of bears and giant
panda contained Lewis x (Galβ1-4(Fucα1-3)Glc(NAc)) containing oligosaccharides.
(Oligosaccharides ofAmerican black bear and harbor seal are not listed in Table 15.1,
due to space limitations.)

Comparison of the core structures of milk oligosaccharides among the Carnivora
species shows that all had oligosaccharides containing a lactose core unit. Species
other than dog, giant panda, spotted hyena, African lion and clouded leopard also had
oligosaccharides containing lacto-N-neotetraose (Galβ1-4GlcNAcβ1-3Galβ1-4Glc)
or lacto-N-neohexaose (Galβ1-4GlcNAcβ1-3(Galβ1-4GlcNAcβ1-6)Galβ1-4Glc) as
core units, while oligosaccharides containing para lacto-N-neohexaose (Galβ1-
4GlcNAcβ1-3Galβ1-4GlcNAcβ1-3Galβ1-4Glc) were found only in the milks of
raccoon and hooded seal.

It can be concluded that a characteristic feature of the neutral milk oligosac-
charides of Carnivora is the presence of A (GalNAcα1-3(Fucα1-2)Gal), B (Galα1-
3(Fucα1-2)Gal) or H (Fucα1-2Gal) antigens as well as α-Gal (Galα1-3Gal) attached
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to the core structures of lactose, lacto-N-neotetraose (Galβ1-4GlcNAcβ1-3Galβ1-
4Glc), lacto-N-neohexaose (Galβ1-4GlcNAcβ1-3(Galβ1-4GlcNAcβ1-6)Galβ1-
4Glc) or para lacto-N-neohexaose (Galβ1-4GlcNAcβ1-3Galβ1-4GlcNAcβ1-
3Galβ1-4Glc). The presence of A, B, H antigens, and α-Gal vary depending on each
species of Carnivora.

The acidic milk oligosaccharides can be compared among dog, mink, striped
skunk, raccoon, Japanese black bear, American black bear, giant panda, harbor seal,
spotted hyena, African lion, clouded leopard and cheetah. Among these, the milk of
species other than African lion and clouded leopard contained the oligosaccharides
containing Neu5Ac, while the milks of these two species had Neu5Gcα2-3Galβ1-
4Glc. Neu5Acα2-3Galβ1-4Glc (3′-SL) was identified in the milks of dog, striped
skunk, Japanese black bear, American black bear, giant panda and spotted hyena
but not in those of mink, raccoon, harbor seal, lion, clouded leopard, while the
larger oligosaccharides containing lacto-N-neohexaose unit and α2-3 linkedNeu5Ac
were identified only in raccoon milk. In cheetah milk, 3′-SL was not identified, but
Neu5Acα2-8Neu5Acα2-3Galβ1-4Glc (DSL) was found. Neu5Acα2-6Galβ1-4Glc
(6′-SL) was found in themilks only of dog and giant panda, while larger oligosaccha-
rides containing lacto-N-neohexaose as well as α2-6 linked Neu5Ac were identified
in the milks of mink, striped skunk, raccoon, Japanese black bear, American black
bear and harbor seal. Among these species, only dog and cheetah milk contained
Galβ1-4Glc-3′-O-sulfate (lactose sulfate).

The ratio of oligosaccharides to lactose in the milks of the Carnivora species was
estimated from the peak areas in the profiles of the carbohydrate fractions on gel
filtration, as shown in Table 15.2. It is clear that milk oligosaccharides predominate
over lactose in the milks of the Caniformia species other than dog, especially in those
of Japanese black bear, American black bear and raccoon, whereas in the milks of
the Feliformia species the concentration of oligosaccharides is fairly similar to that
of lactose.

Table 15.2 Ratio of oligosaccharides to lactose in milks among some Carnivora and Artiodactyla
species
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One can hypothesize about why milk oligosaccharides predominate over lactose
in milks of both bears and seals. Species in both taxa rely heavily on stored reserves
of lipid and protein as sources of substrate for milk production: The mammary gland
demand for glucose isminimized by low sugar (lactose and oligosaccharides) inmilk.
In fact most bears give birth in dens or brush piles, and lactate while hibernating for
several months without eating or drinking. In general, lactose is a major osmolyte
and is responsible for osmotic movement of water into mammary milk, and thus
increased milk water content; however, oligosaccharides have a much lower osmotic
effect (per gram). We hypothesize that high oligosaccharides: lactose milks evolved
in bears not only as a means of providing diverse saccharides to denned cubs, but also
to reduce the water demand of lactation in non-drinking, hibernating mothers. The
extent to which water concentration is as important in lactating marine seals in less
certain, as is the relationship of oligosaccharides: lactose to the tremendous range
of milk fat and dry matter among seals species. Female harbor seals have rich stores
of subcutaneous fat and it is thought that their cubs have little need for carbohydrate
and depend on milk fat to provide insulating material as adipose tissue (blubber) and
as an energy source.

In addition, it has been observed that in milk of the giant panda the concentra-
tions of oligosaccharides change dramatically during the course of lactation. These
oligosaccharides are mainly sialyllactose (probably 3′-SL), the concentration of
which fell until 20–30 days, and fucosyllactose (either 2′-fucosyllactose or Galβ1-
4(Fucα1-3)Glc (3-fucosyllactose)), which began to increase at that time (Griffiths
et al. 2015). Notably, although the giant panda is related to bears (Ursidae), it does
not undergo hibernation.

It seems likely that since the cubs and pups of bears and seals do not depend
on milk carbohydrate to supply their energy, the expression level of α-lactalbumin,
which is an essential subunit of lactose synthase of the lactating mammary glands,
would be low (Messer andUrashima 2002; Urashima et al. 2012). This could result in
slow biosynthesis of lactose but nevertheless be sufficient to permit the biosynthesis
of lactose-containing oligosaccharides (Messer and Urashima 2002; Urashima et al.
2012).

15.3 Biochemical Properties and Characterization of Milk
Oligosaccharides in the Artiodactyla Species

Until recently, the milk oligosaccharides of the Artiodactyla were only characterized
for domestic farm animal species including cows, goats, sheep, camels and pigs.
However, the oligosaccharides separated from the milks of giraffe, sitatunga, deer
and water buffalo have now been characterized (Mineguchi et al. 2018). The profiles
of the carbohydrate fractions separated from the milk or colostrum of these species
using gel filtration are shown in Fig. 15.2a–d, indicating that lactose is the predomi-
nant saccharide along with lower concentrations of milk oligosaccharides as similar
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(a) Giraffe

(b) Sitatunga

(c) Deer

(d) Water buffalo

lactose

milk oligosaccharides

lactose

milk oligosaccharides

lactosemilk oligosaccharides lactose
milk oligosaccharides

Fig. 15.2 Profiles of milk carbohydrates of a giraffe, b sitatunga, c deer and dwater buffalo by gel
filtration on BioGel P-2 column (2.5× 100 cm). Solid line: detection at 490 nm by phenol—H2SO4
method. Dotted line: detection at 630 nm by periodate—resorcinol method

in milks/colostra of the above domestic species. This means that milk/colostrum
of not only the domestic Artiodactyla but also the non-domestic species contains
lactose as a dominant carbohydrate with lesser concentrations of oligosaccharides.
Each oligosaccharide was separated from the peak fractions by reverse phase HPLC
and characterized by 1H-NMR and MALDI-TOF MS. The identified oligosaccha-
rides are shown in Table 15.3. Their core structure was lactose except for lacto-
N-neotetraose in deer milk. Isogobotriose was found in all these milks/colostra,
whileGalα1-4Galβ1-4Glc (globotriose) andNeu5Acα2-3(GalNAcβ1-4)Galβ1-4Glc
(GM2 tetrasaccharide) were identified only in milk/colostrum of sitatunga and
giraffe, respectively. Galβ1-3Galβ1-3Galβ1-4Glc (digalactosyllactose), which was
found in water buffalo milk, had up to date, been identified only in marsupial milk
(Urashima et al. 2014, 2017). Lactose sulfate was found only in deer milk. 3′-SL, 6′-
SL,Galβ1-3Galβ1-4Glc (3′-GL) andGalβ1-6Galβ1-4Glc (6′-GL),whichwere found
in either milk or colostrum, have been identified in the milk or colostrum of many
other species, including cows, goats, sheep, camels and pigs (Albrecht et al. 2014).
The ratio of milk oligosaccharides to lactose in milk or colostrum was estimated by
the profiles of gel filtrations as shown in Table 15.2. Table 15.2 also includes this ratio
in milk or colostrum of cow (Fukuda et al. 2010), sheep (Sasaki et al. 2016), reindeer
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Table 15.3 Comparison of milk oligosaccharides among giraffe, sitatunga, deer and water buffalo

Structure CFG format giraffe sitatunga deer water buffalo
Galα1-3Galβ1-4Glc + + + +
Galα1-4Galβ1-4Glc +
Galβ1-3Galβ1-4Glc + +
Galβ1-6Galβ1-4Glc +

Galβ1-4GlcNAcβ1-3Galβ1-4Glc +
Galβ1-3Galβ1-3Galβ1-4Glc +

Galβ1-4Glc-3’-O-S +
Neu5Acα2-3Galβ1-4Glc +
Neu5Acα2-6Galβ1-4Glc +

+

s

(Taufik et al. 2014), addax (Ganzorig et al. 2018), Bactrian camel (Fukuda et al.
2010) and dromedary camel (Alhaj et al. 2013). The predominance of lactose over
milk oligosaccharides among the Artiodactyla species differs clearly from that of the
Carnivora, especially in Caniformia, but resembles that of most eutherian species.

Even though the core structure of these oligosaccharides was only lactose, except
for lacto-N-neotetraose in deer milk, it is possible that these milks or colostra also
contained small concentrations of unidentifiedoligosaccharideswith other core struc-
tures. A limitation of the use of 1H-NMR for characterizing oligosaccharides is that
it requires rather large sample amounts. Albrecht et al. (2014) identified the milk
oligosaccharides of domestic farm artiodactyls, i.e., cows, goats, sheep, dromedary
camels and pigs using HPLC with a hydrophilic interaction column, successive
exoglycosidase digestions as well as mass spectrometry. Their method required only
small amounts of the samples for characterization. It was found that these milks
or colostra contained the oligosaccharides with core units of lacto-N-neotetraose,
lacto-N-neohexaose, lacto-N-novopentaose I (Galβ1-3(Galβ1-4GlcNAcβ1-6)Galβ1-
4Glc) or GlcNAcβ1-3(Galβ1-4GlcNAcβ1-6)Galβ1-4Glc as well as lactose. If one
use this method to characterize the oligosaccharides in milk or colostrum of non-
domestic Artiodactyla such as giraffe and sitatunga, it would be possible to find
the oligosaccharides containing such core structures. Fukuda et al. (2010) iden-
tified Galβ1-3(Neu5Acα2-6Galβ1-4GlcNAcβ1-6)Galβ1-4Glc, Neu5Acα2-3Galβ1-
3(Galβ1-4GlcNAcβ1-6)Galβ1-4Glc and Neu5Acα2-6Galβ1-4GlcNAcβ1-3(Galβ1-
4GlcNAcβ1-6)Galβ1-4Glc inBactrian camel colostrum,whileUrashima et al. (1991)
found lacto-N-novopentaose 1 in bovine colostrum as well. These results show that
the Artiodactyla milks/colostra contain oligosaccharides with the above core units
as well as lactose; the lactose core unit is predominant. It appears that among species
whose milk or colostrum contains lactose as a predominant saccharide, oligosaccha-
rides that contain a lactose core unit predominate over oligosaccharides that contain



368 T. Urashima et al.

other core units, such as lacto-N-neotetraose and lacto-N-neohexaose. This is the
case for these Artiodactyla milks or colostra.

It is well recognized that the Artiodactyla is phylogenetically close to the Cetacea
and classified within Cetartiodactyla. This suggests that there may be some homolo-
gies in milk oligosaccharides between the two orders. Uemura et al. (2005) studied
the oligosaccharides in the milk of bottlenose dolphin, a toothed whale, and identi-
fied globotriose, GM2 tetrasaccharide, 3′-SL and 6′-SL as shown in Fig. 15.3a. As
GM2 tetrasaccharide and globotriose have also been found in the milk/colostrum of
giraffe and sitatunga, respectively, this may suggest homology in the milk oligosac-
charides between bottlenose dolphin and these two Artiodactyla species. Urashima
et al. (2002) identified the oligosaccharides in the milk of the minke whale, one of
the baleen whales, as shown in Fig. 15.3b. As Fucα1-2Galβ1-4Glc (2′-FL), lacto-N-
neotetraose, A-tetrasaccharide, Neu5Acα2-3Galβ1-4GlcNAcβ1-3Galβ1-4Glc and
Neu5Acα2-6Galβ1-4GlcNAcβ1-3Galβ1-4Glc (LST c) have also been found in
bovine colostrum, this suggests that there may be homologies in milk oligosaccha-
rides between both Cetartiodactyla species. However, the number of milk oligosac-
charides in Cetacean species that have been characterized so far is still too small

Gal(α1-4) Gal( 1-4)Glc

Neu5Ac(α2-3)Gal( 1-4)Glc

Neu5Ac(α2-6)Gal( 1-4)Glc
Gal( 1-4)

Gal( 1-4)Glc
Neu5Ac(α2-3)

(a)

Fuc(α1-2) Gal( 1-4)Glc

Gal( 1-4)GlcNAc( 1-3)Gal( 1-4)Glc

GalNAc(α1-3) 
Fuc (α1-2) Gal( 1-4)Glc

Gal( 1-4)GlcNAc( 1-3)Gal( 1-4)GlcNAc( 1-3) Gal( 1-4)Glc

Neu5Ac(α2-3)Gal( 1-4)GlcNAc( 1-3)Gal( 1-4)Glc

Neu5Ac(α2-6)Gal( 1-4)GlcNAc( 1-3)Gal( 1-4)Glc

Neu5Ac(α2-3)Gal( 1-4)GlcNAc( 1-3)Gal( 1-4)GlcNAc ( 1-3)Gal( 1-4)Glc

(b)

Fig. 15.3 Milk oligosaccharides of a bottlenose dolphin and b minke whale. a The structures
written in red have also been identified in milks of sitatunga or giraffe (Mineguchi et al. 2018;
Uemura et al. 2005). b The structures written in red have also been identified in bovine colostrum
(Urashima et al. 2002; Albrecht et al. 2014)
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to permit definitive conclusions with respect to the homology or heterogeneity of
milk oligosaccharides between Cetacean and Artiodactyla. The milk carbohydrates
have been studied only for bottlenose dolphin (Uemura et al. 2005), Minke whale
(Urashima et al. 2002), beluga (Urashima et al. 2002), Bryde’s whale (Urashima
et al. 2007) and Sei whale (Urashima et al. 2007) among the Cetacea.

15.4 Physiological Significance of the Ratio
of Oligosaccharides to Lactose in Milk

15.4.1 Carnivora

The Carnivora (and especially Caniformia other than domestic dog) is the only one
among many orders of eutherians in which oligosaccharides predominantly over
lactose in milk or colostrum. The ratio of milk OS to lactose as shown in Table 15.2
illustrates that oligosaccharides predominate over lactose in milks of Caniformia
species, but not in milks of Feliformia. However, a complication is that among
different mammals the milk OS to lactose may also differ at different lactation stages
after birth. In our survey, milk or colostrum samples were collected at the following
lactation stages; domestic dog at 13 days postpartum (pp), mink at 15 days pp,
stripped skunk at 20–48 days pp, white-nosed coati at 17 days pp, Japanese black
bear at 37 days pp, American black bear at 0–2 days pp, polar bear at 27 months pp,
giant panda at 13 days pp, spotted hyena at 2 days pp, African lion at 127 days pp
and cheetah at 0–2 days pp. The change in this ratio during the course of lactation is
evident in human milk. The OS concentration decreases over time (i.e., 22–24 g/L
in colostrum and 12–13 g/L in mature milk, respectively) (Bode 2012) with an
OS:lactose ratio of around 1:2.6 in colostrum and 1:4.6 in mature milk. The similar
changes may be anticipated to occur in other species. In case of cows, colostrum
contains more than 1 g/L of sialyl oligosaccharides, but this decreases to trace level
after 48 h postpartum (Nakamura et al. 2003b). The ratio of milk OS to lactose was
1:3 in colostrum and 1:22 inmaturemilk (see Table 15.2). In case of Bactrian camels,
this ratio was 1:1.6 in colostrum and 1:11 in mature milk (see Table 15.2). This indi-
cates that the ratio may vary during the course of lactation and that inter-specific
comparisons should be conducted with milk samples from the same lactation stages.

Although the biological significance of the differing proportions of lactose, acidic
and neutral oligosaccharides observed among mammals is not certain, we discussed
it in our published paper as described in the following (Urashima et al. 2020). The
hypothesis that oligosaccharides serve an anti-bacterial and prebiotic function in
neonatal digestive tracts, and thus should be selected for in social species with larger
group size and more avenues for social transmission of pathogens (Tao et al. 2011)
does not appear to apply to carnivorans. Highly social lions and dogs have the lowest,
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not highest, OS:lactose ratios, whereas high OS:lactose ratios are found in predom-
inantly solitary carnivorans, such as raccoons, bears, mink and striped skunk (see
above).

An alternative hypothesis is that oligosaccharides, as transporters of specific
saccharide constituents, may be important for species with altricial young. Certainly,
altricial neonates are characterized by immaturity of physiological and biochemical
functions, and when this is combined with rapid growth and the need to rapidly
synthesize complex tissues, a situation could arise in which rates of tissue synthesis
of a particular constituent are insufficient to meet requirements without dietary (i.e.,
milk) supply. For example, in altricial rat pups, the rate-limiting enzyme in sialic acid
synthesis (UDP-N-acetylglucosamine N-acetylmannosamine epimerase/kinase) has
low liver activity in neonates (Gal et al. 1997). Based on gene expression profiles
of various tissues of rat pups, Duncan et al. (2009) concluded that sialic acid was
absorbed from milk and compensated for low neonatal rates of sialic acid synthesis.
Radiolabelled exogenous sialic acid has also been shown to be deposited in the
tissues of growing rat pups, including the brain, which has an especially high sialic
acid content (Wang et al. 1998; Sprenger and Duncan 2012). It has been argued that
a dietary supply of N-acetyl neuraminic acid (sialic acid), a major constituent of
acidic oligosaccharides in milk, may be essential for synthesis of brain gangliosides
and the polysialic chains on neural cell adhesion molecules in preterm and rapidly
growing infants (Wang and Brand-Miller 2003; Wang 2009). This argument is espe-
cially pertinent to mammals with altricial young, whose brains at birth may be at a
less developed stage than early (e.g., 24 week) preterm human infants. We hypothe-
size thatmilk oligosaccharides and especially sialic acid-containing oligosaccharides
are enriched in the milk of carnivoran species with altricial young in which a large
proportion of brain and organ growth occurs postnatally.

A classic method for determining physical maturity at birth is to assess water
content of lean tissues since this parameter gradually declines with development.
When compared at birth across terrestrial (altricial) carnivorans, lean tissue water
content ranges from 81.0% (domestic dog), 82.0% (domestic cat), 83.0% (mink) to
84.0% (American black bear) (Oftedal et al. 1993). Comparable values for precocial
marine carnivores (Caniformia: Pinnipedia) are 71–74% (n = 4 species) (Oftedal
et al. 1996). The higher water content of lean tissue in terrestrial species is related
to the less mature state of the neonates. However, little if any data are available for
neonates of other carnivorans that would allow broad comparisons of oligosaccharide
patterns.

An alternative approach is to examine, via mass assessment, postnatal develop-
ment of the body, or specific organs, in relation to adult state. For example, brainmass
at birth, expressed relative to adult mass, is considered a measure of the degree of
neonatal maturity (Eisert et al. 2014). In order to maximize useful data, we examined
total mass at birth of neonates, expressed as a percentage of maternal mass, with the
assumption that a smaller neonate at birthwill in general be less developed than larger
neonates. Using species-specific data assembled by Oftedal and Gittleman (1989),
the birth mass percentage of cheetahs (0.48) was considerably higher than American
black bears (0.29), and this difference also holds at a familial level Felidae (cats)
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(mean = 1.60 ± standard deviation (SD) 0.80, n = 13) versus Ursidae (bears) (mean
= 0.30 ± 0.08 SD, n = 4). Thus, these patterns are consistent with our predictions:
altricial ursids have high OS:lactose ratios (10:1–52:1) compared to more precocial
felids (1:1–1:2, see above).

Our data were sufficient to examine patterns among other Caniform and Feliform
families. For example, three Caniform families known to have high OS:lactose ratios
(Mephtitidae, Mustelidae, Procyonidae) have relatively high but varied birth mass
percentages (averaging 2.67 ± 0.45, n = 2; 2.05 ± 1.26, n = 13; and 4.03 ± 3.08,
n = 4; respectively). Thus, their milks are higher in oligosaccharides than would be
predicted from birth mass percentages. Therefore, further research is needed on both
physiological maturity and postnatal development to determine correlations to milk
oligosaccharide composition.

Unlike other Caniform species studied, lactose predominates over oligosaccha-
rides in the milk of domestic dogs (Bubb et al. 1999). The neonatal dog is rather
immature and does not open its eyes until around 10 days of age, but calculating the
proportional size of puppies relative to the adult body weight is complicated by the
extreme variation in size among different breeds of dogs. For example, puppies of
giant breeds such as the English Mastiff may represent < 1% of adult BW, whereas
puppies of toy breeds such as Papillon may be > 5% of adult BW at birth (Grop-
petti et al. 2017; Hawthome et al. 2004; Scantlebury et al. 2000). Using Oftedal and
Gittlemen’s data for dogs (1989), a medium size dog has a neonatal weight repre-
senting 1.67% of maternal weight, aligning with our hypothesis that OS:lactose is
lower in species having higher proportional mass at birth. However, the domestica-
tion of this species by humans may have influenced its lactational physiology, such
that the concentration of oligosaccharides in milk may have become reduced relative
to other Caniforms. To clarify this, future studies are needed to characterize the milk
of non-domesticated canidae species such as wolf, coyote, red fox and bush dog.

15.4.2 Artiodactyla

The Artiodactyla represents another opportunity to seek biological correlates for
type and quantity of oligosaccharide in colostrum and milk. First, Artiodactyls have
much or somewhat lower oligosaccharide: lactose ratios than Carnivores: 1:1.6–1:22
(Artiodactyla) versus 52:1–1:1 (Carnivora) (Table 15.2). According to one hypoth-
esis (above), higher oligosaccharide: lactose ratios may be associated with imma-
turity at birth. Based on body composition data of neonatal whitetail deer, cattle
and horses, their percentage body water (% lean mass) is 79.4%, 75.7% and 74.6,
respectively (Oftedal 1985). This is considerable lower than terrestrial Carnivores
(81–84%), consistent with the observation that most or all Artiodactyls are precocial
at birth and that theirmilks are lower in oligosaccharides than altricialCarnivores. The
comparison of oligosaccharides: lactose ratios to birth mass, as an indicator of devel-
opmental state, is of limited value because of the tremendous interspecies variation in
body mass. In one birth weight analysis, representing adult female masses of 4.5 kg
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(dik-dik) through 316 kg (highveld eland) to 964 kg (giraffe), neonatal birth mass
was equal to 14.9% (of maternal weight, dik-dik), 8.2% (eland) and 5.7% (giraffe)
(Oftedal 1985). It is doubtful that such great differences in relative mass at birth bear
any relationship to developmental state, but rather reflect allometric effects. Thus,
we would not expect relative birth masses to explain intra- or interordinal variation
in milk oligosaccharides.

15.4.3 Specific Milk Oligosaccharides: Are They Important
for Artificial Feeding of Neonates?

Despite the recognition that the aggregate amount of oligosaccharides in milk may
exceed that of lactose, and the proliferation of information about the neutral and acidic
oligosaccharide structures found among carnivoran milks, there is still little certainty
about the physiological, nutritional, immunological or developmental necessity of
these constituents for neonates (but see discussion of sialic acid, above). Studies are
complicated by the need to be species-specific and the uncertainty about the extent
to which findings are applicable to other, even closely related species. Although
milk replacers continue to be produced by various manufacturers for dogs and cats,
it is unlikely that these products match the oligosaccharide profiles of dog or cat
milk, let alone the profiles of the milks of other zoo animals and wildlife for which
they are employed. It is not known if this creates health or developmental problems.
However, given that strong selective evolutionary pressures have apparently main-
tained the synthesis of a great diversity of oligosaccharide structures in carnivoran
milks, especially in taxa with immature neonates, it seems likely that the oligosac-
charides will prove to be important to neonatal development, both in general and at
a taxon-specific level.

Among endangered species captive breeding programs, the artificial rearing of
neonates occurs for a range of reasons, but particularly due to maternal ill-health,
poor mothering/milk transfer and neonatal injury. For example, the cheetah is often
reared on milk replacer formulated for domestic canine or feline requirements, but
these requirements may poorly known and the formulas are based on bovine milk
(Bell et al. 2010, 2012). But, the ratio of milk oligosaccharides to lactose and also the
profile of the oligosaccharide in milk differ between these Carnivora species and the
cow. Note that bovine mature milk contains only trace amount of oligosaccharides
(Urashima et al. 2016), suggesting that some artificial oligosaccharides should be
tested for use inmilk replacers fed to carnivore species. The issuemaybe less pressing
for milk-fed Artiodactyls, as cow’s milk would be expected to be a good model.
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15.5 Conclusion

The graphic image of the conclusion of this study is shown in Fig. 15.4. With the
exception of the domestic dog, milk oligosaccharides predominate over lactose in
the milk of Caniformia, including mink, striped skunk, raccoon, many bears and
seals, whereas lactose is the dominant saccharide in the milk of some species
of Feliformia, such as spotted hyena, African lion, clouded leopard and cheetah.
The significant feature of the milk oligosaccharides of Carnivora is the pres-
ence of A (GalNAcα1-3(Fuc(α1-2)Gal), B (Galα1-3(Fucα1-2)Gal) or H (Fucα1-
2Gal) units as well as α-Gal (Galα1-3Gal) unit attached to the core struc-
tures of lactose, lacto-N-neotetraose (Galβ1-4GlcNAcβ1-3Galβ1-4Glc), lacto-N-
neohexaose (Galβ1-4GlcNAcβ1-3(Galβ1-4GlcNAcβ1-6)Galβ1-4Glc) or para lacto-
N-neohexaose (Galβ1-4GlcNAcβ1-3Galβ1-4GlcNAcβ1-3Galβ1-4Glc). The pres-
ence of A, B, H antigens, and α-Gal vary depending on each species of Carnivora.

In contrast to the milk of Carnivora that of Artiodactyla including giraffe,
sitatunga, deer and water buffalo contains lactose as the predominant saccharide,
although small amounts of oligosaccharides are present as well. In most of these
oligosaccharides, the core structure is lactose and they all contain isoglobotriose, but
they are heterogeneous with respect to the presence of a few saccharides such as
GM2 tetrasaccharide and globotriose.

Fig. 15.4 Summary: Graphic representation of oligosaccarides in Carnivora and Artiodactyla. Pie
graphs indicate relative proportions of lactose (blue) and oligosaccharides (orange); representative
oligosaccharide structures are illustrated. (The illustration was done by MAKIKO GOTO)
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Chapter 16
Making Sense of Noise

Shu-Ting You and Jun-Yi Leu

Abstract Noise is the heterogeneity in transcript or protein levels existing in an
isogenic population under the same growth condition. Expression noise is unavoid-
able in living cells. To ensure accurate execution of cellular functions, cells have
developed several mechanisms to reduce noise. However, noise can also be utilized
to facilitate different levels of regulation. With advances in single-cell analyses and
genomics tools, we now know that noise influences almost every aspect of life. Here,
we first present the regulatory systems underlying noise, from general principles to
specific molecular mechanisms. Additionally, we discuss an experimental evolution
approach for finding new mechanisms involved in noise regulation. Next, we review
the evolutionary implications of noise from immediate benefits to long-term popu-
lation survival. We explore the interactions between noise and mutations. Finally,
we briefly discuss how noise can impact inter-population interactions, representing
a possible link between micro-scale and macro-scale biological phenomena.

16.1 From Phenotypic Variation to Noise

Cells of the same genotype often exhibit a variety of phenotypes depending on
their living conditions. Even when existing in the same environment, isogenic cells
of the same cell cycle stage and age can still present phenotypic variation. Such
individuality in an isogenic population (non-genetic variation) was first recognized
in 1945 from bacteriophage infectivity (Delbruck 1945). Bacteriophages multiply
within host cells before lysing the hosts to infect new ones. Although host cells were
all initially infected by a single bacteriophage, copies of bacteriophage liberated from
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different host cells varied more than 20-fold (Delbruck 1945). With the development
of single-cell technologies in recent years, non-genetic variation has become ubiq-
uitously observed, from microbes to mammalian cells and from normal to cancer
cells (Avery 2006; Balazsi et al. 2011; Brock et al. 2009). Such individuality can
arise from different molecular processes, including DNA and histone modifications,
transcription, mRNA splicing, circular RNA production, translation, and protein
folding (Chalancon et al. 2012; Hu and Zhou 2018; Itakura et al. 2020; Kim and
Jacobs-Wagner 2018; Mikl et al. 2019). Furthermore, some non-genetic variation
can persist for more than one generation, indicative of a cross-generational effect.
In this article, we discuss the general molecular mechanisms and biological impacts
of non-genetic variation. We use the term “noise” to represent the heterogeneity at
either mRNA or protein level that is the molecular outcome of non-genetic variation.

Noise is unavoidable in living cells. Elowitz and his colleagues elegantly showed
that non-correlated signals between two fluorescent proteins could be observed in a
single cell, even though the two reporter geneswere controlled by identical promoters
and located the same distance from the common replication origin (Fig. 16.1)
(Elowitz et al. 2002). They reasoned that many steps in the process of protein produc-
tion are initiated through binding reactions, such as DNA binding of RNA poly-
merases and mRNA binding of ribosomes. Factor binding, like a chemical reaction,
has an inherent probability of manifesting cell-to-cell heterogeneity. Noise resulting
from such events is called intrinsic noise, as it can be revealed in a single cell. Another
inevitable noise occurs during cell division. When cellular material (e.g., RNAs and
proteins) is redistributed from mother to daughter cells, much of it is subjected
to probabilistic segregation, leading to variation between individual cells (Golding
et al. 2005; Huh and Paulsson 2011; Kinkhabwala et al. 2014). If unevenly parti-
tioned proteins belong to basal machineries (e.g., RNA polymerase and ribosome)
or upstream regulators, the resulting variation can be further propagated, inducing
cell-to-cell heterogeneity in many downstream proteins, which is termed extrinsic
noise. The aforementioned two-fluorescent-protein system can also reveal extrinsic
noise, as the differences in intensity of fluorescence signal between cells are greater
than for within-cell differences (Fig. 16.1) (Elowitz et al. 2002). Thus, the noise of a
given gene is composed of intrinsic and extrinsic elements, and it can further influ-
ence other genes through the interaction network (Pedraza and van Oudenaarden
2005; Raser and O’Shea 2004).

16.2 General Strategies for Noise Regulation

Cells continually process genetic information and produce proteins to maintain
normal physiology. The levels and timing of protein production usually need to
be precisely controlled, with excessive noise potentially being harmful. Cells deploy
several general strategies to reduce noise. One common strategy is to increase the
number of “participants” in cellular events, including gene copy numbers, tran-
script levels, or numbers of key regulatory molecules. The stochastic nature of noise
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Fig. 16.1 Visualizing the noise in an isogenic population growing in the same environment.
Elowitz and his colleagues (2002) generated an E. coli strain expressing two different fluores-
cent proteins (RFP and GFP) to demonstrate noise within an isogenic population. The fluorescent
protein-encoding genes were driven by the same type of promoters. Intrinsic noise was revealed
by individual cells exhibiting different ratios of RFP/GFP intensity. Intrinsic noise could result
from stochastic binding of the transcription factor to the promoter. The stochasticity is inherent
in any binding events between molecules. Therefore, intrinsic noise is unavoidable at molecular
levels, even when the numbers of regulatory molecules are homogenous. Alternatively, noise due
to different amounts (or activities) of regulatory molecules is termed extrinsic noise, as revealed by
the difference in fluorescence intensity between cells being greater than the difference within cells

has a profound effect on events involving low participant numbers (Maheshri and
O’Shea 2007; Raser and O’Shea 2005). For example, when a cytosolic protein X
is randomly distributed in dividing cells, the proportional difference in levels of X
between the two daughter cells typically increases if the copy number of X is reduced
(Fig. 16.2a). Indeed, an anti-correlation between mean expression levels and noise
has been reported, with the relationship being more evident for low-expression genes
(Bar-Even et al. 2006; Newman et al. 2006;Wu et al. 2017). Consequently, cells may
display increased duplicate gene copies or transcript levels but lower translation rates
(so the final protein abundance remains the same) to control noise (Fig. 16.2b). In
yeast, essential proteins or complex-forming proteins often exhibit higher transcrip-
tion rates and lower translation rates to minimize their expression noise (Fraser et al.
2004).Moreover, cells in the G2 phase of the cell cycle exhibit lower noise than those
in G1 since G2 cells have double the number of gene copies (Keren et al. 2015).
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Fig. 16.2 Noise regulation. a Noise derived from random segregation at cell division is profound
for proteins of low abundance. After cell division, cells with extreme molecule numbers of the
protein are more frequent for the lowly abundant protein (left panel) compared to cells for the highly
abundant one (right panel). b Increasing gene copies (middle panel) or mRNA levels (bottom panel)
reduces protein production noise.Copynumbers of genes and transcripts are relatively lowcompared
to the number of proteins, so they are more sensitive to fluctuation.When the copy numbers of genes
or mRNA increase, the corresponding translation efficiency is reduced to maintain the same protein
level. cNoise is up-regulated by positive feedback and down-regulated by negative feedbackwithout
altering mean expression. One extreme example of high noise is a bivalent population

Noise reduction can also be achieved through negative feedback networks,
whereby gene expression is suppressed by the encoded transcripts or proteins or
by downstream products. Such negative feedback modules are found in many regu-
latory networks within cells, enabling expression to be maintained while eliminating
unwanted fluctuations (Alon 2007). In addition to negative feedback, other network
structures can also influence the level of noise. Autoregulation through positive feed-
back increases noise via a snowball effect. For instance, a transient increment in
expression of a given gene can be sustained because the increment stimulates self-
expression and intensifies gene activation. Similar noise amplification is apparent in
double-negative feedback loops, whereby two genes can suppress each other, often
resulting in a switch between on and off states for the genes. Accordingly, extreme
differences between cells can be revealed when gene expression is monitored within
a cell population (Fig. 16.2c) (Alon 2007; Ferrell 2002). In the cell, these network
structures are integrated to regulate the level and noise of gene expression (Chalancon
et al. 2012). However, if we look at individual genes, finding that a gene is regulated
by both negative and auto-regulatory positive feedback is not rare. The integrative
nature of biological networks imposes a host of challenges for deciphering noise
regulation. To better understand how cells control noise, researchers need to explore
molecular mechanisms in detail and investigate how they crosstalk with each other.
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16.3 Molecular Mechanisms Involved in Noise Regulation

Various molecular mechanisms have been observed to influence noise at different
levels, including gene promoter architectures, nucleosome occupancy, histone modi-
fication, cellular compartmentalization,microRNAs, protein chaperoning, and signal
transduction (Arias andHayward 2006;Battich et al. 2015;Hsieh et al. 2013; Sanchez
et al. 2013; Schmiedel et al. 2015; Weinberger et al. 2012; Wu et al. 2017). These
mechanismsmaywork independently or in concert to regulate the noise of individual
genes (Faure et al. 2017). For example, some lowly expressed essential genes that
should suffer from high intrinsic noise have been shown to utilize histone modi-
fications to acquire low noise status (Wu et al. 2017). Similarly, microRNAs can
preferentially target lowly expressed genes to reduce their protein expression noise
(Schmiedel et al. 2015). Cellular compartmentalization in the nucleus or cytoplasm
has been suggested to function as a global noise filter in mammalian cells, but it may
also work together with other mechanisms to fine-tune gene-specific noise (Battich
et al. 2015).

Theoretically, noise regulation can be condition-specific or tissue-specific (e.g.,
by tissue-specific histone modifications or microRNA expression). In yeast, Hsp90
protein chaperoning has been shown to enhance non-genetic variation upon encoun-
tering heat stress. It is speculated that this enhanced noise may increase the likeli-
hood of population survival under stress conditions (Hsieh et al. 2013). Under aerobic
conditions, Escherchia coli cells also present increased noise of a signal transduction
pathway, which permits tolerance to rapid environmental change (Carey et al. 2018).
Condition-specific or tissue-specific noise regulation allows organisms to prevent
the deleterious impacts of noise under normal conditions and to enhance population
complexity when required. Nonetheless, it remains unclear how commonly cells
exploit these types of regulation in natural environments or during development.

Identifying novel molecular mechanisms of noise regulation is always chal-
lenging. Harnessing the power of experimental evolution, researchers can delineate
the genetic basis of complex traits (McDonald 2019). To uncover pathways involved
in noise regulation, previouslywe imposed a selection scheme to favor yeast cells that
alter their levels of reporter proteins both markedly and frequently under a normal
growth condition (Fig. 16.3a). Our rationale for that approach is that high noise
is usually inhibited when cells are growing under normal conditions. However, if
the cells harbor mutations that disrupt noise regulators, then they are more likely to
produce extremely lowor high levels of reporter proteins,whichwould be enriched by
our selection regime. By analyzing themutations existing in our evolved populations,
we identified amethyltransferase that coordinates noise in response to environmental
conditions (Fig. 16.3b) (You et al. 2019). This gene suppresses the noise of multiple
pathways when environments are benign. However, its expression is down-regulated
by various environmental stresses, resulting in increased noise. Since a popula-
tion with high heterogeneity survives better under stress, this regulatory strategy
for modulating noise is likely a product of natural selection. The methyltransferase
we identified is a hub protein in yeast protein networks. Its number of interacting
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Fig. 16.3 A noise regulator coordinating internal and external environments. a An alternating
selection scheme enriches cells harboring mutations that interfere with noise reduction. Cells with
one extreme level of the reporter protein are selected, expanded, and serve as a parental population
for selecting cells with the other extreme. When the distribution of the reporter protein becomes
consistently flat, the final population is analyzed to identify the noise-enhancing mutations. bHmt1
methylates target proteins to regulate the functions of several protein complexes, including chro-
matin remodelers and ribosomes.Hmt1 levels under normal conditions are sufficiently high tomodu-
late downstream proteins, resulting in homogeneous gene expression among cells (upper panel).
When the population is challenged by environmental stresses, Hmt1 expression is down-regulated.
Consequently, the target protein complexes are compromised and gene expression becomes noisier
(lower panel). Accordingly, heterogenous gene expression results in phenotypic variations between
individual cells and further promotes the likelihood of population survival. Me, methylation

partners ranks in the top 99th percentile of the yeast interactome (Stark et al. 2006)
explaining why it has a general effect on many pathways. We also demonstrated that
the noise regulation by this enzyme is conserved between two yeast species that have
diverged for 500 million years. Furthermore, both the enzyme and its downstream
targets (which also suppress noise) have orthologs in human cells, suggesting that
they may also regulate noise in multicellular organisms. Our identification of a new
noise regulatory pathway demonstrates that experimental evolution is a promising
approach for exploring such noise modulatory mechanisms. By applying different
reporter genes and selection conditions, researchers are likely to uncover other such
molecular mechanisms underlying noise regulation.
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16.4 The Biological Impacts of Noise

It appears that noise levels of individual genes are shaped by natural selection. For
example, genes in the same pathways have similar noise levels, suggesting that
they have evolved pathway-specific regulation (Stewart-Ornstein et al. 2012). Since
fluctuations in basal machineries (e.g., RNA polymerase) are more likely to impact
cellular fitness, genes encoding such basal machineries often exhibit lower noise
than environment-responsive genes (e.g., heat shock protein) (Bar-Even et al. 2006;
Newman et al. 2006). Moreover, genes involved in multiple pathways also exhibit
low noise, perhaps due to simultaneous constraints from different pathways (Barroso
et al. 2018).

Cells have developed many noise-constraining mechanisms to ensure accurate
cellular processes. However, they also actively exploit noise under certain condi-
tions (Table 16.1). The risk-spreading bet-hedging strategy is one example of noise
exploitation commonly observed in microbes (de Jong et al. 2011; Simons 2011).
Unicellular organisms constantly encounter environmental fluctuations. Although
cells have evolved sophisticated environment-responsive pathways, they may still
suffer under novel or abrupt environmental stresses. By utilizing the stochastic nature
of protein or RNA production, even a clonal population can generate heterogeneity to
manifest some extreme phenotypes (e.g., proliferating or quiescent) that can enhance
the likelihood of population survival upon experiencing unexpected stresses (Balaban
et al. 2004; Levy et al. 2012). This strategy allows cells to thrive in unpredictable
environments without having to maintain overly complex environment-responsive

Table 16.1 Benefits from noise

Benefit Applied strategy Literature

Unicellular organisms in
response to environments

Survival Risk spreading Balaban et al. (2004),
Levy et al. (2012)

Adaptation Exploration through
multiple trajectories

Freddolino et al. (2018)

Increasing sensitivity Paulsson et al. (2000),
Wiesenfeld and Moss
(1995)

Multicellular organisms in
development

Energy-saving Free from complex
regulatory networks to
initiate development

Losick and Desplan
(2008)

Sustainability Balanced noise at
different regulatory
layers

Phillips et al. (2016)

Organism evolution and
cancer development

Survival Risk spreading Brock et al. (2009)

Mutagenicity Oncogene activation Cejas and Long (2020),
Faure et al. (2017)

Increased expression of
mutators

Liu et al. (2019),
Uphoff et al. (2016)



386 S.-T. You and J.-Y. Leu

systems (which can be very costly). Even if environmental changes are not drastic,
noise can facilitate adaptation to themsince the co-existence ofmultiple cellular states
in a population enables the cells to adopt the best adaptive solution from multiple
starting points (Freddolino et al. 2018). When it acts upon individual signaling path-
ways, noise can allow cells to respond more sensitively. Firstly, noise boosts the
under-threshold signals above the detection threshold, which is thought to operate in
neuron-sensing systems. Secondly, when the time of noise generation is shorter than
the half-life of responding products, the levels of product can be amplified without
significantly dampening their subsequent effects (Paulsson et al. 2000; Wiesenfeld
and Moss 1995).

In multicellular organisms, noise is also widely manipulated to initiate cell differ-
entiation and stabilize cell commitment (Balazsi et al. 2011; Ferrell 2002; Hansen
et al. 2018). Together with auto-regulatory positive or mutual negative feedback,
noise can be used to switch a cell from an indecisive state to a deterministic one.
In the case of photoreceptor development in fruit flies, the first wave of cell fate
determination is initiated when randomly fluctuating signals exceed a threshold to
trigger feedback. Once the fate of a cell is stochastically determined, neighboring cell
fate is determined through cell–cell interactions, leading to a program-like outcome
(Wernet et al. 2015). This energy-saving design allows fruit flies to develop sophisti-
cated eye patterns without maintaining a complex regulatory circuit that is used only
once in a lifetime (Losick and Desplan 2008). Interestingly, different layers of noise
can counteract each other, leading to a robust outcome at the population level. Such
a stochastic model has been invoked to explain the observed differentiation process
of neuronal cells. Although several key regulators exhibit low abundance during cell
division and present unequal distributions, this noise is absorbed by another layer of
noise (i.e., noise in the regulatory network between these key molecules), so a robust
population structure is maintained (Phillips et al. 2016).

In addition to developmental processes, noise is thought to influence the evolu-
tionary trajectory of cancers. The continuously changing cell states in cancer devel-
opment pose medical difficulties for cancer treatments since they provide a large
number of variants fromwhich cells with survival advantages can be selected (Brock
et al. 2009). Like genome instability, elevated noise allows cancer cells to maintain
high heterogeneity (Cohen et al. 2008). Rhabdoid cancer is one of the cancers driven
by inactivationmutations in the SWI/SNF chromatin remodeler (Roberts et al. 2002),
a protein complex that inhibits general expression noise (Raser and O’Shea 2004).
Inactivation of the SWI/SNF complex also accelerates the tumorigenesis of aggres-
sive cancers (Roberts et al. 2002). Similarly, super-enhancer elements are enriched at
putative oncogenes for brain tumors and it is known that genes with super-enhancer
elements tend to exhibit high noise (Cejas and Long 2020; Faure et al. 2017). Thus,
phenotypic variation derived from noisemight itself accelerate the process of tumori-
genesis or work together with genome instability to exacerbate the overall effect. We
discuss topics related to interactions between non-genetic and genetic variation in
the next section.



16 Making Sense of Noise 387

16.5 Interactions Between Non-genetic and Genetic
Variation

Although the effects of non-genetic and genetic variation persist for different time-
scales, these two types of variation often crosstalkwith each other to further influence
cells and their evolution (Yona et al. 2015). In a small population, evolutionary rescue
(meaning rescue from devastating environmental conditions by existing genetic vari-
ation) is often inaccessiblewhen environments change swiftly.However, the presence
of noise enables certain cells to survive and buys time for the whole population to
acquire beneficial mutations (O’Dea et al. 2016). Interestingly, high noise is often
associated with high mutation rates (Makova and Hardison 2015; Sanchez et al.
2013; Weinberger et al. 2012). Since the effects of de novo mutations are unknown
(though they tend to be detrimental), the high noise of a given gene may not only
alleviate harm by preserving cells that express low levels of that gene but also exploit
any benefits from cells that highly express it. A few studies have shown that noise
can even facilitate the generation of genetic variation by facilitating fluctuations in
protein abundance of the key regulators involved in DNA replication, recombina-
tion or repair (Liu et al. 2019; Uphoff et al. 2016). Overall, noise can facilitate the
retention of beneficial mutations, firstly by enabling the persistence of cells under
stress, secondly by balancing mutational effects with population fitness and, finally,
by generating further mutations.

Incomplete penetrance of mutational effects is a phenomenon by which the same
mutation can differentially affect the fate of individual organisms in an isogenic popu-
lation (Eldar et al. 2009). Incomplete penetrance has been observed in various biolog-
ical systems, including human diseases (Gruber and Bogunovic 2020; Taeubner et al.
2018).However, inmost cases, the underlyingmolecularmechanisms remain elusive.
Recent studies indicate that the interactions between genetic and non-genetic vari-
ation represent one of the possible mechanisms for incomplete penetrance (Burga
et al. 2011; Raj et al. 2010). When mutations occur in a biological pathway, their
deleterious effects can be masked by the existence of redundant genes (or path-
ways) or other buffering machinery (such as Hsp90) (Siegal and Leu 2014). If the
expression of buffering genes is noisy, mutational effects will be differentially mani-
fested depending on levels of the buffering genes. As discussed previously, certain
types of noise are subjected to condition-specific or tissue-specific regulation, further
indicating that the specific influences of environments or tissues in some cases of
incomplete penetrance can also be explained by the noise–mutation interactionmodel
(Cooper et al. 2013).

16.6 What Is Next?

Since Delbruck’s discovery of heterogeneity in bacteriophage infection (Delbruck
1945), our knowledge about biological noise has grown tremendously and noise has
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been shown to influence almost every aspect of life. It is about time that we get
back to Delbruck’s original observation and rethink how noise impacts the inter-
action dynamics between different organisms. Connecting micro-scale phenomena
(stochasticity at the molecular level) to macro-scale interspecific dynamics is chal-
lenging and interpreting respective data may be exceedingly complicated. A recent
study established a multi-scale model to investigate bacteria–phage interaction. The
results illustrated how optimal bacterial defense strategies are shaped in the pres-
ence of noise (Ruess et al. 2019). Phenotypic variation affecting the strength of
interspecific interactions can further influence the fate of interacting populations. A
consumer-resource ecologicalmodel predicts that high phenotypic variationweakens
interactions and alleviates the effects of single consumers on single resources, subse-
quently stabilizing species co-existence (Gibert and Brassil 2014). In that case, noise
could impact the stability of food webs, but that scenario also reveals how individual
variation can contribute to the persistence of interacting populations. It will be inter-
esting to further explore the role of noise in ecology, especially in microbe–microbe
or microbe–host interaction systems that can be tested experimentally.
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