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Abstract. In this paper, we propose a novel, two-staged system, for
keyword detection and ontology-driven topic modeling. The first stage
specializes in keyword detection in which we introduce a novel graph-
based unsupervised approach called Collective Connectivity-Aware Node
Weight (CoCoNoW) for detecting keywords from the scientific litera-
ture. CoCoNoW builds a connectivity aware graph from a given publi-
cation text and eventually assigns weight to the extracted keywords to
sort them in order of relevance. The second stage specializes in topic
modeling, where a domain ontology serves as an attention-map/context
for topic modeling based on the detected keywords. The use of an
ontology makes this approach independent of domain and language.
CoCoNoW is extensively evaluated on three publicly available datasets
Hulth2003, NLM500 and SemEval2010. Analysis of results reveals
that CoCoNoW consistently outperforms the state-of-the-art approaches
on the respective datasets.

Keywords: Keyword detection + Ontology * Topics + Topic modeling

1 Introduction

Keywords are of significant importance as they carry and represent the essence
of a text collection. Due to the sheer volume of the available textual data, there
has been an increase in demand for reliable keyword detection systems which
can automatically, effectively and efficiently detect the best representative words
from a given text. Automatic keyword detection is a crucial task for various
applications. Some of its renowned applications include information retrieval,
text summarization, and topic detection. In a library environment with thou-
sands or millions of literature artifacts, e.g. books, journals or conference pro-
ceedings, automatic keyword detection from each scientific artifact [28] can assist
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in automatic indexing of scientific literature for the purpose of compiling library
catalogs.

In 2014, about 2.5 million scientific articles were published in journals across
the world [39]. This increased to more than 3 million articles published in
2018 [15]. It is certainly impractical to manually link huge volumes of scien-
tific publications with appropriate representative keywords. Therefore, a sys-
tem is imminent which can automatically analyze and index scientific articles.
There has been quite a lot of research on the topic of automated keyword
detection, however most of the approaches deal with social media like tweets
[4,6,7,9,10,12,13,22,26,28,32,33].

A popular approach for keyword detection is representing text as an undi-
rected graph G = (N, E), where the nodes N in graph G correspond to the
individual terms in the text and the edges E correspond to the relation between
these terms. The most popular relation is term co-occurrence, i.e. an edge is
added to the graph between nodes n; and ns if both corresponding terms co-
occur within a given sliding window. The recommended window size depends on
the selected approach and often lies in the range between 2 and 10 [19,24,34].
Duari and Bhatnagar [12] note that the window size w has a strong influence on
the properties of the resulting graph. With the increase in w, the density also
increases while the average path length between any two nodes decreases.

The assumption behind this sliding window is that the words appearing closer
together have some potential relationship [34]. There are several variations of the
sliding window, e.g. letting the window slide over individual sentences rather
than the entire text and stopping at certain punctuation marks [19]. Duari
and Bhatnagar [12] proposed a new concept named Connectivity Aware Graph
(CAG): Instead of using a fixed window size, they use a dynamic window size that
always spans two consecutive sentences. They argue that consecutive sentences
are related to one another. This is closely related to the concept of pragmatics i.e.
transmission of meaning depending on the context, which is extensively studied
in linguistics [11,16,23]. In their experiments, they showed that the performance
of approaches generally increases when they use CAGs instead of graphs built
using traditional window sizes.

The first stage consists of a novel unsupervised keyword detection approach
called Collective Connectivity-Aware Node Weight (CoCoNoW). Our proposed
approach essentially combines the concepts of Collective Node Weight [6], Con-
nectivity Aware Graphs (CAGs) [12] and Positional Weight [13] to identify,
estimate and sort keywords based on their respective weights. We evaluated
our approach on three different publicly available datasets containing scientific
publications on various topics and with different lengths. The results show that
CoCoNoW outperforms other state-of-the-art keyword detection approaches con-
sistently across all three data sets. In the second stage, detected keywords are
used in combination with the Computer Science Ontology CSO 3.1' [35] to iden-
tify topics for individual publications.

The contributions of this paper are as follows:

! https://cso.kmi.open.ac.uk, accessed Dec-2019.
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Fig. 1. An overview of Stage 1 (CoCoNoW) for automatic keyword detection

— We present a novel graph-based keyword detection approach that identifies
representative words from a given text and assigns weights to rank them in
the order of relevance.

— We also evaluated our proposed approach on three different publicly available
datasets and consistently outperformed all other existing approaches.

— In this paper, we also complement our keyword detection system with
ontology-based topic modeling to identify topics from a given publication.

The rest of the paper is structured as follows: Sect. 2 describes the method-
ology of the CoCoNoW approach and topic modeling. The performance of the
keyword detection and topic modeling is evaluated in Sect. 3. Finally, the pre-
sented work is concluded in Sect. 4.

2 Methodology

This paper proposes a two-staged novel approach in which the first stage deals
with automatic keyword detection called Collective Connectivity-Aware Node
Weight (CoCoNoW) and in the second stage, the detected keywords are consol-
idated with the Computer Science Ontology [35] to identify topics for a given
scientific publication. In CoCoNoW (Fig. 1), we present a unique fusion of Col-
lective Node Weight [6], Connectivity Aware Graphs (CAGs) [12] and Positional
Weight [13] to identify keywords from a given document in order to cluster pub-
lications with common topics together. Details of the proposed approach are as
follows:

2.1 Stage 1: Automatic Keyword Detection Using CoCoNoW

Preprocessing. CoCoNoW uses the standard preprocessing steps like tokeniza-
tion, part of speech tagging, lemmatization, stemming and candidate filtration.
A predefined list of stop words is used to identify stop words. There are several
stop word lists available for the English language. For the sake of a fair evalu-
ation and comparison, we selected the stopword list? used by the most recent
approach by Duari and Bhatnagar [12]. Additionally, any words with less than
three characters are considered stop words and are removed from the text.

2 http://www.lextek.com/manuals/onix /stopwords2.html, accessed Dec 2019.
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CoCoNoW also introduces the Minimal Occurrence Frequency (MOF) which
is inspired by average occurrence frequency (AOF) [6]. MOF can be represented

as follows:
> freq(t)
MOF(D, ) = = — (1)
|D|
where (3 is a parameter, | D| is the number of terms in the document D and freq(t)
is the frequency of term ¢. The MOF supports some variation with the parameter
0B; a higher 8 means more words get removed, whereas a lower 3 means fewer
words get removed. This allows customizing the CoCoNoW to the document
length: Longer Documents contain more words, therefore, having a higher fre-
quency of terms. Parameter optimization techniques on various datasets suggest
that the best values for § are about 0.5 for short documents e.g. only analyzing
abstracts of papers rather than the entire text; and 0.8 for longer documents
such as entire papers.

Graph Building. CoCoNoW is a graph-based approach, it represents the text
as a graph. We performed experiments with various window sizes for CoCoNoW,
including different numbers of consecutive sentences for the dynamic window size
employed by CAGs [12]. The performance dropped when more than two consec-
utive sentences were considered in one window. Therefore, a dynamic window
size of two consecutive sentences was adopted for CoCoNoW. This means that
an edge is added between any two terms if they occur within two consecutive
sentences.

Weight Assignments. CoCoNoW is based on the Keyword Extraction using
Collective Node Weight (KECNW) model developed by Biswas et al. [6]. The
general idea is to assign weights to the nodes and edges that incorporate many
different features, such as frequency, centrality, position, and weight of the neigh-
borhood.

Edge Weights. The weight of an edge typically depends on the relationship

it represents, in our case this relationship is term co-occurrence. Hence, the

weight assigned to the edges is the normalized term co-occurrence w(e), which
is computed as follows: ( )
€c00CC(ty, Ty

wie) = maxCoocc @

where the weight w(e) of an edge e = {u, v} is obtained by dividing the number of

times the corresponding terms t,, and t, co-occur in a sentence (coocc(ty, ty)) by

the maximum number of times any two terms co-occur in a sentence (maxzCoocc).

This is essentially a normalization of the term co-occurrence.

Node Weights. The final node weight is a summation of four different features.
Two of these features, namely distance to most central node and term frequency
are also used by [6]. In addition, we employed positional weight [13] and the
newly introduced summary bonus. All of these features are explained as follows:
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Distance to Most Central Node: Let ¢ be the node with the highest degree. This
node is considered the most central node in the graph. Then assign the inverse
distance D¢ (v) to this node as the weight for all nodes:

1

De(v) = 71

(3)
where d(c,v) is the distance between node v and the most central node c.

Term Frequency: The number of times a term occurs in the document divided
by the total number of terms in the document:

TF(t) = fr(|3g(|t)

(4)

where freq(t) is the frequency of term ¢ and |D] is the total number of terms in
the document D.

Summary Bonus: Words occurring in summaries of documents, e.g. abstracts of
scientific articles, are likely to have a higher importance than words that only
occur in rest of the document:

()

SB(t) = 0 if t does not occur in the summary
1 if t occurs in the summary

where SB(t) is the summary bonus for term ¢. If there is no such summary, the
summary bonus is set to 0.

Positional Weight: As proposed by Florescu and Caragea [13], words appearing
in the beginning of the document have a higher chance of being important. The
positional weight PW (t) is based on this idea and is computed as follows:

PW(t)= > — (6)

where freq(¢) is the number of times term ¢ occurs in the document and p; is
the position of the j** occurrence in the text.

Final Weight Computation for CoCoNoW: The final node weight W uses all
these features described above and combines them as follows:

W (v) = SB(ty) + Dc(v) + PW(ty) + TF(t,) (7)

where t, is the term corresponding to node v, SB is the summary bonus, D¢ is
the distance to the most central node, PW is the positional weight and TF is the
term frequency. All individual summands have been normalized in the following
way:

x — minVal

(8)

norm(z) = maxVal — minVal
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where z is a feature for an individual node, minVal is the smallest value of this
feature and maxVal is the highest value of this feature. With this normaliza-
tion, each summand in Eq. 7 lies in the interval [0, 1]. Thus, all summands are
considered to be equally important.

Node and Edge Rank (NER). Both the assigned node and edge weights are
then used to perform Node and Edge Rank (NER) [5]. This is a variation of the
famous PageRank [31] and is recursively computed as given below:

w(e)

w(e’)

e/'=(u,w)

NER(v) = (1 — )W (v) +dW(v) Y

e=(u,v)

NER (u) (9)

where d is the damping factor, which regulates the probability of jumping from
one node to the next one [6]. The value for d is typically set to 0.85. W (v) is the
weight of node v as computed in Eq.7. w(e) denotes the edge weight of edge e,
Ze,:(%w) w(e’) denotes the summation over all weights of incident edges of an
adjacent node u of v and NER(u) is the Node and Edge Rank of node u.

This recursion stops as soon as the absolute change in the NER value is less
than the given threshold of 0.0001. Alternatively, the execution ends as soon as
a total of 100 iterations are performed. However, it is just a precaution, as the
approach usually converges in about 8 iterations. Mihalcea et al. [24] report that
the approach needed about 20 to 30 steps to converge for their dataset. All nodes
are then ranked according to their NER. Nodes with high values are more likely
to be keywords. Each node corresponds to exactly one term in the document, so
the result is a priority list of terms that are considered keywords.

2.2 Stage 2: Topic Modeling

In this section, we will discuss the second stage of our approach. The topic mod-
eling task is increasingly popular on social web data [1,3,27,37], where the topics
of interest are unknown beforehand. However, this is not the case for the task
in hand, i.e. clustering publications based on their topics. All publications share
a common topic, for example, all ICDAR papers have Document Analysis as a
common topic. Our proposed approach takes advantage of the common topic by
incorporating an ontology. In this work, an ontology is used to define the pos-
sible topics where the detected keywords of each publication are subsequently
mapped onto the topics defined by the ontology. For this task, we processed
ICDAR publications from 1993 to 2017. The reason for selecting ICDAR publi-
cations for this task is that we already had the citation data available for these
publications which will eventually be helpful during the evaluation of this task.

Topic Hierarchy Generation. All ICDAR publications fall under the cate-
gory of Document Analysis. The first step is to find a suitable ontology for the
ICDAR publications. For this purpose, the CSO 3.1% [35] was employed. This

3 https://cso.kmi.open.ac.uk, accessed Dec-2019.
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ontology was built using the Klink-2 approach [29] on the Rexplore dataset [30]
which contains about 16 million publications from different research areas in the
field of computer science. These research areas are represented as the entities
in the ontology. The reason for using this ontology rather than other manually
crafted taxonomies is that it was extracted from publications with the latest top-
ics that occur in publications. Furthermore, Salatino et al. [36] used this ontology
already for the same task. They proposed an approach for the classification of
research topics and used the CSO as a set of available classes. Their approach
was based on bi-grams and tri-grams and computes the similarity of these to the
nodes in the ontology by leveraging word embeddings from word2vec [25].

Computer Science Ontology. The CSO 3.1 contains 23,800 nodes and
162,121 edges. The different relations between these nodes are based on the
Simple Knowledge Organization System? and include eight different types of
relations.

Hierarchy Generation. For this task, we processed ICDAR publications from
1993 to 2017. Therefore, in line with the work of Breaux and Reed [8], the node
Document Analysis is considered the root node for the ICDAR conference. This
will be the root of the resulting hierarchy. Next, nodes are added to this hierarchy
depending on their relations in the ontology. All nodes with the relation super-
TopicOf are added as children to the root. This continues recursively until there
are no more nodes to add. Afterwards, three relation types sameAs, related Equiv-
alent and preferential Equivalent are used to merge nodes. The edges with these
relations between terms describe the same concept, e.g. optical character recog-
nition and ocr. One topic is selected as the main topic while all merged topics
are added in the synonym attribute of that node. Note that all of these phrases
are synonyms of essentially the same concept. The extracted keywords are later
on matched against these sets of synonyms. Additionally, very abstract topics
such as information retrieval were removed as they are very abstract and could
potentially be a super-topic of most of the topics in the hierarchy thus making
the hierarchy unnecessarily large and complicated. Lastly, to mitigate the miss-
ing topics of specialized topics like Japanese Character Recognition, we explored
the official topics of interest for the ICDAR community®. An examination of
the hierarchy revealed missing specialized topics like the only script dependent
topic available in the hierarchy was Chinese Characters, so other scripts such as
Greek, Japanese and Arabic were added as siblings of this node. We also created
a default node labeled miscellaneous for all those specialized papers which can
not be assigned to any of the available topics.

Eventually, the final topic hierarchy consists of 123 nodes and has 5 levels.
The topics closer to the root are more abstract topics while the topics further
away from the root node represent more specialized topics.

4 https://www.w3.org/2004/02/skos, accessed Dec-2019.
5 https://icdar2019.org/call-for-papers, accessed Dec-2019.


https://www.w3.org/2004/02/skos
https://icdar2019.org/call-for-papers

458 M. Beck et al.

Table 1. Distribution details of datasets used

Dataset ID| |L Avg/SD | Dataset description
Hulth2003 [14] 1500 | 129 | 19.5/9.98 | Abstracts

NLM500 [2] 500 | 4854 | 23.8/8.19 | Full papers
SemEval2010 [17] | 244 | 8085 | 25.5/6.96 | Full papers

Topic Assignment. Topics are assigned to papers by using two features of
each paper: The title of the publication and the top 15 extracted keywords. The
value of k=15 was chosen after manually inspecting the returned keywords;
fewer keywords mean that some essential keywords are ignored, whereas a higher
value means there are more unnecessary keywords that might lead to a wrong
classification.

In order to assign a paper to a topic, we initialize the matching score with
0. The topics are represented as a set of synonyms, these are compared with
the titles and keywords of the paper. If a synonym is a substring of the title, a
constant of 200 is added to the score. The assumption is that if the title of a paper
contains the name of a topic, then it is more likely to be a good candidate for
that topic. Next, if all unigrams from a synonym are returned as keywords, the
term frequency of all these unigrams is added to the matching score. By using a
matching like this, different synonyms will have a different impact on the overall
score depending on how often the individual words occurred in the text. To
perform matching we used the Levenshtein distance [18] with a threshold of 1.
This is the case to accommodate the potential plural terms. The constant bonus
of 200 for a matching title comes from assessing the average document frequency
of the terms. Most of the synonyms consist of two unigrams, so the document
frequencies of two words are added to the score in case of a match. This is usually
less than 200 - so the matching of the title is deemed more important.

Publications are assigned to 2.65 topics on average with a standard devi-
ation of 1.74. However, the values of the assignments differ greatly between
publications. The assignment score depends on the term frequency, which itself
depends on the individual writing style of the authors. For this reason, the
different matching scores are normalized: For each paper, we find the highest
matching score, then we divide all matching scores by this highest value. This
normalization means that every paper will have one topic that has a matching
score of 1 - and the scores of other assigned topics will lie in the interval (0, 1].
This accounts for different term frequencies and thus, also the different writing
styles.

3 Evaluation

In this section, we will discuss the experimental setup and the evaluation of our
system where we firstly discuss the evaluation of our first stage CoCoNoW for
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keyword detection. The results from CoCoNoW are compared with various state-
of-the-art approaches on three different datasets: Hulth2003 [14], SemEval2010
[17] and NLM500 [2]. Afterwards, we will discuss the evaluation results of the
second stage for topic modeling as well.

3.1 Experimental Setup

Keyword detection approaches usually return a ranking of individual keywords.
Hence, the evaluation is based on individual keywords. For the evaluation of
these rankings, a parameter k is introduced where only the top k keywords of the
rankings are considered. This is a standard procedure to evaluate performance
[12,17,20,22,38].

However, as the gold-standard keywords lists contain key phrases, these
lists undergo a few preprocessing steps. Firstly, the words are lemmatized and
stemmed, then a set of strings called the evaluation set is created. It contains
all unigrams. All keywords occur only once in the set, and the preprocessing
steps allow the matching of similar words with different inflections. The top k
returned keywords are compared with this evaluation set.

Note that the evaluation set can still contain words that do not occur in the
original document, which is why an F-Measure of 100% is infeasible. For example,
the highest possible F-Measure for the SemEval2010 dataset is only 81% because
19% of the gold standard keywords do not appear in the corresponding text [17].

Table 1 gives an overview of performance on different datasets. These datasets
were chosen because they cover different document lengths, ranging from about
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Em Key2Vec
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< 30 B TFIDF
o I TextRank
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n o n
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number of keywords
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Fig. 2. Evaluation of CoCoNoW on the SemEval2010 [17] dataset.
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130 to over 8000 words and belong to different domains: biomedicine, information
technology, and engineering.

3.2 Performance Evaluation Stage 1: CoCoNoW

The performance of keyword detection approaches is assessed by matching the
top k returned keywords with the set of gold standard keywords. The choice of k
influences the performance of all keyword detection approaches as the returned
ranking of keywords differs between these approaches. Table2 shows the per-
formance in terms of Precision, Recall and F-Measure of several approaches for
different values of k. Fig. 2 and Fig. 3 compare the performance of our approach
with other approaches on the SemEval2010 [17] dataset and the Hulth2003
[14] dataset respectively.

By looking at the results of all trials, we can make the following observations:

— CoCoNoW always has the highest F-measure
— CoCoNoW always has the highest Precision
— In the majority of the cases, CoCoNoW also has the highest Recall

For the Hulth2003 [14] dataset, CoCoNoW achieved the highest F-measure
of 57.2% which is about 6.8% more than the previous state-of-the-art. On
the SemEval2010 [17] dataset, CoCoNoW achieved the highest F-measure
of 46.8% which is about 6.2% more than the previous state-of-the-art. Lastly,
on the NLM500 [2] dataset, CoCoNoW achieved the highest F-measure of
29.5% which is about 1.2% better than previous best performing approach. For

EEE CoCoNoW
I DegExt
50 m Key2Vec
| B PositionRank
40 = TFIDF
? B TextRank
P’y . Topic Clustering
; 30 B Word Embeddings
P [ k-core
= mmm sCAKE
20
10
0

n o n

25

— —
number of keywords

Fig. 3. Evaluation of CoCoNoW on the Hulth2003 [14] dataset.
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k =5 CoCoNoW achieved the same Recall as the Key2Vec approach by Mahata
et al. [22], however, the Precision was 15.2% higher. For k = 10, the approach
by Wang et al. [38] had a Recall of 52.8%, whereas CoCoNoW only achieved
41.9%; this results in a difference of 10.9%. However, the Precision of CoCoNoW
is almost twice as high, i.e. 73.3% as compared to 38.7%. Lastly, for k = 25, the
sCAKE algorithm by Duari and Bhatnagar [12] has a higher Recall (0.6% more),
but also a lower Precision (9.4% less). All in all, CoCoNoW extracted the most
keywords successfully and outperformed other state-of-the-art approaches. Note
the consistently high Precision values of CoCoNoW: There is a low number of
false positives (i.e. words wrongly marked as keywords), which is crucial in the
next stage of clustering publications with respect to their respective topics.

Table 2. Performance comparison of CoCoNoW with several other approaches on the
different datasets.

Approach k |Hulth2003 [14] SemEval2010 [17] | NLM500 [2]

P[%] |R[%] |F1[%] P[%] |R[%] F1[%] P[%] RD |F1[%]
TF-IDF [20] 5 333 [17.3 [242 |- |- |- - - -
Topic Clustering [20] 35.4 [18.3 |24.3 |- - - - - -
Key2Vec [22] 68.8 |25.7 [36.2 |41.0 |14.4 213 |- |- |-
CoCoNoW 84.0 |25.7 |37.3 |84.1 |17.5 |28.7 |48.8 |11.4 |17.9
TextRank [24] 10|/45.4 |47.1 |39.8 |- - - — - -
Word Embeddings [38] 38.7 |52.8 |44.7 |- - - - - -
Key2Vec [22] 57.6 |42.0 [48.6 [35.3 |24.7 [200 |- |- |-
CoCoNoW 73.3 |41.9 |50.0 |72.3 |29.8 |41.6 |43.3 |19.8 |26.3
Supervised approach [14]|16/25.2 |51.7 |33.9 |- - - - - -
TextRank [24] 14|31.2 |43.1 |36.2 |- - - - - -
TF-IDF [17] i5- |- |- 11.6 |14.5 [129 |- |- |-
HUMB [21] - |- |- 27.2 |27.8 275 |- |- |-
Key2Vec [22] 15/55.9 |50.0 |52.9 |34.4 |32.5 |33.4 |- - -
CoCoNoW 15/63.5 |52.9 |54.2 |62.2 39.2 |46.5 [37.11/25.2 |29.0
TextRank [24] 25|— - 18.4* |- - - - - -
DegExt [19] - - 18.2% |- - - - - -
k-core [34] - - 43.4% |- - - - - -
PositionRank [13] 45.7%64.5% | 50.4* |- - - - - -
sCAKE [12] 45.4 |66.8 |51.1
CoCoNoW 54.8 66.2 |56.8 |47.3 |47.8 |46.8 |29.3 |32.6 |29.9
TextRank [24] so- |- |- = = lww[- |- [io7*
DegExt [19] - = - - = haer |- = J10.9%
k-core [34] 29.3% 20.2%
PositionRank [13] - - - 25.3%31.3%|27.5% |19.7*%|26.6* 21.9*
sCAKE [12] - - - 35.8 |47.4 |40.1 |24.5 |35.0 |28.3
CoCoNoW 52.5 |70.1 |57.2 |42.6 |51.5 |45.8 |26.7 |35.3 |29.5

* Results reported by Duari and Bhatnagar [12], not by the original authors.
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3.3 Performance Evaluation Stage 2: Topic Modeling

This section discusses the evaluations of ontology-based topic modeling. There
was no ground truth available for the ICDAR publications, consequently making
the evaluation of topic modeling a challenging task. Nevertheless, we employed
two different approaches for evaluation: manual inspection and citation count.
Details of both evaluations are as follows:

Manual Inspection. The proposed method for topic assignment comes with
labels for the topics, so manually inspecting the papers assigned to a topic is
rather convenient. This is done by going through the titles of all papers assigned
to a topic and judging whether the assignment makes sense.

For specialized topics i.e. the ones far from the root, the method worked very
well, as it is easy to identify papers that do not belong to a topic. Manual inspec-
tion showed that there are very few false positives, i.e. publications assigned to
an irrelevant topic. This is because of the high Precision of the CoCoNoW algo-
rithm: The low number of false positives in the extracted keywords increases the
quality of the topic assignment. The closer a topic is to the root i.e. a more generic
topic, the more difficult it is to assess whether a paper should be assigned to it:
Often, it is not possible to decide whether a paper can be assigned to a general
node such as neural networks by just reading the title. Hence, this method does
not give meaningful results for more general topics. Furthermore, this method
was only able to identify false positives. It is difficult to identify false negatives
with this method, i.e. publications not assigned to relevant topics.
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chinese characters -
japanese characters

character recognition

computational grammars

indian characters script recognition
urdu characters .. wirter identification
arabic characters .
. word segmentation
korean characters
PR R R
o0 NP
o & o & 3 PO S SRS
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D A AR AR S LS L
& & & &P PN R
EE LR &£ S A
EL Y T &
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(a) Character Recognition (b) Pattern Recognition

Fig. 4. Citation count for different super topics. (Color figure online)

Evaluation by Citation Count. The manual inspection indicated that the
topic assignment works well, but that was just a qualitative evaluation. So a
second evaluation is performed. It is based on the following assumption: Papers
dealing with a topic cite other papers from the same topic more often than papers
dealing with different topics. We believe that this is a sensible assumption, as
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papers often compare their results with previous approaches that tackled similar
problems. So instead of evaluating the topic assignment directly, it is indirectly
evaluated be counting the number of citations between the papers assigned to
the topics. However, a paper can be assigned to multiple overlapping topics (e.g.
machine learning and neural networks). This makes it infeasible to compare
topics at two different hierarchy levels using this method.

Nevertheless, this method is suited for evaluating the topic assignment of
siblings, i.e. topics that have the same super topic. Figure4 shows heatmaps
for citations between child elements of a common supertopic in different levels
in the hierarchy. The rows represent the number of citing papers, the columns
the number of cited papers. A darker color in a cell represents more citations.
Figure 4a shows the script-dependent topics, which are rather specialized and
all have the common supertopic character recognition. The dark diagonal values
clearly indicate that the number of intra-topic citations are higher than inter-
topic citations.

Figure 4b shows the subtopics of the node pattern recognition, which has a
very high level of abstraction and is close to the root of the hierarchy. The cells
in the diagonal are clearly the darkest ones again, i.e. there are more citations
within the same topic than between different topics. This is a recurring pattern
across the entire hierarchy. So in general, results from these evaluations indicate
that the topic assignment works reliably if our assumption is correct.

4 Conclusion

This paper presents a two-staged novel approach where the first stage called
CoCoNoW deals with automatic keyword detection while the second stage uses
the detected keywords and performs ontology-based topic modeling on a given
scientific publication. Evaluations of CoCoNoW clearly depict its supremacy
over several existing keyword detection approaches by consistently outperform-
ing every single approach in terms of Precision and F-Measure. On the other
hand, the evaluation of the topic modeling approach suggests that it is an effec-
tive technique as it uses an ontology to accurately define context and domain.
Hence, the publications with the same topics can be clustered more reliably.
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