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Preface

The XXVI International Conference on Industrial Engineering and Operations
Management (IJCIEOM) occurs in turbulent and pandemic times. It will take place
at the campus of the Pontifical Catholic University of Rio de Janeiro in the first
semester of 2021. We joined IJCIEOM 2020–2021 in one Conference and decided
to publish the Proceedings for 2020 well in advance. The presence and persistence
of our peers, writing, and submitting first quality papers on the varied subjects
covered by the Conference is a clear demonstration of the vigor and relevance of
our field.

IJCIEOM 2020–2021 embraces the theme of “Challenge and Trends for
Sustainability in the 21st Century”, looking ahead to bridge theory and practice of
economic, social, and environmental sustainability. This Conference aims to
enhance the connection between academia and industry and to gather researchers
and practitioners specializing in operation management, industrial engineering,
engineering management, and other related disciplines from around the world.

All papers went through a double-blind review process from renowned aca-
demics of Industrial Engineering and Operations Management (IE&OM). This joint
Conference is a result of combined efforts from ABEPRO (Associação Brasileira de
Engenharia de Produção), ADINGOR (Asociación para el Desarrollo de la
Ingeniería de Organización), IISE (Institute of Industrial and Systems Engineers),
AIM (European Academy for Industrial Management), and ASEM (American
Society for Engineering Management). The Conference honors the highest aca-
demic standards from our field of research and offers studies and results of rele-
vance for management practice and future research.

The Proceeding assembles 52 papers from several tracks, including Operations
and Process Management, Quality Management, Logistics and Supply Chain
Management, Product Development, Knowledge and Information Management,
Strategy and Organizational Engineering, Sustainability, Global Operations,
Production Engineering Education, Healthcare Operations Management, and
Disaster Management.
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The topics included in the different tracks give an excellent overview of the
actual contribution of our field to bridge theory and practice. Not only because
of the varied scientific methods applied, ranging from optimization, markovian
chains, inventory models, data envelopment analysis (DEA), multicriteria
decision-making, structural equation modeling, neural networks, and bibliometric
reviews to empirical research using survey and case study data, but also because
of the rigor and relevance of the themes.

Operations and process management covers optimizing water use in university
settings, inventory and shop floor management, military social protection systems,
production planning and control in Industry 4.0, a study of times and movements in
a shipyard, economics and cultural influence of manufacturing strategy, practices
and performance, energy efficiency in smart manufacturing, and process mining
using neural networks.

Logistics and supply chain management embraces a bibliometric analysis of
suppliers, EPQ inventory models under advanced-cash-credit payment, implications
of sustainability in logistics, small enterprises management roadmap, vehicle
routing problem considering cargo theft probability, an application of the SCOR
process to porcelain export, social and environmental risks in supply chains, risk
management in wind power, and omnichannel retailing.

Quality management focuses on indicators for monitoring the regulatory com-
pliance of equipment in industrial plants in the oil and gas sector, use of DMAIC
and Lean Six Sigma in an automotive factory, statistical process control, service
quality scales, the importance of measurement uncertainty analysis on statistical
quality control charts, variance modified control carts, and Lean Office application
to public buildings. Under the product development track, pricing scenarios of
sustainable product-service systems discuss its application in the agricultural sector,
from the farmers’ viewpoint.

The production strategy area applies multicriteria analysis to Navy warship
selection, offers an integrated model of organizational diagnostics, analyzes the
competitive advantages arising from industrial clusters, uses logistic regression
model for predicting cost performance in new product development, performance
measurement systems, proposes a model for organizational performance assess-
ments, and analyzes the success factors for civil construction projects management.

Knowledge and information management brings valuable discussions on
scorecard applied to the organizational performance of distributed generation in
electric utilities, on information and data quality states model in information sys-
tems, cost information systems applied to the public sector, data reconciliation and
parameter estimation applied to a heat exchange process, and a data mining
application in a higher education institution. The track on work and human factors
shed light on occupational accidents among construction workers, purchase systems
for people with reduced mobility, and competence management under Industry 4.0.

Sustainability, the central theme of the Conference, contributes papers in varied
areas. Several articles cover environmental sustainability, as the psychological
factors affecting the use of plastic cups, use of eggshell in circular economies, a data
enveloping analysis (DEA) of the efficiency of environmental sanitation in Brazil,
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and an analysis of greenhouse gases and atmospheric pollutant emissions by heli-
copters in the oil and gas industry. The track also offers an inventory model with the
inclusion of environmental parameter in stochastic EPQ with partial backorders.
The sustainability track also included several papers on circular economy for
lubricating oils in Brazil, and for devising strategies toward a transition to the
circular economy. The sustainability track brought equally discussions on renew-
able energy, a historical review of the electricity sector in Brazil, cleaner services
production, Sustainable Supply Chain Management in the food industry, extraction
of oil of soursop (Annona muricata) and marolo (Annona crassiflora Mart) seeds,
using different solvents and processes. It equally offers discussions on life cycle
assessment (LCA) for photovoltaic solar energy, psychological aspects of buying
green, energy management audit based on international standards, and introduced
the discussion about local-level sustainability indicators, assessment of CO² emis-
sion in the soil-cement brick industry, and the circular economy for lubricating oils.

The track on production engineering education proposes measurement of the
effectiveness of a Scrum Training Session. The healthcare track opens the discus-
sion about the application of lean management and explores a multiple case study
on patient demand forecast in emergency departments. The track of Global
Operations offers a hybrid modeling for multicriteria evaluation of drones for use in
naval warfare.

Finally and equally relevant was the track on disaster management, covering the
selection of distribution centers, pedestrian evacuation plans for fire situations at a
university, humanitarian relief for poverty zones, and a disaster response assessment
applied to the case of the civil defence of the State of Rio de Janeiro, Brazil.

We hope the readers will enjoy the Proceedings organized within this book as
much as we enjoyed preparing it for publication.

Rio de Janeiro, Brazil Antônio Márcio Tavares Thomé
Rio de Janeiro, Brazil Rafael Garcia Barbastefano
Rio de Janeiro, Brazil Luiz Felipe Scavarda
Aveiro, Portugal João Carlos Gonçalves dos Reis
Aveiro, Portugal Marlene Paula Castro Amorim
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Selecting Distribution Centers in Disaster
Management by Network Analysis
and Composition of Probabilistic
Preferences

Luiz Octávio Gavião, Annibal Parracho Sant’Anna,
Gilson Brito Alves Lima, Pauli Adriano de Almada Garcia,
and Alessandro Mello de Sousa

Abstract Disaster management operations require adequate and rapid planning to
efficiently serve the affected populations. In this context, an Area of Operations must
be dimensioned with the main locations capable of receiving logistic facilities. These
locations need to be connected by networks capable of ensuring the flow of critical
supplies. The objective of this article is to identify the most influential nodes in a
disaster management supply chain, by network analysis and a multicriteria decision
aid method. Network analysis provides measures that indicate the most influen-
tial nodes in the network. These measures, called centralities, are selected through
Principal Component Analysis (PCA). The nodes and their centrality evaluations
configure a decision matrix to be modelled by the Composition of Probabilistic Pref-
erences (CPP). CPP is an alternative to other MCDA methods used in this type of
problem, such as TOPSIS, by exploring its non-linearity to highlight the best nodes
in the network. The R software and specific packages were used to compute results.
An undirected and weighted network of 12 nodes was used to test the model. Two
nodes identified the best access to the affected area and suggested the best location
to establish the distribution center or other logistics facilities.
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2 L. O. Gavião et al.

Keywords Disaster management · Network analysis · Composition of
probabilistic preferences

1 Introduction

The flow of critical supplies to populations affected by disasters is a key issue in
humanitarian logistics [1–3]. Any delay in the arrival of medicines, blood plasma,
water, food, personnel, among other emergency items impacts rescue. In this context,
the road network that links possible points of the humanitarian supply chain is essen-
tial to guarantee the flow of personnel and material for assistance [4–7]. These points
may receive command posts, logistical support areas, distribution centers or field
hospitals to set up the disaster management support network [8, 9]. In this case, the
identification of the most suitable points can assist in planning and, consequently, in
the efficient execution of logistical support [10].

Network analysis provides a methodology and related metrics for mapping rela-
tionships betweenmembers of a group, characterizing the individual entities as nodes
connected by ties to create networks [11]. The method is adaptable and highly useful
in humanitarian research, quantifying patterns of community structure and collabora-
tion among humanitarian organizations [12]. In this context, some early studies have
associated network analysis with emergency response simulations [13, 14], with the
Indonesian response after the Sumatran earthquake and tsunami [15], and with the
2015 Nepal/Gorkha earthquake [16].

Network analysis is especially useful to select nodes in a humanitarian supply
chain. There are mathematical indicators that reflect the relative importance of each
node. These measures are called centralities, which remain the most widely studied
metrics in network analysis to date [11, 12]. However, the centrality results may not
have the same importance for different nodes. Centrality measures are computed by
different equations and represent different meanings in the network [11].

Several studies have used centrality measures with multicriteria methods to rank
the most influential nodes [17–21]. The literature reveals that the Technique of Order
Preference by Similarity to Ideal Solution (TOPSIS) is one of the most used multicri-
teria decision aid method (MCDA) methods for this purpose. However, the Compo-
sition of Probabilistic Preferences (CPP) is an alternative to other methods used in
this type of problem, by exploring its non-linearity to highlight the best nodes in the
network.

In this context, as the first objective here is to identify the most influential nodes
in disaster management supply chains, after choosing the set of centralities by Prin-
cipal Component Analysis (PCA), the nodes are selected by CPP. The major insight
extracted from the paper is the PCA-CPP association, which consists of a new
methodological application to humanitarian supply chains.

The article consists of five sections. After the introduction, a brief review of CPP
is presented in Sect. 2. Then, the steps of the proposed method are set out in Sect. 3.
A numerical application illustrates the proposal in Sect. 4. Finally, a conclusion ends
the research in Sect. 5.
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2 The Composition of Probabilistic Preferences

CPP is a MCDA method, used in the most diverse areas of knowledge [22–25].
Among its various features, CPP can be applied to order alternatives evaluated under
multiple criteria. Even though there are several othermethods that would also be used
to achieve the same objective, a special feature differentiates CPP from other multi-
criteria methods; CPP normalizes evaluations by a non-linear algorithm, overvaluing
the highest assessments and depreciating the lowest ones [22]. Figure 1 shows this
characteristic, by comparing TOPSIS with CPP. For that, we explored a sample of
data in arithmetic progression between 1 and 10, in the abscissa axis. The results are
plotted on the ordinate axis. The slopes between the TOPSIS evaluations are uniform.
On the other hand, CPP overvalues the best performances; the slope between 9 and
10 is higher and more inclined than the others.

CPP is computed in three steps. In the first one, the evaluations are randomized
under a probability distribution. Then, Eqs. (1) and (2) are applied. The probabilities
of the i-th alternative being higher (Mij) and lower (mij) than the others are calculated
for each criterion j. A random vector “X” symbolizes the alternatives of the problem.
The functions related to the i-th alternative are indexed by “i” and the others by
“−i”. The FX , f X and DXi notations denote, respectively, the cumulative distribution
function (cdf), the probability density function (pdf) and the domain of the random
variable “X” [26].

Mi j =
∫
DXi

[∏
FX−i (x−i )

]
fXi (xi )dxi (1)

mi j =
∫
DXi

[∏(
1− FX−i (x−i )

)]
fXi (xi )dxi (2)

Fig. 1 Non linearity of CPP
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Finally, the probabilities Mij and mij are composed by four points of view for
decision making: progressive, conservative, pessimistic and optimistic. The progres-
sive point of view uses the probabilities Mij, symbolizing the search for greater
gains in the problem. The conservative point of view uses the probabilities mij, to
avoid losses by increasing the distance to the worst results. The pessimistic point of
view considers the progressive-conservative axis under all criteria, while the opti-
mistic point of view is content to achieve results under at least one criterion. For
the problem of choosing the best nodes in the network, the progressive-pessimistic
(PP) and progressive-optimistic (PO) points of view are those that make sense for
decision making in a disaster management context, due to the search for the best
node centralities.

3 Method

The proposed model is developed in six steps, as shown in Fig. 2.
In Step 1, it is necessary to configure theArea ofOperations (AO). This area should

include, within its limits, the region affected by the disaster and the regions capable
of receiving logistical facilities for the coordination of humanitarian assistance.

In Step 2, the main locations, large highways and paved or unpaved roads must
also be raised. At the end of this stage, a undirected and weighted network of nodes
(locations) and arcs (connections) must graphically translate the trafficability of the
AO.

In Step 3, weights are established to qualify the connections between the locations
of theAO.Among the criteria to be considered, it is suggested to evaluate the distances
between the nodes, the quality of the road according to its characteristics and the
degree of damage that the disaster caused to the conditions of use of the road. In
this context, the best arc is the one that connects the shortest distances, with the best
roads, with the least damage caused by the emergency.

Fig. 2 Methodological steps
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In Step 4, centrality measures of each node in the network are calculated. These
measures identify the most important vertices within a network. The literature
indicates that there are more than 50 types of centrality measures [27]. However,
depending on the network features, some measures do not discriminate the nodes
well. Thus, it is suggested to reduce the dimensionality of the problem by selecting
the best results, with the use of PCA, for example.

In Step 5, after selecting the main centrality measures, a decision matrix is
composed by the network nodes and their most relevant centrality measures. This
matrix is the initial database for applying aMCDA to rank the nodes. If there is more
than one rank for the same node, it is possible to merge the results using the Borda
method [28].

In Step 6, results are analyzed to identify the best places to establish distribu-
tion centers and other logistical facilities that will support humanitarian assistance
operations.

4 Application

4.1 Sample and Database

To illustrate the application of the proposed model, a network of localities and roads
was created around a region affected by an environmental disaster, called “ground
zero”. The network was configured by 12 locations, four of which show the last mile
(I, J, K and L), providing direct support to the affected population, in addition to
eight further locations, considered relevant by planning teams. Possible connections
between locations are indicated by non-directional arcs in Fig. 3. Crash signs in red
simulate problems in accessibility after disaster.

The arcs were weighted based on three assessments: road class, accessibility
and distance between nodes. The road class was scored from 1 to 7, according to
the table used in DNIT [29], which uses seven classifications for highways, which
are adapted here to indicate the quality of the connection between the nodes. The
accessibility of the road after disaster was scored from 0 to 1, varying from terrible
to excellent conditions. The distance between the nodes was also evaluated between
0 and 1, which are equivalent to very long and very short distances, respectively. The
products of these three variables provided the weights of the network’s adjacency
matrix, as shown in Table 1. This matrix is the initial database for calculating the
centralities of the network nodes. Null values indicate the absence of connection
between the nodes.
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Fig. 3 Undirected and weighted network

Table 1 Adjacency matrix

Nodes A B C D E F G H I J K L

A 0 3.6 0 0 0 0 0 2.7 1.2 2 0 0

B 3.6 0 2.7 0 0 0 0 0 0 2 0 0

C 0 2.7 0 2.7 0 0 0 0 0 0.8 1.4 0

D 0 0 2.7 0 1.8 0 0 0 0 0 1 0

E 0 0 0 1.8 0 3.6 0 0 0 0 0.8 2

F 0 0 0 0 3.6 0 2.7 0 0 0 0 2

G 0 0 0 0 0 2.7 0 3.6 1 0 0 1

H 2.7 0 0 0 0 0 3.6 0 2 0 0 0

I 1.2 0 0 0 0 0 1 2 0 0.2 0 0.2

J 2 2 1.6 0 0 0 0 0 0.2 0 2 0

K 0 0 1.4 2 0.8 0 0 0 0 2 0 1

L 0 0 0 0 3 2 3 0 0.2 0 1 0

4.2 Results and Analysis

All calculations of the proposedmodelwere performed using theR software. Central-
itieswere computed by theR packageCINNA.The functions ‘calculate_centralities’
and ‘pca_centralities’ returned 47 different measures of centrality of the nodes,
according to Fig. 4 [27].

The best contributions to centrality measures are indicated by the red arrow in
Fig. 4. The bars show that five measures differ significantly from the others. In
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Fig. 4 PCA of centrality measures

practice, this indicates that their values aremore discriminatory than the other indices.
Thus, these best measures were exported to configure the decision matrix in Table 2.

Then, the CPP method was applied to the decision matrix, to select the most
influential nodes in the network.TheRpackageCPPwasused to compute results [30].
After randomizing the variables with ‘CPP.Axes.Beta’ function, the probabilities of
each node centrality being higher than the others were calculated and shown in
Table 3.

Table 4 shows the results of the compositions by PP and PO axes, with their
respective rankings. The Borda ordinal MCDA method was also used to obtain the
final ranking from the CPP progressive points of view [28]. Nodes F, G, H and L

Table 2 Centralities

Weighted vertex
degree

Eigenvector
centralities

Kleinberg’s
authority
centrality

Kleinberg’s hub
centrality

Cluster rank

A 9.5 0.6648324 0.6648324 0.6648324 10

B 8.3 0.5743593 0.5743593 0.5743593 10.666667

C 8.4 0.5222619 0.5222619 0.5222619 10

D 6.5 0.47874 0.47874 0.47874 10.666667

E 9.2 0.8851833 0.8851833 0.8851833 10

F 8.3 0.9234976 0.9234976 0.9234976 10.666667

G 10.3 1 1 1 10

H 8.3 0.7383063 0.7383063 0.7383063 10.666667

I 4.6 0.4225498 0.4225498 0.4225498 10.4

J 7.8 0.5254835 0.5254835 0.5254835 10.4

K 7.2 0.5214308 0.5214308 0.5214308 10.4

L 9.2 0.9593598 0.9593598 0.9593598 10.4
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Table 3 Probabilities of maximizing the centralities

Weighted vertex
degree

Eigenvector
centralities

Kleinberg’s
authority
centrality

Kleinberg’s hub
centrality

Cluster rank

A 5.38E−02 7.47E−08 7.47E−08 7.47E−08 1.44E−22

B 3.99E−04 1.03E−10 1.03E−10 1.03E−10 2.50E−01

C 6.34E−04 1.10E−12 1.10E−12 1.10E−12 1.44E−22

D 1.06E−08 1.33E−14 1.33E−14 1.33E−14 2.50E−01

E 1.77E−02 8.65E−03 8.65E−03 8.65E−03 1.44E−22

F 3.99E−04 4.12E−02 4.12E−02 4.12E−02 2.50E−01

G 9.09E−01 7.86E−01 7.86E−01 7.86E−01 1.44E−22

H 3.99E−04 6.57E−06 6.57E−06 6.57E−06 2.50E−01

I 4.38E−17 8.93E−18 8.93E−18 8.93E−18 9.78E−08

J 3.33E−05 1.49E−12 1.49E−12 1.49E−12 9.78E−08

K 1.11E−06 1.02E−12 1.02E−12 1.02E−12 9.78E−08

L 1.77E−02 1.64E−01 1.64E−01 1.64E−01 9.78E−08

Table 4 CPP results and borda ranking

Vertices CPP-PP Rank CPP-PO Rank Borda

A 3.217E−45 7 5.375E−02 7 14

B 1.086E−34 6 2.503E−01 5 11

C 1.221E−61 11 6.340E−04 9 20

D 6.239E−51 10 2.500E−01 6 16

E 1.650E−30 5 4.301E−02 8 13

F 6.962E−09 1 3.391E−01 3 4

G 6.348E−23 4 9.991E−01 1 5

H 2.825E−20 3 2.503E−01 4 7

I 3.046E−75 12 9.775E−08 12 24

J 1.077E−47 8 3.341E−05 10 18

K 1.151E−49 9 1.208E−06 11 20

L 7.631E−12 2 4.258E−01 2 4

received the lowest Borda sums. These nodes indicate the most favorable region for
the establishment of distribution centers in the supply chain. They also show the best
zone to access ground zero to provide the disaster relief.

The validity of the decision support models can be evaluated by calculating the
degree of decisionmakers’ satisfaction [31]. Other option to validate aMCDAmodel
is to check its ability to mimic the real system, using statistical methods to compare
model and real system outputs [32]. However, the application of the proposed model
was not based on a real case. The nodes F, G, H and L form a coherent solution to the
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hypothetical problem, as it identifies a sector of approach to ground zero with lesser
access limitations, which is visually evident in Fig. 3. Here it is assumed that the
stakeholders involved in the disaster response would accept this result as the most
favorable region to support the humanitarian supply chain.

5 Conclusion

Disaster management operations require adequate and rapid planning to efficiently
serve the affected populations. In this context, an AO must be dimensioned with the
main locations capable of receiving command and control, logistic facilities, distri-
bution centers, storage facilities and others. These locations need to be connected by
networks capable of ensuring the flow of critical supplies.

This article identified the most influential nodes in disaster management supply
chains, using Network Analysis and CPP. The R software and specific packages were
used to compute results. CPP is an alternative to other MCDA methods used in this
type of problem, such as TOPSIS, by exploring its non-linearity to highlight the best
nodes in the network.

Some options for further research are visualized. The establishment of the weights
of the arches requires the subjectivity of specialists, being used here three variables
considered most important in the analyzed literature. However, other variables can
be considered, in order to improve the accuracy of these weights. We also see the
possibility of applying the model to other types of networks in disaster management,
such as airports and ports, or even interconnecting the different types of nodes.
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and solution. Sādhanā. 42, 1167–1174 (2017)

5. Warnier, M., Alkema, V., Comes, T., Van de Walle, B.: Humanitarian access, interrupted:
dynamic near real-time network analytics and mapping for reaching communities in disaster-
affected countries. OR Spectr. 1–20 (2020)

6. Santos, A.C.: Advances in Network Accessibility and Reconstruction after Major Earth-
quakes. In: The PalgraveHandbook of Humanitarian Logistics and Supply ChainManagement.
pp. 547–565. Springer (2018)



10 L. O. Gavião et al.

7. Samed, M.M.A., Gonçalves, M.B.: Introdução à Logística Humanitária. In: Leiras, A.,
Yoshizaki, H.T.Y., Samed, M.M.A., and Gonçalves, M.B. (eds.) Logística Humanitária.
pp. 27–37. Elsevier, Rio de Janeiro (2017)

8. Mwangi, P.M., Anaya, S.: Logistical factors influencing disaster responsiveness of humani-
tarian organizations in Kenya. Int. J. Supply Chain Manag. 5, 1–20 (2020)

9. Botchie, D., Damoah, I.S., Tingbani, I.: From preparedness to coordination: operational
excellence in post-disaster supply chain management in Africa. Prod. Plan. Control. 1–18
(2019)

10. Varella, L., Gonçalves, M.B.: As Relações entre Logística Empresarial, Militar e Human-
itária. In: Leiras, A., Yoshizaki, H.T.Y., Samed, M.M.A., and Gonçalves, M.B. (eds.) Logística
Humanitária. pp. 39–56. Elsevier, Rio de Janeiro (2017)

11. Simpson, N., Tacheva, Z., Kao, T.-W.D.: Social Network Analysis in the Context of Human-
itarian Logistics. In: The Palgrave Handbook of Humanitarian Logistics and Supply Chain
Management. pp. 3–39. Springer (2018)

12. Tacheva, Z., Simpson, N.: Social network analysis in humanitarian logistics research. J.
Humanit. Logist. Supply Chain Manag. (2019)

13. Houghton, R.J., Baber, C., McMaster, R., Stanton, N.A., Salmon, P., Stewart, R., Walker,
G.: Command and control in emergency services operations: a social network analysis.
Ergonomics. 49, 1204–1225 (2006)

14. Simpson, N.C., Hancock, P.G.: The incident commander’s problem: Resource allocation in the
context of emergency response. Int. J. Serv. Sci. 2, 102–124 (2009)

15. Haase, T.W.: International disaster resilience: preparing for transnational disaster. In: Comfort,
L.K., Boin, A., and Demchak, C.C. (eds.) Designing Resilience: Preparing for Extreme Events.
pp. 220–243. University of Pittsburgh Press, Pittsburgh (2010)

16. Bisri, M.B.F., Beniya, S.: Analyzing the national disaster response framework and inter-
organizational network of the 2015 Nepal/Gorkha earthquake. Procedia Eng. 159, 19–26
(2016)

17. Luo, L., Ren, H.: Node Importance Evaluation of Complex Network Based on M-TOPSIS
Method. In: Journal of Physics: Conference Series. p. 12016. IOP Publishing (2019)

18. Yang, P., Liu, X., Xu, G.: A dynamic weighted TOPSIS method for identifying influential
nodes in complex networks. Mod. Phys. Lett. B. 32, 1850216 (2018)

19. Hu, J., Du, Y., Mo, H., Wei, D., Deng, Y.: A modified weighted TOPSIS to identify influential
nodes in complex networks. Phys. A Stat. Mech. its Appl. 444, 73–85 (2016)

20. Fox, W.P., Everton, S.F.: Mathematical modeling in social network analysis: using TOPSIS to
find node influences in a social network. J. Math. Syst. Sci. 3, 531 (2013)

21. Zhang,W., Zhang, Q., Karimi, H.: Seeking the important nodes of complex networks in product
R&D team based on fuzzy AHP and TOPSIS. Math. Probl. Eng. 2013, (2013)

22. Sant’Anna, A.P.: Probabilistic Composition of Preferences, Theory andApplications. Springer,
New York (2015)

23. Gavião, L.O., Meza, L.A., Lima, G.B.A., Sant’Anna, A.P., Soares de Mello, J.C.C.B.:
Improving discrimination in efficiency analysis of bioethanol processes. J. Clean. Prod. (2017).
https://doi.org/10.1016/j.jclepro.2017.06.020

24. Gavião, L.O., Sant’Anna, A.P., Alves Lima, G.B., deAlmadaGarcia, P.A.: Evaluation of soccer
players under the Moneyball concept. J. Sports Sci. (2019). https://doi.org/10.1080/02640414.
2019.1702280

25. Sant’Anna, A.P., Lima, G.B.A., Gavião, L.O.: A probabilistic approach to the inequality adjust-
ment of the human development index. Pesqui. Operacional. 38, (2018). https://doi.org/10.
1590/0101-7438.2018.038.01.0099

26. Sant’Anna, A.P., Gomes, L.F.A.M., Costa, F.F. da, Rangel, L.A.D., Faria, M.J. da S., Ferreira,
R.G., Filho, R.M.M., Ribeiro, R.O.A., Senna,V. de:Análisemulticritério baseada emprobabili-
dades de preferência. In:Oliveira,V.F. de,Cavenaghi,V., andMásculo, F.S. (eds.) Tópicos emer-
gentes e desafiosmetodológicos emEngenharia de Produção: casos, experiências e proposições
- Volume V. p. 258. ABEPRO, Rio de Janeiro (2012)

https://doi.org/10.1016/j.jclepro.2017.06.020
https://doi.org/10.1080/02640414.2019.1702280
https://doi.org/10.1590/0101-7438.2018.038.01.0099


Selecting Distribution Centers in Disaster Management … 11

27. Ashtiani,M.: CINNA:DecipheringCentral InformativeNodes inNetworkAnalysis. R package
version 1.1.53, https://cran.r-project.org/package=CINNA, (2019)

28. Pomerol, J.-C., Barba-Romero, S.: Multicriterion decision in management: principles and
practice. Springer, New York (2012)

29. DNIT: IPR 742 - Manual de Implantação Básica de Rodovia, (2010)
30. Gavião, L.O., Sant’Anna, A.P., Lima, G.B.A., Garcia, P.A. de A.: CPP: Composition of

Probabilistic Preferences. R package version 0.1.0., https://cran.r-project.org/package=CPP,
(2018)

31. Alrashoud, M., AlMeshary, M., Abhari, A.: Automatic validation for multi criteria deci-
sion making models in simulation environments. In: Proceedings of the 18th Symposium on
Communications & Networking. pp. 44–47b (2015)

32. Qureshi, M.E., Harrison, S.R., Wegener, M.K.: Validation of multicriteria analysis models.
Agric. Syst. 62, 105–116 (1999)

https://cran.r-project.org/package%3dCINNA
https://cran.r-project.org/package%3dCPP


Development of Indicators
for Monitoring the Regulatory
Compliance of Static Equipment
in Industrial Plants—an Empirical Study
in the Oil and Gas Sector

Rodrigo Goyannes Gusmão Caiado, Hugo Fernandes Neves,
Eduardo Thadeu Corseuil, Leticia Bacoccoli,
and Alexandre Reis Pinto de Castro

Abstract Safety management depends on systematic anticipation, monitoring and
development of organizational performance. In this sense, this article aims to develop
a set of regulatory compliance indicators based on a Regulatory Standard 13 (NR-13)
to propose a tool for monitoring the conformity of static equipment and thus improve
the safety of industrial plants. To do this, a mixed-method approach using interviews,
focus groups and Multi-criteria decision making (MCDM) model was applied. The
results show seven Key performance indicators (KPIs) composed by 14 metrics
permeating inspections related to:Coverage,Control Instruments andDevices,Docu-
mentary Requirements, Ergonomic Aspects, Operation Safety, Safety inspection and
Pendencies. Thus, the proposition of a standardized procedural systematic based on
a set of KPIs represents an important contribution towards the automation of legal
compliance verification, making it possible to understand the criticality of the verifi-
cation of certain equipment, reducing the time and cost of processes (efficiency) and
increasing plant compliance and quality (effectiveness).
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1 Introduction

The Oil & Gas (O&G) industry contains a characteristic convergence of several
dangerous elements that have the potential for both occupational accidents andmajor
disasters. The great challenge of industrial safety is being able to anticipate vulnera-
bilities, rather than acting reactively [1]. Serious accidents in industrial activities can
lead to catastrophic damage such as damage to the company’s reputation and fatal-
ities, which highlights the importance of prevention and control tools [2–4]. There-
fore, organizations and safety-critical systems must be able to proactively assess and
manage the safety of their activities [5]. Safety, however, is a difficult phenomenon to
describe, measure, confirm and manage [6]. Safety management depends on system-
atic anticipation, monitoring and development of organizational performance. In this
sense, performance measurement is important for continuous improvement and for
identifying and resolving priorities. Performance indicators are a set of measures
used to measure the impact on process performance [7].

Currently, several indicators play a key role in providing information about the
current performance of the organizational process. An indicator can be considered
any measure—quantitative or qualitative—that seeks to produce information on an
issue of interest. Indicators can play a key role in providing information on orga-
nizational performance, motivating people to work with quality and increasing the
organizational safety potential [8].

In addition, the industry is experiencing the fourth revolution (Industry 4.0) that
acts as a driving force for improving productivity, the efficiency of socio-technical
systems, and the adoption of information and communication technologies (ICT)
in a dynamic environment [9–11] consisting of several alternatives and multiple
conflicting goals. Considering the complex interactions with industrial systems [6],
the need for practical mathematical models associated with technological and analyt-
ical solutions to assist managers and decision makers is urgent, and can be important
tools for strategic and operational decisionmaking in the real world [12–14]. There is
an increasing need for adequate analytical tools and qualified professionals capable
of making the right decisions in the presence of multiple criteria, incomplete data,
multiple decision agents and even uncertainties [15]. To that end, Multi-criteria deci-
sion making (MCDM) has been used to support people and organizations to make
more satisfactory decisions under the influence of a variety of criteria [16].

2 Objectives

This research aims to develop indicators for monitoring the regulatory compliance of
static equipment in industrial plants. The development of indicators that can compose
a system formeasuring legal compliance in linewithRegulatoryStandard 13 (NR-13)
and with the organization’s safety objectives and documents (checklists for each type
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of equipment) seeks to obtain a reliable tool for equipment comparison, identification
of critical points that may compromise the conformity of operations, as well as the
quality performance of processes and the safety, risk and health of workers.

3 Methods

The development of legal conformity assessment indicators involved five steps (see
Fig. 1):

In the first step, there was a systematic and structured analysis of the standard and
checklists (LVs) for the creation of parameters that will compose a set of metrics.
First, the standard was interpreted, through manual coding, an analytical process in
which these qualitative data (standard premises) are categorized to facilitate the inter-
pretative analysis of the content. Logically, NR-13 was divided into five categories:
coverage, general provisions, pressure vessels, boilers and pipes. Within these cate-
gories there are subcategories and the aim is to synthesize the content of the standard
in the form of parameters and variables, as well as to understand the dependency
relationship between them. Then, the NR-13 checklists of a large company oper-
ating in the O & G sector (named in this work as company X) were analyzed. In
this analysis, we sought to understand the verification procedures used in the field,
to compare the items of the LVs with the interpretation of the NR-13, as well as to
obtain the crossing of the information of the LVs and the preliminary list of param-
eters, in order to complement this list, adding other parameters, thus adjusting the
relationships between variables. During the analysis of the LVs, there was also the
verification of the automated items. For that, colors were used in Excel spreadsheet to
demarcate the difficulty level of automating the items. After completing the survey
of parameters, meetings took place in order to define criticality and verify which
variables would be feasible to be obtained.

After the survey and adjustment of the automated and critical parameters and the
verification of the origin and access of this information, the second step of creating
metrics and indicators began. Metrics are the raw variables defined based on the
parameters that are being synthesized, while the indicators represent the measures
that can be calculated in order to evaluate performance (in percentage). Thus, the
indicators are composed of metrics. The empirical knowledge of the consultants of
the digital engineering area of a R&D group that is exploring the subject in the

Fig. 1 Research steps
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Tecgraf Institute at PUC-Rio was used as a basis and the consensus obtained through
internal meetings involving consultants and researchers.

Then, the third step (verification and grouping of metrics) counted on the partic-
ipation of five professionals from the company X, specialists in inspection of static
equipment (pressure vessels, boilers, pipes and tanks) according to NR-13, in which
through an interview protocol it was possible to collect information and perform
analyzes for the development of legal compliance indicators, in addition to vali-
dating the metrics created in internal meetings with Tecgraf consultants. The inter-
views had an average duration of eight hours and consisted of: description of the
research objectives and presentation of the metrics and indicators tables.

The interview protocol consisted of: verifying the agreement or disagreement of
specialists in relation to the concept and purpose (validation) of themetrics composed
by non-conformity verification parameters; select nine main metrics for each type
of equipment and order them in terms of priority, that is, from the most impor-
tant (1) to the least important (9); and group the metrics according to their gravity
(G), urgency (U) and tendency (T)—GUT (grouping by dimension) with a scale of
increasing importance from 1 (minimum) to 10 (maximum) for each dimension [17].
The concepts of the GUT matrix were adapted for research, seeking to evaluate the
relationship of the metrics with potential non-conformities to be verified/evaluated
in the process of verifying the legal compliance of static equipment. In this sense, G
indicated the severity effects/impacts that the metric can cause on the quality of the
verification of the legal compliance of the projects, U indicated the need to imple-
ment the metric for the use of the project equipment; and T indicated the frequency
of a recurring pending metric to happen.

Based on the results of the interviews, a multicriteria analysis was performed,
considering the three criteria (dimensions G, U and T) and multidecisor, grouping
the responses of the five experts interviewed. In addition to this, a multidecisor anal-
ysis was also performed for each criterion. To calculate theGUT and each dimension,
the TOPSIS method (Technique for Order of Preference by Similarity to Ideal Solu-
tion)was used,which is commonly applied to ranking problems.As [18], the TOPSIS
technique for ordering preference by similarity for the ideal solution was first devel-
oped by [19], in order to solve a decision-making problem with multiple attributes
and this provided the principle of commitment in which the chosen alternative should
be the one with the shortest distance from the Positive Ideal Solution (PIS) and the
one with the greatest distance from the Negative Ideal Solution (NIS). Thus, the
TOPSIS method was chosen, as according to [20], it is adequate to model precisely
known quantitative criteria values, the data collection process is less complex and
requires less judgments. According to [21], the idea of the TOPSIS method can be
expressed in the following stages:

Stage 1: Determination of the objectives in order to develop the decision matrix
(Performance Matrix—PM) with m alternatives and n criteria, whereas the intersec-
tion between each alternative and criterion is given by xi j , thus obtaining the matrix(
Xi j

)
i j ;
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PM =
⎡

⎢
⎣

x11 · · · x1n
...

. . .
...

xm1 · · · xmn

⎤

⎥
⎦ (1)

Stage 2: Normalize the performance matrix for R∗ = (
ri j

)
. In this research we

use the vectoral normalization method, according to ri j = xi j√∑m
i=1 x

2
i j

Stage 3: Matrix weighting: it is required to develop a set of values regarding the
relative importance of different alternatives. Hence, it is developed a set of values wk

to each criterion. Thisweighting factormay be ad hoc reflex from relative importance,
according to the formulation below;

Vi j = (
wi j

)
mxn

= (
wjri j

)
mxn

(2)

In which wj is the scale value for the criterion j, and
n∑

i=1
wj = 1.

Stage 4: Identify and compute the ideal alternative (PIS);
Stage 5: Identify and compute the anti-ideal alternative (NIS);
Stage 6: Obtain distance measures based on the Euclid distance, thus developing

an ideal distance measure for the ideal point
(
D+

i

)
and for the anti-ideal point

(
D−

i

)
,

given as follows:

D+
i =

√√√√
m∑

j=1

(
vi j − s+

i j

)2
, f or i = 1, 2, . . . ,m (3)

D−
i =

√√√√
m∑

j=1

(
vi j − s−

i j

)2
, f or i = 1, 2, . . . ,m (4)

Stage 7: Determine the R index, defined below:

Ri = D−
i

D−
i + D+

i

(5)

Stage 8: Obtain the ranking order according to the maximization of the values
calculated in the step 7.

Then, in the fourth step (prioritization ofmetrics), the following criteriawere used:
the order (ranking) generated from the GUT multicriteria and multidecisor analysis,
the frequency of the selected metrics from the ranking of metrics considered most
important in the interviews, and the emphasis given to the metrics for the discussion
(consensus) of focus groups, involving consultants and researchers. Thus, to prioritize
the metrics, we sought to offer a more comprehensive point of view [22] based on
the use of a mixed methodology (qualitative and quantitative) [23] balanced by three
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criteria. The priority value was considered proportional to the number of criteria
used, ranging from 1 to 3 (maximum priority).

Finally, in the fifth step there were the selection—choosing the most significant
and representativemetrics from a relatively large number of predefinedmetrics—and
aggregation—integrating metrics to reflect the values of other underlying metrics
in a synthetic and collective way. These procedures were used to narrow the list
of priority metrics in the form of an initially small and representative set of key
performance indicators (KPIs). Such steps involved the analysis of the results of the
evaluated metrics, the face-to-face discussions during the interviews; the results of
the GUT analysis; and the checklists‘ analysis (LVs) of each equipment. It should be
noted that in the aggregation step, the selected metrics were grouped considering the
engineering design phases (basic design, detailed design, construction and assembly,
and operation) and the standard hierarchy, that is, the metrics were grouped in order
to maintain the unit by subject. Based on the discussions, an initial list of KPIs was
obtained for each equipment. Therefore, the results of the calculation of the metrics
using a MCDMmodel were grouped in the form of indicators, composed of metrics,
which make up the KPIs of each type of static equipment in a weighted way. Thus,
this set of KPIs can represent a legal conformity assessment system based on NR-13.

4 Results

In order to exemplify the indicator development process, this section describes part
of the results of the creation of pressure vessel indicators. Table 1 below presents
part of the results of the verification and grouping of metrics (with some metrics
evaluated). In summary, the table shows the validated metrics (after verification),
highlighting in pink the first ten results (rankings) of the TOPSIS application and
the priority metrics (with a selection frequency greater than 50% of the respondents,
that is, greater or equal to 3; and the results of the focus group (called “highlight”)
in green, generated through consensus in relation to the main ordered metrics.

Table 1, which shows nine of the 54 pressure vessel metrics (MVP), pointed out
that the seventh pressure vessel metric (MVP_7) was considered the most serious
and urgent by the interviews and was critical by the analysis of the focus group,
which highlights the importance of checking safety devices (DS) in the Construction
and Assembly (C&M) phase. On the other hand, by GUT multicriteria analysis, the
MVP_5 metric stands out, which seeks to measure the number of vessels without
DS already in the basic design phase, which expresses the concern of verifying this
issue since the beginning of the project.
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Table 1 Validated vessel metrics

Item Code Metric Ranking (Top10) Selection Focal group

G U T GUT Frequency Highlight

1 MVP_1 Number of pressure
vessels not framed
correctly in basic
design phase/total
pressure vessels

43 40 4 9 0

2 MVP_2 Number of pressure
vessels not framed
correctly in detailed
design phase/total
pressure vessels

29 29 21 29 1 X

3 MVP_3 Number of pressure
vessels not framed
correctly in C&A
phase/total pressure
vessels

9 7 48 30 3 X

5 MVP_5 Number of pressure
vessels without
safety device
provided in basic
design phase/total
pressure vessels

12 18 3 1 2

6 MVP_6 Number of pressure
vessels without
safety device
provided in detailed
design phase/total
pressure vessels

5 9 8 3 1 X

7 MVP_7 Number of pressure
vessels without
safety device
provided in C & A
phase/total pressure
vessels

1 1 20 6 3 X

9 MVP_9 Number of locked
pressure vessels
without justification
on expected safety
devices in detailed
design phase/total
pressure vessels

21 36 24 31 0
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In a complementary way, the frequency analysis points out the problem of poor
framing in the C&M phase. (MVP_3) also as something critical. In addition, some
observations were considered relevant to complement the qualitative analysis of the
metrics or reports of lessons learned that could be used for future improvements or
research.

By analyzing Table 2, it is noticed that there are convergences in relation to
the prioritized metrics. In addition, the prioritized metrics were grouped into KPIs
according to Table 3

Therefore, seven pressure vessel KPIs formed by a set of weighted, selected and
grouped metrics were formed. Such KPIs indicate the full legal compliance of static
pressure vessel equipment in industrial plants, which is calculated through the vessel
indicator percentage given as follows:

K P IV P (%) =
∑n

i=1(In ∗ WIn)∑n
i=1 WIn

∗ 100 =

∑n
i=1

(∑k
j=1(MV Pk∗wMV Pk)

∑k
j=1 wMV Pk

∗ WIn

)

∑n
i=1 WIn

∗ 100 =

Table 2 Priority Metrics

Code GUT Frequency Highlight Priority

MVP_1 9 0 1

MVP_2 29 1 X 1

MVP_3 30 3 X 2

MVP_5 1 2 1

MVP_6 3 1 X 2

MVP_7 6 3 X 3

MVP_10 15 2 X 1

MVP_18 13 4 X 2

MVP_23 18 5 X 2

MVP_25 36 4 1

MVP_27 17 4 X 2

MVP_32 4 0 1

MVP_33 10 0 1

MVP_42 5 0 1

MVP_43 16 2 X 1

MVP_45 14 4 1

MVP_46 7 0 1

MVP_49 24 1 X 1

MVP_50 35 2 X 1

MVP_51 8 3 X 3

MVP_54 2 3 X 3
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Table 3 Pressure vessels KPIs

Id KPI Metric Metric
weight
(wMVPk)

Description Project phases KPI
weight
(WIn)

I1 Coverage MVP_3 1.000 Number of
pressure vessels
not framed in
NR-13
correctly/total
pressure vessels

Construction &
assembly (C &
A) and
operation

1/7

I2 Control
instruments and
devices

MVP_7 0.667 Number of
pressure vessels
without expected
safety device/total
pressure vessels

Basic design,
detailed design,
C & A and
operation

1/7

MVP_10 0.111 Number of locked
pressure vessels
without
justification on
expected safety
devices/total
pressure vessels

Basic design,
detailed design,
C & A and
operation

MVP_18 0.222 Number of
pressure vessels
without operating
pressure
gauge/total
pressure vessels

Detailed
design, C & A
and operation

I3 Documentary
requirements

MVP_23 0.400 Pressure vessels
amount without
records issued
(enchiridion) and
available/total
pressure vessels

C & A and
operation

1/7

MVP_25 0.200 Number of
pressure vessels
without safety log
book/total
pressure vessels

C & A and
operation

MVP_27 0.400 Pressure vessels of
quantity with
calibration
certificate of
safety devices not
issued (or no
report) or not
updated or without
signature of a
qualified
professional/total
pressure vessels

C & A and
operation

(continued)
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Table 3 (continued)

Id KPI Metric Metric
weight
(wMVPk)

Description Project phases KPI
weight
(WIn)

I4 Ergonomic
aspects

MVP_33 1.000 Number of
pressure vessels
that do not
consider
ergonomic aspects
for maintenance,
operation,
inspection and
safety/total
pressure vessels

Detailed design
and C & A

1/7

I5 Operation safety MVP_43 1.000 Number of
pressure vessels
with the
inadequate
calibration of
control
instruments in
safety operating
procedure system
(SOP)/total
pressure vessels

C & A and
operation

1/7

I6 Safety inspection MVP_45 0.143 Number of
pressure vessels
(new or used)
without safety
inspection report
issued/total
pressure vessels

C & A and
operation

1/7

MVP_46 0.143 Number of
pressure vessels
without initial
safety
inspection/total
pressure vessels

C &A and
operation

MVP_49 0.286 Number of
pressure vessels
without evidence
in the enchiridion
that performed
hydrostatic testing
(HT) and signature
of qualified
professional/total
pressure vessels

Detailed
design, C & A
and operation

(continued)
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Table 3 (continued)

Id KPI Metric Metric
weight
(wMVPk)

Description Project phases KPI
weight
(WIn)

MVP_51 0.428 Number of
pressure vessels
with
inconsistencies of
their operating
condition in safety
record/total
pressure vessels

C & A and
operation

I7 Pendencies MVP_54 1.000 Pressure vessels
amount with
pending/total
pressure vessels

C & A and
operation

1/7

=
((

(I1 ∗ 1/7) + (I2 ∗ 1/7) + (I3 ∗ 1/7) + (I4 ∗ 1/7) + (I5 ∗ 1/7)+
(I6 ∗ 1/7) + (I7 ∗ 1/7)

))

∗ 100

=

⎛

⎜⎜
⎜⎜⎜
⎜⎜
⎝

(MV P3 ∗ 1) + (MV P7 ∗ 0.667 + MV P10 ∗ 0.111 + MV P18 ∗ 0.222)

+(MV P23 ∗ 0.4 + MV P25 ∗ 0.2 + MV P27 ∗ 0.4) + (MV P33 ∗ 1)

+(MV P43 ∗ 1)

+
(
MV P45 ∗ 0.143 + MV P46 ∗ 0.143 + MV P49 ∗ 0.286 + MV P51

∗0.428 + (MV P54 ∗ 1) ∗ 100

)

⎞

⎟⎟
⎟⎟⎟
⎟⎟
⎠

(6)

By analyzing the results, it can be seen that in order to assess the conformity
of static equipment such as pressure vessels, it is a priority to have non-conformity
indicators related to the coverage metrics, which determine whether the equipment
is being covered by NR-13, and in a certain way direct the level of care and attention
with them; control devices, which directly impact serious and imminent risk; and
safety inspections, whichmust take place according to a certain periodicity (correctly
documented) and must take place at the right time. Therefore, it is expected that
these indicators will serve as reference measures for the process of verifying the
legal compliance of the equipment and can be continuously improved or adjusted
according to future updates or needs.

5 Conclusion

From an academic point of view, the development of metrics based on the require-
ments of a standard, using concepts of performance measurement and MCDM
models, is still a fertile area for research. The proposition of a systematic to verify
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the legal compliance of static equipment through indicators based on parameters can
serve as a positive stimulus for future research. Finally, this research highlights the
importance of integrating technologies, methods and knowledge for legal compli-
ance, considering gains related to: quality, safety, technical efficiency, environmental
risks and optimization of inspection processes.

From a practical point of view, for the O & G industry, this research has the
following contributions: development and validation with the technical staff of the
company X, of metrics and indicators to be applied in the inspection and monitoring
of the condition of equipment, in relation to critical parameters of compliance with
NR-13. From this, the proposition of a standardized procedural systematic repre-
sents an important contribution towards the automation of legal compliance verifi-
cation. The proposal of a performance measurement system with indicators seeks to
help O&G professionals to understand the performance of the compliance dimen-
sions, making it possible to understand the criticality of the verification of certain
equipment, reducing the time and cost of processes (efficiency) and increasing plant
compliance (effectiveness).
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Abstract Due to successive budget restrictions, Brazilian Navy currently has an
undersized fleet of only eleven escort ships, many of which are nearing the end of
their useful lives. It’s estimated that in 2024, when the first Tamandaré class frigate is
due to be delivered, the country will have only five escort ships in operation. Thus, it
is expected that BrazilianNavywill make opportunity purchases, in order tomaintain
the readiness of the fleet. The article aims to select a ship for purchase, among eight
ships used by navies around the world, throughMulticriteria Decision AidingHybrid
Algorithm (THOR), identifying the alternative that “best” satisfies the replenishment
of escorts. The use of pertinence associated with the values of the alternatives made
it possible to quantify and include uncertainty in the decision-making process. In
the result generated by THOR, the LCF alternative obtained the highest score in the
three ordering types (S1, S2 and S3).
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1 Introduction

According to the National Defense Strategy (END), Brazil is a peaceful country by
tradition and conviction, with its international affairs are governed, among others,
by the constitutional principles of non-intervention, defense of peace and peaceful
resolution of conflicts. It is part of the Brazilian identity, rooted in its values, the
vocation for harmonious coexistence. In this way, the Brazilian people are not willing
to exert their power on other nations. Theywant Brazil to growwithout reigning upon
others [1].

The preparation of defense against threats and aggressions must accompany
Brazil’s growing development. Among the National Defense Objectives (OND), are
the guarantee of sovereignty, national heritage and territorial integrity, structuring
the Armed Forces (AF) with adequate organizational and operational capacities,
creating social and economic conditions to support National Defense in the Brazil. It
also includes the contribution to international peace and security and the protection
of Brazilian interests at the different levels of the country’s external projection [1].

Within this scope, the Brazilian Navy (BN) has the following mission: “develop
and employ Naval Power in the defense of the homeland, in accordance with the
Federal Constitution and other laws; to safeguard the branches of state; and, by
initiative of any of these branches, to ensure law and order. The BN also acts under
mandate of international organizations and in support of the country’s foreign policy.”
[2].

In order to achieve the objectives, the BN must have the minimum necessary
means to exercise its constitutional attributions, being correctly sized and technolog-
ically equipped. However, due to successive budget restrictions, BN currently has an
undersized fleet of only 11 escort ships, many of which are nearing the end of their
useful lives [3]. By 2024, when the first Tamandaré class frigate is due to be deliv-
ered, the country will have only five escort ships in operation. Thus, it is expected
that BN will make “opportunity purchases”, in order to maintain the readiness of
the fleet, as well as the training of its entire operating structure, until the entry into
service of the “Tamandaré” class frigates.

The article aims to select a ship for purchase through Multicriteria Decision
Aiding Hybrid Algorithm (THOR), identifying the alternative that “best” satisfies
the replenishment of escorts. The study considered ships used by various navies of
the world.

2 Theorical Foundation

The Operations Research (OR) makes use of mathematical and/or logical models in
order to solve real problems, presenting a highlymultidisciplinary [4]. Santos et al. [5]
affirm that OR operates in 5 large areas that are interrelated: Operational Evaluation
of Systems, Support the Decision Making, Problems Structuring, Optimization of
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Productive Processes and Simulation of Processes. THOR can be applied to support
the decision-making process.

THOR is based on three axiomatic concepts/theories for simultaneous use: Pref-
erence Modeling (approximating it to the French School), Multi attribute Utility
Theory (approximating it to the American School) and Theories dealing with inac-
curate information. The joint use of these theories allows the attractiveness of an
alternative to be quantified, by creating a non-transitive aggregation function [6].
The use of THOR allows “faster and more efficient analysis” of the alternatives,
considering the non-determinism of the weight assignment process and quantifying
the non-determinism by reapplying it in the ordering process of the alternatives [7].

The main contributions of the THOR method to multicriteria theory involve [8]:

• Aggregate multi attribute utility theory and preference modelling;
• Order discrete alternatives in transitive or non-transitive decision-making

processes;
• Quantify uncertainties in the prioritization process, through the use of fuzzy set

theory, and then use it in the multicriteria decision support process;
• Eliminate the criteria that do not impact the ranking process, through the use of

rough set theory;
• Enable simultaneous data entries from different decision makers, allowing

judgments to be expressed in ratios, intervals or ordinal scales;
• Enable decision makers to not need to attribute weights to each criterion, but may

make use of a feature which attributes weights to the criteria in an ordinal scale;
• Intuitive computer program that allows the user to analyze the problem quickly

and efficiently.

TheDecisionMaker (DM) should represents the relative importance to the criteria
in the form of a weight, establishing a preference threshold (p j̇ ) and indifference (q j̇ )
for each criterion j, establishing discordance and pertinence of the weight values
assigned to each criterion, as well as the pertinence of the classification of the
alternative in the criterion [9].

Faced with the lack of security and uncertainty in the value judgment employed
in multicriteria support methods, it is necessary to quantify the imprecision for each
weight and for each classification of the alternatives. The DMmust express the levels
of certainty through the use of pertinence indexes, associating to an element of the
universe to a real number of the interval [0, 1]. An index of relevance equal to 1
corresponds to absolute certainty, that is, the DM is fully sure of the weight given to
the criterion, while an index of relevance equal to zero indicates absolute uncertainty.
Two pertinence indexes are used to reflect the degree of uncertainty of the DM, one
of them referring to the criteria weights and the other to the classification of the
alternatives in each criterion [8].

Given two alternatives a and b, three situations should be considered when using
THOR: S1, S2 and S3. In using the S1 context, the alternatives have their attractive-
ness punctuated in situations where aPjb occurs. Thus, comparing alternative with
the other alternatives, we can identify the criteria in which aPjb, considering the
preference threshold, indifference and discordance, checking whether the imposed
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condition is satisfied. If satisfied, we know that a dominates b [9]. The relations P
(strict preference), I (indifference) andQ (weak preference) are expressed in Eqs. (1),
(2) and (3) respectively.

aPb ↔ g(a) − g(b) > p (1)

aIb ↔ −q ≤ |g(a) − g(b)| ≤ q (2)

aQb ↔ q < |g(a) − g(b)| ≤ p (3)

The Eqs. (4), (5) and (6) reflect the three situations for an alternative to be ranked
better than the other [10].

S1 :
∑n

j=1
(wj |aPjb) >

∑n

j=1
(wj |aQ jb + aI jb + aR jb + bQ ja + bPja) (4)

S2 :
∑n

j=1
(wj |aPjb + aQ jb) >

∑n

j=1
(wj |aI jb + aR jb + bQ ja + bPja) (5)

S3 :
∑n

j=1
(wj |aPjb + aQ jb + aI jb) >

∑n

j=1
(wj |aR jb + bQ ja + bPja) (6)

When using the S2 context, the alternatives have their attractiveness punctuated
in situations where aPjb and aQ jb occurs. When using the S3 context, the alterna-
tives have their attractiveness punctuated in situations where aPjb, aQ jb and aI jb
occurs. In the situations S2 and S3, there is a more flexible scenario, where a smaller
difference between the alternatives allows classifying one alternative as better than
another [11].

Depending on the model, the criterion can be classified as true criterion, quasi-
criterion or pseudo-criterion. In the true criterion model, any difference between the
values of the function (or criterion) g implies a situation of strict preference, with
the situation of indifference occurring when f(g) assumes the same value for both
a and b. However, it is reasonable to admit that small differences g(a) − g(b) also
reflect an indifference between a and b. Thus, another criterion called the limit of
indifference (q) can be inserted, representing the largest deviation compatible with
a situation of indifference between a and b. In this model, called quasi-criterion,
the existence of any deviation slightly above the limit of indifference, configures a
situation of strict preference. In the pseudo-criteria model, limits of indifference (q)
and limits of preference (p) are established. In this way, a sudden passage between
indifference and strict preference is avoided, creating a weak preference region (Q),
which lies between indifference (I) and strict preference (P) [12].
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It is recommended that THOR be used preferably in situations of pseudo-criteria
and quasi-criteria, since the method can be used to its full capacity. The use of THOR
in the situation of the true criterion, when the values of p and q assume a value equal
to zero, leads to the equality of the orders corresponding to S1 and S2 [8, 13].

3 Problem Description and Modelling

Escort ships are composed of frigates, corvettes and destroyers. These ships differ
by their size, the amount of armament and the strength of the engine. An escort has
the function of protecting a higher value unit (HVU), which may be an aerodrome
ship, a troop carrier or a logistical support vessel. Thus, its primary function is to
destroy or neutralize enemy aircraft and ships. To this end, BN frigates, for example,
have anti-ship missiles, cannons and torpedo launchers.

Escort ships must have anti-submarine, anti-surface and anti-aircraft capabili-
ties for point-defense (missile availability). They must be capable of transporting,
supplying, operating andmaintaining helicopters, capable of attacking surface targets
and submarines, and carrying out clarification operations [14]. In 2019, BN has 11
escort ships, with an average of over 30 years, close to the end of its useful life
[3]. Thus, there is a need to replace ships that are going out of service so that their
minimum combat capacity is not further compromised.

Of the 11 escort ships left, six “Niterói” class frigates, two “Greenhalgh” (Type
22) class frigates, two “Inhaúma” class corvettes and one “Barroso” class corvette.
By 2025, at least six ships will be decommissioned, as their useful life is coming
to an end and only two ships are expected to last until 2028, except for “Barroso”,
which was incorporated in 2008. Three “Niterói” class frigates, two frigates Type
22, and a corvette should be deactivated before 2025. The remaining three frigates
that are due to be revitalized, should continue operating until 2028. The “Julio de
Noronha” corvette, which underwent refurbishment, will be the last “Inhaúma” class
corvette to be disabled. Until the entry into service of the first “Tamandaré” class
corvette, which is scheduled to be incorporated in 2024, the Brazilian Squadron will
only be able to count on five escort ships, a very low number for missions destined
for BN. The possibility of delayed delivery of the “Tamandaré” frigates should not
be disregarded [15].

The “Barroso” corvette, for example, took about 14 years to be ready, due to
the lack of resources to finish it [16]. In the meantime, BN may seek opportunity
purchases from ships abroad to fill the gap left between the deactivation of the current
ships and the entry into service of the new ships.

The studies that follow are intended to assist BN in the decision-making process
of a reference ship for purchase. For this, the THORmethod will be used. Eight ship
alternatives were selected to be used.

1. F-124 (D)—The F-124 Sachsen class is the latest class of frigates from the
German Navy, equipped with cutting edge air defense technology. The design of
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these frigates is based on the F123 Brandenburg class, but with improved stealth
(defense for radar detection) features, and also incorporates the advanced multi-
function APAR radar, as well as the allegedly capable SMART-L long-range
radar to detect planes and stealth missiles. Although designated as frigates, their
size and characteristics can be compared to destroyers.

2. LCF (NL)—The four “De Zeven Provincien” frigates are advanced air defense
ships in service at Koninklijke Marine (Royal Netherlands Navy). This class,
also known as LCF, (Luchtverdedigings-en commandofregat), air defense and
command frigate were designed to protect against air threats, but they also have
weapons on board to engage surface targets and submarines: Harpoon anti-ship
missiles and torpedoes anti-submarine Mk 46. The main weapon of the “De
Zeven Provincien” is the Mk 41 Vertical Launch System (VLS), each with 32
Evolved Sea Sparrow missiles and 32 SM-2 Standard IIIA missiles, capable of
intercepting ballistic missiles. The frigates are equipped with the Thales Anti Air
Warfare suite,which consists of themultifunctionAPARradar, capable of guiding
multiple ESSM and SM-2 missiles simultaneously against multiple targets and
the SMART-L radar, with a range of more than 400 km, capable of detecting and
track thousands of simultaneous targets, even stealth targets [17].

3. F-100 (E)—The “Álvaro de Bazán” class (also known as the F-100 class of
frigates) is a new class of defense frigates of the Aegis combat system equipped
with the Spanish Navy. The ships are equipped with American Aegis weapon
technology that allows them to track hundreds of air targets simultaneously as
part of their air defense network. The F-100 is one of the few non-American
ships that use the SPY-1D system [18].

4. FREMM (F) + (I)—FREMM (Multipurpose Frigate—Fregate multi-mission or
Fregata Europea Multi-Missione) is the result of the most ambitious European
cooperative naval program for France and Italy. They are frigates capable of
ASW, ASuW, AAW and ground attack. The essential missions of FREMM are
the domain of the aeromaritime environment and active participation together,
as well as support for the aircraft and amphibious group [19].

5. HORIZON (F)+ (I)—The main mission of the Horizon class frigates is the anti-
aircraft defense against saturation attackswith anti-shipmissiles. Even though the
project has this objective, the ship still has a powerful anti-submarine capability.
Horizon class ships have modern and efficient defense systems against enemy
radars and against weapons such as anti-ship missiles and torpedoes that are
eventually launched against the ship [20].

6. T-45 DARING (UK)—The Type 45 destroyer, also known as the D or Daring
class, is a class of six guided missile destroyers built for the United Kingdom’s
Royal Navy. The class is designed primarily for anti-aircraft and anti-missile
warfare and is built around the PAAMS (Sea Viper) air defense system using
the SAMPSONAESA and S1850M long-range radars. The first three destroyers
were assembled by BAE Systems Surface Fleet Solutions using partially prefab-
ricated “blocks” built in different shipyards, the remaining three were built by
BAE Systems Maritime Naval Ships.



Navy Warship Selection and Multicriteria Analysis … 33

7. DDG-51 (USNavy)—The USS Arleigh Burke (DDG-51) is a destroyer of the
Arleigh Burke class belonging to the United States Navy. The DDG-51 is a
multi-mission destroyer with an emphasis on air defense (AAW) and blue water
operations. Throughout his career, he participated in several humanitarian and
militarymissions. Among them,Operation Enduring Freedom, the 2003 invasion
of Iraq and Operation Inherent Determination.

8. F-125 (D)—The F125 class frigates Baden-Württemberg are a series of frigates
from the German Navy, which were designed and built by ARGE F125, a joint
venture of Thyssen-Krupp and Lürssen [21].

Based on the parameters presented in Vogt [22], the following criteria were listed,
after consultation with Brazilian Navy officers with more than 20 years of experience
in the area:

• Maximum Speed (max speed): Speed corresponding to the maximum power
regime of the machines. The maximum speed of a warship is rarely used in
peacetime, as it implies higher fuel consumption and unnecessary machine effort.

• Radius of action: Maximum distance, in nautical miles, that the ship can reach
leaving its base, and returning to it, without the need for refueling.

• Crew: Set of people, hierarchically organized, that ensure the operation of a vessel.
It includes personnel from several certified professional careers responsible for
ensuring the functioning of each of the departments, sections or services. The
number of crew members will depend on the ship’s missions and on-board tech-
nology, that is, the level of automation adopted. At the other extreme, a larger
crew decreases the ship’s comfort and autonomy in terms of supplies [22]. In the
study, it was considered that the bigger the crew, the worse.

• Main Artillery: Armament or a set of armaments that gives the ship the main
defense.

• Secondary Artillery: They act in addition to the main battery.
• AsuW (Anti-surface warfare): Branch of the naval war that refers to the suppres-

sion of surface combatants. More generally, they are any weapons, sensors or
operations designed to attack or limit the effectiveness of an opponent’s surface
ships.

• ASW (Anti-submarine warfare): Branch of submarine warfare that uses surface
warships, aircraft or other submarines to locate, track and detain, damage or
destroy enemy submarines.

• He (helicopter): Contributes to combat value, cargo and material transfer,
aeromedical evacuation.

• Cost: Ship acquisition cost.

Table 1, from the reference approached in Vogt [22], summarizes the main
technical-operational characteristics of the main ships available in the world for
sale.

Table 2 presents the alternatives and criteria used in the study; each cell corre-
sponds to an alternative ship classified in its respective criterion. The assignment of
the classification of the alternatives of theMainArtillery, SecondaryArtillery, AsuW,
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ASW and He criteria was done through an interval scale, where the distance between
the values of the alternatives was considered. The classification of the alternatives,
weights, preference limits, indifference and discordance limits for each criterion
were attributed through a joint analysis with experts in the field.

Table 3 shows the relevance attributed to each weight and classification of the
alternative in each criterion. For the pertinence of the criteria Maximum Speed,
Radius of Action (at cruising speed) and Crew, since these are real data extracted
from the technical specifications of the ships, the value 1was assigned, indicating that
there is no doubt as to the attribution of the data. As for theMain Artillery, Secondary
Artillery, ASuW and He criteria, 0.9 was assigned, since it is a qualitative analysis
carried out by specialists with extensive experience in the area, however, even so,
subject to some inaccuracy. About the cost criterion, the values were attributed due
to the degree of reliability of the sources from which the costs of the ships were
extracted.

The AAeW (Anti-Air Warfare) criterion, although important, was not consid-
ered because the ships under study have very similar operational characteristics.
Regarding the cost criterion, the cost of acquiring ships in Brazil was not found,
therefore the cost of building (in million dollars) the ship in the country of origin was
considered. However, it can be inferred that the acquisition cost will be proportional.

4 Results

THOR was used to rank the alternatives. The calculations were performed using a
multicriteria decision method system (software) called THOR1 [23] developed at
the Brazilian Military Engineering Institute (IME) located in Rio de Janeiro, Brazil.
In the result generated by THOR (Table 4), the LCF alternative obtained the highest
score in the three ordering types (S1, S2 and S3). It is important to notice that the
alternatives F-124 and FREMM always took the last positions. The results can be
grouped into 3 sets:

• Ships with the best performance: LCF, F-100, DDG-51 and F-125
• Ships with average performance: HORIZON and T-45 DARING
• Ships with weak performance: FREMM and F-124.

5 Conclusion

The proposed model was useful to reflect the preferences of the DM. The use of
pertinence associated with the values of the alternatives made it possible to quantify
and include uncertainty in the decision-making process. This allowed the DM to
identify the most attractive alternative, compensating for the data uncertainties.
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Table 4 Ordering of alternatives

S1 S2 S3

LCF 3,849 LCF 4,106 LCF 5,058

DDG-51 3,551 DDG-51 3,962 F-100 4,746

F-100 3,500 F-100 3,699 DDG-51 4,543

T-45 DARING 3,500 F-125 3,350 F-125 3,717

F-125 3,034 T-45 DARING 1,506 HORIZON 1,842

HORIZON 2,500 HORIZON 1,500 T-45 DARING 1,705

FREMM 2,500 FREMM 1,116 FREMM 1,417

F-124 2,500 F-124 1,000 F-124 1,186

The study allowed learning and improving the understanding of the problem
during modeling. The DM observed the transparency of the decision process. The
model allows its application in other warship choices processes, as well as their
adaptation to the choice of other military equipment.
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Pricing Scenarios of Sustainable
Product-Service System: A Post-Harvest
by Brazilian Farmers View
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and José Luis Duarte Ribeiro

Abstract In the development of innovative offers, especially in startups, there is an
uncertainty of market acceptance and understand how the target audience will absorb
an innovation. In the agricultural sector, there is conservatism in the new products
and services approval, in addition to a lack of confidence in the quality and future
maintenance of unknown offers. In this context, traditional market research often
provides inaccurate information, as the intention to acquire an offer may depend
on current circumstances in addition to cultural and cognitive factors not directly
captured by the research, preventing the identification of what is of value to the
farmer. Without a structured method for understanding what value to the farmers
is, in this case, the chance to understand how to make farmers aware of migrating
from unsustainable solutions to new alternatives, such as product-service systems,
is misplaced. This proposal is around an innovative grain drying that replaces fire-
wood, a current process that causes damage to the environment and contaminates
the grain. This study aims to present the development of the sustainable product-
service system across innovative alternatives using the scenarios analysis to estimate
the willingness-to-pay to anticipate value in terms of attribute importance of a for
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Agricola drying process. Along with the scenarios, price estimates are associated
as a trade-off, bringing a more realistic perspective than represents a balance of the
value of attributes versus price for the acquisition. The method is easy to apply and
represents an alternative for introducing more innovative and sustainable solutions
in the agricultural environment.

Keywords Product-Service system · Sustainability ·Willingness-to-pay ·
Agriculture · Post-harvest

1 Introduction

Solar energy is considered a cleaner and renewable energy source used in the past to
the drying system for preserving grains. However, currently, for large-scale produc-
tion, there are several known limitations of drying in the sun, such as damage to crops
by pests and rodents, quality degradation due to direct exposure to solar radiation
and weather [1]. The Brazilian agricultural sector was the only sector of the economy
that, in 2016, grew 1.8% of the Gross Domestic Product [2]. This sector presents
some problems, mainly in the consumption and post-harvest (drying, storage, and
transport) of grains [3].

As for post-harvest grain wastes, 18.3% occur during the drying and storage
process due to contamination, damage, and impurity of the grains [4]. The drying
of the grains usually employed a method of moisture reduction, assigning partic-
ular importance to the storage, conservation, and physical-chemical stabilization of
the grains [5, 6]. These activities can be conducted by traditional methods using a
boiler for burning residues of these grains. Brazil can produce 237 million tons, and
store 166 million tons, with a static storage capacity of only 71% of the production,
generating many post-harvest wastes [2].

Among the problems of post-harvest grains, there is the drying operation, which
is the process used to ensure quality and stability during grain storage. This process
occurs by decreasing the amount ofwater in the grain (moisture), reducing the biolog-
ical activity, and physical-chemical changes that occur during the post-harvest period
[5]. The need for high yield and storage for long periods requires high control of the
grain drying process, which reinforces the importance of studying these processes
[7]. There are two drying methods: natural drying using room temperature and direct
sunlight; and artificial drying using mechanical means, like firewood, Liquefied
Petroleum Gas (LPG), and boiler to move the air through the crop [8].

For the execution of drying, themost used fuel is firewood, followedbyLPG, being
used in dryers with controlled burning conditions [9]. Both alternatives presented
have problems in their drying processes. In essence, the firewood needs a high stock,
has a risk of fire, has a high maintenance cost, generates residues due to smoke, and
leaves a bad smell in the grain (carcinogenic effect), which results in loss of quality
the final product. LPG, on the other hand, has high input costs, demand for dedicated
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labor needs fuel tanks, has supply restrictions, and requires minimum consumption
contracts [10].

The farmers are complicated with the use of these drying methods, open space
for the creation of alternative solutions to solve these problems. For this, the product
and services development teammust understand the user’s real demand and the value
perceived by the user when developing the product [11, 12] and focus on attributes
that benefit him [13].

The idea, conceived by Startup, is to introduce a drying machine on the market
that has the following competitive advantages concerning the available alternatives
(firewood, LPG, natural air, and sunlight). These advantages consist in does not need
a stock of inputs, like gas andwater; a full-time operator isworkingwith the system; it
is sustainable in the face of current processes. Besides, as it performs clean-burning,
without the spread of odors and Hydrocarbon Polycyclic Aromatic for grains; and,
it does not need a minimum consumption contract.

There are problems in delivering this machine to the farmer without an inte-
grated solution. The Product-Service System (PSS) approach allows us to purpose,
perceive, capture, and provide value to the customer. PSS meet the customers’ need
and represent a viable strategy for the development of the offers [11, 14], promoting
improvements and reducing waste over the traditional process. PSS postulates an
integrated solution combining attributes of tangible products and intangible services
[12].

The Sustainable PSS (S-PSS) improves this approach by emphasizing the assess-
ment of the environmental, economic, and social impacts of a PSS offer, eliminating
what not represent value for customers [15, 16]. This study aims to develop an
S-PSS using the scenarios analysis to estimate the Willingness-To-Pay (WTP) to
delivered farmers value of an S-PSS alternative for the drying process, considering
the target audience WTP. This study assumes the hypothesis that farmers would be
definitely acquired more than R$ 7,000.00 for purchase and R$ 1,500.00 for rental,
the minimum acceptable amount to implement the increment.

2 Method

The motivation study appears of the need for a Startup incubated in a Public Higher
Education Institution in the southern region of Brazil, aiming to improve technical
and practical aspects of its offer. The company, as mentioned above, operates in
the Brazilian grain drying market, and presents an alternative to the traditional grain
drying process, using the burning of oxy-hydrogen extracted fromwater. The research
is characterized as conclusive and involves a case study, in this example the devel-
opment of a machine to perform the grain drying process by burning oxy-hydrogen
extracted from the water, seeking to solve the problems caused by firewood drying
(contamination and environmental impact) andLPG (logistics and rawmaterial cost).
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1. Defining the process 
and product 2. Survey development 3. Data Analysis

Fig. 1 Methodological procedure phases

However, to develop the sustainable PSS offer, an expanded vision is proposed,
which transcends the product and offers a solution for process management consid-
ering the service that covers rental and consulting aspects. In addition to data analysis
technologies that assist the farmer in carrying out the drying and storage process,
offering a solution that improves the quality of the process and the product. To
propose the solutions in sustainable PSS offers, part of the premise designed in the
business model, which, the benefit is the quality of grains, process efficiency, less
environmental impact and support, and rental service [15].

This study proposes to identify the value attributes and WTP analyzing scenarios
with different offers, the observation of the initial stages of the process so that the
understanding generating fosters complementary alternatives of the S-PSS offers
(Phase 1—Defining the process and product). The definition of the attributes enables
the survey organization and subsequent data collection (Phase 2—Survey develop-
ment). The results indicate the tendency of acceptabilitywitch offers, and the analyses
instigate the learning about the value to the farmer; this phase uses the ruler proposal
by Wang et al. [17] to mark out the selections and identify the WTP (Phase 3—Data
Analysis). Figure 1 presents the study phases.

2.1 Phase 1—Defining the Process and Product

The drying and storage processes of grains in the Southern Region of Brazil have
been mapped, illustrated in Fig. 2.

This study focuses on proposing an S-PSS solution for the stakeholders present in
the stages of the square, being: Final weighing of the full truck; Grain Classification
Laboratory; Grain drying; Grain Classification Laboratory (Collect the sample after
drying and perform analysis of the mixture); and, Grain storage. Internally to this
process, specifically in the grain drying process, there are currently three types of
fuels that most used for drying grains, through the burning of firewood, through the
use of LPG and natural air.

To deliver this process previously mentioned, directly to the farmer, for this
purpose, we sought to identify different ways to assess the willingness-to-pay of
services in the S-PSS solution. Initially, through unstructured interviews applied
to five specialists in the field of agronomy, production engineering, and regulatory
bodies, and its validation by others three specialists, two specialists in the grain drying
process and one specialist in services. This interview aims to identify the combina-
tion of the attributes in different offers to solve the problems of the operation of the
dry grain.
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Fig. 2 Mapping of drying and grain storage processes in southern Brazil

2.2 Phase 2—Survey Development

The offers identified in Phase 1 make up the base of this survey. Each farmer
answers about the preferred offer, indicating the modality (rental or purchase) and
the amount that would be willing to pay. The willingness-to-pay method follows the
ruler proposed by Wang et al. [17]. For this purpose, the WTP estimated prospect
three hypothetical situations: (a) Definitely acquire until the price of X R$; (b) Defi-
nitely maybe acquire around a price of X R$; e, (c) Definitely NOT acquire from
the price of X R$. The results of this analysis estimated the target audience’s WTP
for each alternative and also associated it with the type of culture and size of the
farmer. Figure 3 shows a ruler based on the willingness to pay method for each
chosen solution.

TheWTP analysis showed the averages and confidence intervals (95%) to identify
the willingness-to-pay of the farmer who selected the option to purchase or rent, and
how much they are willing to pay for each alternative solution offered.

The population considered in this survey included farmers grain producers from
the three states in the southern region of Brazil (Paraná, Santa Catarina, and the Rio

Fig. 3 Ruler to measure willingness-to-pay. Source Adapted from Wang et al. [17]
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Grande do Sul). Theminimum size of respondents required to obtain 95% confidence
and 0.06% maximum error, for the worst possible variability, was estimated at 266
farmers. The 354 farmers answer the survey.

This study had access to interested farmers through social networks, offering a
new drying and storage process for grains. As for farm size, in this research, 57.06%
are Small size farm, 30.23% are Medium size farm, and 12.71% are Large size farm.
According to the respondent’s state of Brazil, 36.44% are from Paraná, 27.68% are
from Santa Catarina, and 38.88% are from the Rio Grande do Sul.

This online survey occurred between November and December 2017 with a cover
letter containing a description of the study, its objectives, and the research institutions
involved. The data collect endly after twelve weeks.

2.3 Phase 3—Data Analysis

The results obtained in this study uses descriptive statistics. The mean calculation of
the standard deviation was used to infer about the WTP. The frequency analysis was
applied to define the preferred PSS type and modality. Thus, the higher frequency
determines the majority chooses offers to each to modality.

The confidence intervals evidence of WTP amounts (significance level = 0.05)
and the limits that the farmer is willing to pay for the offer. This analysis was carried
out to, in addition to verifying theWTP, infer about the hypothesis that farmers would
be definitely acquired forWTPmore than R$ 7,000.00 for purchase and R$ 1,500.00
for rental, the minimum acceptable amount to implement the increment.

This study presents a box plot graph as complementary analyzes to WTP, indi-
cating the interquartile distribution of WTP values for the most frequently chosen
offers for rent and purchase. In this study, it is assumed that there is a difference
between the WTP of the purchase and rent modalities [18]; for this reason, the box
plot analyzes are separate. The data processing occurred in the PASW Statistics 18®

software.

3 Results and Discussion

Based on the survey, 354 farmers answered the questionnaires to identify how much
the farmers are willing to pay in different cases between purchase and rental, as well
as the different alternative solutions of offers to be farmers delivered, being used
below in the analysis (Table 1).

For this, an analysis was developed with the averages and confidence intervals
(95%) to identify how much the farmer who selected the option to purchase or rent,
is willing to pay for each alternative solution offered (Table 2).

As shown in Table 1, the option to purchase Alternative A3: drying machine +
transportable storage silo+ corrective maintenance during the warranty (2 years)+
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Table 1 Alternative solutions of S-PSS offer

Alternative solutions

(A1) Drying machine + corrective maintenance during the warranty (2 years)

(A2) Drying machine + transportable storage silo + corrective maintenance during the warranty
(2 years)

(A3) Drying machine + transportable storage silo + corrective maintenance during the warranty
(2 years) + semiannual preventive maintenance

(A4) Drying machine + transportable storage silo + corrective maintenance during the warranty
(2 years) + semiannual preventive maintenance + grain

semiannual preventive maintenance, selected by a sample of 87 respondents. For this
alternative, the analysis of the behavior of the WTP of this offer, presented in Fig. 4.

Point A refers to the distribution of the maximum that the farmer is willing to pay.
The center of the box shows themedian,which in this case is R$ 120,000.00. In Fig. 4,
around the median, the box represents the interquartile range (third quartile—first
quartile), which founded 50% of the observations. The values away from the vertical
rods represent possible outliers that are very different points from thedatamass (Box).

At point B (Definitely maybe acquire), the median is R$ 115,000.00, and at point
C (Definitely NOT acquire), the median is R$ 110,000.00. This distance between the
rods’ concerns the size of the box is higher at point A. This analysis was performed in
general, considering all respondents. A more robust analysis could find respondents
by size (small, medium, and large) to check the difference between them, concerning
purchase and rent.

As for the hypothesis that farmers would definitely be acquired more than
R$ 7,000.00 for purchase to implement each increment. This hypothesis can be
confirmed only for option A3, in which 87 farmers are willing to pay more than R$
7,000.00, making this option economically viable. According to Table 2, the rental
modality in Alternative A2: dryingmachine+ transportable storage silo+ corrective
maintenance during the warranty (2 years) was selected by 53 respondents, as shown
in Fig. 5.

Point A refers to themaximum amount that the farmer is willing to pay. The center
of the box shows the median, which in this case is R$ 8,500.00. The Boxplot showed
more considerable variation in this point, concerning point B (Definitely maybe
acquire) the median is R$ 8,000.00 and from point C (Definitely NOT acquire) the
median is R$ 7,500.00.

This analysis, performed for each stratum and all alternatives, presents the options
with a higher frequency. The main requirements and the value chain for the entire
life cycle presents a product-service system with a sustainable bias.

As for the hypothesis that farmers would definitely be acquired more than R$
1,500.00 for rental to implement each increment. This hypothesis can be confirmed
only for option A2, in which 53 farmers are willing to pay more than R$ 1,500.00,
making this option economically viable. Table 2 also shows that the option with the
most choice of farmers who selected was the product-oriented PSS, which shows that
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Fig. 4 Boxplot of the option
to purchase the alternative
A3 for the option to purchase

Fig. 5 Boxplot of the rent
option of the A2 option for
the rental option

farmers in the southern region of Brazil are not ready to receive a solution generated
from a rental with consulting options and remote service as proposed in the PSS
oriented to use and results.

In this case, the research suggests that the best initial option to improve the chances
of being inserted in the market is to present the offer option A3 in the purchase
modality. In contrast, the presentation of the rental modality cannot be ruled out
since more than 43% of respondents opted for this alternative. The rental modality
presentation to the market suggests the acceptance, to the A3 offer, of the A2 offer,
selected by 68% of the farmers whom rental modality opted. To insert the rental
modality in the agricultural equipment commercialization market, the development
team can establish strategies of essential information to the farmer, aiming at the
acceptance of the sustainable product-service presented.
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4 Conclusions

This study presented an analysis of scenarios for understanding the value associated
with the importance and willingness-to-pay for the agriculture PSS offer developed,
initially tested in southern Brazil. The main practical benefit of the proposed inno-
vation is the use of clean technology for drying grains, replacing traditional methods
harmful to health and the environment.

This article aimed to demonstrate a structure of value identification that uses
concepts of choice experiments in conjunction with WTP investigation. The applied
approach contributes to a more realistic value search, as the scenarios represent a set
of attributes simultaneously as possible offers associated with the price. In this study,
the central learning was the discovery that the agriculture sector signaled a positive
opening for the option of renting drying equipment instead of purchasing, although
this is still the most widely accepted method for purchasing equipment, in the case
of the proposed S-PSS solution.

It is important to highlight that the rental option would make the process an even
more sustainable PSS. The next steps are the replication of broader scenarios in order
to estimate the farmer’s reaction to the acquisition possibilities and evaluate different
applications of WTP in agriculture.
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edge about suppliers in the supply chain, mapping the research areas and fields of
study in clusters capable of guiding the researcher to the most influential works,
results and questions. For this, we developed a bibliometric analysis with the help of
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1 Introduction

A supply chain, through structured processes, begins with the raw material that is
transformed into a finished product and ends with the delivery of these products
to end customers [1]. According to Chow and Heaver [2], the supply chain is the
group of manufacturers, suppliers, distributors, retailers and transporters, informa-
tion, and other logistics management services that are involved in supplying goods
to consumers. It is a set of resources and integrated processes [3]. This integration
corresponds to the degree to which a company strategically acts collaboratively with
its partners to achieve effective and efficient flows of products and services, informa-
tion, money, and decisions that provide maximum value to the customer [4]. Among
these partners is the supplier who is responsible for supplying raw materials and or
services, contributing to the establishment of an effective and sustainable chain.

Interest in the supplier has already resulted in a large number of additional contri-
butions to the study of the supply chain. The literature highlights the importance of
this agent for the efficiency and effectiveness of material and information flows. It
shows exciting advances related to the internal and external performance of supply
chains. According to Cao and Zhan [5], the collaboration of suppliers in the supply
chain improves the organization’s competitive advantage, allowing greater synergy
and achieving superior performance. Suppliers have a fundamental role in the inte-
gration of processes in the supply chain [4, 6, 7]. Cooperation with suppliers has
an impact on the performance of the chain, as it makes it possible to carry out joint
actions, in addition to enabling the sustainable transaction of resources [8].

Indeed, a productive buyer-supplier relationship has become one of the primary
sources for obtaining positive results, as a sustainable and long-term advantage [7, 9,
10], better operational and financial performance, less uncertainty and innovation in
return [4, 11, 12]. However, it is not easy for researchers to identify which direction
to take to make real contributions to the advancement of research on the subject. This
article aims to identify the body of existing knowledge about suppliers in the supply
chain, mapping the research areas and fields of study in clusters capable of guiding
the researcher to the most influential works, results, and questions.

To this end, we developed a bibliometric analysis in this article. Among the
different bibliometric methods, we adopted scientific mapping, which allows moni-
toring a research niche to determine its cognitive structure, its interactions, evolution,
and the main internal actors [13]. We, therefore, seek to answer the following ques-
tions: What are the main areas of research? Where are the most active areas? What
are the key articles? What are the origin and historical development of the research
areas? What are the main fields of study?
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2 Research Design

This section presents the research outline, outlining the characteristics of the biblio-
metric study undertaken and presenting the steps and parameters used in the
organization of knowledge on the subject under investigation.

Weopted for a bibliometric study because, unlike the usual qualitative approaches,
it introduces a systematic, transparent and reproducible process of identifying
relevant works through objective and quantitative indicators [14].

Bibliometrics is the study of the production, dissemination, and use of registered
information that seeks to quantify written communication processes [15]. It is a
series of statistical techniques that make it possible to measure the contribution and
development of scientificknowledge, in addition to identifyingpatterns of authorship,
publication, and use of research results [16]. In this bibliometric study, the analysis
of citations and co-citations is used.

The analysis of citations consists of counting the frequency of quotations in arti-
cles, books, or other scientific works, being one of the most applied techniques in
bibliometry [17, 18]. It is assumed that authors cite works that they consider most
relevant [18]; therefore, the most cited publications have a more significant influence
in the scientific world [17].

The study of cocitations considers the frequency of the pairs of documents that
are simultaneously cited in a third later work [17, 19]. The more often two works are
cited concurrently, the higher the likelihood of presenting associated content [17]
and representing the knowledge structure of an area perceived by the researchers
[20]. When two or more authors or publications are cited together in a third survey,
there is a similarity of content among those cited. Higher is the frequency of cocita-
tion, the closer the relationship between them, and the higher the recognition by the
researchers.

The base used to survey the raw data was the Web of Science (WoS)—Main
Collection (Clarivate Analytics). WoS was chosen as the primary source of data
because it includes journals with a more significant impact factor when compared
to those covered by Scopus (Elsevier) [21]. Also, the analysis of article references
makes it possible to expand access to books, reports, and periodicals from other
databases.

The treatment of the data was carried out with the aid of the bibliometric soft-
ware CiteSpace II, which was designed to facilitate answers about the structure and
dynamics of a domain of knowledge (set of bibliographic records of relevant publica-
tions). CiteSpace II develops the modeling network, thus allowing the visualization
and tracking of the development of science, through the study of the paths revealed
by scientific publications. The software points out and maps trends in the litera-
ture, identifying when knowledge demonstrates space for scientific news, that is, the
intellectual tipping point [22].
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3 Methodology

To achieve the objective of this study were selected references on supply chain with
a focus on suppliers. We use the following search string: [“supply chain”] and [“sup-
plier” or “provider”]. The search was carried out on January 22, 2020, selecting only
articles and reviews published in the period from 2009 to 2020. Four thousand, five
hundred seventy-six (4,576) publications returned from this search, whose citation
report resulted in 24,494 items (without self-citations). Then, the metadata (title,
abstract, authors, keywords, journal, references, and number of citations) of these
articles from the WoS database were imported.

The data imported from WoS was standardized (elimination of duplicates) and
processed in CiteSpace II. The software designed the networks that formed, showing
the salient traces of the related research activities. Each point represents a node
(quote), which is connected by quote links (lines that connect the nodes). The refer-
ences that appeared with labels refer to prominent works, seminal articles in the field
of study.

The questions of the present research to answer, several functions of CiteSpace
II were used, especially those of clustering, labeling, and explosion.

4 Analysis of Citations and Co-citations

4.1 Main Research Areas and Respective Key Articles

CiteSpace II grouped 608,039 references from 24,494 articles (input data) into 11
main clusters, which represent the most prominent research areas. See in Fig. 1 that
the substantial area (cluster #0, in red, with the significant works) is sustainable
supply chain management, followed by food supply chain (cluster #1), supply chain
integration (cluster #2), and so on until the efficient, robust global supply chain
system design (cluster #14).

The labelled clusters point to the context in which they are most cited. The terms
of the labels were extracted from the titles of the articles that cited the work. Table 1
shows the number of members (works) of each cluster, average year of publication,
research area (label), most cited article and respective frequency of citation. The
average year of publication indicates whether the cluster is made up of newer or older
items. It can be seen that the oldest clusters (#8) date from 2004 and the most recent
(#1, #6, and #9) correspond to 2014. The most cited works represent the critical arti-
cles for a given area. Thus, for example, thework entitled “The impact of supply chain
integration on performance: a contingency and configuration approach” received 454
citations, so it is a key article for the area of supply integration (cluster #2).

Table 2 lists the 20 (twenty) most cited references, detailing the frequency of
citation, the year of publication, and which cluster they belong to. Highlight to the
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Fig. 1 Principais áreas de pesquisa

Table 1 Cluster, number of members, an average year, research area, most cited article, and
respective citation frequency

C M Y Area Most Cited Ct

0 65 2009 Sustainable supply chain
management

Sarkis et al. [24] 377

1 52 2015 Food supply chain Kannan et al. [26] 55

2 47 2007 Supply chain integration Flynn et al. [4] 454

3 37 2009 Supplier selection Behzadian et al. [23] 408

4 29 2006 Supply chain risk Craighead et al. [27] 77

5 20 2014 Green product design Benjaafar et al. [28] 167

6 14 2015 Multiple attribute decision Torra [29] 116

7 14 2007 Dynamic intuitionistic fuzzy
multi-attribute group decision

Boran et al. [30] 291

8 12 2004 Innovation quick response
program

Cachon and Lariviere [31] 59

9 11 2015 Supply chain digitalization Wang et al. [32] 82

10 9 2013 Closed-loop supply chain Govindan et al. [33] 279

14 2 2009 Efficient robust global supply
chain system design

Melo et al. [34] 120

C = Cluster M = Members Ct = Cited
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Table 2 Cluster, number of members, an average year, research area, most cited article, and
respective citation frequency

N Ct References C N Ct References C

1 454 Flynn et al. [4] 2 11 235 Brandenburg et al. [37] 2

2 408 Behzadian et al. [23] 3 12 230 Büyüközkan and Çifçi [38] 3

3 377 Sarkis et al. [24] 0 13 228 Hair et al. [39] 2

4 346 Ho et al. [25] 3 14 217 Ahi and Searcy [40] 0

5 328 Hair et al. [35] 2 15 209 Prajogo and Olhager [7] 2

6 324 Seuring and Müller [8] 0 16 208 Carter and Rogers [41] 0

7 291 Boran et al. [30] 7 17 208 Hassini et al. [42] 0

8 284 Carter and Easton [36] 0 18 203 Diabat and Govindan [43] 0

9 279 Govindan et al. [33] 10 19 203 Seuring [44] 0

10 258 Cao and Zhang [5] 2 20 202 Yin [45] 2

Ct = Cited C = Cluster

works of Flynn et al. [4], Behzadian et al. [23], Sarkis et al. [24], and Ho et al. [25],
with, respectively, 454, 408, 377, and 346 citations.

4.2 Most Active Areas

To detect the most active research areas, we use the CiteSpace II quote explosion
function, which is based on Kleinberg’s algorithm [46]. A citation explosion links a
specific publication to an increase in citations, capturing an active area of research,
or an emerging trend [22]. Figure 2 shows the 25 references with the most substantial
explosion of citations and their respective periods of occurrence.

4.3 Origin and Historical Development of the Research Areas

To understand the origin, the historical development, and the current state of the
clusters (research areas), a visual analysis of the network’s timeline was performed.
In the view of the timetable generated in CiteSpace II each cluster is organized in a
horizontal timeline growing from left to right. In Fig. 3 we observe that the research
areas with the most recent studies (close to 2019) and promising ones (still under
development) are: food supply chain (cluster #1) and green product design (cluster
#5). Areas such as innovative quick response programs and efficient, robust global
supply chain system design, for example, have not had a volume of publications
since ≈2009 and ≈2010, respectively, which shows stagnation in the theme.



Supplier in the Supply Chain: A Bibliometric Analysis 59

Fig. 2 Twenty-five (25) references [30, 31, 45, 47–68] with the greatest explosion of citations
between 2009 and 2020

4.4 Fields of Study

We visualize the fields of study according to theWoS subject categories with the help
of the “Field of Study” function of CiteSpace II. The fields of study (11 in total—see
Fig. 4) are related to the research areas (they are labeled in the same cluster). Thus,
for example, within Environment Science (#4), research on supply chain risk (#4)
stands out and so on in relation to the other clusters.

5 Conclusions

With the assistance of CiteSpace II software, we identified 11 fields of study and
their corresponding research areas. Computer Science (clusters #0, #2; 6# and #9) is
the field that has the most significant number of studies related to the supply chain
(≈44%). “Food supply chain”, “multiple attribute decision” and “supply chain digi-
talization” are the most recent research areas, with 2014 being the average year of
publication of the several articles, which shows the absence (significant interactions)
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Fig. 3 Timeline view of the eleven (11) clusters

of new emerging sectors in the last six years. A highlight for the two areas of greatest
interaction (greatest works related to each other): “sustainable supply chain manage-
ment” and “food supply chain,” totaling 65 and 52 works, and presenting as key
articles, the publications of Sarkis [24] and Kannan et al. [26], respectively.

Despite the recognized importance attributed to the study of suppliers in the supply
chain, we identified only one research area (“supplier selection”—cluster #3) directly
related to the supplier, which denotes the scarcity of specific and focal works on the
topic and the non-centrality of the term “supplier”.
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Fig. 4 Visualization of study fields

Among the 20 most cited references (Table 2), 9 (8 from cluster #0 and 1 from
cluster #2) are associated with the theme of sustainability. Therefore, the current
preference—and consequent volume of publications—for topics related to sustain-
ability is noticeable. Analyzing the timeline, this preference is confirmed, as among
the most recent and promising research areas, we have the “green product design”
(cluster #5). Also, Srivastava’s work [47], also related to the green supply chain,
emerges as the one with the biggest explosion of quotes within the period from 2011
to 2015.

The frequency of citation (see Table 2) of the works by Hair Jr. et al. [35, 39] and
Yin [45] also denounces, in the area of “supply chain integration” (cluster #2), the
preference on the part of researchers for the use of multivariate techniques of data
analysis and the use of the case study method. Literature review works (see Table 2,
articles by Behzadian et al. [23], Sarkis et al. [24], Ho et al. [25], Seuring and Müller
[8], Carter and Easton [36], Govindan et al. [33], Brandenburg [37], Ahi and Searcy
[40], Carter and Rogers [41], Hassini et al. [42], Seuring [44]) are the most frequent
among the most cited. Likewise, the use of the TOPSISmethod (Technique for Order
of Preference by Similarity to Ideal Solution) is repeated (see Table 1, most cited
articles in clusters #1, #3; and #7) for solving the problem of providers.
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In this way, a panoramic map was obtained of the leading publications on the
analyzed topic and how they are distributed in fields of study and interconnected
in networks, integrating and forming research areas. The present article, therefore,
also serves as an exploratory study for future in-depth research work on a specific
research area or even on how research areas, fields of education, and publications
are linked and or related.

In future studies, we suggest the repetition of the research with raw input data
extracted from another database, in addition to WoS, or, still, the standard treatment
of input data from different databases.
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Life Cycle Assessment (LCA)
Photovoltaic Solar Energy:
A Bibliometric Literature Review

Wilson de Paula Teixeira

Abstract With the increase in the world population, urbanization and industrial-
ization, the demand for energy has continuously increased during the last decades.
Fossil fuels (coal, oil, natural gas and their derivatives) are directly related to land and
water degradation and global warming mainly as a consequence of greenhouse gases
(GHG) emissions generated by anthropogenic activity. As an alternative to reduce
GHG emissions, several countries are looking to use renewable energy. Among the
various renewable energies, solar energy is one of the renewable sources in the world.
This article conducts a bibliometric study on the topics; life cycle assessment (LCA)
and photovoltaic solar energy, looking for publications that cover the topic and make
a network map of the main authors cited through the evaluation of 354 articles. The
research was carried out through bibliometric analysis in the Scopus database, from
1998 to 2020. The result of this workmay contribute to new research in the area of life
cycle assessment and photovoltaic solar energy, since bibliometric analysis allows
to draw a list of the main publications based on the construction of a theoretical
framework.

Keywords Life cycle assessment · Bibliometrics · Solar PV

1 Introduction

Throughout the world in recent decades, the concern with the environment has been
increasingly highlighted, according to Haupt and Hellweg [1] due to the problems
caused by human interference. The ability that human beings have to intervene in the
environment to withdraw their livelihood and survival, allowed the exploration and
consumption of resources without thinking about the conservation of the planet and
its ecosystems, only due to environmental catastrophes, high levels of pollution and
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the verification of that the planet’s capacity to recover was being exceeded is that a
movement started in favor of the rational use of the planet’s natural resources [2].

The need to reconcile economic efficiency with the conservation of natural
resources and the preservation of existing ecosystems exposes the concept of sustain-
able development (SD) [3]. Being presented by the World Commission on Environ-
ment and Development in 1987 as “the ability of present generations to meet their
needs without compromising the ability of future generations to meet their needs”
[4] known as the “Our Common Future” report, a concept used until today when it
comes to defining sustainable development.

This concept having gained strength in recent years, as well as the number of tools
developed for managing and monitoring sustainable development [5]. Among these
tools, the life cycle assessment (LCA) stands out, which aims to analyse systems,
be it a product, service or process, from extraction of the raw material through its
conception to its final disposal “from the cradle to the grave”, quantifying the possible
associated environmental impacts [6].

With this, the present work aims to identify the global characteristics of the litera-
ture associated with the themeACV and photovoltaic solar energy, in order to present
associations and trends that provide a foundation for future work.

2 Theoretical Framework

2.1 Photovoltaic Energy

Solar energy is an important alternative source of energy to fossil fuels and, theo-
retically, the most available source of energy on earth [7]. Through the photovoltaic
effect, solar cells directly convert energy from the sun into electrical energy in a
static, silent, non-polluting and renewable way [8].

Photovoltaic conversion is the direct transformation of sunlight into electricity in
photovoltaic devices, since these devices are robust and simple in design, requiring
very little maintenance, their biggest advantage is the construction as independent
systems to provide outputs from microwatts to megawatts [8, 9].

The basic building block of PV (photovoltaic) devices is a semiconductor element
known as a photovoltaic cell. When the cells are interconnected, the PV module is
integrated with a number of additional components, for example, inverters, batteries,
basic components and assembly systems [10].

Photovoltaic systems produce electricity without polluting the air during their
operation and have a very low “carbon footprint” over their lifetime, providing supe-
rior environmental performance compared to traditional electricity generation based
on fossil fuel technologies [11].
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3 Methodology

3.1 Sample

The first phase of the research (Fig. 1) was responsible for defining the sampling
of the analysis, according to Ramos and Oliveira [12]. The “Scopus” database was
selected for data collection. The search terms used were: (“life cycle assessment
LCA”) AND (“photovoltaic solar energy”), where they were applied to the title,
abstract and keywords fields. A total of 439 publications were extracted, and after
refinement, 354 articles. To refine the research, the following exclusion criteria were
applied.

Publication type: Only original articles and review articles were selected.

Fig. 1 Phase 1 (sample definition). Adapted from Ramos and Oliveira [12]
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3.2 Data Analysis

For the second phase, with the sampling defined, all available metadata were
imported, such as: abstract, authors, keywords, journal, references, number of cita-
tions, among other data. They were exported and later analysed using Microsoft
Office Excel 2010 and Vos Viewer software. It was possible to extract the results
sought in the work, such as: publications per year, journals with the largest number
of publications, authors with the largest number of publications, most cited authors,
institutionswith the largest number of publications, countrieswith the largest number
of publications, map of co -quotation and map of words co-occurrence.

4 Results and Discussion

Regarding the results of the survey with a sample of 354 articles, the first information
extracted was the number of publications per year (Fig. 2). It is observed that the
number of publications remains without much fluctuation until 2009, and from then
on growing, until reaching a number of 78 publications in 2019, showing that there
is a trend line, resulting from a possible maturation of this field of research.

314 different journals were found. The top 10 journals in terms of quantity of
publications are shown in Table 1, with more than 50% of the total sample. The
journals Journal of Cleaner Production and Applied Energy have the highest repre-
sentation, with 37 and 28 publications respectively. Regarding the Impact Factor (IF)
index, the periodical Renewable And Sustainable Energy Reviews stands out, which
presented the highest index in 2018.

Fig. 2 Number of publications per year. Adapted from SCOPUS (2019)
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Table 1 Analysis of the 10 main journals

Newspaper name Quantity publications % IF - 2018 IF - last 5 years

Journal of cleaner
production

37 10,45 6,395 7,051

Applied energy 28 7,91 8,426 8,558

Renewable and sustainable
energy reviews

23 6,5 10,558 11,239

Progress in photovoltaics
research and applications

19 5,37 6,34 6,355

Renewable energy 18 5,08 5,439 5,257

Energy 17 4,8 5,537 5,747

Solar energy 15 4,24 4,674 4,807

Solar energy materials and
solar cells

15 4,24 6,019 5,105

Energies 14 3,95 2,707 2,99

International journal of life
cycle assessment

11 3,11 4,868 5,524

Table 2 Analysis of the top
10 countries

Name of the country Quantity publications % of articles

United States 64 13,25

Italy 51 10,56

United Kingdom 44 9,11

Spain 37 7,66

China 33 6,83

France 22 4,55

Germany 20 4,14

Greece 18 3,73

Switzerland 16 3,31

Netherlands 15 3,11

The 354 articles were analysed according to their origin, geographic and institu-
tional, resulting in 56 countries and 160 different institutions. With regard to coun-
tries, shown in Table 2, the top ten in terms of quantity of publications represent
almost 70% of publications. The United States leads the list in relation to the number
of publications (64), followed by Italy (51) and the United Kingdom (44) in third
position.
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Table 3 Analysis of the main
institutions

Institution Name Quantity publications

Chinese Academy of Sciences 12

University of Manchester 11

Universitat de Lleida 10

Department of Chemical Engineering
and Analytical Science

9

Università degli Studi di Siena 8

Danmarks Tekniske Universitet 8

King Mongkuts University of
Technology Thonburi

7

Università degli Studi di Palermo 7

Columbia University in the City of
New York

7

Table 4 Analysis of the 10
main authors

Author’s name Quantity publications

Chemisana, D 9

Azapagic, A 8

Lamnatou, C 8

Espinosa, N 7

Gheewala, S.H 7

Basosi, R 6

Cellura, M 6

Krebs, F.C 6

Longo, S 6

Parisi, M.L 6

Due to the variety of institutions found in the sample, the majority with a low
index of publications, it is inconclusive to cover the most representative portion of
them. Given the above, only the nine main institutions were analysed in terms of
quantity of publications, as shown in Table 3.

looseness-1With regard to the main authors, shown in Table 4, the top ten in terms
of quantity of publications represent almost 20% of the publications. The author
Chemisana, D. has the largest number of publications (9), followed by Azapagic, A.
and Lamnatou, C. both with 8 publications.
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Fig. 3 Network map of the main authors mentioned

Through a cocitation analysis, in which the authors cited by the 354 articles in
the sample, 1206 different authors were found. The analysis considers that when two
authors are cited by the same article, they have a link and the set of these links form
the chains of authors. Figure 3 shows the networks formed by the authors who were
cited at least once within the sample, resulting in a total of 139 authors divided into
13 different streams, distinguished by colors. Regarding the relevance of the authors,
the greater the circumference, the greater the number of citations.

The map resource was used to analyse the content of the articles, considering the
words that occur in the title, in binary count, in which the occurrence in the article is
verified, regardless of frequency. 1030 different words were found. Figure 4 shows
the word map. This confirms that the publications address, in addition to LCA,
the issues of environmental impact and photovoltaic solar energy, such as module,
environmental impact, energy flow, solar PV, among others.

Table 5 shows the 10 most cited publications, including the average citation per
year (CY) and journal name. With respect to publication sources, Renewable and
Sustainable Energy Reviews tops the list, occurring twice. The most cited work was
published by the journal Renewable Energy.
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Fig. 4 Map of words co-order

5 Conclusion

Bibliometric analyses were carried out based on a sample of 354 articles covering
the topic of LCA applied to photovoltaic solar energy, which allowed observing the
growth in bibliometric terms. It is observed that the use of LCA as a tool to support
environmental management is growing, both in terms of the number of publications
and its relevance. The works were classified into 19 different subject categories, the
majority of which are in the Energy area. The main journals found were: Journal of
Cleaner Production and Applied Energy.

There are 10 authors who have the greatest influence in the literature, with
Chemisana, D. being the main one. The country with the largest number of publica-
tions is the United States, while the most relevant institution is the Chinese Academy
of Sciences, in China.

The result of this work may help further research in the field of photovoltaic solar
energy and life cycle analysis, since bibliometric analysis allows drawing a network
map based on the construction of the theoretical framework.



Life Cycle Assessment (LCA) Photovoltaic Solar Energy … 75

Table 5 10 Most cited publications

Year Number of citations CY Publication Periodical

2006 400 28,5 Dynamic life cycle
assessment (LCA) of
renewable energy
technologies

Renewable energy

2013 279 39,9 Review on life cycle
assessment of energy
payback and greenhouse
gas emission of solar
photovoltaic systems

Renewable and sustainable
energy reviews

2013 255 36,4 Life cycle assessment
(LCA) of electricity
generation technologies:
Overview, comparability
and limitations

Renewable and sustainable
energy reviews

2015 230 46 Perovskite photovoltaics:
Life-cycle assessment of
energy and environmental
impacts

Energy and environmental
science

2015 222 44,4 Integrated life-cycle
assessment of
electricity-supply
scenarios confirms global
environmental benefit of
low-carbon technologies

Proceedings of the national
academy of sciences of the
United States of America

2008 201 16,8 Life cycle assessment of
photovoltaic electricity
generation

Energy

2013 162 23,1 Life cycle water use for
electricity generation: A
review and harmonization
of literature estimates

Environmental research
letters

2006 149 10,6 Life cycle assessment
study of solar PV systems:
An example of a 2.7 kWp
distributed solar PV
system in Singapore

Solar energy

2012 134 16,8 Life cycle greenhouse gas
emissions of crystalline
silicon photovoltaic
electricity generation:
systematic review and
harmonization

Journal of industrial ecology

2005 118 7,8 Energy, cost and LCA
results of PV and hybrid
PV/T solar systems

Progress in photovoltaics:
Research and applications
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Analysing Plastic Cups Use:
A Psychological Approach

Andressa D’Agostin, Amanda dos Santos Souza, Janine Fleith de Medeiros,
and Ana Cristina Vendrametto Varrone Giacomini

Abstract Production and consumption of plastic, especially single-use ones, are
seen today as one of the main environmental problems, since it is used for a very
short time, takes hundreds of years to decompose, and the measures taken to reduce
it have shown to be counterproductive, such as laws prohibiting its use. In this
scenario, we investigate user behavior, analyzing young college students’ perception
facing plastic cups offer, specifically, drivers and barriers to non-adoption behaviors,
through the Theory of Planned Behavior (TPB) and the Consumption Emotions Set
scale (CES). A questionnaire, divided by blocks, was applied to southern-Brazilian
university students (N=502). For the data analysiswe performed a general frequency
description, followed by central tendencymeasurement (descriptive statistics), which
evinces that students show favorable attitude and behavioral intention to disposable
plastic cups non-use. Among the four emotions with higher frequencies, envy was
a novelty verified in this study, along with guilt, frustration and worry. We propose
practical and theorical implications based on our findings, followed by our study’s
limitations.

Keywords Environmental concern · Pro-environmental behavior · Emotion

1 Introduction

Plastic items are constant in contemporary society’s daily life. The estimated annual
global production in 2018 was 359 million tonnes [1]. A good part of these, around
40%, are produced to be used only once, being discarded almost immediately, such
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as straws, grocery bags, cups, among others. Regarding plastic cups, 720 million
units are discarded every day in Brazil (262.8 billion annually), of which only 16%
are recycled [2]. Production and consumption of plastic, especially single-use ones,
are seen today as one of the main environmental problems [3, 4], since it is used for
a very short time [5], takes hundreds of years to decompose [6], and the measures
taken to reduce it have shown to be counterproductive, such as laws prohibiting its
use [7, 8].

According to Tonglet et al. [9], the key to achieving sustainable waste manage-
ment focuses on understanding waste minimization behavior. Therefore, there is a
need for studies that enable a greater understanding of the factors that encourage
people’s engagement in behaviors that protect the environment and reduce impacts
[10]. In this scenario, one issue that is worth investigating focuses on user behavior.
Different studies emphasize that it is urgent to understand consumers’ decision-
making processes when buying and using in order to minimize waste generation and
promote greater engagement in pro-environmental actions [11].

Theoretically, we know that human behavior is determined by different factors
and can be measured or predicted by them. These constructs are influenced by other
external factors, such as culture [12] and situational variables [13], or internal, such
as beliefs [14], habits, past experiences, and emotions [10, 13, 15, 16]. In view
of the above, we understand that the study of individual actions and their effects
on the problem of garbage in the natural environment is fundamental to encourage
environmentally appropriate behavior, aswell as its activation.More than that, it tends
to assist in the development of environmentally sustainable innovations, facilitating
the adequacy and communication of requirements for the purchase and/or adoption
of substitute products with a longer life cycle than disposable plastic cups.

2 Objectives

Our study aims to analyze young college students’ perception facing plastic cups
offer. Specifically, we investigate drivers and barriers to non-adoption behaviors.

3 Theoretical Background

To achieve the objective, the authors used as theoretical reference (i) the Theory
of Planned Behavior (TPB) [17]; and (ii) Richins’ [18] Consumption Emotions Set
scale (CES).

Bamberg et al. [19] state that pro-environmental behavior can be induced by
self-interest or pro-social reasons. Therefore, as the Theory of Planned Behavior
embraces a construct that focuses on behavior’s rational action, it is better applied
in studies covering self-interest motivation. Azjen’s Theory of Planned Behavior
[17], an extension of Ajzen and Fishbein’s Theory of Reasoned Action [20], has
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been one of the most influential theories in explaining and predicting a wide range
of behaviors [21]. This theory considers as determinants of behavioral intentions:
(i) attitudes; (ii) behavioral intention; (iii) subjective norm; (iv) awareness of the
negative consequences; (v) perceived behavioral control; (vi) situational factors; and
(vii) behavior.

(i) Attitude is the belief that a certain behavior or action will have a positive or
negative effect on one’s life, and the values this person ascribe to these consequences
(result evaluation) [19]. (ii) Behavioral intention is seen as the only direct psycholog-
ical behavioral determinant and it summarizes pros and cons one takes into account
when assessing whether they should perform the behavioral option, or not [19, 22].
(iii) Subjective norm refers to the approval, or not, of a certain behavior by the social
environment, as well as to what extent a person is influenced by their social surround-
ings [23]. In order to increase TPB’s predictive power, researchers added another
factor to it, (iv) awareness of negative consequences. It derives from Schwartz’s
[24] theory and stands for one’s tendency to become aware of the consequences of
their actions towards others. (v) Perceived behavioral control is one’s perception
of their skill (or the ease or difficulty) to perform a certain behavior [25, 26]. (vi)
Situational factors may affect the relation between intention and behavior. They may
weaken normative goals and thereby inhibit the effects of normative considerations
and behavioral values as peoplewant or need to prioritize other values or goals.On the
positive side, situational factors can also strengthen normative goals (and/or weaken
hedonic or earnings goals), making it more likely that people will act on account
of biospheric values and thus promote pro-environmental actions [27]. Finally, (vii)
behavior refers to the performed action.

Additionally, as emotions tend to predict attitudes towards pro-social actions such
as pro-environmental behavior [28, 29], they should also be studied.We point out that
the CES scale, compared to the Norm Activation Model (NAM) [24], shows a more
embracing structure to measure emotions through decision-making processes related
to consumption [30]. Furthermore, despite self-conscious emotions contemplated in
NAM being ideal predictors of moral behavior, such as sustainable consumption,
basic emotions (joy, sadness, anger and fear, for instance) also affect environmentally
friendly decision-making processes, in addition to being great predictors of behavior
[31], and should not be overlooked [32, 33].

Composed of 47 emotion descriptors, distributed over 17 factors, CES presents a
comprehensive structure for measuring the emotions during purchase and consump-
tion process [30], and includes positive and negative emotions. Studies have shown
that both positive and negative emotions influence involvement in pro-environmental
behavior. For example, anticipated negative emotions (such as feeling angry or frus-
trated) have reduced people’s desire to use public transport and commit to recycling
at home [15]. In addition, positive emotions (such as feeling happy or optimistic)
proved to be important predictors of purchasing green products [34].

The influence of positive emotions on declared pro-environmental behavior is
partially mediated by environmental concerns and the perceived effectiveness by the
consumer [35]. In addition, they can be important in determining environmentally
relevant behaviors. Bissing-Olson, Fielding and Iyer [10] demonstrated that pride in
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a behavior positively predicts future behavior. In fact, pride can increase according
to the responsibility expressed by a group for environmental protection, while if the
responsibility is for environmental damage, anger and guilt increase [36]. On the
other hand, guilt, a negative emotion, can play a central role in encouraging pro-
environmental behavior, like positive emotions [37]. Generically, we can say that
guilt motivates a desire to repair and promote prosocial behavior.

4 Methods

In light of this study’s objective, we opted to perform a descriptive research with
a quantitative approach. The data collection instrument used was a questionnaire
composed of blocks, aimed at identifying and diagnosing: (a) drivers and (b) barriers
for plastic cup use; and (c) emotions towards it. In order to design blocks (a) and
(b), we considered the TPB constructs applied in similar studies [9, 11, 19, 25, 34,
38, 39]. To assess emotions, after reverse translating CES, we rearranged the factors
and descriptors according to the Brazilian context, since social and cultural aspects
can interfere in the comprehension of emotional terms [40]. Moreover, due to our
instrument design strategy, which encompassed emotions bipolarity (positive and
negative), we added some antonyms to the original scale. Also, based on studies that
found that guilt and pride have an interference in pro-environmental behavior [10,
36], we included them as factors in the data collection instrument (in CES, these
emotions are descriptors in the “Other items” factor).

Cronbach’s alpha, which states the instrument’s reliability and the test’s internal
consistency, was 0.70, 0.83 and 0.95, respectively for each block. Values of 0.70 or
0.75 are frequently used as cutoff value for the Cronbach’s alpha, therefore equal or
higher values (closer to 1) are more reliable [41].

As for the research population sample, we focused our study on students from a
southern-Brazilian university. In order to assure an acceptable number of responses,
selection wasmade by convenience, a rather common approach in research involving
the Theory of PlannedBehavior [42]. After the validation of the answered instrument,
there were a total of 502 respondents, of which: 70.7% (n = 355) were women,
average age of 23.63 years old (sd = 5.71); 78.5% were undergraduate students (n
= 394) (21.5% were graduate). Moreover, the number of participants in the survey
is in line with Salant and Dillman’s [43] suggestions who state that for studies of
human dimensions, a sample of approximately 400 participants is generally adequate
to generalize the results to a 95% confidence level with a margin of error of ±5%.

For data analysis, we performed a general frequency description, followed
by central tendency measurement (descriptive statistics). Since our focus was on
describing a behavioral tendency, this type of analysis is suitable [44].
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5 Results

Table 1 summarizes the mapped drivers and barriers to disposable plastic cups non-
adoption behavior. Variables were organized according to the TPB model. A five-
point Likert scale was employed (where 1 stands for “totally disagree” and 5, “totally

Table 1 Expressed behavior towards disposable plastic cups use

Planned behavior Mean SD

Attitude

Driver To stop using plastic cups on a daily basis means being concern with the
environment

4.63 0.81

Driver I believe that not using plastic cups means having a sustainable life style 3.79 1.15

Driver It is wrong to use plastic cups because I am contributing to
environmental pollution

4.07 1.46

Driver I feel rewarded using a durable/reusable product 4.13 1.40

Driver I believe that cups made of glass/acrylic/any durable and reusable
material will replace plastic cups

4.44 0.81

Behavioral intention

Driver I want to ditch plastic cups in my everyday life 4.38 1.00

Driver I plan not to use disposable plastic cups in my everyday life 4.10 1.17

Subjective norm

Barrier I use plastic cups because my classmates also use them 1.61 1.01

Driver People around me (classmates, family) think I should stop using plastic
cups

2.39 1.28

Driver I am influenced by the media (social media, television, magazines,
newspaper) to stop using disposable plastic cups

2.91 1.43

Awareness of negative consequences

Driver I am aware of the presence of chemical compounds in plastic cups that
can leak into what I am drinking

3.66 1.37

Barrier I know the problems caused by plastic, but I do not believe that plastic
cups cause major impact

1.49 0.98

Perceived behavioral control

Driver It is easy not to use plastic cups 3.67 1.36

Barrier When I use a plastic cup, I do not have to carry a cup/glass with me 3.27 1.57

Barrier One of the biggest advantages of plastic cups is being able to take out 2.89 1.47

Barrier I do not need to wash it after using (what saves water) 2.53 1.43

Barrier It does not break, unlike glass 2.72 1.37

Situational factors

Barrier I use plastic cups when I buy a drink at the snack bar or at the university
Convenience Store (convenience and handiness)

3.86 1.43

Behavior

Barrier I regularly use plastic cups because I have not found an alternative
replacement yet

2.31 1.46
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agree”). Based on the TPB, the constructs addressed in this study are: (i) attitude; (ii)
behavioral intention; (iii) subjective norm; (iv) awareness of negative consequences;
(v) perceived behavioral control; (vi) situational factors; and (vii) behavior.

Then, since TPBwas criticized by some researchers for being exclusively focused
on rational reasoning, ignoring the unconscious influences on behavior and the role
of emotions in face of expected affective results [34, 45], we investigated emotions
related to the use of disposable plastic cups in the third block of our study. We
followed the cognitive theory of emotions [46], which states that for an emotion to
occur, it relies on the cognitive interpretation of a physiological state. This cognitive
evaluation determines which emotion should be experienced.

In this regard, the Consumption Emotions Set scale (CES) emerged from the need
to assess consumption-related emotions, since before its development there was only
frameworks of emotions based on psychology, which were not accurate to measure
emotions related to consumer behavior [47–49]. Table 2 shows the results obtained.

Table 2 Respondents’ emotional positioning towards the use of disposable cups

A+A 0 BB+
I feel angry to consume something 
served in a plastic cup 233 133 88 

I feel peacefulness when consuming 
something in a plastic cup 

Plastic cups make me feel discontent 296 147 45 Plastic cups make me feel content 

I feel worried when I use plastic 
cups 351 79 46 I feel unconcerned when I use plastic 

cups
I feel sad when I notice there are plas-
tic cups available 259 169 54 I feel joy when I notice there are plastic 

cups available 
I fear using plastic cups 204 150 107 I trust in plastic cups’ utility and func-

tionality 
I feel ashamed when I use plastic 
cups 

252 213 28 I feel pride when I use plastic cups 

I envy who doesn’t use plastic cups 312 143 25 I sympathize with who uses plastic cups 

I feel lonely when I use plastic cups 131 306 53 I feel welcomed when I use plastic cups 

I hate plastic cups 272 162 55 I love finding plastic cups available 

I am pessimist about plastic cups use 297 161 30 I am optimist about plastic cups use 

I feel disappointed when I buy 
something served in a plastic cup 294 173 23 I feel enthusiasm when I buy something 

served in a plastic cup 

I feel frustrated when I use plastic 
cups 

306 152 34 I am positively surprised when I find 
plastic cups to use 

I have contempt for plastic cups 260 210 22 I have passion for plastic cups 

I feel guilty when I use plastic cups 327 143 22 I feel relieved when I use plastic cups 

Using plastic cups makes me feel ea-
ger 220 250 24 Using plastic cups brings me serenity 
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6 Discussion

Responses signals that most respondents show attitude and behavioral intention that
favors the non-use of plastic cups. This remark allows us to infer that the sampled
students tend not to use plastic cups available in the commercial establishments in
campus. The stronger a person’s intention to perform the behavior, themore likely the
behavior will be performed [50]. However, we also identified that situational factors,
such as convenience and handiness, may reduce the positive effect of attitudes and
behavioral intention, which results in the adoption of plastic cups (this may occur
because the student is not carrying a silicon cup and/or amug at themoment). Another
point that supports the relevance of convenience and handiness is the expressions for
the “Perceived Behavioral Control” construct: althoughmost averages are lower than
3 on pro-environmental behavior inhibitory variables, we consider important the fact
that the variable “When I use a plastic cup, I do not have to carry a cup/glass with
me” showed a mean of 3.27 and standard deviation of 1.57.

In addition, the variable “I feel rewarded using a durable/reusable product”
showed amean of 4.13, which is in line with previous research [51]: people anticipate
experiencing positive affective reward from prosocial behavior, also known as warm
glow. Experiencing warm glow as a consequence of a pro-environmental attitude
may instigate learning effects that lead to future behavior [51].

Frequent exposure to content about the environment in traditional media, such as
TV and advertising, was positively related to environmental concerns and environ-
mental knowledge [52]. However, in contrast to previous studies [23, 53], subjective
norm - more specifically the influence of social networks and other media – did not
play a significant role in students’ decision making, which is not aligned with their
attitude and intention, and would be a barrier to the dissemination and promotion of
pro-environmental behavior.

Furthermore, regarding the second part of the study, in general, the university
people preferred to position themselves closer to negative emotions, except for
variables “loneliness/welcome” and “anxiety/serenity”, in which the neutral option
(represented by the position “0”) obtained more responses. This means that a large
part of the sample understands that the use of disposable plastic cups causes stress
and displeasure [54]. This result corroborates with attitudes stated in the first block
of the questionnaire, such as “To stop using plastic cups on a daily basis means being
concerned with the environment” (4.63), “I feel rewarded using a durable/reusable
product” (4.13) and “It is wrong to use disposable plastic cups because I am
contributing to environmental pollution” (4.07). Attitudes result from three types
of evaluative responses: cognitive, affective and behavioral [55].

Among the negative emotionswith themost significant performance, we highlight
concern, guilt, envy and frustration. Worry, frustration and, mainly, the feeling of
guilt, have already been verified in other studies, and can be understood as emotions
that predict behaviors associated with damage repair [36, 56, 57]. Frustration, along
with helplessness and lack of control, may result from the feeling of living in a society
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that does not appear to care about plastic [58]. Envy, on the other hand, is a novelty
verified in this study.

Envy is characterized by feelings of inferiority, desire and resentment [59]. It is
a feeling that is often denied and masked by consumers [60]. Envy translates into
regret for the evident success enjoyed by similars [61]. Therefore, it is considered a
painful social emotion [62]. However, it can be an emotion that motivates change,
especially to achieve public approval [59].

7 Conclusion

Analysing the results, it is possible to conclude that students show favorable atti-
tude and behavioral intention to disposable plastic cups non-use. Additionally, by
investigating the influence of emotions on the referred pro-environmental behavior,
we understand that they can be drivers of environmentally sustainable attitudes. In
this sense, we highlight the role of worry, guilt and envy. Therefore, we suggest that
education and communication should explore these emotions to mobilize people to
adopt green behaviors.However, as the results also show that questions related to situ-
ational factors could decrease the adoption of more ecologically suitable options, we
suggest that the very commercial establishments propose alternatives to consumers,
such as renting a cup, or proposing a price incentive for consumers who take away
meals or to-go beverages in their own containers [21], for example.

Also, social research with stakeholders, and trial schemes, have shown to be
an important step to achieve a state of readiness for transition when introducing
policies, such as bans and fines. However, they work best if they are introduced with
social attitudes and concerns (intrinsic motivations) in mind, which, psychologically,
are a better fundament for long-term engagement in pro-environmental behaviors
[58]. In this sense, the emotions mapped in this study could be representative of
these motivations and could be applied in communication campaigns aiming social
acceptance of new policies.

With regard to the study’s limitations, we point out the impossibility to generalize
the results obtained. University students usually present a higher knowledge and
environmental awareness level than people who have not been to one [63]. Also,
attitudes may vary according to the context in which they are expressed [64]. Hence,
we propose the extension of the universe of research. In addition, for themanipulation
of emotions to be carried out more effectively, we recommend the implementation
of experimental studies, to verify which emotions are major determinants of the
promotion of pro-environmental attitudes and behavioral intention.
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Abstract This article aims to analyze and synthesize the principal barriers in theway
of the implementation of the renewable energies through a literature review. After
doing an bibliometric analysis ant selecting 48 articles that satisfied the choosing
theme, 38 barriers were found, which were divided into 4 categories, them being:
Economics, Technical eTechnological, Political andSocial.After a thorough analysis
of each category, it was possible to observe that each barrier generates different
impacts in each country, depending of their development and climatic conditions,
and that all of them relate and impact each other, intensifying themselves andmaking
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1 Introduction

The environment has become a featured object among worldwide discussions. With
the increase of greenhouse gases and the confirmation of the possibility of fossil
resources depletion, alternative options have been increasingly searched and studied
[1].

Ensuring that the entire population has access to electricity is essential and a
challenge [2]. However, the world needs to expand access to electricity and also
transition from an energy system dominadsted by fossil fuels to renewable sources,
due to the environmental impact and the depletion of fossil fuel reserves.

Generating electricity from renewable sources, such as hydroelectric, wind, solar
photovoltaic, biomass, geothermal and tidal energy, has been a challenge and the goal
of many countries. These sources are widely available and their use for power gener-
ation does not produce pollution by burning fossil fuels, emissions of greenhouse
gases or radiation, as occurs, for example, in thermal and nuclear power plants.

According to [1], the diffusion and adoption of new technologies from renewable
sources have been of great interest to scientists and researchers from different disci-
plines. A justification for the time interval between the invention and the large-scale
diffusion of a technology can be found by looking at the barriers [3]. Many barriers
need to be addressed before large-scale diffusion is possible. Also, despite its unde-
niable importance, studies about renewable energies are not still priority in several
countries, restraining the quantity of available examples and information.

This work aims to analyzes these barriers for the implementation and diffusion
of renewable energies, based on a literature review of articles published in the last
5 years, with the objective of identifying the researches that address the theme and
the types barriers to the insertion of renewable energy technologies in the market.

2 Methodological Procedures

As a method for this article, a bibliographic review of the literature was conducted,
searching for academic articles that addresses the barriers, challenges or constraints
to the implementation of renewable energies.

A six-step process was used to select and retrieve the articles: (i) Explore the
bibliography; (ii) selection of the electronic database; (iii) identification of keywords
for the research; (iv) study exclusion criteria; (v) revision of the title, abstracts and
keywords of the articles obtained; (vi) reviewof the full text of the selected articles [4].

Research of the articles to make the bibliographical portfolio was made through
the CAPES periodicos portal in Scopus and Web of Science databases. Scopus
and Web of Science databases were selected due to the presence, at embassies,
of documents related to sustainability and management. The search term utilized
was: (TS = ((“renewable* energ*”) AND (niche OR city OR cities OR countr*))
AND TI = (barrier* OR constraint* OR challenge*)), that is, articles that had the
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terms “(“renewable* energ*”) AND (niche OR city OR cities OR countr*)” in the
title, abstract or keywords, and some of the terms “(barrier* OR constraint* OR
challenge*)” in the title were searched.

The first database resulted in 204 references, while the second, 276. References
were imported at Mendeley software, which allowed the exclusion of 147 duplicate
references, resulting in 333 articles. After that, the title and summary of these 333
references were analyzed to eliminate those that were not aligned with the objective
of the research that is to collect the barriers and challenges of the implementation
of renewable energies. After this selection, 48 references were reestablished for the
composition of the bibliographical portfolio (BP).

The 48 articles of the BP were read by one of the authors in a first round in
order to make sure that they were really aligned with the research objective. After
this first round, the authors met and the aspects to be collected from the reading of
the articles were defined, it was decided to analyze the types of barriers mentioned,
the type of energy source and the country studied in the articles, when present. In
the second round of readings, the articles were read by 4 researchers, and in this
round each one extracted from the articles the aspects defined in the previous step,
generating 4 files with the main elements of each article. The 4 files were compared
and there were no significant discrepancies between them, which would generate
the need for a re-reading of any of the articles. Having the definition of a method
of extracting concepts and elements from articles a priori was an important step
for the convergence of analyzes between researchers. Finally, the files were joined
generating a single base file for being analyzed by the authors.

From the systematic analysis of the articles, the authors propose a framework that
organizes the barriers in 4 major classes, and points out various types of barriers cor-
related to each of the classes. This theoretical framework is a source of information
for directing actions focused on resolving each type of barrier, in order to enable
greater diffusion of renewable energies in the world. This framework is presented
and analyzed in the following section.

3 Results and Discussion

This section presents an analyzes of the 48 references that form the bibliographic
portfolio (BP). The 48 scientific documents were mostly written in English by 167
authors and co-authors, with 11 articles being produced by only one author. They
have 369 keywords, were produced by 73 different institutions, 7 of which are private
or governmental companies, in 29 countries and published in 32 periodicals, annals
of events or books.

Fist, Fig. 1 shows from which countries are the authors that published the articles.
The darker the blue, the greater the number of authors from that country. The red
lines show the co-authorship lines between countries. It is possible to analyze that
research poles are still centered, having authors especially from developed and in
development countries, with great focus on Europe and Asia.
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Fig. 1 Collaboration map of article production between countries

The country with the most authors publishing on the topic is Malaysia with 22
authors, followed by India and the United Kingdom, both with 12 authors each.
Figure 1 shows an important co-authorship network between European countries,
and another network formed between Asian countries. Brazil has 3 researchers as
co-authors of articles whose main author is from Portugal.

As for the countries that are baseline for the studies, the trend is not the same
shown by the affiliation country of the author. Malaysia is study topic of only one
paper, India of 3 papers and there is no study focused on the United Kingdom. The
distribution of the studies by region is shown in Fig. 2 aggregated by continent. The
continent most researched is Asia with 21 appearances.

The articles present researches of different types of renewable energies, as shown
in Fig. 3. Among the most researched energies are: biomass [5, 6], onshore wind [7],
offshore wind [3], solar [5] and geothermal [8]. It’s important to notice that 23 of
the articles (27%) does not present research about one specific type of energy, being
more theoretical papers. That are also some papers from the BP that study more than
one type of energy in order to make comparative analysis.

Table 1 presents a framework that synthesizes the barriers for the diffusion of
renewable energies quoted in the articles of the bibliographic portfolio. These barriers
were grouped into 4 principal classes, obtained by importance shown inmost articles:
economics, technical and technological, political and social. In the central column
of Table 1, a more detailed analysis of the types that configure each class of barriers.
The right column of Table 1 presents the articles that make reference to each type of
barrier.
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Fig. 2 Number of appearances of researches focuses in specified countries, aggregated by continent

Fig. 3 Number of articles that studies each type of renewable energy

3.1 Financial Barriers

Despite the big innovations in the field of renewable energies, there is still a path to
make clean energies, indeed, accessible. One of the major problems for achieving
this objective is the financial barriers, which has not been cited in only 3 articles of
the BP. Even having a bigger impact in underdeveloped and in developing countries,
the economic obstacles have been revealed to be relevant in most countries studied
by the articles [9]. For the developed countries studied the most critical financial
barrier is the cost of renewable energy that is not yet competitive between the cost of
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Table 1 List of barriers by category

Classes of
barriers

Types of barriers Articles

Economics High initial investment
costs

[9–19]

Cos of system and
technologies

[10, 19–27]

Lack of financial support
(institutions)

[11, 13, 17, 19, 20, 25, 27–31]

Lack of financial policies [22, 25, 27, 28, 32, 33]

Insufficient fund (limited
access to capital)

[19, 21, 22, 27, 33, 34]

Obstacles for private
investment

[11, 12, 23, 25, 34–36]

Late financial return [25, 31, 34]

Expensive studies [37]

Small market [34]

Technical and
technologic

Lack of infrastructure
and/or logistic

[11, 13, 22, 25, 26, 28, 31, 34, 35, 38]

Lack or research [20, 26, 28, 29, 31, 32, 35, 37]

Lack of technologies
and/or materials

[13, 16, 18, 21, 23, 25, 28, 31, 32, 34, 35, 37, 39]

Lack of manpower
(maintenance included)

[11, 18, 20, 21, 28, 31, 32, 35]

Lack of documentation [11, 16, 18–20, 26, 28, 31, 33]

Lack of similar systems [18, 32, 34]

Climate changes [37]

Low efficiency [13, 31, 32, 40]

Competitiveness from
fossil fuels

[20, 23, 25, 26, 33, 35, 41, 42]

Need of large areas
(implementation)

[11, 13, 43, 44]

Problems in shift of
energies

[28, 34, 41]

Implementation since
beginning of project

[16]

Transportation problems [29]

Political Political instability [19, 26, 31, 34, 36]

Companies
disagreements

[25, 38, 40, 45]

Lack of public support [16, 18, 23, 25, 29, 37, 46]

Lack of policies [11, 13, 16, 25, 26, 32–35, 37, 38, 40, 46]

(continued)
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Table 1 (continued)

Classes of
barriers

Types of barriers Articles

Complex institutional
procedures

[11, 19, 23, 28, 31, 32, 34, 35, 37, 46]

Non-defined
responsibilities

[11, 18, 34, 36, 40]

Lack of dissemination of
information

[18]

Insufficient resources [13]

Commercialization
barriers

[33]

Lack of knowledge
between authorities

[34]

Social Lack of knowledge of its
importance

[11, 13, 18, 21, 23, 25, 26, 32, 34, 35, 38, 41, 46]

Social insecurity [29, 31]

Costs [21, 35]

Preference for traditional [18]

Discomfort of nearby
communities

[19]

fossil fuels that are already deployed [23, 34, 36, 47]. Either for the lack of large-scale
production or the lack of specialized companies in the improvement and optimization
of the needed materials, the cost of renewable systems becomes higher than fossil’s
[17, 18].

As for the underdeveloped countries the financial barriers comprehend the lack
of investiments either from private electrical sector [35] and public [28].

In terms of cost for implementation, because they are relatively new technologies
the necessary materials for installation are of difficult access several times and high
costs [10]. Besides, the high costs of initial investment [17] and the late financial
return [48] generates uncertainties for potential investors, mainly those who aren’t
aware of the long-term benefits of renewable energies [48].

Another problem related to its cost is that in many countries governments still
gives subsides for fossil fuel production, an in this way they are cheaper and more
competitive than renewable energies [12, 36, 37].

The lack of financial support and institutions focused on the area [22, 34, 46] is also
shown as barrier for its development, and these institutions, when exist, are usually
inefficient and ineffective, making the access to the capital difficult andmakingmany
projects unfeasible due to lack of funds [11, 20, 41].
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3.2 Technical and Technological Barriers

The lack of infrastructure [21] and of requested technologies [10, 16] were two of the
most technical problems mentioned. Renewable energies demand specific materials
and technologies, which are not available in all countries, therefore many of them
depend on the import of products [19]. Besides, even the countries who possess the
means to manufacture the necessary parts still don’t produce them in large scales,
making them more expensive and their access even more difficult.

For being a new area, the number of researches and already installed systems are
still low [16] and therefore, the data and documentations are also limited [36], which
brings more doubts about the real cost, capacity and installation of these energies.
This limited information also becomes a problem for when educating new profes-
sionals in the area, causing the lack of manpower [39] to be another big technical
gap. Also, there is still no real estimative of the costs related to maintenance of the
energy generation stations [17, 29] and high qualified employees for maintenance
[49].

The competitiveness of fossil fuels is another big challenge. As it is alreadywidely
used, efficient and have its costs lower [17], the shift for renewable energies is seen
as too risky, to the point that it’s not worth it compared to an already stable and
safe energy. The infeasibility of certain renewable energies also makes them less
attractive: Energies like wind and hydroelectric demand specific environments and
climate conditions, and can present efficiency changes according to the weather and
time of the year [33]. Also, researchers point out the problem of physical space
necessary for the implementation of certain types of energy as solar, that request
large areas for panels in order of a 100% renewable matrix [40].

3.3 Political Barriers

Due to the high costs and difficulties in the implementation (which include the
shift from fossil fuels to clean energies), renewable energies are not attractive for
investors and companies [13]. Because of that, literature point out that it is impor-
tant that government incentives exist, with the objective of stimulating and encour-
aging investments, research and also to facilitate the implementation of these systems
[1, 43].

The lack of policies and institutions focused on renewable energies [15, 30] was
one of the most mentioned barriers, as well as the large number of complex insti-
tutional procedures existing in the process of implementation [19, 50]. Besides, in
several countries the responsibilities towards these energies are not clear, such as
supervision, maintenance and necessary documentation.

Not only the lack of policies, but also the lack of information dissemination
becomes an obstacle [16]. In countries where the population doesn’t have knowledge
about renewable energies, there is a lack of divulgation by the government.
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The political instability, especially in undeveloped countries, has shown itself to
be an extremely relevant problem [26, 32]. Several articles that leveled the importance
of the existing barriers quoted political instability as being the main general barrier
in the way of the installation of renewable energies [18].

3.4 Social Barriers

In several countries the lack of knowledge and information of the population about
renewable energies [9, 51]was quoted as being one of the barrierswithmajor impacts.
There is a low acceptance and insecurity from society [32], either for not knowing the
importance of having clean energy, the advantages of it or how these energies work.
Thais makes much more difficult to make renewable energies projects feasible. In
specific countries, the preference for traditional also impacts the population, as is the
case in Sub-Saharan Africa, where they prefer a wood burning stove than changing
for a more ecological way as the biogas [16].

4 Conclusion

From the study of the article of the bibliographic portfolio and the construction of the
framework that systematizes the classes and types of barriers to the implementation
of renewable energies, it was possible to verify that each barrier has different impacts
in each country, showing that it is not suitable to have the same approach for all the
situations. Besides, all the barriers relate and impact each other, as pointed out below:

Financial—The high initial costs make the development of needed material
more difficult, generates low incentives for the government to invest in these
technologies and discourages the population to ask for more renewable options.
Technical and Technological—The lack of specialized manpower and companies
focused on renewable energies increases the costs of implementation and research,
which causes most countries to resort to the importation of several materials. This
avoids the population of having knowledge about the existence and functioning
of clean energies, bringing preconceptions and insecurities.
Political—The lack of investments of the government towards renewable energies
causes delays in the projects, research and even in its implementation. It also
influences directly in the disinformation of the population about the importance
of the subject, decreasing even more the research about the theme.
Social—Themisinformation of the people causes in less availability of manpower
for work and search about renewable energies, which ends up amplifying all the
other barriers.

Given the encountered barriers, it is suggested for future research to understand
how they can be overcome through empirical studies about the developed countries
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that have been living the transition of their energetic matrix for a mainly renewable
basis. It is important to highlight that for this energetic matrix change to happen,
society, financial entities, universities, research institutions and the government have
responsibilities and important roles to be played.

References

1. Curtius, H.C., The adoption of building-integrated photovoltaics: barriers and facilitators.
Renewable Energy, 2018. 126: pp. 783–790.

2. BANK, W., Global Tracking Framework 2017: Progress Towards Sustainable Energy. World
Bank, Washington, DC, April. https://doi.org/10.1596/978-1-4648-1084-8 License: Creative
Commons Attribution CC BY 3.0 IGO. 2017.

3. Dedecca, J.G., R.A. Hakvoort, and J.R. Ortt, Market strategies for offshore wind in Europe:
A development and diffusion perspective. Renewable and Sustainable Energy Reviews, 2016.
66: pp. 286–296.

4. Thomé, A.M.T., R.L. Hollmann, and L. Carmo, Research synthesis in collaborative planning
forecast and replenishment. Industrial Management & Data Systems, 2014. 114(6): pp. 949–
965.

5. Elmustapha, H., T. Hoppe, and H. Bressers, Comparing two pathways of strategic niche
management in a developing economy; the cases of solar photovoltaic and solar thermal energy
market development in Lebanon. Journal of cleaner production, 2018. 186: pp. 155–167.

6. Tani, A., A Strategic Niche Management approach for shaping bio-based economy in Europe.
Open Agriculture, 2018. 3(1): pp. 98–109.

7. Bauknecht, D., G. Brunekreeft, and R. Meyer, From niche to mainstream: The evolution of
renewable energy in the German electricity market, in Evolution of Global Electricity Markets.
2013, Elsevier. pp. 169–198.

8. DiEnna Jr., J.P. Geothermal heat pumps—more than a niche. in Green Energy Times. 2016.
9. Arshad, M. and B. O’Kelly, Global status of wind power generation: theory, practice, and

challenges. International Journal of Green Energy, 2019. 16(14): pp. 1073–1090.
10. Chakraborty, S., P. Sadhu, and U. Goswami, Barriers in the advancement of solar energy in

developing countries like India.ProblemyEkorozwoju–ProblemsOfSustainableDevelopment,
2016. 11(2): pp. 75–80.

11. How, B.S., et al., An outlook of Malaysian biomass industry commercialisation: Perspectives
and challenges. RENEWABLE & SUSTAINABLE ENERGY REVIEWS, 2019. 113.

12. Khan, Z. and A.A. Khan, Current Barriers to Renewable Energy Development in Trinidad and
Tobago. Strategic Planning for Energy and the Environment, 2017. 36(4): pp. 8–23.

13. Ma, L., J. Yu, and L. Zhang, An analysis on barriers to biomass and bioenergy development
in rural China using intuitionistic fuzzy cognitive map. Energies, 2019. 12(9).

14. Polzin, F., Mobilizing private finance for low-carbon innovation—A systematic review of
barriers and solutions. Renewable & Sustainable Energy Reviews, 2017. 77: pp. 525–535.

15. Rezaee,M.J., S. Yousefi, and J. Hayati,Root barriers management in development of renewable
energy resources in Iran: An interpretative structural modeling approach.Energy Policy, 2019.
129: pp. 292–306.

16. Rupf,G.V., et al.,Barriers and opportunities of biogas dissemination in Sub-Saharan Africa and
lessons learned from Rwanda, Tanzania, China, India, and Nepal. Renewable & Sustainable
Energy Reviews, 2015. 52: pp. 468–476.

17. Seetharaman, et al., Breaking barriers in deployment of renewable energy. Heliyon, 2019. 5(1).
18. Shah, S.A.A., Y.A. Solangi, and M. Ikram, Analysis of barriers to the adoption of cleaner

energy technologies in Pakistan using Modified Delphi and Fuzzy Analytical Hierarchy Process.
Journal of Cleaner Production, 2019. 235: pp. 1037–1050.

https://doi.org/10.1596/978-1-4648-1084-8


Barriers to the Diffusion of Renewable Energies … 99

19. Sukamongkol, Y. Barriers of the solar PV rooftop promoting in Thailand. Energy Engineering
Program, Faculty of Engineering, Ramkhamheang University, Bangkok, Thailand: Institute of
Electrical and Electronics Engineers Inc.

20. Diógenes, J.R.F., J. Claro, and J.C. Rodrigues, Barriers to onshore wind farm implementation
in Brazil. Energy Policy, 2019. 128: pp. 253–266.

21. Fenton, P. and W. Kanda, Barriers to the diffusion of renewable energy: studies of biogas for
transport in two European cities. Journal of Environmental Planning and Management, 2017.
60(4): pp. 725–742.

22. Haas, J., et al., Sunset or sunrise? Understanding the barriers and options for the massive
deployment of solar technologies in Chile. Energy Policy, 2018. 112: pp. 399–414.

23. Karakaya, E. and P. Sriwannawit, Barriers to the adoption of photovoltaic systems: The state
of the art. Renewable & Sustainable Energy Reviews, 2015. 49: pp. 60–66.

24. Granoff, I., J.R. Hogarth, and A. Miller, Nested barriers to low-carbon infrastructure
investment. Nature Climate Change, 2016. 6(12): pp. 1065–1071.

25. Saculsan, P.G. Analysis of the Constraints in the Renewable Energy Sector within a Multi-level
Energy Transition Perspective (MLP): The Case of the Philippines. Kyoto University, Kyoto,
Japan: Institute of Physics Publishing.

26. Ullah, K.,M.S. Raza, and F.M.Mirza,Barriers to hydro-power resource utilization in Pakistan:
A mixed approach. Energy Policy, 2019. 132: pp. 723–735.

27. Wyllie, J.O.Y., E.A. Essah, and E.L. Ofetotse, Barriers of solar energy uptake and the potential
for mitigation solutions in Barbados. Renewable and Sustainable Energy Reviews, 2018. 91:
pp. 935–949.

28. dos Santos Carstens, D.D. and S.K. da Cunha, Challenges and opportunities for the growth of
solar photovoltaic energy in Brazil. ENERGY POLICY, 2019. 125: pp. 396–404.

29. Sato, T., et al. A Challenge for Sustainable Electrification, Respecting the Local Tradition in
Ciptagelar Village, West Java, Indonesia: Complementary Approach with a Private Company.
Institute ofDecisionScience forASustainableSociety,KyushuUniversity, Fukuoka, 819-0395,
Japan: Elsevier Ltd.

30. Shah, S.A.A. and Y.A. Solangi, A sustainable solution for electricity crisis in Pakistan: oppor-
tunities, barriers, and policy implications for 100% renewable energy. Environmental Science
and Pollution Research, 2019.

31. Thapar, S., S. Sharma, and A. Verma, Analysis of factors impacting wind and solar sectors—
Challenges to sustainable development (Four Country Study). Sustainable Development, 2019.
27(3): pp. 481–511.

32. Ghimire, L.P. and Y. Kim, An analysis on barriers to renewable energy development in the
context of Nepal using AHP. Renewable Energy, 2018. 129: pp. 446–456.

33. Morales, S., et al., An overview of small hydropower plants in Colombia: Status, potential,
barriers and perspectives. Renewable and Sustainable Energy Reviews, 2015. 50: pp. 1650–
1657.

34. Garcia, D.A., Analysis of non-economic barriers for the deployment of hydrogen technologies
and infrastructures in European countries. International Journal Of Hydrogen Energy, 2017.
42(10): pp. 6435–6447.

35. Anantharajah, K., Governing climate finance in Fiji: Barriers, complexity and interconnected-
ness. Sustainability (Switzerland), 2019. 11(12).

36. Mokhtar, A.Challenges of retrofitting affordable housing to net-zero carbon in the United Arab
Emirates. American University of Sharjah, Sharjah, United Arab Emirates: Institute of Physics
Publishing.

37. Manaf, I.S.A., et al., A review for key challenges of the development of biodiesel industry.
Energy Conversion and Management, 2019. 185: pp. 508–517.

38. Arshad, M. and B. O’Kelly, Global Status of Wind Power Generation: Theory, Practice and
Challenges (pg 1, 2019). International Journal of Green Energy, 2019. 16(14): p. 1379.

39. Sindhu, S., V. Nehra, and S. Luthra, Identification and analysis of barriers in implementation
of solar energy in Indian rural sector using integrated ISM and fuzzy MICMAC approach.
Renewable and Sustainable Energy Reviews, 2016. 62: pp. 70–88.



100 L. de Barros Zamparetti et al.

40. Gunther,M.,Challenges of a 100% renewable energy supply in the Java-Bali grid. International
Journal of Technology, 2018. 9(2): pp. 257–266.

41. Okafor, A.O. and J.T. Martins, Institutional stakeholder perceptions of barriers to Green
IT policy in Nigeria. International Journal of Technology Management and Sustainable
Development, 2017. 16(1): pp. 71–95.

42. Olowu, T.O., et al., Future Challenges and Mitigation Methods for High Photovoltaic
Penetration: A Survey. ENERGIES, 2018. 11(7).

43. Cheraghi, S., S. Choobchain, and E. Abbasi, Investigation of entrepreneurship development
barriers in the field of renewable energies technologies in developing countries: A case of iran.
International Journal of Scientific and Technology Research, 2019. 8(3): pp. 160–170.

44. Linnerud, K. and E.Holden, Investment barriers under a renewable-electricity support scheme:
Differences across investor types. Energy, 2015. 87: pp. 699–709.

45. Chakraborty, S., P.K. Sadhu, and U. Goswami, Barriers in the Advancement of Solar Energy
in Developing Countries like India. Problemy Ekorozwoju, 2016. 11(2): pp. 75–80.

46. Desgain, D. and J. Haselip, Barriers to the Transfer of Low-carbon Electricity Generation
Technologies in Four Latin American Countries. Energy Sources Part B-Economics Planning
and Policy, 2015. 10(4): pp. 348–360.

47. Jamil, M., F. Ahmad, and Y.J. Jeon, Renewable energy technologies adopted by the UAE:
Prospects and challenges—A comprehensive overview. Renewable and Sustainable Energy
Reviews, 2016. 55: pp. 1181–1194.

48. Karatayev, M. and S. Hall, Integration of wind and solar power in Kazakhstan: Incentives
and barriers. 2017, Taylor and Francis: School of Geography, University of Nottingham, UK,
pp. 65–89.

49. Yaqoot, M., P. Diwan, and T.C. Kandpal, Review of barriers to the dissemination of decen-
tralized renewable energy systems. Renewable & Sustainable Energy Reviews, 2016. 58:
pp. 477–490.

50. Nasirov, S., C. Silva, and C.A. Agostini, Investors’ perspectives on barriers to the deployment
of renewable energy sources in Chile. Energies, 2015. 8(5): pp. 3794–3814.

51. Murombo, T., Legal and policy barriers to renewable and sustainable energy sources in South
Africa. Journal of World Energy Law and Business, 2016. 9(2): pp. 142–165.



Organizational Performances
of Distributed Generation in Brazil
Electric Utilities: A Balanced Scorecard
Perspective

Carmen B. Rosa, Julio Cezar M. Siluk, Paula D. Rigo, Graciele Rediske,
Heloísa P. Burin, and Leandro Michels

Abstract The transformation of the electricity sector towards amore diversified and
sustainable electricity production has increase the importance of distributed genera-
tion. In Brazil, the electric power generation systems connected to the electric grid
near the load center grow through the compensation of credits, a model that was only
possible after ANEEL Normative Resolution. Although the systemic benefits asso-
ciated with the expansion of distributed generation are evident, regarding the electric
utilities is important to assess the challenges arising from the increased diffusion rate
of these facilities. Given this scenario, for the utilities to achieve adequate perfor-
mance and defend strategic positions in the electricity market, it is necessary to
know and understand the dynamics of the business permeated by indicators capable
of measuring and evaluating, in fact, their specific reality. Therefore, in this article,
the use of a performance measurement system was developed based on the Balanced
Scorecard precepts. Thirty-two objectives were selected through the methodology
that associated with the Delphi method and allocated to the BSC divided into four
traditional perspectives: Financial, Customer, Internal Process, and Learning and
Growth.

Keywords Balanced scorecard · Organizational performances · Distributed
generation

C. B. Rosa (B) · J. C. M. Siluk · P. D. Rigo · G. Rediske · H. P. Burin
Production Engineering Postgraduate Program, Federal University of Santa Maria (UFSM), Santa
Maria 97105-900, Brazil
e-mail: carmen.b.rosa@ufsm.br

L. Michels
Electrical Engineering Postgraduate Program, Federal University of Santa Maria (UFSM), Santa
Maria 97105-900, Brazil

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
A. M. T. Thomé et al. (eds.), Industrial Engineering and Operations Management,
Springer Proceedings in Mathematics & Statistics 337,
https://doi.org/10.1007/978-3-030-56920-4_9

101

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-56920-4_9&domain=pdf
mailto:carmen.b.rosa@ufsm.br
https://doi.org/10.1007/978-3-030-56920-4_9


102 C. B. Rosa et al.

1 Distributed Generation in Brazil

The search for development increasingly brings the current scenario closer to the
depletion of natural resources aimed at generating electricity [1]. The transition to a
mixed energy systemwithmore significant renewable sources is underway, supported
by technological advances and demand projections [2]. Electric power systems
have traditionally been designed hierarchically, where large centers produce energy,
transmission systems transport the energy generated in high voltage to consumers
distributed in low voltage. However, in recent decades, many countries have started
the process of liberalizing their electrical systems and opening access to transmission
and distribution grid [2].

Distributed Generation (DG) represents the new configuration for the electricity
sector [3]. According to the Resolution of the National Electric Energy Agency
(ANEEL) 482/2012 the literal definition of DG means generation of electricity that
is injected directly into the distribution electric utilities grid [3]. The environmental
appeal that DG has acquired in recent years does not derive directly from the concept
of distributed generation, however it is a construction, varying from a myriad of
factors, such as the location of the grid, the voltage level, the resource and the
technology used to generate electricity, installed capacity, environmental impact and
economic aspects [4].

Despite Brazil being the fifth largest country in the world in territorial area, with
some remote regions, historically the country has never benefited from decentralized
electrical systems and chose to build large hydroelectric plants and extend long trans-
mission lines [5]. Only recently, with environmental pressure and the impossibility of
investing in expanding the centralization of power generation by water sources, the
Brazilian government is turning its attention to the distributed generation. The DG
has an important impact on the entire power transmission and distribution system as
it changes the design of the current system and becomes a key issue of high criticality
[6]. The resolution proposed the creation of an energy compensation system, the Net
Metering. The owner of a small renewable source generator (Wind, Photovoltaic
Systems, Biomass, Small Hydroelectric Plants) does not need to consume all the
energy produced at the time of generation, because they will be able to inject into the
power grid to receive kWh credits on the bill [4]. The regulatory agency published
ANEELNormative Resolution 687/2015, in this regulatory, microgeneration is char-
acterized by an installed power of less than or equal to 75 kW, and minigeneration
is characterized by an installed power of greater than 75 kW and less than or equal
to 5 MW [7].

The photovoltaic energy (PV) represents over 88% of the distributed generation
in the country. The scenario of PV in Brazil constitutes promising expectations, due
to the advantageous geographic location—with almost all its territory located in
tropical range—to capture solar energy, where the degree of incidence of solar rays
in this region is almost perpendicular, favoring the high levels of solar irradiation [8].
The average annual irradiation in Brazil varies between 1200 and 2400 kWh/m2/year,
being above the average of Europe [8].With all this potential for generation of energy
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from the solar source, according to the records of the ANEEL, the country presented
a total of installations of small-scale power generation solar systems in Brazil in
November 2019 of 144,209, which corresponds to 1.67 GW of power [9].

The advance of distributed generation implies transformations in the electricity
sector and especially in the distribution segment. This large insertion of DG and
Prosumers (Producers + Consumers) in distribution systems has led to a major
change in the traditional electricity business model, as the consumer becomes
part of its traditional value chain, offering new services such as voltage control
services, system information, rapid demand response, storage capacity, and more
[10]. However, this generation diffusion dynamics, focused on the most represen-
tative source, photovoltaic solar, tends to have significant impacts on the electricity
sector.

The current transition of the electricity utility structure to a new model is being
driven by economic and technological forces that will ultimately drive change [2]. In
1982, Lovins and Lovins [11] developed a framework that showed how utilities can
change from “sellers of kilowatt-hours to funders of lower-cost energy investments”.
More recently, De Fusco et al. [12], Facchinetti et al. [13] proposed conceptual
frameworks for emerging models of energy utility companies and business innova-
tions. Helms [14] identified the shift from tangible to intangible assets as the most
important barrier for utilities to become energy service providers. Burger and Luke
[15] state in their study that regulatory factors are more important than technological
factors in driving a shift to distributed energy resources. Finally, Richter identifies
10 factors for utilities to invest in these technologies, such as marketing and public
relations [16].

In general, the conclusions of the surveys developed with the aim of explaining
the scenario of European utilities bring good reflections for the moment of utilities
in Brazil, from the perspective of DG management. The DG in Brazil is inserted in
a moment of ideation, mainly because it is exponentially expanding, which forces
electric utilities to perform their processes with maximum efficiency. In view of
this scenario, for companies defend strategic positions in the electricity market, it is
necessary to know and understand the dynamics of the actors in the business allocated
in performance models capable of measuring and evaluating specific reality.

1.1 Balanced Scorecard: Theoretical Background

The Balanced Scorecard (BSC) emphasizes on performance measurement and eval-
uation of the defined strategies deployed by the organization. BSC technique was
developed by Kaplan and Norton [17] as a strategic performance management tool to
help decode organizational strategies into actions plans. The multidimensional BSC
framework comprises four perspectives—Financial, Clients, Internal Processes and
Learning and Growth—scorecard strategies contribute to the implementation of a
consistent strategy. Executives use the BSC as an organizational tool for important
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management processes: establishment of individual and team goals, remuneration
and allocation of resources, planning, budget feedback and strategic learning [18].

The Sánchez-Ortiz research’s et al. [18] reflects the BSC’s ability to adapt and
model, showing how it can be used to analyze and define the strategic objectives
followed by the five major electricity generation and distribution companies in
Spain from the strategies and objectives of each electric power company identified
individually, without focus in DG.

In this study, the concept of BSC is used for the design of an organizational
performancemeasurementmodel to support themanagement ofDG in electric power
utilities in Brazil. The essence of the BSC implies the decision of organizations based
on the requirements of the strategy, hence the term organization focused on strategy.
The use of the original model of the BSC for a public or regulated organization
should establish perspectives that adjust more to its reality, always maintaining a
logical relationship of cause and effect.

2 Methodological Structure Proposed

The methodology proposed for this study is based on three phases, according to the
Fig. 1.

Systematic literature reviews, whether quantitative or qualitative, are important
tools for drawing conclusions from large bodies of research, enabling advancement of
scientific theory and evidence-based practice [19]. The systematic review startedwith
the elaboration of the protocol reproduction strategy based on the identification of the
determined study theme from the execution of primary studies and was divided into
three keywords: distributed generation, business, utilities. The search was without
time frame, as it is a recent term and aims to verify the evolution of publications.
The search terms were investigated in the databases Scopus andWeb of Science. The
advanced search in the Scopus base considered the filter: TITLE-ABS-KEY (utilities
AND “Distributed generation” AND “business”). A total of 126 articles were found
with search specifications. The database Web of Science performed the search based
on the selection: TS: (utility*AND Distributed generation AND business), a total of
46 articles were found.

Measuring Organizational Performance Delphi Method

Organizational Strategy 
within the BSC

Systematic Review

Fig. 1 Schematic representation of the methodological structure
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The metadata for 172 articles have been added to the software Mendeley®, 61
were duplicate articles. The selection and extraction of the relevant data from the
111 articles took place by reading all the publications in full. However, 61 studies
were selected that were aligned with the research question. The compilation of the
results of the bibliographic research together with the documentary research was
structured in objectives allocated in the four perspectives of the BSC.

The second phase of the research was with the construction of a structured semi-
open questionnaire, which was sent to six specialists in the area of DG (three repre-
sentatives of electric utilities, two researchers in the area and one representative from
ANEEL) the in order to verify the opinion against the selected objectives. The Delphi
method was used evaluation of the returned questionnaires, this method is an appro-
priate approach to analyze the opinions of experts to achieve an understanding of
future developments and to aggregate opinions and judgments in a context of collec-
tive decision. The appropriate selection of respondents from the survey instrument
is a key stage in the design of the Delphi method. The recruitment of participants is
usually informed by the level of their domain knowledge in the relevant topic area
[20]. In terms of the number of panelists needed, the suggested range is: 5–20, not
>50 [20].

Subsequent to the evaluation of the return of theDelphi instrument, it was possible
to refine the objectives and validate their subdivision from the perspective of the
BSC. Such refinement allowed the previous construction of a model for monitoring
the organizational performance of the generation distributed in the electric utilities.
At this point, the research objective is resumed and the result obtained satisfies the
research problem defined in the introductory section of this study.

3 Results and Discussion

3.1 Application of BSC in Distributed Generation in Electric
Utilities

In view of the objective of the study, the selection of objectives consisted of a critical
reading of the articles selected through the protocol of systematic literature review, in
addition to the complement of the document search in technical notes and regulatory
standards of the electric sector in Brazil. The Table 1 presents the objectives most
important to characterize the dimension that indicates how the transformation of the
strategy results in economic success.

To illustrate the financial dimension, Alhamwi et al. [38] distributed indicators
that provide a return on capital employed. The research of Figge et al. [23] was
concerned with characterizing how the transformation of the strategy can result in
economic success, defining economic success as greater profitability. In international
scenario, Richter [27] argues that the increase in electricity generation by individuals
leads to a decreasing demand for electricity from energy distribution companies
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Table 1 Objectives selected for financial perspective

Goal Question to be answered? Authors

Improve profitability by installing
microgeneration and mini-generation

Is the organization profitable? [21–27]

Decrease costs associated with
checking micro and mini-generation
projects

Is the cost target reached? [22, 24, 27–32]

Reduce operating costs for
microgeneration and mini-generation

Is the cost target reached? [22, 24, 27–32]

Reduce costs with rework in the
distributed generation sector

Is the cost target reached? [21, 33, 34]

Reduce costs with distributed
generation in the legal department

Is the impact of legal processes linked
to DG calculated?

[18, 35, 36]

and, consequently, to the erosion of their revenues. In general, the identification
of the objectives allocated in the financial perspective associated the reality of the
management ofDG in the utilitieswith the need to guarantee economic sustainability.

The Table 2 presents the objectives associated with the second perspective of the
BSC, the dimension of the customers.

How efficient management of stakeholders in the electricity utility business is
necessary for the organization’s long-term profitability and survival in the market
[44], the second perspective includes the company’s external stakeholders, in partic-
ular customers. This approachmakes it possible to articulate the strategy of customers
andmarkets towards the financial results desired by the organization. In fact, the BSC
allows us to understand how the integration of customer aspects can contribute to
economic performance.

Table 3 identifies the objectives associated with the third perspective of the BSC,
the dimension of Internal Processes.

It is known that the use of BSC can represent and provide strategies according
to each business, instead of offering the simple combination of financial and non-
financial indicators classified by individual categories [56]. According to the authors’
arguments about the perspective of internal processes, organizational skills, and
learning contribute to the organization’s ability to implement internal business
processes so that, finally, value creation can take place.

The fourth perspective of the BSC involves measuring the performance of key
elements of the organization’s ability to compete, improve processes and, ultimately,
create value, describe in Table 4.

According to the authors Farooq and Hussains [60] this perspective is the back-
bone of a successful BSC, as it involves employee skills, motivation, and informa-
tion systems. All authors mentioned in Table 4 define that greater motivation and
employee satisfaction are a key factor in the success of a corporate strategy. The
essence of the BSC implies the insertion of the organization’s strategy at the center
of management processes.
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Table 2 Objectives selected for customers’ perspective

Goal Question to be answered? Authors

Map customers with
micro-generation systems

Are all micro-generation customers
georeferenced?

[6, 39, 40]

Map customers with mini-generation
systems

Are all mini-generation customers
georeferenced?

[6, 39, 40]

Comply with the deadlines for
connecting the system to the power
grid as established by ANEEL

Does the utilities comply with the
deadlines established by ANEEL?

[5, 37, 41–43]

Strengthen the utilities’s image to
stakeholders

Is the utilities’s image satisfactory? [18, 44, 45]

Promote energy efficiency
campaigns targeting residential,
commercial and industrial customers

Does the utilities promote energy
efficiency campaigns?

[46–48]

Promote greater clarity in the
relationship of the generation
distributed between the utilities and
customers

Does the utilities establish clarity in
the relationship with DG customers?

[18, 37, 45, 49]

Periodically control customers with
remote self-consumption

Is there a periodic control of
customers with remote
self-consumption?

[6, 39, 40, 50]

Periodically control customers with
multiple consumer units

Is there a periodic control of
customers with multiple consumer
units?

[6, 39, 40, 50]

Periodically control customers with
shared generation

Is there a periodic control of
customers with shared generation?

[6, 39, 40, 50]

Ensure microgeneration and
mini-generation customer
satisfaction

Does the utilities guarantee its
customer’s satisfaction with DG?

[18, 49]

Once the search for objectives is finished, the Delphi method was designed to
improve a group’s access to multiple interpretations and views on the topic under
discussion. The Delphi instrument was designed in the format of Fig. 2 to instruct
specialists to answer a sequence of questions about the adequacy of each objective
allocated in the respective four perspectives of the BSC.

The consensus verification was achieved in the first round of the Delphi instru-
ment’s application to the six specialists. The instrument returned according to
Fig. 3.

The six reports of the specialists were translated graphically and treated through
content analysis. There was full consensus on the adequacy of 31 of the 33 objectives
allocated in the four perspectives of the BSC. The incongruity of objective 1.1 was
verified by 67%of the experts, their opinionwas asserted through the interpretation of
the businessmodel of the electric energy utilities inBrazil.With that, the decisionwas
made to exclude objective 1.1 from the proposed BSC model. Regarding objective
3.1, this was indicated by an expert as inadequate because it does not cover aspects
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Table 3 Objectives selected for internal processes perspective

Goal Question to be answered? Authors

Periodically calculate the occupancy
rate of employees responsible for micro
and mini-generation

Is there DG process control through a
workflow known to everyone at the
dealership?

[52, 53]

Standardize service to microgeneration
and mini-generation customers when
requesting access

Is there a standardization in the
requests for access to DG customers?

[6, 54–56]

Standardize service to microgeneration
and mini-generation customers in the
evaluation of projects and connection of
the system to the electricity grid

Is there a standardization in the
assessments and connection of the DG
system in the electric grid?

[6, 54–56]

Control all distributed generation
processes in the company through the
disclosure of a workflow

Control all distributed generation
processes in the company through the
disclosure of a workflow

[51, 52, 54]

Guarantee the quality of access of the
microgeneration and mini-generation
system to the electricity grid

Does the utilities guarantee quality in
the DG system’s access to the power
grid?

[18, 55, 57]

Provide service that ensures greater
clarity to DG consumers about their
duties to the quality and safety of the
electrical grid

Does the utilities offer clarity to the
consumer of DG in defining its duties
towards the quality and safety of the
electric grid?

[19, 56, 57]

Record the technical inconsistencies of
the micro-generation and
mini-generation projects in order to
generate a database to report recurring
practices

Is there a record of technical
inconsistencies in DG projects in a
database?

[6, 54–56]

Standardize the technical evaluations of
microgeneration and mini-generation
projects

Is there a standardization in the
technical evaluations of DG projects?

[6, 54–56]

To be a reference in services in the
microgeneration and mini-generation
sector

Does the utilities consider itself a
reference in service in the DG sector?

[56, 57, 60]

Ensure continuous improvement in the
efficiency of distribution and
commercialization of electricity by
distributed generation

Does the utilities guarantee continuous
improvement in the efficiency of the
distribution and sale of electricity by
DG?

[18, 57]

Propose synergy projects with other
electricity supply companies to identify
levers for improvement

Does the utilities propose synergy
projects in DG with other electricity
utilities?

[18]

Ensure effort in R&D&I in the area of
distributed generation

Does the utilities guarantee effort in
R&D&I in the DG area?

[18, 52]
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Table 4 Selected objectives for learning and growth perspective

Goal Question to be answered? Authors

Develop skills in microgeneration and
mini-generation

Does the utilities develop skills in the
DG area?

[44, 59]

Create employee awareness to act
responsibly

Does the utilities create awareness
among employees to act responsibly?

[6, 58, 60]

Motivate employees to improve results Does the dealership motivate employees
in search of better results in DG?

[6, 44, 60]

Provide empowerment and alignment of
micro and mini-generation employees

Does the utilities propose empowerment
and alignment of DG employees?

[58, 60]

Propose workforce recycling Does the utilities propose workforce
recycling?

[6, 24, 58]

Promote computerization of employees Does the utilities propose
computerization of DG employees?

[44, 60]
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4.1  Develop skills in microgeneration and mini-generation

4.2  Create employee awareness to act responsability

4.3  Motivate employees to improve results

4.4  Provide empowerment and alignement of micro and mini-generation employees

4.5  Propose workforce recycling

4.6  Promote computerization of employees

OBJETIVES OF THE LEARNING AND GROWTHPERSPECTIVE

How does the Eletricity Concessionaire evaluate the criteria allocated in the Learning and Growth 
Perspective from the perspective of Distributed Generation Management?

(   ) Suitable

(   ) Not Suitable

Space destined to justify the inadequacy of the objective and suggestion of other objective:  

Fig. 2 Delphi instrument—learning and growth perspective

Specialist: Electric Utility 2

Return date of the Delphi Questionnaire: September 23, 2019 at 3:37 pm

Evaluation summary: Review the objective criterion 1.1.

Comments: Dear, questionnaire answered. I understand that in other contexts it is feasible to make
GD profitable by offering services, in Brazil, to make GD profitable would be to better manage
“costs and investments, and this is configured in objetives 1.2 and 1.3”.

Fig. 3 Example expert response to Delphi instrument
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that go beyond the occupancy rate of DG employees. For this purpose, the criterion
was replaced by: 3.1—Periodically calculating the Index ofGlobalOperating Income
(IROG) for microgeneration and mini-generation services. The justification for such
an agreement decision, without the need for another round to establish consensus,
is that the initial proposal to calculate only the occupation of employees is directly
associated with the calculation of the overall operating income, which also considers
the efficiency of the equipment for planning the activities that make up the DG
process at the utilities.

The set of objectives identified by the systematic literature review and submitted to
the experts’ evaluation comprised the methodization of a model based on the BSC.
The research relevance was justified by the situation of the continuous evolution
of the electric sector in Brazil. Since it was necessary to acquire new contours,
especially concerning that necessary knowledge of state of the art to understand the
management practices of distributed generation in electricity utilities, as well as to
design andbuild newartifacts that aim to contribute to the organizational performance
for the advancement of DG in Brazil.

Finally, the research contributions are beyond the interests of the utilities, which
can be extendable to the: regulatory agency interest, in the construction of a metric
to evaluate the utilities performance in the segment of microgeneration and mini-
generation; researchers interest, with the gaps identification in technical andmanage-
rial studies; and, customer interest, with the partnership disclosure between univer-
sities and electric utilities for the benefit of the sector development to guide future
regulatory balance decisions, in order to guarantee customer satisfaction.

4 Conclusions and Implications

The study focuses on the development of a useful model organizational support DG
management in Brazil’s Electric Utilities. The application of BSC has substantially
contributed to the understanding of a framework that incorporates essential elements
of decision making pertinent to develop distributed generation.

The utilities do not recognize microgeneration and mini-generation as an inde-
pendent process in the company. There is not a sequence of activities carried out in a
standardized way, aiming at generating results for the customer, from the beginning
of the access request to the delivery of the product (the connection of the system to
the power grid). However, there was an interest of all managers who contacted face-
to-face meetings to build a DG sector standardization supported by the deliveries of
this study.

This decision was a consequence of the utilities perception that ANEEL, in the
short term, will require an efficient positioning of DG in companies, mainly with
approval of the increase in costs related to the use of the distribution grid and the
charges in the tariff paid by consumers who have a distributed generation system. It is
also worth noting that the limitations of the research are the degree of importance of
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each objective. This can be differentiated with the use of aMultiple-criteria decision-
making in order to effectivelymeasure the performanceofDGmanagement in electric
power utilities of Brazil.
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EPQ Model with Partial Backordering
Considering Environmental Aspects
and Stochastic Demand

Maria Angélica Silva, Itaiane de Paula, and Adriana Leiras

Abstract Due to the great concern with sustainable development, new Economic
Production Quantity (EPQ) models are no longer restricted only to traditional
economic issues. However, they also focus on sustainability issues, especially
regarding environmental aspects. However, the studies addressing the EPQ models
together with sustainable issues, remain poorly explored in the literature. Still, these
theoretical EPQ models mostly consider essential aspects which simplify the real-
life conditions, such as deterministic demand. Thus to fill this gap, the present
paper proposes an EPQ model with partial backorder considering environmental
issues and stochastic demand, addressing, therefore, more realistic aspects of the
real world. To find the optimal solution, we solve the maximisation problem, and we
provide a numerical example with sensitivity analysis. We conclude that demand is
the parameter that most affects the total profit.

Keywords EPQ · Environmental aspects · Stochastic demand

1 Introduction

The Economic Order Quantity (EOQ) proposed by Harris [1] is the first in the liter-
ature on inventory management that seeks to minimise the costs (see [2]). From this
model, several extensions have emerged, such as the Economic Production Quan-
tity (EPQ), idealised by Harris [3]. Subsequently, various researchers have expanded
these initial models, as Taft [4] for EOQ, and Camp [5] and Wilson [6] for EPQ.
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One of the most common assumptions of the EPQ/EOQ models considers the
possibility of shortages, which is one of the main issues in inventory management
[7]. In this scenario, it is up to the customers to choose to wait or not for receiving the
orders in the next period. If the customer decides to hold—and receive their orders
in the upcoming period—the orders become backorders. Otherwise, if only some
customers are willing to wait, we have partial backorders and lost sales for those
who are not willing to wait.

Fabrycky and Banks [8] and Ali [9], respectively, developed the first extensions
of EOQ-PBO and EPQ-PBO, which have omitted the numerical expressions used.
Thus, Montgomery, Bazaraa and Keswani [10] and Rosenberg [11] were the first to
demonstrate the mathematical resolution for EOQ-PBO. These models include fixed
costs per unit and established annually backorder costs. Park [12] also studied the
EPQ-PBO model, but the author did not consider the fixed price per unit.

Subsequently, Mak [13] creates the first extension of EPQ-BPO, in which the lack
of stock is partial. Zeng [14] also considers EPQ-BPO identifying the conditions
under which the applications with incomplete delays exceed the total demands with
lag. Pentico and Drake [7] use the same cost structures of Park [12] for EOQ-BPO,
including a missing fixed cost per unit. Bera et al. [15], Taleizadeh and Pentico
[16], and Salehi and Taleizadeh [17] are examples of other researches that propose
extensions to the EOQ-PBO model. Cunha et al. [18] develop an EPQ-PBO model,
addressing other variables with impacts on the total cost and Taleizadeh et al. [19]
consider sustainable aspects together with the partial backorder.

As to the use of stochastic demand, many papers present this type of extension to
the basicmodel of EOQ (see [20–22]) and EPQ (see [23]). Further research analysing
the use of stochastic demand in EPQ models was carried out, as they represent the
majority of current market demands (see [24]). Kumar et al. [25] address orders with
partial delays, and Digiesi et al. [26] consider sustainability aspects. Ribas et al. [27]
use three mathematical models to deal with internal and external uncertainties, for
operational planning of oil refineries, based on stochastic programming and robust
programming. Leiras et al. [28] propose linear programming models to integrate
the tactical and operational planning of multisite refining networks, incorporating
uncertainty into parameters. Roy et al. [29] create an EPQmodel considering demand
as linear, whereas Sana [30] creates an EPQ model considering stochastic demand,
with several distributions, including exponential distribution. Pal et al. [31] study an
EPQ model for items with stock-dependent stochastic demand. Pal et al. [32] and
Maddah and Noueihed [33] add demand as a random variable to the EOQ model.

Regarding the environmental aspects, the EOQ/EPQ models addressing these
issues remain poorly discussed in the literature. However, it has been gaining atten-
tion between many researchers. Bonney and Jaber [34] propose an EOQ model for
sustainable development based on environmental costs. Csutora et al. [35] suggest
that the prices of carbon may change the policy of applications of the EOQ. Battini
et al. [36] develop a sustainable economic order quantity model (SEOQ). Kazemi
et al. [37] extend the basic EOQ model for a retailer by analyzing the imperfect
quality of products and environmental issues. Recently, Taleizadeh et al. [19] propose
a sustainable EPQ model with the shortage.
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To the best of the authors’ knowledge, there is no research jointly considering
the EPQ model, with the possibility of a backorder, stochastic demand, and envi-
ronmental assumptions simultaneously. The present study aims to propose a more
realistic extension of the EPQ model of sustainable development (SEPQ) presented
in [19]. For this, we use the demand as stochastic instead of deterministic.

Furthermore, we include PBO, once it is not always possible to meet all the
customer demand. The importance of this work is justified by an EPQ which
input more realistic parameters to match the real-world situations considering
environmental aspects, once these issues remain scarce in the literature.

In addition to this introductory section, Sect. 2 presents the Model. Section 3
describes the formulation of study. The results of applying the model are present in
Sect. 4. Conclusions and future research are discuss in Sect. 5.

2 Model

For the formulation of the new model, we use the following notation:
Parameters (based on [19]):

Cp: Unit production cost ($/Unit)
Cs: Set up Cost ($/installation)
Ci: Cost of holding a unit of inventory in a time unit ($/unit)
Cg: Goodwill loss of an unsatisfied demand ($/unit)
Cb: Backordering cost of a product unit in a time unit ($/unit)
Cl: Lost sale cost per unit ($/unit)
P: Maximum annual rate of production (unit/year)
s: Price of a product unit ($/unit)
s′: Scrap price per unit ($/unit)
β: Backordered portion of stock-outs (%)
α: Obsolescence rate of inventory (%)
b: Required space for each unit of product (cubic meters per unit)
a: The weight of an obsolete inventory (ton per unit)
Cei: Average emission cost of carbon for inventory holding ($/m)
Ceo: Average disposal, waste collection, and emission cost of carbon for inventory

obsolescence ($/ton.)
Cep: Emission cost of carbon for manufacturing each unit ($/unit)
S: The highest quantity of shortage (unit/year)
I: The highest quantity of inventory (unit/year)
I : The annual average level of inventory (unit/year)
B: The highest quantity of backordered (%)
B: The annual average quantity of backordered (B = βS) (unit/year)
T: The inventory cycle or time between two consecutive orders (time)
F: The fraction of period length with positive inventory level (%)
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Parameters added in the base model:

x: Random demand
f(x): Probability of demand function
t: Time observed the demand

The assumptions (1)–(4) follow [19]:

(1) Single product: the company produces only one type of product.
(2) Single period: all periods are similar and, therefore, we only need to model the

problem in one period to find the optimal values.
(3) Single transport mode: only one type of logistic modal transported all products.
(4) Finite production rate: the production rate is limited, and the total production

capacity is provided.
(5) The demand follows an exponential probability function f(x) in the same way

that in [31], that is used in the case of a supplier with a short life cycle, as
technological items and clothes. The probability function f(x) is given by:

f (x) =
{

λe−λx where 0 ≤ x ≤ ∞
0 otherwise

(1)

3 Formulation

The following environmental costs express the total profit function of the production
system: cost of emission of inventory holding (Cei), cost of emission of inventory
obsolescence (Ceo), cost of emission of production (Cep). The other expenses are the
cost of production (Cp), set up cost (Cs), inventory holding cost (Ci), obsolescence
cost of inventory (Cobs), backordering cost (Cb) e goodwill loss cost (Cg) in the same
way as presented by the authors. We introduce the demand as stochastic through the
Eq. (2) concerning F, T, and t.

Sales Revenue

(2)

We use the same equations as in [7], presented in Eqs. (3) and (4):
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I = DT F2

2

(
1 − D

P

)
(3)

B = βDT (1 − F)2

2

(
1 − βD

P

)
(4)

However, considering the demand is stochastic, we have:

I =
(∫t

0 xλe
−λxdt

)
T F2

2

(
1 − ∫t

0 xλe
−λxdt

P

)
(5)

B =
(∫t

0 xλe
−λxdt

)
βT (1 − F)2

2

(
1 − β

(∫t
0 xλe

−λxdt
)

P

)
(6)

Substituting Eqs. (5) and (6), into Eq. (2):

L(F, T , t) = (
s − Cp − Cep

)(
λt xe−λx

)
(F − β(F − 1))

+
Ci F2T

(
λt xe−λx

P − 1
)

2
− Cg

(
λt xe−λx

)
(F − 1)(β − 1) − Cs

T

+
F2Tα

(
λt xe−λx

P − 1
)(

λt xe−λx
)(
s − s ′)

2

+
CbTβ

(
β(λt xe−λx)

P − 1
)(

λt xe−λx
)
(F − 1)2

2

+
bCei F2T

(
λt xe−λx

P − 1
)(

λt xe−λx
)

2

+
aCeoF2Tα

(
λt xe−λx

P − 1
)(

λt xe−λx
)

2
(7)

To simplify the notation, we define:

w =
(

λt xe−λx

P
− 1

)
(8)

z = (
λt xe−λx

)
(9)

v =
(

β
(
λt xe−λx

)
P

− 1

)
(10)

y = s − CP − Cep (11)
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C ′ = Ci + α
(
s − s ′) + bCei + aαCeo (12)

Substituting Eqs. (8)–(12) into Eq. (7):

L(F, T , t) = (F − β(F − 1)zy) + CbTβvz(F − 1)2

2

+ wzT F2C ′

2
− Cgz(F − 1)(β − 1) − Cs

T
(13)

The next step is to find the optimal values of T and F, maximizing the function
L (F, T, t). For this, it is necessary to prove the concavity of the profit function. As
function (11) is the same as proposed by [19], the function is concave. Thus, through
partial derivatives, it is possible to find the optimal values for F and T. To solve the
model, we use the software Matlab, version R2016b, run on a machine with 3 GHz
Intel i5-3330 processor and Windows 10 Pro operating system. In Eq. (14) we have
the partial derivative about:

∂L
∂F = FC ′Twz − yz(β − 1) − Cgz(β − 1) + CbT vzβ(F − 1) (14)

Setting this derivative to zero, we have the value of F in Eq. (15):

F = Cgz(β−1)+yz(β−1)+CbT vzβ
(C ′Twz+CbT vzβ)

(15)

For T we have the following partial derivative, presented in Eq. (16):

∂L
∂T = Cs

T 2 + F2C ′wz
2 + Cbvzβ(F−1)2

2
(16)

Setting this derivative to zero, we have the value of T in Eq. (17):

T =
√

2Cs

z(Cbvβ+F2C ′w−2CbFvβ+CbF2vβ) (17)

Replacing Eq. (15) into Eq. (17), we obtain the optimal T value:

T ∗

=

√√√√
[
−CbC ′vwzβ

(
zC2

g − 2zC2
gβ + zC2

g − 2zCg yβ2 + 4zCg yβ − 2zCg y + zy2β2 − 2zy2β + zy2

+2CsCbvβ + 2C ′wCs

)]

(
CbCsvwzβ

) (18)

Replacing T * into Eq. (15), we have the optimal F value:

F∗ = CbC ′vwβ
[

m
C ′w +Cgz(β−1)+yz(β−1)

]
(C ′w+Cbvβ)m

(19)
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m =

√√√√√√√−CbC ′vwzβ

⎛
⎜⎜⎝

zC2
gβ

2 − 2zC2
gβ + zC2

g

−2zCg yβ2 + 4zCg yβ − 2zCg y
+zy2β2 − 2zy2β + zy2

+2CsCbvβ + 2CsC ′w

⎞
⎟⎟⎠ (20)

4 Results

For the model validation, we use the numerical example presented in [19] for an
Iranian company (Table 1). The demand is equal to 40 units/year. Table 2 shows the
comparison between the results found using the model proposed by [19] and the ones
obtained by the model proposed in this paper.

To illustrate the proposedmodel,we present a numerical example using the param-
eters presented inTable 1, but consideringβ=0.5.Weuse the exponential distribution
as in [30], with λ = 0.05. Moreover, to find the annual demand, we set t = 365 e

Table 1 Parameters used Parameters Value used

P 100 unit/year

s 100 $/unit

s’ 5 $/unit

α 10%

Cp 7 $/unit

Cs 20 $/order

Ci 2.5 $/unit

Cb 3 $/unit

Cg 1 $/unit

b 1.7 m/unit

a 2 t/unit

Cei 0.55 $/m

Ceo 13 $/t

Cep 0.3 $/unit

β 0.45

Table 2 Model validation Variables Results base article [19] Results of the model
presented

T* 0.452 0.452

F* 1.1 1.1

L* 16.9 $/year 16.9 $/year
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randomly x = 3. Fist, we calculate the values of w, z, v, y e C using Eqs. (8)–(12):

w =
(
0.05(365)3e0.05(−3)

100
− 1

)
= −0.53

z = (
0.05(365)3e−3(0.05)

) ∼= 47

v =
(
0.5(47)

100
− 1

)
= −0.765

y = 10 − 7 − 0.3 = 2.7

C ′ = 2.5 + 0.1(10 − 5) + 1.7(0.55) + 2(0.1)13 = 6.535

Therefore, we can calculate the values of T *, F* and the total profit, through
Eq. (13), Eq. (18), and Eq.(19), respectively:

T ∗

=

√√√√√√√

⎡
⎢⎢⎣(−3(6.535)(−0.765)(−0.53)47(0.5))

⎛
⎜⎜⎝

47(0.5)2 − 47(0.5)2 + 47 − 47(2.7)(0.5)22 + 47(27)(0.5)4

−47(2.7)2 + 47
(
2.72

)
0.52 − 47

(
2.72

)
(0.5)2 + 47(2.7)2

+2(20)3(−0.765)0.5 + 2(20)(6.535)(−0.53)

⎞
⎟⎟⎠

⎤
⎥⎥⎦

[(3(6.535)(−0.765))(−0.53(47)(0.5))]

T ∗ = 0.9 year

F∗ = 1(47)(0.5 − 1) + 2.7(47)(0.5 − 1) + 3(0.9)(−0.765)(47)0.5

(6.535(0.9)(−0.53)(47) + 3(0.9)(−0.765)(47)0.5)
= 0.7

L = 3(0.9)(0.5)(−0.765)(47)(0.7 − 1)2

2
+ (−0.53)(47)0.9

(
0.72

)
6.535

2
− 20

0.9
+ (0.7 − 0.5(0.7 − 1))47(2.7) − 47(0.7 − 1)(0.5 − 1)

= 40.83$/year

Then, we conduct a sensitivity analysis to check how the changes of parameters
affect the optimal L* (Fig. 1). We set t = 365, we desire once the annual demand.
Figure 2 shows only parameters that positively affect the total profit.

The total profit (L*) is positively affected by demand (x, λ), backordering cost
(Cb), and back ordered portion of stock-out (β). Set up cost (Cs), inventory holding
cost (Ci), goodwill loss cost (Cg), as well as cost of emission of inventory holding
(Cei) and the inventory carbon emission (Ceo) affect L* negatively. Carbon emission
ofmanufacturing (Cep), production rate (P), obsolescence rate of inventory (α), space
required for the product (b) and the weight of obsolete stock (a) also affect L* in a
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Fig. 1 Graph with all
parameters that affect total
profit

0

50

100

150

200

50 % 25 % 0 -25 % -50 %
x/λ Cb β Ci
Cg Cei Ceo Cep

Fig. 2 Graph with
parameters that positively
affect total profit

0

20

40

60

80

100

120

50% 25% 0 -25% -50%

x/λ Cb β

negative way. Finally, all the environmental costs affect the total profit, showing the
importance of addressing environmental issues in the EPQ models.

Based on the sensitivity analysis graph, we conclude that the demand, represented
by x and λ, is the variable with the highest inclination. Thus, the demand considered
as stochastic, that is, closer to reality, allows a more realistic analysis.

5 Conclusion

This paper proposes a newEPQmodel with environmental aspects, partial backorder,
and stochastic demand, as an extension of [19]. We analyzed the changes in the
parameters, through a numerical example, and performing a sensitivity analysis.
This analysis aims to demonstrate how decision-making can be defined to improve
the profit, according to the difference in variables. This new model may be useful
for companies that have a concern about environmental issues. Also, the stochastic
demand does match the real-life situations, having greater applicability, especially in
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products with a short life cycle. As previously discussed, the demand is the parameter
that most affects the total profit. Hence, at the managerial level, it is essential to
observe to what extent the product should be produced or should be interrupted
because it does not generate profit anymore.

On the other hand, the cost of backordering (Cb) is the parameter that least affects
the total profit; however, it should be monitored. Managers can design strategies
and policies to retain customers—such as priority in future purchases - since the
more customers accept to wait for their order until the next period, the higher is the
gain. A limitation presented by [19] and also found in this model is the effort in
obtaining some values, such as the average cost of carbon emissions to inventory
(which measured is in value per cubic meter); the mean disposal of waste, and the
cost of emitting carbon for the manufacture per unit.

Future studies may improve this model in several directions. One way would be
the use of other demand probability function, as well as using different sustainability
approaches, for instance, the limitation and negotiation of the emission of polluting
gases. Still considering the perspective of sustainability, futureworks can also include
social aspects, such as ergonomic issues, considering all the three pillars of the Triple
Bottom Line (economic, environmental, and social).
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Sustainability in Logistics Systems
and Its Impact on the Level of Services
Definition: An Exploratory Analysis
Using Structural Equation Modeling

Vitor William Batista Martins, Rosley Anhlon, Izabela Simon Rampasso,
Dirceu da Silva, and André Cristiano Silva Melo

Abstract This article aims to systematize conceptual foundations about the rela-
tionship between green logistics, sustainable logistics, logistics systems and levels
of services offered to customers; and to verify if the use of sustainable practices
in logistics systems is positively related to the insertion of sustainable guidelines
in definition of level of services offered to customers. The methodological proce-
dures consisted of 5 stages: literature review; definition of activities belonging to
the logistical systems to be analyzed; elaboration of a theoretical model to be vali-
dated; data collection through a surveywith professionals specialized inmanagement
of logistical systems and sustainability, and; validation of the proposed model via
Structural Equation Modeling. The results show that, in general, when companies
contemplate sustainable practices in their logistics activities, they tend to consider
sustainable characteristics to define level of services offered to their customers. It
can be concluded that the findings of this study have several managerial implica-
tions: attention is drawn to the synergistic behavior between use of sustainable prac-
tices in logistics systems and level of services offered to customers definition; thus,
managers interested in improving the sustainable performance of services offered
by their companies must implement sustainable practices in each logistical activity
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developed by the organization; in addition, they also need to implement these prac-
tices synergistically throughout logistics activities, to generate a sustainable logistics
system.

Keywords Logistics systems · Sustainability · Sustainable practices · Logistics
services · Green logistics

1 Introduction

Current market is increasingly competitive, and aspects such as insertion of inno-
vations must occur in a constant and accelerated manner [1, 2]. In this sense, it
is worth noting that consumers are increasingly demanding, and different require-
ments are presented. This makes companies to seek for new ways to manage their
businesses, focusing on customer satisfaction [3, 4]. Therefore, for maintenance and
consolidation in current market, it is necessary the development of strategies to guide
companies for meeting these requirements, ensuring them a solid base into develop
its activities.

In this sense, the insertion of sustainability aspects in business processes is a
strategic differential for the development of products and service offerings [3, 4].
However, there is a scarcity of research that directly focuses on the inclusion of
sustainability in definition of levels of services offered to customers [3].More specif-
ically, activities of logistical systems are in evidence at business level. In this sense,
it is important to understand what this concept exactly mean. According to [5], logis-
tical systems are formed by a set of activities that aim at the efficient management
of the planning, implantation and control processes flow of goods and provision of
services.

According to this context, the motivating question of this research is: “When
companies develop sustainable practices in their logistical activities, do they tend
to consider sustainable characteristics to define levels of services offered to their
customers?”. To answer this question, this researchobjectiveswere: (a) to systematize
conceptual foundations about the relationship between Green logistics, Sustainable
logistics, Logistics systems and service levels offered to customers; (b) to verify if the
use of sustainable practices in logistics systems is positively related to the insertion
of sustainable guidelines in the definition of level of services offered to customers.

2 Theoretical Background

This section presents the concepts that served as a basis to understand the research
context and to elaborate the hypothesis to be tested.

According to [6], the development of sustainable logistics is crucial for organiza-
tion competitiveness. In this sense, the execution of sustainable logistical activities
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must interconnect economic, environmental and social aspects. However, most of
companies have difficulties in relating logistics to sustainable requirements due to
the complexity of logistics systems.

Sustainable logistics is characterized as an important component of current
production systems, as it strives to quantify and control the negative sustainability
impacts of production activities in companies. Specifically, sustainable logistics
consists of company’s ability to provide products and services meeting sustain-
ability guidelines, that is, harmonizing environmental and social aspects with the
organization’s economic objectives [7]. According to [8], sustainable logistics plays
an important role in reaching the global sustainability agenda, improving organiza-
tional performance not only considering economic factors but also considering social
and environmental aspects. This ability is considered indispensable for companies
that aim to improve their performance meeting the needs of their customers.

For the establishment of sustainable guidelines in logistics systems, it is important
to know and detail the activities that compose these systems. Regarding transport
strategies, there is a growing concern related to the need to consider sustainability
as a core issue in logistics activities. In general, most companies around the world
concentrate their activities on road transport. However, the choice of transport modal
is important to minimize negative sustainability impacts [9]. According to [10],
transport modal choice is fundamental for the achievement of sustainable goals.
Despite its importance, themodal choice still receives little attention of professionals,
a fact that hampers the transport activity frommeeting the sustainable guidelines [11].

Another activity to be addressed in the transportation field is the logistic activity
of freight definition and pricing. This activity consists of analyzing variables related
to the transport modal and identifying total costs for the development of activities
in order to establish freight prices according to organization’s economic objectives.
Currently, with the constant search for providingmore sustainable services, aiming to
meet new demands of customers, it is highlighted that the establishment of logistical
freights must also take into account environmental and social aspects in addition to
economic issues [12, 13].

Vehicle programming and routing is also directly linked with transportation field.
The activity consists of defining routes to be used by vehicle fleet aiming to provide a
transportation service at the lowest possible cost. However, it is necessary to consider
environmental and social aspects in the development of this activity. Adopting tech-
nologies such as GPS, drones and remote monitoring of routes may provide a better
sustainable performance to the vehicle routing activity. Additionally, this kind of
technology adoption is increasingly necessary for companies that develop transport
activities [14–16].

Analyzing the strategies related to the management of warehouses and stocks, the
activity of defining the type of packaging to be used stands out. According to [17],
packaging is characterized as a component that supports improvements to achieve
sustainable strategies in logistics operations. The management of packaging defini-
tion consists of integrating packaging project with variables and needs of logistics
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management, with an emphasis on strategy and sustainable aspects [17]. The chal-
lenge in defining packaging is highlighted due to the complexity for developers to
simultaneously balance different environmental requirements [18].

Another logistics activity in warehouse and stock management field is the oper-
ational configuration of warehouses. According to [19], many companies have
currently adopted sustainable practices to define operational configuration of their
warehouses, mainly in the development of operations with reduced energy consump-
tion as the main factor in the search for sustainable excellence. Taking into account
the global sustainable trend, an increasing attention to the development of storage
processes has resulted in new management concepts, technologies and equipment
aiming to reduce the negative sustainable impact of the activities developed in ware-
houses [20, 21]. In this context, it is worth highlighting the importance of warehouse
location in the strategic definition [22, 23].

The logistical activity for order separation procedures consists of receiving,
executing and fulfilling orders and purchase order demanded by customers. With
the increase in the volume of orders and purchase orders, the basic functionalities of
warehouse separation procedures are unable to effectively manage these operations.
In addition, it is still necessary to consider sustainability aspects in the development of
activities. In this sense, intelligent systems that use operations research and advanced
data analysis techniques are necessary to guarantee the efficiency and effectiveness
of these logistical operations [24, 25].

Continuing, the logistics area related to relationship and selection of suppliers, as
well as the period and quantity of purchases, must be considered in the organizational
strategies to achieve sustainable goals. According to [26], the selection of suppliers is
considered crucial for the success of any organization due to the amount of financial
resources that this activity involves. Haeri and Rezaei [27] highlight that the selection
of sustainable suppliers is essential in the current supply chain management envi-
ronment, having an important role in the achievement by companies of maintaining
their strategic competitiveness. Another point to be considered in this context is the
management of purchases that changed from tactical to strategic function in most
companies, since great part of this activity’s contribution to the management of the
logistics and supply chain was identified [28].

Aiming tomeet newperspectives of customer demands regardingmore sustainable
services, the logistics activity of defining the level of logistical services becomes
central for companies to supply this demand. In the next paragraphs, studies that
addressed the insertion of sustainability in the definition of the level of services
offered to customers are presented to better contextualize this reality.

Sureeyatanapas et al. [29] developed a study to generate insights on the beginning
of sustainable policies insertion in companies providing logistics services, analyzing
and identifying factors that influence the adoption of sustainable practices. The results
indicate that the eco-driving and vehicle routing activities are the most contemplated
and developed factors in the industries. Additionally, the use of alternative energy and
the choice ofmodal were also recognized by professionals as being of great relevance
to achieve sustainable goals. However, there are several concerns that still hinder the
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implementation of these approaches, e.g. company’s size, financial aspects, areas of
service provision, pressure from customers and lack of organizational support.

Evangelista et al. [30], through an analysis of multiple cases, explored environ-
mental strategies of organizations, considering aspects of sustainable organizational
culture, initiatives and factors that influence the adoption of sustainable practices in
provision of services. The results show that sustainability is generally recognized
as a strategic priority, however, there is still a certain degree of diversity and uncer-
tainty in the implementation of strategies for adopting environmental practices in the
definition and provision of services to customers.

Jaaron and Backhouse [31] conducted a study aimed at investigating the impact of
the service operations project using the systemic thinking approach on the sustainable
performance of service providers. The results highlight the importance of following
the guidelines of systemic thinking in the execution of the activities of service
providers, especiallywhen there is a strategy for providingmore sustainable services.
The authors point out that systemic thinking has a significant impact on environ-
mental and social performance, but has no direct effect on economic performance.
The results also indicate a statistically positive relationship between environmental
and economic performance and between social and economic performance, but not
between environmental and social performance, suggesting that the dimensions of
sustainable performance should not be seen as equally considered in the definition
of strategies for provision of sustainable services.

Based on the context presented, considering the concepts of sustainable logistics,
the areas and activities that make up the logistics systems, as well as the discussion
of some studies that consider the inclusion of sustainability in the definition and
provision of services offered to customers, the following research hypothesis: H1—
In general, when companies contemplate sustainable practices in their logistical
activities, they tend to consider sustainable characteristics when defining the level of
services offered to their customers.

3 Methodology

The following steps were carried out for the development of the research: (a) litera-
ture review; (b) definition of the activities belonging to the logistical systems to be
analyzed; (c) elaboration of the framework to be validated; (d) data collection through
a survey with professionals specialized in the management of logistical systems and
sustainability, and; (e) validation of the proposed model through the modeling of
structural equations and related discussions.

The literature review was performed using searches on the following scientific
bases: Science Direct, Taylor & Francis, Springer, Emerald Insight, Wiley, Scopus
and Sage. Initially, aiming at a greater understanding of the concepts associated with
sustainable logistics and activities that make up the logistics systems, as well as the
characterization of the state of the art on the definition of the level of services offered
to customers, considering aspects of sustainability and how these customers are
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demanding the insertion of sustainability in logistics activities, the following search
terms were used: “green logistics”, “sustainable logistics”, “logistics systems”,
“logistics operations”, “logistics services”, “sustainable logistic services” and also in
a combined way, for example: “logistics services AND green logistics” and “systems
logisticsANDsustainable logistics”. Several articleswere identified and their content
was analyzed in detail. A representative summary of these articles is presented in
Sect. 2.

Then, 10 logistical activities were defined to be analyzed in this study, namely:
selection and definition of transport modal; definition and pricing of freight; vehicle
scheduling and routing strategy; definition of the type of packaging considering the
handling, storage, losses and damage of the materials; operational configuration of
the warehouse (machines, labor and product mix); location of warehouses, total area
for storage, layout and design of the docks; execution of order picking procedures;
definition of suppliers (source of supplies); definition of the period and quantity of
purchases, and; definition of the levels of logistical services offered to customers. It
is noteworthy that all the activities considered were selected based on the analysis
of their importance, according to the recent literature and the concepts of [5].

Step three consisted in the development of a framework to be validated, whichwas
composed of two constructs, in order to test the research hypothesis. The constructs
were named “logistics systems” (LogS) and “service level” (SerL) respectively. The
LogS consists of a set of nine activities that together are part of a logistical system
and the SerL is composed of an activity that represents the level of service offered
to the customer. The activities considered in each construct can be seen in detail in
Chart 1 and the structured framework is shown in Fig. 1.

Then, a survey was conducted with professionals specialized in management
of logistics systems and sustainability, active in the Brazilian scenario. This step
consisted of sending the research questionnaire via email. The questionnaire was
composed of 10 questions. Respondents were asked to rate how much Brazilian
companies are taking into account aspects of sustainability in each logistical activity
presented in the questionnaire. Respondents assigned a score from 0 to 10 for each

Fig. 1 Initial theoretical model (Source Authors)
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activity, with score 0 indicating that sustainability is not included in the mentioned
activity and note 10 indicated that sustainable practices are verywell considered in the
mentioned activity. Intermediate grades were awarded freely. The survey evaluated
the opinion of professionals about Brazilian companies as a whole and not about the
reality of the company in which the professional works. It is noteworthy that for the
definition of the minimum size of the valid sample, the G*Power software was used
with the parameters recommended by [32], namely: F test for the test family; linear
multiple regression, fixed model and R2 deviation from zero for the statistical test;
the test power of 80%; 5% for the probability of error; and effect size of 15%. The
details and results of the sample size calculation are presented in Sect. 4 of this paper.

Finally, the collected data were processed in order to validate the proposed
model. For this, the Structural EquationModeling (SEM) technique was used via the
Partial Least Squares (PLS) method through the use of the SmartPLS 2.0 software.
According to [32]: “PLS regression is a regression-based approach that explores the
linear relationships between multiple independent variables and a single or multiple
dependent variables”. In SEM, the correct allocation of parameters in thematic
constructs is analyzed and, subsequently, the causal relationships between these
constructs are analyzed [33]. To facilitate results presentation, in Sect. 4 the steps
that were followed for the validation of the model are detailed. They were performed
based on [32, 34].

4 Findings

Respondents are professionals working in the area of logistics in Brazil, namely:
research professors in the area (20%), consultants (6%) and market professionals
such as directors, managers and coordinators of logistics for Brazilian companies
(75%). The questionnaires were sent to 493 professionals, obtaining a return rate
of 17.65%, totaling 87 respondents. There are respondents from the five regions of
Brazil, being: 25% from the northern region, 17% from the northeast region, 6% from
the central west region, 43% from the southeast region and 9% from the south region.
Regarding the respondents’ sector, 28% are from industry, 25% from commerce and
47% from the services sector. Considering time of experience in the area, 28% have
been working in the market for more than 20 years, 45% work in the area between
10 and 20 years and 28% have up to 10 years of experience in the area.

To test the research hypothesis, amodel (Fig. 1)was constructed, composed of two
constructs. The first named “Logistics Systems” (LogS) is formed by nine logistical
activities that, according to [5] and the analysis of recent literature, correspond to the
activities that are present and form the logistic systems, and; the second construct
named “Service Level” (SerL) corresponds to the definition of the level of logistical
service offered to customers. Such activities are shown in Table 1.

After preparing the model to be tested, the minimum sample size required was
calculated using the G*Power software, using the parameters recommended by [32],
Test Family: Ftests; Statistical test:Multiple RegressionOmnibus (R2 deviation from
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Table 1 Logistical activities considered

Construct Logistics activities Authors

Logistics systems A1 Selection and definition of modal to be used in
transport

[9–11]

A2 Freight definition and pricing [12, 13]

A3 Vehicle scheduling and routing strategy [14–16]

A4 Definition of the type of packaging considering the
handling, storage, loss and damage of materials

[17, 18]

A5 Operational warehouse configuration (machines,
labor and product mix)

[19–21]

A6 Location of warehouses, total area for storage,
layout and design of the docks

[22, 23]

A7 Execution of order picking procedures [24, 25]

A8 Definition of suppliers (source of supplies) [26, 27]

A9 Definition of the period and quantity of purchases [28, 35]

Service level A10 Definition of the levels of logistical services offered
to customers

[29–31, 36]

SourceAdapted from [5] and analysis of recent literature according to authors presented in the table

zero); Effect size f2 (0.15); α err prob (0.05); Power 1-β err prob (0.80); Number of
predictors (1). The minimum sample required totaled 55 respondents. Consequently,
the database used in this study, with 87 respondents, was considered adequate (test
power of 94.64%).

Then, using the SmartPLS 2.0 software, the PLS Algorithm was applied to the
model. The values obtained are shown in Fig. 2 and Table 2. The values presented in
Fig. 2 mean: (a) the value of 0.646 corresponds to the path coefficient and it indicates
a high causality between the constructs (confirming the research hypothesis); (b) the

Fig. 2 Values obtained with the application of the PLS-SEM method (Source Authors)



Sustainability in Logistics Systems and Its Impact on the Level … 135

Table 2 Quality criteria of the analyzed model

Constructos AVE Composite reliability Cronbach’s alpha

LogS 0.579095 0.922606 0.904919

SerL 1.000000 1.000000 1.000000

Source Authors

Table 3 Analysis of cross loads

Source: Authors

SerLLogS

A1 0.484162 0.285856 
A2 0.466058 0.163949 
A3 0.794523 0.571314 
A4 0.831209 0.56966 
A5 0.850855 0.512521 
A6 0.854253 0.480749 
A7 0.783641 0.512396 
A8 0.840291 0.537548 
A9 0.814965 0.581626 

A10 0.646244 1 

values between the constructs and their parameters represent the factor loads and
demonstrate how well each activity is associated with its construct.

Analyzing the Average Extracted Variance (AVE), according to the values
presented in Table 2, it is possible to notice that all values are greater than 0.50, which
indicates that the model converges to a satisfactory result. Analyzing composite reli-
ability, all values are greater than 0.70 and the values for Cronbach’s alpha are greater
than 0.60, denoting the absence of bias as recommended by [34].

Then, the cross-load analysis was performed in order to verify the best allocation
of each variable [37]. As shown in Table 3, it is possible to notice that the greatest
loads for the activities occur in their own constructs and, therefore, it is concluded
that the activities are allocated correctly.

Considering the Pearson’s coefficients (R2 values) for the proposed model, it is
necessary to calculate only for the endogenous construct, in this case, construct 2,
on the service level. The calculated value of R2 was 0.418, which characterizes it as
a large and satisfactory effect, according to the concept of [38]. For [34], this value
denotes the quality of adjusted model.

To verify the hypothesis that linear correlations and regressions are valid for at
least 95% of cases, the resampling techniquewas used. The t-student values observed
between the parameters and their constructs were much higher than 1.96, with the
lowest value identified for activity A2 (3.587). The t-student value between the two
constructs was also shown to be adequate (7.023), as shown in Fig. 3.
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Fig. 3 Bootstrapping values for 1000 subsamples (Source Authors)

Table 4 Quality criteria of
the adjusted model

Q2 f2

LogS 0.482927 0.482927

SerL 0.386517 –

Source Authors

Finally, it was analyzed the redundancy (Q2) and communality (f2) indicators.
They are associated with the quality of the adjusted model. In Table 4, it is possible
to verify that all values are adequate (Q2 > 0; f2 > 0.35), as recommended by [34].

After the aforementioned steps and considering the results obtained, it is possible
to verify the model validation and conclude that, according to the perception of
professionals in thefield of logistics inBrazil,whenBrazilian companies contemplate
sustainable practices in their logistics activities, they tend to also consider sustainable
characteristics when defining the level of logistical services offered to its customers.

5 Conclusions and Associated Debates

Based on the results presented, it is concluded that the objectives proposed for this
research were achieved, since it was possible to understand the context of the inser-
tion of sustainable practices in logistics systems and how this insertion impacts the
definition of level of service offered to the customer. In general, according to the
results indicated by the study sample, it can be concluded that sustainable practices
are being developed in logistics activities. By validating the model using PLS-SEM,
it was possible to identify that the use of sustainable practices in logistics systems
impacts the activity of defining the level of logistics services offered to customers,
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and the nine activities considered in the “Logistics Systems” construct are represen-
tative and impact on the definition of the activity of logistic service levels, tending
to provide a more sustainable service.

With the model validation, it was possible to verify that the construct “Logistics
Systems” (LogS) had all its variables validated. Analyzing the activities that make
up the construct, the “Definition of the type of packaging considering the handling,
storage, losses anddamageofmaterials”was the one that, in experts opinion, obtained
the highest average use of sustainable practices being developed (6.75), however,
considering the modeling, the activity is only the fourth most important in testing the
model for the LogS construct, with the activity “Warehouse location, total area for
storage, layout and design of the docks” being the most important and representative
for the construct (Fig. 2), confirming arguments and the importance presented in the
specialized literature [22, 23].

The hypothesis H1 was validated, that is, research findings showed that when
companies contemplate sustainable practices in their logistical activities, they tend
to consider sustainable characteristics in defining the level of services offered to their
customers, according to the sample of this study. This validation is corroborated by
classic arguments presented in the literature on the inclusion of sustainability in
definition of the level of services offered to customers. Thus, in general, a positive
synergistic effect is expected between the use of sustainable practices in logistics
systems and the definition of the level of services offered to customers.

The findings of this study have managerial implications. Attention is drawn to the
synergistic behavior between the use of sustainable practices in logistics systems and
definition of the level of services offered to customers. Thus, managers interested
in improving the sustainable performance of the services offered by their compa-
nies, must invest in the insertion of sustainable practices in each logistical activity
developed by organizations, in addition, they also need to pay attention and dedicate
efforts in the insertion of these practices in logistics activities, making their logistics
system more sustainable.

Regarding the limitation of this study, it is highlighted that it has an exploratory
character, since the theme is little explored in the literature and needs more research
to consolidate this thematic area. The findings are valid for the sample of this study.
However, although exploratory, the results presented here can contribute signifi-
cantly to new discussions that analyze the insertion of sustainability in the context
of logistics systems.

The contribution of the findings of this research stands out, both formarket profes-
sionals who work with the management of logistics systems and for researchers
interested in the theme. Professionals working in the area can focus on the inser-
tion of sustainable practices in the logistical activities that were analyzed in this
study, aiming to enhance the compliance with sustainable guidelines of the logistical
activities and operations developed by companies. Considering the importance of
logistical systems to achieve sustainable goals, it is pointed out as research opportu-
nities, the development of tools and models for inserting and assessing sustainability
in logistical systems that consider environmental, economic and social aspects.
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25. Öztürkoğlu Ö, Hoser D (2019) A discrete cross aisle design model for order-picking
warehouses. Eur J Oper Res 275:411–430. https://doi.org/10.1016/j.ejor.2018.11.037

26. Taherdoost H, Brard A (2019) Analyzing the Process of Supplier Selection Criteria and
Methods. Procedia Manuf 32:1024–1034. https://doi.org/10.1016/j.promfg.2019.02.317

27. Haeri SAS, Rezaei J (2019) A grey-based green supplier selection model for uncertain
environments. J Clean Prod 221:768–784. https://doi.org/10.1016/j.jclepro.2019.02.193

28. Johnsen TE (2018) Purchasing and supply management in an industrial marketing perspective.
Ind Mark Manag 69:91–97. https://doi.org/10.1016/j.indmarman.2018.01.017

29. Sureeyatanapas P, Poophiukhok P, Pathumnakul S (2018) Green initiatives for logistics service
providers: An investigation of antecedent factors and the contributions to corporate goals. J
Clean Prod 191:1–14. https://doi.org/10.1016/j.jclepro.2018.04.206

30. Evangelista P, Colicchia C, CreazzaA (2017) Is environmental sustainability a strategic priority
for logistics service providers? J Environ Manage 198:353–362. https://doi.org/10.1016/j.jen
vman.2017.04.096

31. Jaaron AAM, Backhouse CJ (2018) Fostering sustainable performance in services through
systems thinking. Serv Ind J 0:1–27. https://doi.org/10.1080/02642069.2018.1551371

32. Hair JF, Hult G, Ringle C, Sarstedt M (2014) A primer on partial least squares structural
equation modeling (PLS-SEM). Sage Publications

33. Xue X, Zhang X,Wang L, et al (2018) Analyzing collaborative relationships among industrial-
ized construction technology innovation organizations: A combined SNA and SEM approach.
J Clean Prod 173:265–277. https://doi.org/10.1016/j.jclepro.2017.01.009

34. Ringle CM, Silva D, Bido D (2014) Modelagem de Equações Estruturais com Utilização do
Smartpls. Rev Bras Mark 13:54–71. https://doi.org/10.5585/remark.v13i2.2717

35. Srai JS, Lorentz H (2019) Developing design principles for the digitalisation of purchasing and
supply management. J Purch Supply Manag 25:78–98. https://doi.org/10.1016/j.pursup.2018.
07.001

36. Cocca S, Ganz W (2015) Requirements for developing green services. Serv Ind J 35:179–196.
https://doi.org/10.1080/02642069.2014.990002

37. Chin WW (1998) The partial least squares approach for structural equation modeling.
In: Marcoulides, G.A. (Ed.). Modern methods for business research. Lawrence Erlbaum
Associates, London, pp 295–336

38. Cohen J (1988) Statistical Power Analysis for the Behavioral Sciences, Second edi. Lawrence
Erlbaum Associates

https://doi.org/10.1108/IJPDLM-05-2013-0112
https://doi.org/10.1108/BFJ-12-2015-0462
https://doi.org/10.1016/j.jclepro.2019.04.055
https://doi.org/10.1016/j.ijinfomgt.2018.11.008
https://doi.org/10.1016/j.ajsl.2018.12.003
https://doi.org/10.1016/j.iimb.2018.08.009
https://doi.org/10.1016/j.ijpe.2018.10.001
https://doi.org/10.1016/j.ejor.2018.11.037
https://doi.org/10.1016/j.promfg.2019.02.317
https://doi.org/10.1016/j.jclepro.2019.02.193
https://doi.org/10.1016/j.indmarman.2018.01.017
https://doi.org/10.1016/j.jclepro.2018.04.206
https://doi.org/10.1016/j.jenvman.2017.04.096
https://doi.org/10.1080/02642069.2018.1551371
https://doi.org/10.1016/j.jclepro.2017.01.009
https://doi.org/10.5585/remark.v13i2.2717
https://doi.org/10.1016/j.pursup.2018.07.001
https://doi.org/10.1080/02642069.2014.990002


Supply Chain Management Practices
in Small Enterprises: A Practical
Implementation Guidance

Daniela Biccas Ferraz Matos, Luiz Felipe Scavarda,
Rodrigo Goyannes Gusmão Caiado, and Antônio Márcio Tavares Thomé

Abstract Supply chain management (SCM) focused on large companies has
receivedmuch attention from academics and industry practitioners. However, there is
a dearth of studies covering SCM in small enterprises due to the differences between
the realities of large and small enterprises, making it challenging to harness the
existing accumulated knowledge of SCM for smaller ventures. Small enterprises
are of great importance to the economy of many countries, especially in emerging
markets such as Brazil. In this context, this article aims to expand the knowledge
of SCM in small enterprises by analyzing SCM practices in companies in the State
of Rio de Janeiro (Brazil). The practices analyzed in this research are customer
relationship management, operations management practices, planning and business
processes, and supplier relationship management. It provides a practical guide to
implement and manage SCM practices in small enterprises successfully.

Keywords Operations management · Business process · Empirical study

1 Introduction

Supply chain management (SCM) plays a vital role in today’s competitive market.
Through SCM, small andmedium-sized enterprises (SMEs) can obtain several bene-
fits [1], in addition to generating a competitive advantage for these enterprises that
need to differentiate themselves from large enterprises [2]. Some benefits are a better
relationship with suppliers and customers, reduces costs [3, 4], reduces cycle and
inventory time [5, 6], and increases company profit [1]. SCM research focuses on
large enterprises, and this statement is still made today [7]. SCM research in small
companies has not kept pace with the increase in management research associated
with small companies, in addition to a greater focus on large companies [8]. Due to
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the scarcity in the literature of SCM studies in SMEs [9], it is necessary to go deeper
into this subject. SMEs have different processes and systems from large enterprises
[7], in addition to having more significant restrictions such as limited financial and
technological resources [10, 11], thus impacting the approach of these enterprises
concerning SCM [8]. Because of this, the implementation of SCM by SMEs is done
differently from large enterprises, affecting their performance [12, 13].

Additionally, small enterprises are vital to the community, because SMEs are of
great importance for the gross domestic product (GDP) [14] and for generating a
large share of jobs in several countries [15]. SMEs contribute up to 60% of jobs
and 40% of GDP in emerging countries [16], and they are a significant source of
innovation in these countries [17], in addition to having an even more significant
impact in developing countries than in developed countries [8]. The SCM effectively
has a significant share in the survival of SMEs [18] and this effectiveness can be
guaranteed throughSCMpractices. These practices are composed of a set of activities
that aim to generate an effective SCM [19]. There is a shortage of the application
of these SCM practices in SMEs [20, 21], however, in addition to having a positive
impact on the performance of these enterprises [22], they are also essential to ensure
proper implementation of the SMEs’ SCM which will consequently improve the
competitiveness of these companies in-relation to large enterprises [19, 23].

Taking into account the relevance of this themeand the scarcity of it in the literature
applied in small enterprises mainly of SCM practices, and the importance these
practices have in the performanceof these enterprises, the following researchquestion
was elaborated to guide the work: How have SCM practices in small enterprises in
a developing country been managed, implemented and structured? This article aims
to increase the knowledge of SCM in small enterprises through the analysis of SCM
practices in enterprises in the state of Rio de Janeiro. The specific objectives outlined
in this work are: identify in the literature the difficulties and barriers faced by small
enterprises in the management of their supply chains and propose practical guidance
to implement andmanage SCMpractices in small enterprises successfully. The scope
of the research is restricted to a set of companies located in the State of Rio de Janeiro
and a set of four SCM practices considered relevant for the analysis.

This article is organized as follows. It presents next the theoretical foundation and
then the methodology adopted. Section 4 discusses the main findings, and the final
section offers the conclusion and suggestions for future research.

2 Theoretical Foundation

The main barriers and difficulties faced by SMEs in SCM are: SMEs are considered
substitutable in the supply chain, and enterprises are afraid of forming partnerships
with supplier SMEs [20]; SMEs do not use SCM to complement the company’s
strategic focus and they have difficulty in implementing SCM practices [12]; SMEs
have a shortage of qualified people, lack of resources, lack of knowledge about
SCM [3]; SMEs lack financial resources and they have difficulty in implementing
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technologies [24]; SMEs have scarcity of human resources and lack of capacity for
innovation [25]; SMEs face the problem of lack of funding [26]; SMEs have little
flexibility in varying the price of their products, there is a lack of managerial skills for
decision makers, they have a high level of demand and one of the biggest problems
faced by them is the inefficiency of the supply chain [27]; SMEs have difficulty
in integrating the supply chain and in adopting communication and information
technologies [28]; SMEs face the problem of customer order/demand uncertainty,
fluctuation in the price of their raw materials and the lack of knowledge about SCM
[29]; SMEs do not have uniformity in the company’s goals and resources [8]; SMEs
have difficulty in meeting customer requests and keeping quality and prices low [30].

SCM practices are expected to improve the long-term performance of partici-
pating enterprises and the supply chain as a whole, as these practices aim to inte-
grate suppliers to the consumers effectively, also including producers and distributors
[21, 31–33]. Some authors [34–36] approach SCM practices as business processes
because with this approach companies can manage and structure supply chain rela-
tionships, making supply chain transactions more efficient and effective [36]. The
eight main business processes in the SCM considered by [35] are customer rela-
tionship management, customer service management, demand management, order
fulfillment, manufacturing flow management, procurement, product development,
and commercialization and returns process. The authors [34, 36, 37] also consider
these same eight processes. However, they call the procurement, supplier relation-
ship management, and the returns process, of returns management. The six group
classifications of SCM practices by [38] are strategic supplier partnership, customer
relationship, information sharing, information quality, internal lean practices e post-
ponement. The author [22] uses five SCM practices, which are supplier integration,
internal integration, customer integration, information sharing, and postponement.

Despite the different classifications, the concept behind the practices is the same.
In this article, four SCM practices will be considered, as suggested in [39], which
are, customer relationship management, operations management practices, planning
and business processes, and supplier relationship management. There are many ways
to deal with each practice; the equivalences of each will be described next.

Customer Relationship Management (CRM). This practice is understood as the
sum of the customer relationship management and customer service management of
the authors [34–37]. In customer relationship management, it shall be identified the
customer profitability, which customers are critical for the company, and the level
of service provided by the company [35]. This practice aims to structure how to
develop and maintain the relationship with the customer, checking which activities
add value and, if not, eliminate them, in addition, to develop products and services
to increase customer loyalty [34, 36, 37]. Customer service management identifies
all customer information, providing real-time information such as delivery dates to
the customer [34, 36]; they are also responsible for detecting and solving problems
before the customer realizes it [37].As for [38], they consider the practice as customer
relationship, whose objective is to deal with complaints and customer satisfaction,
as a long-term relationship. The practice of [22], called customer integration, aims to
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identify and manage customer complaints, identifying their needs to improve their
loyalty and create long-term relationships with customers. For [39], this practice
aims to maintain and improve the level of service and quality provided to customers.

Operations Management Practices. This practice is understood by the authors
[34–37], as the sum of demand management, order fulfillment, and manufac-
turing flowmanagement. Demand management aims to decrease demand variability,
increase supply chain flexibility and use demand forecasting to balance customer
orders and company capacity [34–37]. Order fulfillment aims to obtain a continuous
process from the supplier to the customer and to reduce the total cost of deliverywhen
fulfilling customer orders [34–37]. Manufacturing flow management aims, through
activities such as the analysis of manufacturing capacity and the identification of
the level of inventory, necessary to serve the entire chain and make the product flow
process more flexible and managing this flow through the facilities [34]. For [35],
manufacturing flow management aims to avoid overstocking and unnecessary costs
with it. It is understood by the author [38] as the sum of internal lean practices and
postponement, the former having the objective of eliminating losses and producing
at a speed of mass production, to increase the quality provided and reduce costs.
Postponement allows the company to be more flexible when it comes to meeting
changes in customer orders and consequently, rescheduling an operation or activity
[38]. The authors [22] considers this practice of postponement, and they have the
same objective as [38]. For [39], operations management practices aim to produce
products and services efficiently.

Planning and Business Processes. This practice is understood to be the product
development and commercialization of the authors [34–37]. The practice of product
development and commercialization aims to identify the necessary resources and the
bottlenecks of the process to produce new products quickly and efficiently [34]. For
[36], this practice aims to develop and insert new products or derivatives of other
products already on the market [40]. The authors [22], on the other hand, called
this practice internal integration, whose objective is to structure his processes and
his practices and strategies in a synchronized way [41] and to integrate information
along the production chain and processes [38]. According to [37] to reduce the time
for placing products on the market, suppliers and customers must be integrated into
the process. For [39], the practice of planning and business processes is related to
inventory policies and also aims to establish production standards.

Supplier Relationship Management (SRM). This practice is the procurement that
aims, through strategic plans developed together with suppliers, to develop a rela-
tionship that benefits both sides with the ultimate goal of improving the manufac-
turing flow [35]. The authors [34, 36, 37] used the same nomenclature defined in
this article. For [36], this practice aims to structure how companies should maintain
and establish relationships with suppliers. For [34, 37], companies must determine
their leading suppliers, identifying the profitability and capacity of each one. For
[38], this practice, called the strategic supplier partnership, aims to establish long-
term relationships between suppliers and companies, so that the company works
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with critical suppliers more effectively. The authors [22] referred to this practice as
supplier integration, whose objective is to manage collaborative and long-term rela-
tionships with suppliers [42]. For [39], it aims to improve interactions with suppliers
through practices and processes.

3 Research Methodology

Brazil was chosen as the study sample as it is an important emerging economy
[43–45]. The study embraced six companies and the criterion to classify the followed
the European Commission classification: microenterprises with 1 to 9 employees,
small from 10 to 49 employees, medium from 50 to 249 employees, and large over
250 employees. The methodology adopted in this article comprises three stages. The
first consists in applying the MIT GeneSys questionnaire to the six companies in
the sample. The second consists of a more in-depth analysis of the shadowing of the
company with the best level of adoption of the practices. The third stage consists of
a final validation.

For the data collection, it was used the MIT GeneSys methodology proposed
by [39], composed of four approaches: questioning, company tour, immersion, and
shadowing. Data collection assesses the following criteria: company profile, busi-
ness practices, SCM practices and behavioral operations. Through these approaches,
composed of personal interviews and observations in the workplace, the data was
collected on business processes and small enterprise decision-makers. As suggested
by the MIT GeneSys methodology, the data collection process was carried out by
two people, to understand what the company’s day-to-day life is like, as the empir-
ical research needs to involve more than one researcher in field data collection [46].
The questioning is composed of questions about the manager’s profile and company
profile, both answered by the general manager, to have an overview of the company
and the profile of the company. Business practices are also part of the questioning,
and they are made to the decision-maker, generally the general manager. The ques-
tions about business practices are always followed by questioning, to validate what
has been answered, and they are classified into the following practices: cost control
and bookkeeping, financial resources management, marketing & sales, replenish-
ment and inventory policies. The company’s tour aims to map the company’s main
assets. The third approach, immersion, aims through the day-to-day experience by
the company duo to verify which SCM practices are used, being defined by the duo
whether the company uses each practice or not. Practices are classified into customer
relationship management, operations management practices, planning and business
processes, and supplier relationship management. The MIT GeneSys methodology
suggests this step be carried out on two consecutive days, depending on the size
of the company. Finally, shadowing is done in pairs by monitoring and observing
the activities of the decision-maker, to determine the amount of time spent in each
activity, what they are and in which one the decision-maker spends more time [47].
The MIT GeneSys methodology recommends that the entire data collection process
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should take place in five days: the questioning is carried out in the first two days,
the immersion, during the second and third days, and the shadowing takes place in
the last two days. At the end of each day, the pair shall meet the decision-maker and
validate the information collected on the day. The last step focused on the validation
of results and the practical guidance for successfully implementing and managing
SCM practices in small enterprises. On this step, it was necessary to return to the
company chosen, to analyze a more in-depth way to validate the results obtained by
it and the practical guidance; besides, the practical guidance also had a validation
with a specialist on the subject [48].

4 Practical Guidance for Successfully Implementing
and Managing SCM Practices in Small Enterprises

This sectionprovides practical guidancedeveloped for small enterprises to implement
and manage SCM practices successfully. The guidance is organized according to the
four SCM practices offered in the theoretical background, as discussed next.

Customer RelationshipManagement (CRM). An essential activity of this practice
is to review the company’s corporate and marketing strategies [34], as the company
chosen for further analysis stated that marketing is its biggest weakness and it can
affect the company’s ability to acquire new customers. The company needs to iden-
tify and categorize its customers into critics and non-critics, and the criteria to be
used for this categorization may be, for example, which customers generate higher
profitability for the company, that may vary from company to company, to make
critical customers the focus of the company’s mission [34, 35]. The categorization
of customers will help the company to offer personalized products and services to its
critical customers, to increase their loyalty [37]. The company needs to keep track
of which products are being purchased, which have had sales growth, in addition to
meeting regularly with its customers [34]. The company should create criteria for
accepting or rejecting customer order, analyzing the cost, impact on the company’s
sales, and the investment that will be necessary for the company [34], as the company
should only accept an order considered costly or complex if it generates some future
benefit or competitive advantage for the company [37]. Also, it is the manager’s role
to identify opportunities for improvement involving technology and infrastructure, to
assess, about the logistics capacity, the weaknesses and strengths of his competitors,
and what improvements can be promoted to his clients [37]. Whenever necessary,
the company must interfere in favor of the customer, in addition to solving problems
before they are perceived by them, verifying customer satisfaction with the product
and the entire process until its delivery [37]. The company must also identify, and
when necessary develop, which information systems and coordination mechanisms
will be used, as these systems and mechanisms will be responsible for providing
information to customers such as order status, shipping dates, among others [34]. It
is essential for the company to deal with customer complaints and needs and to plan
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how each product/service will be delivered to it [38]. Themanager has a fundamental
role in this process, as it will help to identify the causes of customer complaints more
quickly, such as delayed delivery [37]. When carrying out all these activities, the
company will have a good relationship with its customers, because with that the
company will provide a better level of service and quality to them.

Operations Management Practices. The company must know how to balance its
customers’ orders with the company’s supply capacity (production, sales, and distri-
bution) [34, 35]. It is an essential activity of this practice, and this balance can be
achieved through demand forecasting, which can be carried out through, for example,
sales projections and historical data; and the company must determine which is the
best for it [34], taking into account seasonality and promotions in the forecast, as
they may result in increased demand [39]. The company must identify problems
related to the company’s capacity and make suggestions for solving them [34]. Many
companies in the sample do not know their capacity. An essential step for compa-
nies in this practice is the elaboration of contingency plans for internal or external
problems that may interrupt supply or may cause unexpected changes in demand
[37]. A way for the company to guarantee, through improvements, a smaller varia-
tion in demand, an increase in flexibility, and better use of the company’s capacity are
through the measurement of the demand forecast error and the use of the company’s
capacity [34].

The plans of the company’s manufacturing, logistics, and distribution areas must
be integrated, to effectively meet customer orders [35]. For this to happen, the
company must know how many facilities produce which products, in addition to
their capacities and locations, and it is also necessary to know where their suppliers
are located and which transport modes the company will use [34]. The company
must know the capacity and restrictions of its supply chain [37]. To ensure that the
process of fulfilling customer orders can be carried out within the company’s capa-
bilities, it is necessary, for the manager, to participate in the design of the company’s
network [37], to meet customer requests and reduce costs related to delivery [35].
The company must record how the product will be picked up, stored and delivered
to the customer; that is, all the information necessary to fulfill customer orders [34].
An essential step in this practice is to produce and deliver the product/service in the
correct quantity and time [31], which should be one of the company’s objectives.
The company must also pay attention and carry out post-delivery activities, such as
receiving and making payments; it is also essential to list the customers that are in
debt [34].

The companyneeds to determine andknow itsmanufacturing infrastructure neces-
sary to fulfill its customers’ orders and to identify when it is necessary to change
its manufacturing technology [34]. To identify all the steps necessary to produce
and have a process without interruptions, an essential step for the company [38],
the company must have all of its processes described and mapped. To determine the
minimum lot, establish deadlines and stock requirements, the company must analyze
its manufacturing capacity. It is also essential to identify the level of inventory the
company needs to meet the supply chain [34]. The following activities/steps were
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added to the guidance at the recommendation of the external expert: the company
must use multi-functional systems to promote a culture of collaboration. Besides, the
company needs to maintain excellent communication between the teams, and coor-
dinate their processes in the industry in an integrated manner; it must also perform
stock maintenance at safe levels, so that availability is available without the high
cost. When carrying out all the steps/activities above, the company will have better
control of its demand, thus reducing its costs and its level of inventory [22].

Planning and Business Processes. The company must involve its critical customers
and suppliers in the development of new products, as it will efficiently coordinate the
flow of new products along the supply chain [37]. The company needs to determine
for each new product which resources it will use, and to identify possible problems
that may hinder the development and commercialization of that product [34]. The
manager has the role of helping to identify which is the best distribution channel
for each new product and estimate the costs associated with the manufacture and
distribution of these products [37], as each day the products have a shorter useful
life, and should be launched with successful and with the shortest possible time to
market [35]. It is also essential to determine for each new product which marketing
and distribution channel will be used, the expected profitability, and the human
resources needed for its development [34]. It is essential that the company’s strategy,
processes, and practices, are structured and that the information along the supply
chain and production processes are integrated [22], obtaining information related to
the inventory, such as which products sell more or which ones have a higher profit
margin.

The following activities/steps were added to the guidance at the recommendation
of the external expert: the company must plan and execute action plans together,
thus obtaining a coherent and synchronized planning so that it responds promptly to
market variations. It is also essential for the company to define the most appropriate
form of organization in terms of systematic integration and coordination and the best
strategy for the company at the horizontal and vertical levels. The company needs to
optimize its bidirectional flow of goods, services, technology, information, human
resources and knowledge among the components of the chain. To improve long-
term performance throughout the chain, overcoming time constraints, the company
must achieve common and specific objectives. It is also essential for the company to
integrate its internal and inter-organizational processes, as well as the performance
measurement methods/indicators and the practical requirements necessary for the
integration of the supply chain.

Supplier Relationship Management (SRM). It is essential for the company to
review its corporate, manufacturing, and supply strategies, in addition to identifying
which products and services are essential for the company [34]. The company needs
to categorize its suppliers as critical and non-critical, similar to CRM practice [37],
using criteria such as the available capacity, profitability and stability of the supplier,
the level of service required for the products purchased by the company. These criteria
may vary from company to company [34]. The company needs to develop strong
relationships with critical suppliers and personalized contracts with them, defining
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the terms of the relationship [37], and this relationship should be beneficial for both
[35]. It is essential for the company to analyze the effect of each supplier on the
company’s profitability [34], as well as to meet regularly with its critical suppliers.
However, several companies in the sample do not do it. Besides, the company needs
to have its purchasing process structured and mapped, as well as to develop strategic
plans with suppliers to improve the flow of manufacturing [35].

The following activities/steps were added to the guidelines as recommended by an
external specialist: the company should use the information and communication tech-
nologies (ICTs), for example, e-commerce and Electronic Data Interchange (EDI)
to manage the relationship with the supplier. However, due to the difficulty of small
enterprises in adopting information and communication technologies, they may have
difficulty in accomplishing this step. The company also needs to collaborate strate-
gically with its critical suppliers to increase the value flow between partners using
lean practices. The last activity to be recommended was to outsource activities to
multiple suppliers.

Figure 1 offers a synthesis of the guidance developed in this research.

Fig. 1 Overview of the guidance
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5 Conclusion

This article addressed, through an empirical study in six enterprises in the State of
Rio de Janeiro, the topic of SCM practices in small enterprises, which resulted in
practical guidance to successfully implement and manage SCM practices in small
enterprises. This work is essential, as small enterprises are responsible for generating
a large part of jobs and a large share of GDP in emerging countries, and because of
the differences between the realities of small and large enterprises, and a shortage of
studies focused on small SCM enterprises.

The research identified main problems and barriers faced by small enterprises in
the SCM in the literature, being subsequently confronted with the sample of study
to identify which of these problems small enterprises face. The main problems faced
by the small enterprises in the sample at SCM are the lack of financial resources,
scarcity of human resources and qualified people, and the difficulty in adopting infor-
mation and communication technologies. After these analyses, practical guidance
was developed on how small enterprises can successfully implement and manage
SCM practices.

Regarding research limitations, the research was restricted to a set of six small
enterprises located in the state of Rio de Janeiro and a set of four SCM practices.
It is suggested for future work to expand the sample of enterprises involved in the
study, conduct in other emerging countries to assess similarities and differences, and
address more SCM practices.
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Abstract The business productivity depends on the effective and efficient use of
technological resources. Current business practices demonstrate the relevance of the
effort to align three important organizational intangible assets: Information; Informa-
tion Systems and Processes, seeking the optimization of related risks. Specifically,
Information Systemsmust perform operations consistent with the business processes
and models standardized in an organization or required in compliance with current
legislation. The growing relevance of these requirements is realized in organiza-
tions that are defining their processes with quality and security parameters. The
organizations are carrying out new information systems projects whose data trans-
actions are aligned to non-functional requirements related to process management
and corporate governance. In this sense, the researches in Process-aware Informa-
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treatment of information. Considering that an insufficient data quality can cause a
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1 Introduction

The sustainability of business processes depends on the effective and efficient use
of technological resources [1]. Strategic Plan and Organizational Policies supported
by Corporate Governance must be a guideline for the management areas to estab-
lish performance indicators and quality-oriented models. Current business prac-
tices demonstrate the relevance of the effort to align three important organizational
intangible assets: Information; Systems and Processes, seeking the optimization
of resources and related risks [2]. In this effort to integrate technological assets,
complexity and costs are limiting to full implementation and consequent maximiza-
tion of benefits [3]. Aiming at viability, organizations have been involved in quality
standards and sustainable goals.

The motivation for this research has some factors: (1) the few studies and docu-
mented practices about the Information Asset that show procedures and implemen-
tations that would provide return on investments [4]. These studies do not propose an
information qualitymodel that is close to the human perception based on composition
of quality characteristics of each parts (datum); (2) the common scenario of orga-
nizational resistance to implement data quality management processes. This resis-
tance is caused by current approaches in the information technology sectors that do
not promote an alignment between software engineering and process management
activities, in addition to improve the development of Process-aware Information
Systems [5].

Considering the motivation presented, the use of metadata dedicated to certain
information quality characteristics is one of the viable research alternatives [6]. In this
guideline, the objective of this article is to present the information quality represented
by States. The State Model was developed with the proposal to use a bottom-up
procedure inwhich individual attributions of the dimensional quality degree are carry
out for each datum, as long as this datum is considered significant for the general
quality of the information. The states and transitions represented have the flexibility
to attend the diversity of processes and information systems in an organization.

2 Background

2.1 Process-Aware Information Systems

Organizational Practices on models and business process management allowed to
recognize operational patterns related to information [7, 8]. Understanding these
patterns is essential for the development of Process-aware Information Systems
(PAIS), as they are technological processing and communication software that
must comply with standards, legislation and business rules. These standards can
be classified in [9]:
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Fig. 1 Example of data-based routing

• Data Visibility: the manner in which data elements are viewed by components in
a process;

• Data Interaction: the manner in which data elements are communicated between
components in a process;

• Data Transfer: the means (interfaces) by which the data transfer occurs between
components in a process;

• Data-based Routing: the manner in which data elements can influence the
components in a process (see Fig. 1).

The insufficient quality of information can compromise the effectiveness and
efficiency of critical processes. The information must be used in certain tasks or
to transit along processes as long as the requirements that establish information
quality levels are respected. Thus, information quality degrees are necessary param-
eters for intrinsic condition on Data-based Routing and the Process-aware Informa-
tion Systems must monitor and limit the use of data respecting the conditions of
information quality.

2.2 Information Quality

In the last decades, researches and organizational practices revealed that Quality is
a complex property of information that requires details in several characteristics and
dimensions [10, 11]. Organizations and stakeholders adopt different sets of dimen-
sions to suit their processes and are limited by the costs of managing information
quality. Table 1 presents some of these dimensions combined in categories, based on
practices presented in COBIT and in several surveys [12–14].
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Table 1 Categories and dimensions of quality information

Categories Quality dimensions Description

Intrinsic QD 1—Accuracy The degree to which the information is correct and
reliable

QD 2—Objectivity The independence degree of information related to
interference of any stakeholder

QD 3—Believability The credibility degree of the stakeholder who
create or alter the information

Contextual QD 4—Timeless The Information update degree compared to the
current scenario

QD 5—Completeness The missing degree or insufficient meaning

QD 6—Relevancy The importance degree of information for
stakeholders and processes

Representational QD 7—Consistent The use compliance degree of information

QD 8—Concise The content density degree

Accessibility QD 9—Usability The easily degree by which information is used on
processes

QD 10—Availability The degree to which information is available when
required

3 Research Methodology

This research is supported in the hypothesis of a state model applied to each quality
dimension of each datum that composes an information is a viable and adequate
resource for monitoring, control and Process-aware Information Systems. In order
to carry out this research involved a qualitative study with more than two hundred
professionals on areas of information technology or process management from
organizations of different areas and size.

Those professionals participated in a information technology management
improvement course promoted by the University of Campinas, and were invited
to experiment and improve data quality management practices based on metadata
of the quality status. The main steps of these unstructured studies were: (1) the
current processes in organizations were questioned and analyzed in relation to the
existence and maturity levels of data quality management. The overall result showed
consistent interest and concern with these processes, but low levels of implementa-
tion; (2) among organizations with implemented processes, at any level of maturity,
it was asked whether quality is treated in different dimensions (characteristics) or
in a generic and abstract way. The general results showed a low level of detail in
the information quality involved in critical processes; (3) In the end, for all groups
of professionals, a case study was presented in which a fictitious organization has
demand for greater quality control over its information. After being presented with
proposals for a state-based quality model, the case study required the groups to make
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their considerations and solutions for implementing data quality management. The
solutions have been refined over the years and by the participating groups, resulting
in the Quality States Model presented.

4 The Quality States Model (QSM)

In order to represent the different levels of information quality in an organization,
the Quality States Model (QSM) can have a high complexity and unviable cost of
implementation. To avoid these negative aspects in the context to support Process-
aware Information Systems, a States Model applied to information quality should
preferably be simple, with few states and flexible transitions.

The Quality States Model defined in this research is based on the evaluation of
four typical scenarios: evolution; regression; passing and neutrality. For the sake of
simplicity, the proposed model establishes four basic states in the definition of datum
quality degree:

• Required: ideal or acceptable quality to the dimension;
• Transient: transitional or intermediate quality to the dimension;
• Unwanted: invalid or unacceptable quality to the dimension;
• Indifferent: neutral quality to the dimension.

TheQuality StatesModel represented inFig. 2 shows that any basic state can be the
initial State as well as the final State of quality. All transitions (1 until 9) represent
changes or validation carried out in a process. Processes with tasks that perform
transitions 6 and 9 are increasing the data quality, while the processes that perform
transitions 5 and 8 are regressing in quality and, therefore, require more control
and management. In certain organizational contexts, the decomposition of any basic
state into sub-states may be a requirement for complex and rigorous processes, for
example, the Transient state having several intermediate transitional sub-states used
on validation.

The QSM provides a mapping of the quality of each datum in an information
over time. In this quality trajectory, data can transit through several states, but it is
not always possible to keep it in the Required or Transient state. For example, a
trajectory of a datum Address or information Client can start in state B (Transient),
passing through state A (Required), but also through the Unwanted state C (Fig. 3).

The mapping of processes that participate in the trajectory becomes a valuable
resource to identify tasks that change information to the Unwanted state, causing
loss of quality or high cost in the processes that need qualified information. In the
case of Fig. 3, the process 2 not perform the necessary update of the information and
causes transition 8 to theUnwanted state. Following the tasks, process 3 restores the
desired quality.
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Fig. 2 Model of basic states

Fig. 3 Information quality trajectory (with processes)

5 Quality Decomposition

Processes may require the information quality to be identified by the quality of its
parts. This need is supported by the Feigenbaum’s work which describes that a Total
Product Quality (QTP) is a combination of several quality characteristics (Ci) of
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a product and related quality indicators (Qi) or weights [15]. On theses bases, the
information is a product whose quality can be perceived by the individual analysis
of each datum [16].

For example, consider a Maintenance Management System—MMS for which
machine maintenance services are requested. In this system, the Information Main-
tenance Request is composed of several data with different quality levels required
by the managers. Based on analysis carried out by the management, it is necessary
to establish to each datum which quality dimensions states are acceptable for the
processes involved. Ideally, processes should only accept dimensions in theRequired
state, and therefore, only dimensions in these states are used in the general assess-
ment of the information quality (see Fig. 4). In certain organizational contexts, some
processes may not be hindered if the datum quality state is Transient orUndesirable.

In the case of Fig. 4, two simplified processes for a Maintenance Management
System—MMS are represented: P1—Maintenance Request Analysis; P2—Comple-
tion of Maintenance Request, and use the information Service Request. The states
not shown in Fig. 4 are quality dimensions not required in the processes. For these
cases, a management can choose to use the Indifferent state to explain the quality or
not indicate anything.

The mapping must support the quality of processes and information systems,
such as the Maintenance Management System, and be used to restrict the access to

Fig. 4 Process and data quality requirements (dimensions and states)
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Fig. 5 Summarization of quality dimensions

information that does not aligned to the defined quality indicators [17]. Commonly,
a precise control of the information quality for each process involved have high cost,
therefore, the composition (summary) of the general quality of information must be
carried out, benefiting all processes with a unique quality degree [18].

In Fig. 5, the quality summary shows the necessary dimensions set to represent the
information quality. The states composition of the dimensions for all data summarizes
the information quality degree required in the analyzed processes. In the case shown,
there are twenty-one characteristics (datum, dimension and status) of Service Request
that must be analyzed to determine the information quality. Additionally, weights
can be select for calculate the quality using a Weighted Arithmetic Mean or other
mathematical approach.

For the calculation of quality, the weight of each data must be decided by the
stakeholders. The decision to assign equal weights for all characteristics should
provide less difficulty in implementation andmanagement, but theremaybe scenarios
in which certain characteristics have a greater impact on quality, as shown in Fig. 5.

6 Implementation

Metadata are fully adequate for quality representation because they are targeted at
specific professionals who performmanagement roles [6]. The representation format
of quality metadata will depend on the information systems architecture used by
the organization, but it is important to select flexible forms that allow inserting and
removingquality dimensionswhennewbusiness requirements have been established.
The organization that uses relational databases can extend its tables with a JSON type
column containing all characteristics: attribute; dimension; status (see Fig. 6).

Process Mining [19], Six Sigma Program [20] and other quality analyzes require
the states labels to be converted to a numerical scale [21]. The discrete values of easy
processing can be: (1) Required; (0) Transient State; (−1) Unwanted. Dimensions
in the Indifferent state do not need to be registered and processed. This scale for
each dimension allows the calculation of the general quality of the information, with
values between −1 (no quality) and 1 (maximum quality) and the datatables can
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Fig. 6 Datatable: service request and quality metadata

record the information quality indicator to avoid unnecessary recalculations every
time an Information System needs these metadata. In cases of unnecessary precision
in the quality indication, the numeric indicator can be converted to a state of the
model, using ranges of values such as: Required (1.00 to 0.80); Transient (0.79 to
0.50); Unwanted (0.49 to 0.00).

7 Conclusion

Traditionally, information quality research considers dimensions as macro-
characteristics whose analysis is carried out in an extensive and superficial process
supported by assertions (constraints) or based on statistical patterns of value distri-
bution. The demands for quality in critical processes and systems require further
refinement of the information quality dimensional model.

Thepresent study contributes to existing researcheswith a comprehensible decom-
position of information quality in several characteristics (quality dimensions) of each
component (datum). In addition, this research innovates with use of predefined state
metadata based on a flexible model that consider four typical scenarios: evolution;
regression; passing and neutrality. The Quality States Model (QSM) enables a more
accurate quality analysis procedure to support Process-aware Information Systems.

Among the limitations for using this research in organizations is the require-
ment for adequate maturity levels of selected business processes, so that the quality
mapping using the QSM is not wasted in unstable (or unpredictable) processes. In
addition to practical implications, another limiting scenario involves the availability
of resources to carry out Process-aware Information Systems (PAIS) engineering or
Information System reengineering, both requiring a transactional database enable to
store and provide the information quality states.

The implementation of QSM requires that the engineering teams (data, software
and processes) recognize the data quality requirements and not only elicit the require-
ments based on the analysis of the information systems projects and process engi-
neering. Themodel presented enables several procedures for the attribution of quality
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status. The dimensions that require a subjective validation demand the collabora-
tion of stakeholders to determine the quality status. The objective dimensions, more
recommended due to the lower attribution cost, require the Process-aware Informa-
tion Systems or other software tools to carry out the evaluation based on parameters
established by the organization.

Among the future researches is the development of a technique for defining
minimum quality indicators based on the QSM, which would be compared with
quality metadata such as the Quality Resume Metadata (Fig. 6). These indicators
would establish essential non-functional requirements for the use of information in
related processes and information systems.
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Identifying Patient Demand New
Patterns in Emergency Departments
a Multiple Case Study: A Forecasting
Approach

Daniel Bouzon Nagem Assad, Javier Cara, and Miguel Ortega-Mier

Abstract Patient demand arrival prediction is a critical problem to emergencies
departments (EDs) that must delivery timely and adequate treatment to meet patient
needs. High accuracy on patient demand forecasting allows ED managers to better
size and allocate health care professionals. Besides patients can arrive any time
expecting for quickly medical assistance, ED managers must provide efficient
resource planning in order to fulfill that expectance limited by balance financial
budgets. In this paper, the problem of ED patient arrival forecast is proposed as a
planning tool allowing ED managers to better prepare short- and long-term staffing
policies for the coming demand variations.We apply statistical time series techniques
on four EDs historical data to catch patient demand pattern arrival behavior hourly,
weekly and yearly all over the time and, thereafter, we forecast them one year ahead.
The hourly forecasted patient demand pointed out the grown of pediatrician service
while physician service decreases over the time. In addition, forecasted results shows
that health care professionals which work on night shifts will find more variation in
patient demand than professionals which work on morning shifts.
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1 Introduction

Brazilians’ Unified Health System (SUS) was established as a strategy to overcome
traditional Health Regions fragmentated health services and management. SUS’s
objective is guaranteeing that the set of needed services and resources with effective-
ness and efficiency. In this context, Emergency departments (EDs) plays a key role
in the whole healthcare system connecting local health systems on different levels
of attention to deliver a proper and resolutive service [1].

All over theworld patients go to EDs in order to be quickly treated byEDs services
at any time (every day and 24 h/day). Thus, planning an efficient medical operation
became a great challenge as long as patients’ needs no appointments to access an ED.
It requires frommanagers perspective a set of allocative decisions that must be made
eventually on real time in order to fill and balance all ED processes (e.g., registration,
triage, and consultation) that meets timely patient treatments within limited financial
budgets [2].

In order to better estimate “timely” or/and “required resources” to patient’s treat-
ment, at the global level, the most used protocols are Australian Triage Scale, Cana-
dian Emergency Department Triage and Acuity Scale, Emergency Severity Index e
Manchester Triage Scale [3]. Recent researches like Afilal et al. [4] and Kadri et al.
[5] improved the “traditional” protocols by proposing alternatives triage criteria by
introducing categories to help the ED’s staff planning their activities in the long
and the short-term and integrating a specific patient group (classification/triage) to
specific resources like radiology and biology services respectively.

Even adopting rigorous medical protocols or improving them considering another
variable, occasionally ED demands exceed capacity (overcrowding) [6] due to
patients demand characteristics, which are described above. The ED overcrowding
problem and its consequences are unfortunately common on several countries and
are, in general, caused by inadequate resources allocation, increase in demand for
ED services and epidemic seasons [7]. Besides overcrowding, a recent systematic
literature review (SLR) [8] pointed out extended length of stay (LOS), prolonged
wait time and excessive patient time flow time as decisive factors that impact the
number of patients who leave without being seen (LWBS). Additionally, LWBS can
be potentially be readmitted within the next few hours with more severe and complex
needs.

Thus, the same authors conduced their SLR in order to answer how current
researchers and practitioners deals with resource allocation problems or process
design for some “unknown” patient demand (uncovered on their review).

But how can we discuss resource allocation to meet patient “timely” treatment
without previous evaluation patient arrival behavior? The current research aims to
discuss properly the theoretical background about the ED patient forecasting while
in [9] we focus on answer this “balance” question applying time series techniques
on four EDs manage by a public company on Rio de Janeiro city.
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Fig. 1 ED process. Source
The authors

Patient arrival Triage (risk
classification)

Pediatrician
consultation

Physician
consultation

The current research is, therefore, an enhanced version ofAssad et al. [9]wherewe
improved the theoretical background section. In [9] we used time series techniques
in order to:

1. Evaluate historical patient arrival by each classification risk degree dividing them
in pediatrician and physician attendance in four different ED’s on Rio de Janeiro
state. These processes are presented in Fig. 1;

2. Predict all these patient arrivals one year ahead;
3. Point out differences between historical and predicted patient arrivals in each

shift (morning and night).

2 Theoretical Background

The ED’s efficiency expressed by waiting time and length of stay (LOS) are related
to how better is balance between ED resources (doctors, nurses, beds, medical equip-
ment, etc.) and demand (patient arrivals). Linking them, accurate forecasting of ED
patient demand can support long and short-term staffing policies in order to better
prepare ED for the coming demand variations [10].

Although time-series forecasting drew the attention of the scientific community
when Yule introduced a general approach for time-series analysis in 1927 [11] only
in 1988 appeared the first based model to forecast total attendance of an ED using
autoregressive and moving average models [12] and, recently, statistical forecasting
concept has gained popularity in ED problems by allowing ED stakeholders to plan
their processes efficiently and, as consequence, improving service quality [10].

In 2009,Wargon et al. [13], evaluatedmodels for forecastingEDvisits in a system-
atic review and discussed the limitations and pointing advantages of nine identified
studies. 9 year later Gul and Celik [10] provided an exhaustive review and analysis
on applications of statistical forecasting in hospital emergency departments where
106 were classified by: method(s) used, specific objective, data range, aggregation
of available data (by hour, day, week or month) and performance measures.

Looking at ED admission Gul and Celik’s review [10] found 41 papers that
deals with univariate or multivariate time series using basically the following
models: autoregressive and moving average models (ARMA, ARIMA, SARIMA,
MSARIMA), regression models (Linear, support vector, Poisson, Logistic), expo-
nential smooth (Holt-Winters, Seasonal multiplicative Holt-Winters), Support vector
machine, Artificial neural network and Exponentially weighted moving average.
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Although the mentioned authors had found many forecast techniques their review
presented only five researches where the available data were aggregated/analyzed
hourly. In this short sample onlyMorzuch et al. [13] andKimet al. [15] researches had
the aim to forecast properly ED patient demandwhile Chase et al. [16] proposed fore-
casts an indicator (“care utilization ratio”) that takes into account 3 variables: patient
demand (new arrivals), patients waiting to see a doctor (patients triaged) and total
physician capacity. The other researches tried to predict the patient admission on next
hours or days of visits based on previous web site information [17], predict patient
demand volume based on a function of temporal, climatic, and patient factors [18].

Although Chase et al. [16] proposal allowsmanage on real time the ED “physician
response”, care utilization ratio indicator can potentially hide a high patient waiting
time when the physician capacity estimator has high level. It becomes possible
because physician capacity takes into account not only physician historical average
attendance rate, but also depends on the level of experience of professionals’ work-
force. In otherwords, an “acceptable” care utilization ratio could be seen in a scenario
with higher patientswaiting times and being served by professionalswith higher level
of experience.

Uncovered byGul and Celik [10], Jiang et al. [19] states that frequently traditional
statistical models are used to predict patient arrival like General Linear Method
(GLM), ARIMA models, and classical shallow artificial neural network (ANN) has
poor accuracy in long-term and proposes a deep learning approach to forecast patient
demand per hour 28 days ahead.

The data used in our proposal and in similar researches [14–16, 19] is summarized
below:

1. date and time of check-in (registration);
2. date and time of triage consultation (begin and end);
3. patient risk degree level (given in triage process);
4. date and time of doctor consultation (begin and end).

Other researches have been conducted discussing daily patient demand but
proposes different triage criteria in other meet patient needs (severity and resources
required) like Afilal et al. [4] and Kadri et al. [5].

We focus on researches which had worked with hourly forecasts by a unique
reason: the challenged of health care professional allocation is widely divided into
two time windows of 12 h that will be called as shift. In Brazil, these two shifts start
at 7 a.m. (also known as morning shift) and at 7 p.m. (also known as night shift).
So, although daily and monthly time windows forecasting can provide great insights
for general resource allocation problems, in workforce planning problem it does not
work well. Moreover, hourly forecast can provide us analyze demand peaks all over
the hours and better estimate the patient waiting time problem.
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3 Problem Statement

RioSaúde is a public company located in Rio de Janeiro, Brazil and is responsible
for the management of 4 emergency departments in the city. These 4 emergency
departments are open 24 h a day, and each ED receives an average of 121,195.5
patients per year (an average of 334.22 patients daily). The data used were provided
by the company tracks the beginning and ending data and time of each ED activity
by patient for all units for the period from 01/01/2015 to 30/06/2017.

In Brazil, this capacity is clearly defined only to doctors by Ordinance no. 10
of January 3, 2017 [20] as presented in the Table 1. Although the same ordinance
state that triage process must be done before patient consultation, minimal number
of nurses has no mention.

TheManchester Triage Scale (MTS) has been adopted in most emergency depart-
ment as a guiding instrument for risk classification, prioritizing themost serious cases
based on the degree of risk [1]. Each risk classification degree and their maximum
waiting time expected are presented in Table 2. The triage is conducted by nurses.

Patient demand by unit and by classification risk degree as well as unit classifica-
tion according to ordinance parameters are presented in Table 3. In Table 4 presents

Table 1 Minimal number of doctors by ED size per shift. Source Brazilian ordinance [20]

ED sizes Monthly average of
medical consultations

Minimal number of doctors
from 7 a.m. to 7 p.m.

Minimal number of doctors
from 7 p.m. to 7 a.m.

I 2250 1 doctor 1 doctor

II 3375 2 doctors 1 doctor

III 4500 2 doctors 2 doctors

IV 5625 3 doctors 2 doctors

V 6750 3 doctors 3 doctors

VI 7875 4 doctors 3 doctors

VII 9000 4 doctors 4 doctors

VIII 10125 5 doctors 4 doctors

Table 2 Risk classification degree and patient maximum waiting time expected to see a doctor.
Source Current company’s medical protocol

Risk classification degree (color) Maximum waiting time
expected

Patient clinical condition

Red Immediately Resuscitation

Orange Less than 15 min High emergency

Yellow Less than 30 min Intermediate emergency

Green Less than 60 min Low emergency

Blue When there are no emergency
patient waiting

No emergency
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Table 3 Patient Classification risk degree proportion and ED size classification. SourceThe authors
retrieved from company dataset and Brazilian ordinance [20]

Patient classification risk degree CER ED CDD ED RM ED RM ED SC ED

Red (%) 1.17 0.32 0.45 0.20 1.17

Orange (%) 5.55 3.27 2.32 1.39 5.55

Yellow (%) 26.54 17.07 16.19 14.19 26.54

Green (%) 66.48 78.70 79.88 83.65 66.48

Blue (%) 0.26 0.63 1.16 0.57 0.26

Monthly medical consultation average 10718 8714 10764 10468 10718

ED size (see Table 2 parameters) VIII VII VIII VIII VIII

Table 4 Total patient demand by ED and by type of service offered. Source The authors retrieved
from company dataset

ED versus services Physician Dentistry Pediatrician Psychiatry

CER ED 173958 0 67743 1230

CDD ED 115079 5017 38626 0

RM ED 167460 0 71696 0

SC ED 180753 4449 64477 0

the total patient demand by ED and by type of service offered. As dentistry and
psychiatry are not offered by all units and together only represents 1.2% from total
patient’s records, in this research, we only are taking into account physician and
pediatrician services.

3.1 Research Questions

In Sect. 2 we pointed out that ED patient demand forecasting can support long- and
short-term staffing policies and in this research, we will use it in order to answer the
following questions:

1. Is possible to state that 1 year ahead all ED’s mentioned in Table 3 will remain
on their actual ED size comparing forecasted demand with monthly average of
medical consultations presented in Table 2?

2. The proportion between physician and pediatrician consultations will change
comparing in each ED actual versus forecasted demand?

3. The proportion betweenpatient arrival inmorning shift and night shiftwill change
comparing in each ED actual versus forecasted demand?
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4 Forecasting

In this section we will present the approach used to determine and build the fore-
casting models for our case study. In order to answer research questions above our
horizon in this problem will be 1 year using hourly steps, in other words, we will
forecast 8760 h ahead.

The software used for data processing was Software R Version 3.5.2 and to deals
with hourly forecasting we had to consider 3 frequencies: the day, the week and the
year.

4.1 Forecasting Model Selection

We analyzed all 40 time-series (one time-series by each unit, patient classification
risk and medical service) using 80% of original time-series as data training (patient
demand on first 7008 h) and the other 20% as data test (the last 1752 h). The data
training was used as input data by the following forecast techniques:

1. Naive (NAIVE);
2. Seasonal naive (SNAIVE);
3. Random walk with drift (RWF);
4. Exponential Smoothing State Space Model (ETS);
5. Autoregressive Integrated Moving Average (ARIMA);
6. Trigonometric Exponential Smoothing State Space model with Box-Cox trans-

formation, ARMA errors, Trend and Seasonal Components (TBATS);
7. Linear regression (LR).

Thereafter, for each forecasting model presented we predict 1752 h ahead and
compare that expected value with our data test (last 20% of our original data). For
each time-series we choose the model that presented the lower Root Mean Square
Error (RMSE).

Finally, after choosing all 40 better models considering RMSE criteria we were
able to conduce the 1 year forecast ahead that allow us to answer the research
questions proposed on Sect. 3.

4.2 Forecasting Results and Discussion

In Table 5 we answer the first research question giving the monthly average expected
by patient demand forecasted in each ED. Research’s’ question 2 and 3 are summa-
rized in Table 6 where we present patient’s admission average by hour at historical
morning shift (HMS), historical night shift (HNS), Forecasted morning shift (FMS),
Forecasted night shift (FNS) and their performancemeasure chosen to evaluate error:
root mean squared error (RMSE).
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Table 5 ED patient admission monthly average forecasted, and ED size based on Brazilian
ordinance [6] criteria. Source The authors

EDs Monthly average
forecasted

ED sizes based on
forecasted values

ED sizes based on
historical data

CER ED 10420 VIII VIII

CDD ED 5739 V VII

RM ED 9329 VII VIII

SC ED 9116 VII VIII

Table 6 Patient Classification risk degree proportion and ED size classification. SourceThe authors

Patient classification risk degree HMS HNS FMS FNS RMSE

CER ED yellow physician 2.93 1.68 3.72 2.33 1.80

CER ED green physician 6.52 3.37 7.84 4.61 0.14

CER ED yellow pediatrician 0.84 0.55 1.11 0.74 0.81

CER ED green pediatrician 2.91 1.58 4.41 2.98 3.05

CDD ED yellow physician 1.99 1.09 1.21 0.53 0.16

CDD ED green physician 7.92 4.28 5.03 2.09 1.09

CDD ED yellow pediatrician 0.72 0.46 0.86 0.52 0.05

CDD ED green pediatrician 2.68 1.31 3.77 2.33 0.31

RM ED yellow physician 2.22 1.13 1.53 0.58 2.19

RM ED green physician 8.86 3.86 8.64 3.59 0.06

RM ED yellow pediatrician 0.79 0.50 0.61 0.34 1.25

RM ED green pediatrician 4.04 1.74 5.90 3.54 0.21

SC ED yellow physician 1.80 1.20 1.61 0.99 0.58

SC ED green physician 9.83 4.52 9.04 3.59 4.37

SC ED yellow pediatrician 0.59 0.48 0.75 0.55 0.15

SC ED green pediatrician 3.46 1.68 4.96 3.01 0.83

Although we are not taking into account dentistry and psychiatry on our forecast
models, in other words, the forecasted demand should be increased on ED’s where
these services are provided, itmakes nodifference becauseCEREDgot themaximum
EDsize and historical data presented onTable 4 showus that dentistry service account
for only 3.16% and 1.8% of CDDs’ ED and SC’s ED total records, respectively.

From the ordinances’ definition this result could suggest us that is expected that
we will not need the same number of doctors than we currently have. But, as we had
already explained in Sect. 1, we cannot ensure that all patients’ waiting times will be
lower than maximum waiting times presented in Table 1 by each classification risk
degree. Thus, we should not suggest any workforce planning reduction before better
understanding patient arrival behavior (aim of this research), process duration and
their both variabilities (uncertainties).
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We applied the forecasting models to all patients’ classification risk degree to get
closer from a better total attendance estimation (Table 5). However, as green and
yellow patient’s risk degree account for more than 90% in all records we consider
only them in Table 6 to highlight the differences between historical data versus
expected (forecasted) ones in each shift (morning and night) that are present bellow:

• In CER ED is expected a patient admission growth of, at least, 20% in all patient
classification risk degree in pediatrician andphysician services. In all cases, patient
admission growth in night shift is higher than in morning shift. Patient admis-
sion growth for pediatrician service is higher than patient admission growth for
physician service;

• InCDDED is expected a patient admission decrease of, at least, 36% for physician
service, but, at the same time, a patient admission growth for pediatrician service
of 14% on the morning shift and 78% in night shift;

• In RMED is expected a patient admission for physician service a little decrease of
green risk classification patients of 0.03% in morning shift and 0.07%. However,
yellow risk classification patients will decrease by 31% in the morning shift and
49% on the night shift;

• In SC ED is expected a patient admission decrease of, at least, 8% on morning
shift and 18% on night shift for physician service while pediatrician service a
patient admission will grow at least on 15%.

Even though highlights above give us a way to better estimate patient admission
behavior we must enhance two points:

• These changes on patient admission behavior allow us to predict in ED’s classifi-
cation according to Brazilian ordinance, but it does not give us enough informa-
tion to answer how many doctors and nurses should be available to meet “timely
treatment” parameters presented in Table 1.

• The analysis provided in this section is only possibleworkingwith hourly forecasts
which is still a little explored by recent researches as we showed in Sect. 2.

5 Conclusion

This research proposed a forecast approach to provide a tool for better understanding
ED patient arrival behavior. From practice, this tool allows ED managers elsewhere
to better prepare (balance) their staff for the coming demand variations and measure
their results by waiting time and LOS.

In addition, this approach should be seen as a first step to build a better ED
workforce planning. On the next step, to ensure that all patients must have their
“timely treatment” wemust combine it with ED processes durations and their natural
variability. Propose an optimization approach to deals with these two problems is
ongoing.
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From the theory, this research fulfills a literature gap as long as it pointed out
differences between historical and forecasted data in different shifts which is only
possible working with hourly forecast.

Seven forecasting techniques were used to find, for each time series, which tech-
nique should be applied. We split each time series in training data (first 80% of
observed values in original data series) and test data (last 20% of observed values
in original data series). All forecasting techniques were applied over training data
and thereafter we made all forecasting to compare results expected in each technique
with test data. These comparisons weremade using RMSE as a performancemeasure
and the technique with lower RMSEwas chosen. Finally, only for the technique with
lower RMSE in each case we made the hourly forecasting on a range of one year.

Only in CER EDwe can expect a growth in both shifts and services. On the others
EDs we expect in one hand a patient admission growth of pediatrician services, but
on the other hand a decrease on physician service patient admission.

References

1. De Brito, F. G., Resende, E. S., de Araújo Rodrigues, A. A., Junqueira, M. A. B., Barreto, V. R.,
Destro Filho, J. B: Demand forecast in the emergency department in Minas Gerais. Bioscience
Journal. J., 35(5), 1640–1650 (2019).

2. Guo, H., Gao, S., Tsui, K. L., Niu, T.: Simulation optimization for medical staff configura-
tion at emergency department in Hong Kong. IEEE Transactions on Automation Science and
Engineering, 14(4), 1655–1665 (2017).

3. Pinto Júnior, D., Salgado, P. D. O., Chianca, T. C. M.: Predictive validity of the Manch-
ester Triage System: evaluation of outcomes of patients admitted to an emergency depart-
ment. Revista latino-americana de enfermagem, 20(6), 1041–1047 (2012).

4. Afilal, M., Yalaoui, F., Dugardin, F., Amodeo, L., Laplanche, D., & Blua, P.: Forecasting the
emergency department patients flow. Journal of Medical Systems, 40(7), 175, (2016).

5. Kadri, F., Harrou, F., & Sun, Y.: A multivariate time series approach to forecasting daily atten-
dances at hospital emergency department. In 2017 IEEE Symposium Series on Computational
Intelligence (SSCI), 1–6, (2017).

6. Hopp, W. J., Lovejoy, W. S.: Hospital operations. Upper Saddle River: FT Press (2013).
7. Afilal, M., Yalaoui, F., Dugardin, F., Amodeo, L., Laplanche, D., Blua, P.: Forecasting the

emergency department patients flow. Journal of Medical Systems, 40(7), 175 (2016).
8. Ortíz-Barrios, M. A., & Alfaro-Saíz, J. J. (2020). Methodological approaches to support

process improvement in emergency departments: a systematic review. International Journal
of Environmental Research and Public Health, 17(8), 2664.

9. Assad, D. B. N., Ortega-Mier, M., & Cañas, F.J.C.: Patient demand forecast in emergency
departments amultiple case study. 26th IJCIEOM– International Joint Conference on Industrial
Engineering and Operations Management. Springer. (2020).

10. Gul, M., Celik, E.: An exhaustive review and analysis on applications of statistical forecasting
in hospital emergency departments. Health Systems, 1–22 (2018).

11. Yule, G. U. VII: On a method of investigating periodicities disturbed series, with special
reference to Wolfer’s sunspot numbers. Philosophical Transactions of the Royal Society of
London. Series A, Containing Papers of a Mathematical or Physical Character, 226(636–646),
267-298, (1927).

12. Milner, P.C.: Forecasting the demand on accident and emergency departments in health districts
in the Trent region. Stat. Med. 7(10), 1061–1072 (1988).



Identifying Patient Demand New Patterns … 175

13. Wargon, M., Guidet, B., Hoang, T. D., Hejblum, G.: A systematic review of models for
forecasting the number of emergency department visits. Emergency Medicine Journal, 26(6),
395–399 (2009).

14. Morzuch, B. J., & Allen, P. G.: Forecasting hospital emergency department arrivals. In: 26th
Annual Symposium on Forecasting, Santander, Spain (2006).

15. Kim, S. W., Li, J. Y., Hakendorf, P., Teubner, D. J., Ben- Tovim, D. I., Thompson, C. H.:
Predicting admission of patients by their presentation to the emergency department. Emergency
Medicine Australasia: EMA, 26(4), 361–367 (2014).

16. Chase, V. J., Cohn, A. E., Peterson, T. A., & Lavieri, M. S.: Predicting emergency department
volume using forecasting methods to create a “surge response” for noncrisis events. Academic
Emergency Medicine, 19(5), 569–576 (2012).

17. Ekström, A., Kurland, L., Farrokhnia, N., Castrén, M., Nordberg, M.: Forecasting emergency
department visits using internet data. Annals of Emergency Medicine, 65(4), 436–442 (2015).

18. McCarthy, M. L., Zeger, S. L., Ding, R., Aronsky, D., Hoot, N. R., Kelen, G. D.: The challenge
of predicting demand for emergency department services. Academic Emergency Medicine,
15(4), 337–346 (2008).

19. Jiang, S., Chin, K. S., & Tsui, K. L.: A universal deep learning approach for modeling the flow
of patients under different severities. Computer methods and programs in biomedicine, 154,
191–203 (2018).

20. Brasil. Ministério da Saúde. Portaria no 10, de 3 de janeiro de 2017. Redefine as diretrizes de
modelo assistencial e financiamento de UPA 24 h de Pronto Atendimento como Componente
da Rede deAtenção às Urgências, no âmbito do SistemaÚnico de Saúde. Gabinete doMinistro,
Brasília, DF (2017).



Visual Management in Healthcare:
A Systematic Literature Review of Main
Practices and Applications

Carolina Melecardi Zani, Paula Kvitko de Moura,
Bruno Miranda dos Santos, and Tarcisio Abreu Saurin

Abstract Visual Management illustrates lean measures by non-verbal means.
It provides alternatives aiming to reduce complexity and expenses in Complex
Sociotechnical Systems, such as hospitals. Consequently, VM also enhances
hospital’s sustainability and increases processes transparency. This study addresses
the main practices and devices supported by Visual Management used in healthcare
presented in articles selected from a systematic literature review. Of 330 studies, 45
were examined from the perspective of: (i) approach nature (whether it is a practice or
a device); (ii) user adhesion and (iii) performance dimensions. The most cited prac-
tice supported by Visual Management aimed at developments in information flow,
and for Visual Device was visual reminders and electronic messages. An Impor-
tance Score framework is developed for the implementation of Visual Management
practices/devices. The highest scores are indicated for implementation: standardized
work and collaborative work, supported by posters and computers.
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1 Introduction

VisualManagement (VM) is a set of practices that support decision-making processes
and organizational improvements [1]. VM tools are understood as Visual Devices
(VD), and it gives precise information when and where needed [2]. VM provides
support to lean principles, which is aligned with sustainable behaviors, since it
aims to optimize tasks by eliminating losses, enabling high-quality products and
services at low cost [3]. Health systems benefit from this philosophy due to the high
complexity and high expenses of hospital environments [4, 5]. These environments
are called Complex Sociotechnical Systems (CSS) and have characteristics such as:
a large number and diversity of elements; frequent unexpected variability in their
processes; and dynamics in their interactions [6]. VM provides alternatives to reduce
unnecessary complexity while supporting resources visibility and monitoring [1].
Consequently, VM also enhances hospital’s sustainability and increases processes
transparency.Meanwhile,VDhelps to promote innovation and teamcommitment [2],
and can influence behaviors by giving instructive information.Behavioral influencing
strategies are also known as ‘nudges’ or techniques of persuasion, often expressed
through visual means [7]. Purposeful changing the order of a medication list, so the
first item is preferably chosen, is an example of nudges.

Despite the healthcare discipline having the potential to deal with VM subject,
it does not have consolidated literature with this approach. According to Beynon-
Davies [8], regardless of some exceptions [9–11], there is a lack of VM coverage
in academic literature, both in production and operations management and in health
management as well [12, 13]. Bueno et al. [14] carried out a systematic literature
review on interventions to improve processes in ICUs. In his study, he alignsmanage-
ment practices with CSS’s main characteristics, established in previous studies by
Saurin et al. [6]. Of the 91 articles analyzed by the authors, only 17 primarily
address interventions related to VM. The need for further investigations related to
process transparency is highlighted as this appears as a secondary element in such
interventions.

This study aims to answer: (i) what are the most used practices supported
by VM and VDs in hospitals; (ii) what is the main user’s level of adhesion with
practices/devices; and (iii) which are the performance dimensions most attended
by practices supported by VM and VDs. At the end of the study, an Importance
Score framework for the implementation of practices/devices is provided. For this,
a systematic literature review was carried out within the PRISMA model [15].

2 Visual Management and Visual Devices

The concept of VM started in manufacturing through the lean production philos-
ophy, proposed by the principles of Taylorism in 1911. According to Greif [16],
VM should assist lean practices by communicating quality information (necessary,



Visual Management in Healthcare: A Systematic … 179

relevant, correct, immediate, easy-to-understand and stimulating). The basis of VM
is to help people to make sense of the organizational context “at a glance”—merely
looking around [16]. It does so through VD (i.e. tools that exposes the informa-
tion). Yet, Galsworth [2] defines VM as a management approach that utilizes either
one or more of information giving, signaling, limiting or guaranteeing (mistake-
proofing/poka-yoke) visual devices to communicate with “doers”, so that places
become self-explanatory, self-ordering, self-regulating and self-improving.

In this paper, the definition of VM is in accordance with Greif [16] and Galsworth
[2]: a system to increase information availability and remove blockages in the infor-
mation flow, through the provision of VD. To analyze the practices and devices
was considered whether it is part of lean actions of the organization, aiming at
more systemic efficiency and continuous improvements, or whether it is an isolated
measure, which has a specific behavioral pretension, such as ‘nudges.’ Example of
a practice supported by VM in hospitals is the use of boards to discuss patient care
plans within multidisciplinary teams [10], while for VD is an electronic panel with
real-time patient’s conditions [8].

3 Methodology

This study aims to investigate howVM is applied in hospitals from a systematic liter-
ature review based on the review protocol Preferred Reporting Items for Systematic
Reviews and Meta-Analyses (PRISMA) [15]. The recommendations of Moher et al.
[15] (Fig. 1) were used to structure the article. Four databases were selected to
identify studies (Web of Science, Science Direct, Scopus, and PubMed) following
Augusto and Tortorella [17], who reported that these databases are predominantly
selected in health reviewstudies. The areas consultedweremanagement, engineering,
health, and social sciences for each database. The search was conducted in December
2019, and no data period or filter was applied. The search algorithm used was:

Fig. 1 Guidelines for choosing articles
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“healthcare” OR “hospitals” OR “health system” OR “health service” AND “visual
management” OR “process transparency” OR “patient information flow”OR “visual
devices”OR nudgesOR poka-yoke—in title, abstract and/or keywords. The database
search resulted in a total of 330 studies. After excluding 113 duplicates, 217 studies
were selected for title and/or abstract review.

The reading of titles and abstracts was performed to identify the articles related
to the objective. A total of 115 articles were removed according to the exclusion
criteria: (i) non-scientific texts (e.g., magazine paper, book chapters, etc.) (6 records);
(ii) papers written in non-English languages (4 records); (iii) conference proceedings
(28 records); (iv) review papers (2 records); and (v) papers that did not address the
issue of VM in the health area (75 records). Based on these criteria, 102 articles
were selected for full review. The full-text analysis was carried out, and 57 articles
were removed because they did not address and/or only tangent the issue of VM in
healthcare, or the full text was not available. A total of 45 articles were selected for
data extraction, considering a thematic analysis to characterize practices supported
by VM and VDs, according to the following categories:

– Bibliometric information—journal, year of publication and country where the
study was carried out;

– Hospital profile—whether it was a teaching hospital or not;
– Hospital sector where the practice/device was applied;
– Approach classification (i.e., systematic for VM and isolated for VD);
– Users of the practice/device, aligned with Brandalise [18];
– Performance dimension’s classification—(i) efficiency operations, (ii) patient

safety, well-being, and satisfaction, (iii) family member’s well-being, and (iv)
professionals learning and safety;

– Impacts of using these practices/devices as a support for interpretation of other
categories of data analysis.

Regarding performance dimensions, it was inspired by Bueno et al. [14] proposals
for efficiency, patient, and family. The “professionals” performance dimension was
added due to the attention that this subject receives from studies derived from the
CSS literature [19]. Based on these criteria, it was possible to create a ranking of
which practices supported by VM and VDs are most important in health systems to
attend specific performance criteria.

The practices/devices were also analyzed qualitatively and quantitatively based
on the two dimensions evidenced in the results: (i) performance (quantitative) and (ii)
user adhesion (qualitative). The performance dimension (i) was analyzed conforming
developments for efficiency, patient, family, and employee. The user adhesion dimen-
sion (ii) was analyzed according to the number of people included, diversity of areas
involved, and possibility of interaction with practices/devices. The “implementa-
tion” category was also considered in this dimension to assess whether the practice
or device proposed by the study was implemented for at least three months. A score
from 0 to 3 was assigned for each practice and device to develop a Importance Score
Framework (seeTable 2 in Sect. 5). The performance dimensionswere assessed based
on the number of citations. For user adherence (exception of the “implementation”
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category), emphasis on the evidence determined the scores. Two authors evaluated
and compared their scores to reach a common denominator. Implementation of the
practice/device was assessed according to the number of studies that implanted it.
The last score for the diffusion for each one was the sum of their respective scores for
each performance and user adherence dimension. Then the final values were rescaled
on a continuous scale of [0, 1]. The results are shown in the left part of Table 2 (see
Sect. 5), for performance and in the right part for user adherence. The performance
and user adherence rates for each practice supported by VM and VDwere multiplied
to obtain a final score of importance. The number of standard deviations that each
practice/device score has in relation to the overall average established a differenti-
ation index. Previous studies (e.g. [20, 21]) used a similar differentiation index to
remove scale effects and indicate management priorities for implementation.

4 Results

4.1 Studies Characterization

The 45 articles selected were published in 40 different journals, suggesting interest
in the topic of VM in hospitals. The most frequent journal, with five articles, was
the British Medical Journal, followed by the American Journal of Infection Control
(3 articles), and the Journal of the Australian Healthcare & Hospitals Association
(2 articles). The interventions were performed mostly in 4 countries: United States
(49%); Australia (14.9%); United Kingdom (8.5%); and Canada (6.4%). Most of the
studies (93%) were published from 2014 to 2019. The hospitals that implemented
practices supported by VM and VDs were characterized by (i) belonging to both
teaching and non-teaching hospitals (54%) and only non-teaching hospitals (46%);
and (ii) application of the practice or device in more than one sector (20%) or only
one sector (80%).

4.2 Approach Classification

The articles were classified according to (i) practices supported by VM (n = 18) or
(ii) visual devices (n = 37). It was classified as practices supported by VM studies
that refer preferably to systemic measures, continuous improvements and team inte-
gration, even if eliciting VD (Table 1). Even so, ten studies emphasize both aspects
of VM and therefore it was not possible to separate them [8, 10, 15, 22–28].
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Table 1 VM and VD authors citation according to the type of approach

Practices supported by
visual management

Multidisciplinary
meetings

[8, 37, 38]

Gemba walk [37]

Priorities visualization [8, 22, 37]

A3 thinking [37]

Value flow mapping [10, 15, 23–25, 37]

Information flow [10, 15, 23–25, 37, 47]

Culture of continuous
improvement

[8, 22, 26, 37, 48, 49]

Monitoring of goals [8, 37, 38]

Collaborative work [8, 26, 30, 38]

Organization of the
environment

[14, 27, 49, 50]

Standardized work [14, 22, 28, 37]

Visual management
devices

Whiteboards [13, 25]

Electronic boards [22, 24, 25, 39, 51]

Posters [23, 27, 40, 52–54]

Computer [8, 36, 43, 55–57]

Tablet [54]

Sensors [32, 58, 59]

Visual reminders and
electronic messages

[10, 11, 28, 29, 31, 33, 51, 53, 58, 60–62]

Visual highlighting in
records

[32]

Information display
format

[35, 36, 41, 53]

Traffic color system [13, 61]

Stock indicator [62]

4.3 Systemic Information Approach: Practices Supported
by VM

Actions that illustrate and support lean measures are called VM. A total of 11 prac-
tices aligned with VM are categorized: multidisciplinary meetings, Gemba walk,
priorities visualization, A3 thinking, value flow mapping, information flow, culture
of continuous improvement, monitoring of goals, collaborative work, organization of
the environment, and standardized work (Table 1). According to studies, these prac-
tices provide visibility to processes, which helps hospital performance, especially to
optimize patient flow and reduce waste [13, 25, 29]. For CSS, when the informa-
tion presented is efficient, the team becomes more capable of dealing with system
variability, a key issue for creating value in the hospital [24, 30]. Thus, practices
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supported by VM appear as: (i) a mean to educate the team to behave accordingly
to the organization’s lean goals; (ii) a guideline of the best ways to perform a task
or activity; and (iii) a framework to ensure that changes to improve patient care and
hospital efficiency are applied consistently and reliably [23].

4.4 Isolated Information Approach: Visual Devices

Visual device (VD) is an element of non-verbal communication that informs, guides
and/or instructs people on day-to-day activities [1, 31]. The articles that focused on
solving specific problems of information needs through the development of devices
or sensory resources were classified as VD approach. VDs were used to (i) recognize
errors and resolve them in an agile way; (ii) promote autonomy in operational teams;
(iii) reduce the time searching for information andmaterials; and (iv) assist in routine
activities. VD is usually integrated into the processes and can be openly displayed
in easily accessible places in the workplace [16]. Typical examples were present in
Table 1, such as posters and electronic boards, to show information to patients and
employees. VDs namely nudges influence choices in a subtle way when compared to
methods that explicitly expose information. Two examples are: (i) influence medical
test selection by highlighting specific ones in red [32] and; (ii) displaying the medi-
cation brand name instead of generic options, leading to more expensive prescrip-
tions [33]. VD based on digital technologies automatize and speed up procedures by
being able to give specific information, filtered intelligently, and presented at appro-
priate times [34]. Memory aids, like electronic messages and interactive web-based
computerized devices are examples of this VD [8, 15].

4.5 Users of Practices Supported by VM and VD

User adherence is fundamental for practices and devices to integrates with the
routines and processes [18]. Three categories of users of practices and VDs are
emphasized in the works: (i) number of people included; (ii) diversity of areas
involved; (iii) possibility of interaction with VM or VD. For quantifying the items
(i) and (ii), the spectrum reached was evaluated according to Brandalise’s study
[18]. VDs “one to many” (89%) has only one interface, which passes information
to different groups (e.g., integrative software used by various professionals) [22,
35]. VDs “one to one” communicates the information between a transmitter and a
receiver. This VDs aims to pass specific and personalized information quickly and
of easily interpretation (e.g., particular messages attached to examinations showing
the level of radiation exposure for physicians) [36]. As for practices supported by
VM, the collaborative quality of actions conveys the information from “many to
many.” These practices distribute the information to groups of different departments
or hierarchical levels. Po et al. [37] and Wu et al. [38] are examples of works that
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emphasize collaborative work. The category (iii) concerns the possibility of users to
participate in the information construction, to respond actively to warnings and to
acquire knowledge. Within this category, both for practices supported by VM and
VDs, the main users are the front-line team (physicians, nurses and nursing tech-
nicians), followed by allied professionals (physiotherapists, clinical pharmacists,
psychologists, and nutritionists), only them comes management team and patients,
whereas family members have been little mentioned.

4.6 Performance Dimensions

The performance dimensions were classified as (i) efficiency operations; (ii) patient
safety, well-being, and satisfaction; (iii) familymember’swell-being; and (iv) profes-
sionals learning and safety. The first three compiled from Bueno et al. [14], and the
fourth added by its relevance for CSS. Although performance dimensions are corre-
lated, data coding was based on the dimensions emphasized by the revised articles.
O’Brien et al. [13], Ulhassan et al. [25] and Gururajan et al. [29] give examples
of VM connected to efficiency dimensions, such as electronic boards that illustrate
information from the patient flow. Contrary, VD studies focus on patient well-being
and satisfaction, as better methods for medication administration [39, 40]. The (iv)
dimension is addressed asmeans to turn thework safer andmore accessible to profes-
sionals. For instance, VD used to show laboratory risks for the professional in Lewis
et al. [36]. Usually, VDs associated with this dimension has an educational nature, as
in Yera et al. [41], Shakespeare et al. [42] and Yadav et al. [43]. Finally, few studies
address the family member’s well-being, like communication clarity or comfort in
the waiting room. Keyworth et al. [28] suggest improvements for waiting rooms with
posters, whereas Fanning et al. [44] explores ways of better communication among
family members, patients, and health professionals.

5 Importance Score for VM Implementation

Hospitals seeking to achieve better performance results based on the implementa-
tion of lean management principles and techniques may need guidance for measures
and efforts [45]. This study proposes an implementation strategy through practices
supported by VM and VDs framework based on an importance score. A high impor-
tance score indicates versatile practices and devices, both in terms of contribution
to the performance of the hospital’s and the user’s adherence. The results shown in
Table 2 indicate that the practice “Standardized Work” (differ. index = 1.5255) and
“CollaborativeWork” (differ. index= 0.9091) have priority for implementation. The
literature widely suggests standardized work to indicate system failures and infor-
mation deficits. Collaborative work, on the other hand, highlights the importance
of exchanging experiences and system resilience skills. Posters (difference index =
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1.8680) are the most important VD in terms of performance and user adherence.
This result may be related to the simplicity and facility of implementation, as well as
little effort and cost to the organization. According to Galsworth’s [2] classification
of control degree, posters are visual indicators, i.e., a passive device that depends on
the user for compliance with its content. Also, posters contribute in all categories of
the performance dimensions: efficiency [46], patient [43], family [28], and employee
[42]. Computer-based devices, second on the importance scale, receive lower scores
when compared with poster, probably because it demands more resources from the
hospital such as implementation time since it requires a level of training and costs.

6 Conclusion

This study investigates what the practices supported by VM and VDs most used in
hospitals are, how it contributes to the hospital’s performance, as well as the level of
user adherence. A total of 45 articles were identified through a systematic literature
review and coded according to the type of approach, user adherence, and perfor-
mance. Eleven practices and visual devices were identified. Isolated approaches (i.e.,
application of a VD) were more common. The most cited were visual reminders
and electronic messages, posters, and electronic boards. For the practices, the most
often aimed at developments in information flow, value flow mapping, and culture
of continuous improvement. Concerning user adherence, both practices and devices
encouraged different perspectives of work. Regarding the performance dimension,
the relation between practices supported by VM and efficiency predominates. VDs,
on the other hand, were related to patient safety, well-being, and satisfaction perfor-
mance dimension. The fact that studies involving the dimension family have received
little attention is a topic for further investigations. The main contribution of this work
is the Importance Score framework, which identifies implementation importance for
both practices supported by VM and VDs. The highest score for practices was stan-
dardized work and collaborative work, while for VD was poster and computer. Even
though the practices and VDs identified are aligned with the hospital context, this
work is limited to it. Future studies can address the concept of VM for different
areas and make a toolbox for application in different contexts. Other studies may use
the framework for applications in hospitals and validate the practices and devices
identified as the most important for implementation.
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Systematic Review on the Use
of Eggshell: Reflections About Circular
Economy

Samuel Vinícius Bonato, Elaine Cristina do Nascimento,
Lourdes Helena Rodrigues Martins, Cynthia Faviero,
and Carla Schwengber ten Caten

Abstract Research on the full utilization of the egg is scarce. The circular food
economy proposes the full utilization of food avoiding waste and reuse. The article
aims to conduct a systematic review on the use of eggshells. Given that it can be
consumed as food rich in minerals and proteins proposing the full utilization of
food and reducing waste. Thus, articles were researched (2009–2019) in the Web of
Science, Scopus (Elsevier) and Scielo databases. Of 591 articles, 179 were included
and the full abstracts were read and only 41 were included in this study. The main
points worked were the inclusion of eggshell as food, biodiesel, biomaterial and
buildingmaterial. The articles were classified according to the most recurrent themes
about the subject, presenting a summary of the articles found and presenting the state
of the art on the subject. It is concluded that there is a growing global interest on
the utilization of eggshell and that the eggshell has high nutritional value in calcium,
and may supply nutritional deficiency in situations of extreme poverty.

1 Introduction

The unfamiliarity with nutritional principles of food leads to its poor use and tons of
food waste. The reuse of food offers a nutritional alternative to a low-cost diet, such
as some fruit peels, that are actually rich in nutrients [1].

Food waste in Brazil is very high and is an important issue from an environmental
point of view, since there is still no social awareness, generating a large amount of
waste that could be reused [2]. In spite of that, according to the FAO, between 2002
and 2013, there were about 82% of Brazilians in a situation of malnutrition.
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The Ellen MacArthur Foundation’s Cities and Circular Food Economy report
provides an overview of how cities can transition to a food system that is favorable
both to people and environment. There is also an emphasis on an opportunity that
companies, retailers, governments and institutions have to work together to create a
system that is healthier and that works for future generations [3].

Circular Economy maintains the added value of products for as long as possible
and mitigates waste. It is a strategic concept based on the prevention, reduction,
reuse, recovery and recycling of materials and energy. The circular model, in addi-
tion to the inherent environmental benefits, such as the preservation of natural
resources, reductions in waste of materials and the reduction of residues and pollu-
tion, also presents economic and social benefits, as it will be necessary to redesign
the economy so that products are designed to last and to be used as by-products in
production/manufacturing processes, and thus not considered waste streams [4].

It is possible tomake full use of food (stalks, seeds, shells and leaves) and such use
contributes to the reduction of food discarded daily. In addition to reducing the cost
of preparation, increasing yield, reducing spending on food and providing a high
rate of absorption of nutrients that are wasted daily (vitamins, minerals, proteins
and fibers). For the mentioned authors, developing environmental and nutritional
education programs,with the purpose of stimulating foodwaste is one of themeasures
to reduce food waste [5].

Thus, we question the alternatives, within a concept of circular economy, for
reusing eggshells, especially when taking into account the deficiency of unique
studies that present a range of possibilities on the subject. This study aims to verify
the scientific production on the use of eggshell in the last ten years. What motivated
the study was the opportunity to explore the concept of circular economy in the use
of food, especially egg shell. Its important to have in mind that there are times of
increasing hunger in Brazil, it was identified as an opportunity to investigate the
field of study to verify possible measures that involve the maximization of the use
of available resources.

2 Methodological Procedures

This study presents a qualitative and quantitative approach, as qualitative criteria
were used for the selection and classification of the articles identified for their anal-
ysis. To fulfill the objective, the research was classified as exploratory, as it directly
involves the bibliographic survey and, in relation to the procedures, it is classified as
bibliographic, since it was elaborated fundamentally frommaterial already published
(scientific papers).

The research protocol was adopted and the steps are detailed, beginning with the
definition of the issue; the conceptual framework is as follows: the purpose of this
study is to explore the concept of circular economy in the use of food, especially
egg shell. The research question is as follows: what are the main alternatives to reuse
eggshell? The work team conducting the search process in scientific databases was
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formed by authors of this study as follow: each author have performed the search
individually following the inclusion and exclusion criteria defined below.Afterwards,
the results were compared and the differences found were discussed and resolved by
consensus [6].

The search strategy included the following: keywords, period, databases, inclu-
sion/exclusion criteria and eligibility/coding. To determine keywords, definitions,
and Boolean operators, a preliminary search was performed in Scopus and Web of
Science in the fields “abstract” and “title.” This scientific databases was selected
because it has been mentioned in prior studies as a reference regarding the quality
and number of publications on circular economy.

A systematic search was carried out from July to September 2019, using the
following keywords, in English, in the bases Web of Science, Scielo and Scopus:
eggshell; powdered eggshell, eggshell flour and eggshell in the diet (eggshell; powder
of eggshell; eggshell flour; eggshell as food). The period considered for this study
was between 2009 and 2019, covering one decade of this research topic.

The inclusion and exclusion criteria are an important aspect in systematic review
studies [6]. In the investigated databases, 591 articles were found, that had in their
corpus of study the correlation of egg shell and use of. Among these, only 179
abstracts were read according to the inclusion criteria of reuse of eggshell, emerging
only results that could be classified in the following categories: human and animal
feed, reuse in the production of construction materials, use of eggshell as biodiesel,
use of eggshell as biomaterial.

The exclusion criteria defined were: the specifics of the egg (improvements in egg
quality, pigmentation; color, thickness, weight); poultry feeding and its influence on
egg quality; specific egg characteristics; poultry diet and egg quality; intestinal struc-
ture of birds; influences on eggshell structure; use of hormones and egg structures;
calcium levels in the animal diet; influences of the induction of chemical substances
in the eggshell. However, only 41 were chosen, which were considered adequate to
meet the objectives of this investigation. The exclusion criteria were applied based
on reading the titles and abstracts of publications. When the reading of the title and
abstract was not enough to determine the relevance of the publication for the review,
the methods were analyzed and, although the adherence to the research was still not
clear, the reading occurred in full.

The Scielo database used the same keywords previously reported and, for the
terms searched separately, the total return was 199 results. Obeying the inclusion
and exclusion criteria of studies, only abstracts of 43 articles were read. In the Web
of Science database, the same terms mentioned above were sought. 219 open access
articles were found. Of these, with inclusion criteria and criteria, only 71 met what
was expected and their abstracts were read. In the Scopus database, the search for
terms resulted in 173 articles. And following the inclusion and exclusion criteria,
65 abstracts were read. Thus, a total of 47 articles were used in this study, obtained
through searches performed on the three platforms (Table 1). It should also be noted
that only articles resulting from the searcheswere considered, not having been carried
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Table 1 Scientific production on the use of eggs

Year Authors Country Subject

2019 Matsuoka et al. Japan Foods

2019 Mariosi et al. Brazil Construction material

2019 Vilar; Sabaa-Srur; Marques Brazil Foods

2019 Waheed et al. Pakistan Foods

2019 Yasar, F. Turkey Biodiesel

2019 Verma et al. India Biomaterials

2019 Senthil et al. China Biomaterials

2019 Jhatial et al. Pakistan Construction material

2019 Seeharaj, P. et al. Thailand Biomaterial

2019 Kavitha; Geetha, Jacqueline India Biodiesel

2019 Tangboriboon et al. Thailand Biomaterial

2019 Shiferaw et al. Korea Construction material

2019 Silva Portugal Construction material

2019 Suparmaniam et al. Malaysia Biodiesel

2019 Makuchowska-Fryc Poland Biodiesel

2019 Petrová; Juhaniaková; Terentjeva Slovakia Foods

2019 Aminah; Meikawati; Rosidi Indonesia Foods

2018 Alsuhaiban Saudi Arabia Foods

2018 El-Shibiny et al. Egypt Foods

2018 Izquierdo; Soto Izquierdo; Ramalho Brazil Construction material

2018 Gupta et al. India Foods

2018 Mateus et al. Portugal Construction material

2018 Tizo et al. Philippines Biodiesel

2018 Bartter et al. Australia Foods

2018 Guisolfi et al. Brazil Foods

2018 Rangel; Melo; Carvalho Brazil Biodiesel

2018 Alueshima; Eterigho; Friday Nigeria Biodiesel

2017 Bradauskiene; Montrimaite; Moscenkova Lithuania Foods

2017 Petrasek; Muller Czech republic Foods

2017 Caliman et al. Brazil Biomaterial

2017 Khan et al. India Foods

2017 Krause; Monaco; Haddade Brazil Foods

2016 Siqueira et al. Brazil Construction material

2015 Milbradt et al. Brazil Foods

2015 Wembabaz et al. Uganda Biodiesel

2015 Tan et al. Malaysia Biodiesel

(continued)
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Table 1 (continued)

Year Authors Country Subject

2013 Jia; Saito; Aw Japan Foods

2007 Naves et al. Brazil Foods

2006 Freire; Holanda Brazil Construction material

2001 Câmara; Madruga Brazil Foods

out backward and forward searches on its references however, three articles that
were not included in the pre-established period of 10 years (2009–2019), but that are
strongly related to the approach of the study were used.

3 Literature Review

3.1 Egg Shell as Food

Each year, larger amounts rich sources of minerals, especially calcium, are wasted
globally. Thus, the use of eggshell in food industries would eventually reduce the
global burden of eggshell waste to some extent [7].

It was found that it is possible to overcome calcium deficiency in fortified wheat,
using industrial food residues [8]. Fermented breads and unleavened breads were
prepared from whole wheat flour fortified with powdered chicken bone extract and
powdered eggshell. Comparing the two situations, breads fortified with powdered
bone extract were less acceptable in the sensory analysis carried out by study
participants regarding color, flavor, texture and general acceptability than powdered
eggshell and fortified breads. However, whenmaking bread enriched with calcium, it
is recommended to add an eggshell powder to the rye flour with lactic acid bacteria.
The sensory evaluation shows that bread with powdered eggshell has a better appear-
ance of the crust, color of the crumb, flavor and acceptance in comparison to the
control bread, however, the flavor remained similar or worsened [9].

To obtain the eggshell powder, the shells were washed, sanitized, dried in an oven
and ground in a mill. The results indicate that the eggshell can be used in human
nutrition, since it is rich in calcium, does not present toxic metal contamination and,
if processed properly, it has good hygienic-sanitary quality [10].

The use of “multimixture” as a food supplement, in nutritional intervention
programs for needy Brazilian populations, has been presenting itself as a food alter-
native of reasonable nutritional value, low cost, quick preparation and regionalized
taste. This results from the fact that it consists mainly of unconventional foods and/or
agro-industrial by-products rich in different nutrients [11].
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For some authors, egg shells are considered by-products, as well as oyster shells,
which are new candidates for use as calcium supplements. The effect of bread forti-
fication with natural sources of calcium, such as skimmed-milk powder, powdered
eggshell and oyster shell, on rheological, nutritional and sensory properties was
determined [12].

In animal feed, eggshell flour to replace calcific limestone in poultry feed has a
significant effect on egg weight, egg mass, feed conversion rates by egg mass, white
and shell weights, without that there is a reduction in the productive performance of
the birds. Chicken eggshell, generally considered to be waste in large quantities, can
become an economically advantageous raw material for the removal of carcinogenic
properties from the body of water [13].

3.2 Egg Shell as Construction Material

The continued growth in demand for cement has raised concerns in the sector on
environmental and sustainability issues. In addition, the worldwide generation of
large quantities of solid waste threatens human health and environmental quality. In
the study of the authors it was possible to evaluate the feasibility of using a residual
powder derived from organic residues of vegetable or animal origin to replace part
of the cement during the production of concrete [14].

The use of polluting solidwaste produced in different industrial activities (chicken
egg residue and welding slag residue) serves as a source of alternative raw materials
for the production of bricks, soil-cement for civil construction. Industrial solid waste
behaves as a loading material, as well as influencing both the technical properties
and microstructure of soil-cement bricks [15].

Egg shells are one of the world’s solid wastes and are considered hazardous
according to European Commission regulations. The use of solid waste, such as egg
shells, will help to create a sustainable environment, minimizing solid waste that is
discarded in the environment. The use of eggshell powder in cement also helps to
reduce carbon dioxide emissions from cement plants [16].

In Brazil, the food industry generates large quantities of avian eggshell residues
annually, and a critical issue is to find an appropriate use for this residue. Eggshell,
rich in hydrophilic cabornate, can be used as an alternative raw material in the
production of wall covering materials [17].

Concrete is the most preferred building material in the world and its produc-
tion has increased exponentially with the rapid construction of infrastructure. Waste
generation has also increased due to rapid urbanization. Eggshell is one of those solid
wastes that is being generated in large quantities, due to the fact that it is an inexpen-
sive source of nutrition. It was observed that the partial replacement of cement was
successful in obtaining greater resistance compared to the control sample [18].
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The possibility of producing glassy foams (materials used for acoustic and thermal
insulation) from recycled materials was verified, making use of raw materials with
easy local access and high incidence in the market: non-returnable beer bottles and
eggshell as a foaming agent [19].

Specifically, the powder is derived from a living being, such as food scraps (meat,
vegetables, fruits and eggshells), paper, wood, bones and seeds. Its scientific contri-
bution is a conscious change due to the development of an alternative material to
contribute to more sustainable processes in the construction industry. Therefore,
the residual powder can be used as a filling material to replace part of the cement,
resulting in denser and more resistant concrete, in addition to less specific absorption
and voids [14].

3.3 Egg Shell as Biomaterial

Biological waste in the form of avian eggshells is an unusual type of biomaterial,
as it forms quickly, indicating the generation of a huge bio-waste. Avian eggshells
have a large amount of calcium carbonate. Its use of biological waste as additives or
coating agents for electrode materials opens a significant way to reduce the amount
of biological waste generated [20]. Ostrich egg shells are a potentially abundant,
high-purity, low-cost source of calcium to produce phosphate and hydroxyapatite,
important calcium phosphates used as biomaterials. These two phosphates are the
most used in the medical field [21].

In a sustainable manner, it is possible to manufacture a super-hydrophobic
coating from organic eggshell residues. The super-hydrophobic eggshell coating
showed good properties of environmental stability, self-cleaning and oil/water sepa-
ration. Those suggests that eggshell bio-waste can be used for super-hydrophobic
applications [22].

Raw duck eggshell is a potential candidate as a bio-ceramic material to prepare
calcium hydroxyapatite suitable for biological use, such as bone tissue engineering,
drug and gene delivery, remineralizing agent in toothpaste and fillers of bone cavities
for orthopedics and restoration [23]. Bone repair is facilitated by bone substitutes’
use, such as an apatite drugdelivery systemderived fromeggshell, as it is very suitable
for curing osteosarcoma, preventing post-cancer inflammation and modulating bone
repair and regeneration [24].

Biomaterials are synthetic or natural materials used as replacement parts for a
biological system to play a certain role in contact with living tissue. A bioactive
material slowly dissolves when in contact with living tissue, forming a layer of
biological apatite before reaching the bone and forming a direct connection to the
bone. Instead, a resorbable material dissolves and allows new tissue to grow within
its irregularities, not necessarily interacting with the bone [21].
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3.4 Egg Shell as Biodiesel and Catalysts

Population growth coupled with high consumption has increased the generation of
solid waste. There are several negative impacts generated by the incorrect destina-
tion of these tailings. Therefore, the use of waste is increasingly attractive, both
economically and environmentally. This demonstrates the production of glassy
foams,with low environmental impact, using aswastematerial fluorescent lampglass
and red eggshell as a foaming agent. In addition, it is possible to minimize the envi-
ronmental impacts caused by the improper disposal of fluorescent lamps and egg
shell residues [25].

The yield of a converted biodiesel, from a source of cooking oil, used by means
of heterogeneous catalysts, derived from a very rare type of eggshell, the ostrich
eggshell. Parametric effects on biodiesel production were investigated. It was found
that the calcium oxide catalyst derived from ostrich eggshells shows potential savings
and accessible production possibilities for biodiesel [26].

The viability of using a by-product of the food industry, residues that arise in the
processing of chicken eggs, that is, egg shells. The authors identified the possibilities
of using microparticles, based on chicken egg shells, as a filler in the two-component
structural resin [27]. The research was based on the assumption of an optimization of
the use of waste from renewable resources, with the objective of obtaining a material
that provides good mechanical properties.

A heterogeneous biocatalyst, synthesized from sucrose, sawdust and chicken egg
shells, is characterized and demonstrated qualitative analysis of biodiesel and regular
diesel [28]. The authors highlighted the potential as a cheap, fast and accurate diag-
nostic tool for easy identification and characterization of different materials and
products. Another found is the feasibility of reusing chicken egg shells and cooking
oil and their physicochemical properties as biodiesel [29].

Chicken egg shells are a residual product, which can be used as a substitute for
clay limestone in removing heavy metals from the wet flue gas desulfurization plant.
These demonstrate comparable characteristics between chicken egg shells and clay
limestone, in the context of their application in removing heavy metal cations from
solutions [20]. As microalgae biomass is considered the safest source of biodiesel
and chicken eggshell is one of the most effective biofloculants, as it reaches above
60% efficiency [30].

Therefore, derivatives obtained from eggshells can be effectively reused and recy-
cled, as a heterogeneous catalyst for the production of biodiesel [31]. The catalysts
used in transesterification are one of the important parameters that affect the effi-
ciency of production in the production process by transesterification of biodiesel. The
use of cheap and domestic eggshell as a catalyst has significant effects on product
yield and fuel properties, in addition to the cost of biodiesel being significantly
reduced [32].
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4 Results and Discussion

The interest in understanding the reuse of food has increased in the last 10 years, not
only as food, but also as the use of egg shells in the production of food for humans,
animals, production of constuction materials, biomaterials and biodiesel.

Overall, the study showed that eggshell, which is generally wasted in large quan-
tities, can become an economically advantageous raw material. Of the 41 selected
papers, 39% focus on the use of eggshells as food; 17% in the use of construction
materials; 19% in biomaterial and; 27% biodiesel.

Among the 41 papers reviewed, 16 addressed food and highlight the importance of
calcium concentrated in egg shells and how it can be inserted in the human diet. Only
twowere presented in this study taking into account the issue of egg hygiene, attention
to health criteria and risks of possible diseases such as. Especially in situations of
extreme poverty, the importance of including eggshell in the nutritional diet of food
is mentioned. The studies showed improvements in the by-product intake.

It got evident that there is a great relevance of the approach in relation to the reuse
of solid residues and in this way it can contribute to reduce the depletion of Earth’s
resources. From the papers reviewed, eleven correspond to the use of eggshell as
biodiesel. Not only can the chicken egg shell be used in the process, but also the
ostrich’s. This developments are alternative sources of fuel, in renewable, viable and
easily available ways, with resources that contribute to a cleaner environment.

In the eight papers referring to the use of eggshell as biomaterials, which corre-
spond to 17%, the great importance of eggshell in biological residues as synthetic
or natural materials used as spare parts of a biological system was evidenced to
perform a certain contact with living tissue. The analyzed papers demonstrate that
the eggshell has great importance in the treatment of cancer, production of dressings
and presents itself as an abundant resource.

In construction materials, the seven papers reviewed showed that the continuous
growth in demand for cement raised concerns in the sector, about environmental and
sustainability issues. And solutions such as the use of polluting solid waste produced
in different industrial activities (eggshell residue) serve as a source of alternative
raw materials for the production of bricks, soil-cement for civil construction. Not
only brick and cement, but also in the production of glassy foams (materials used for
acoustic and thermal insulation) from eggshells.

The interest in studying the use of eggshell is present in several countries. It should
be noted that publications on the subject have been concentrated in recent years and,
mainly, on the use of eggshells as food, as shown in Table 1.

5 Conclusions and Research Directions

From this study, it was possible to identify that there are several alternatives for the
use of eggshell, avoiding food waste and decreasing the costs of producing biodiesel
and producing biomaterial. It was hoped to find studies more focused on the waste
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of eggshell as food and reuse in composting. However, several other possible uses
for eggshell have been discovered.

The search results initially presented more articles with the exclusion criteria than
inclusion. There were several readings of abstracts and, in some cases, partial reading
of the article to identify those that met the demand of this study.

In this perspective, the use of eggshell meets the circular economy as a proposal
to change the form of consumption, since it aims to transform discarded waste into
inputs for the manufacture of new items, creating a circular logic and thus opposing
the linear production process, in which a product “is born” (is produced), is used by
one period and is discarded. It should be noted that in the circular economy there is no
idea of waste, as the raw material is continuously transformed for a new cycle. This
system is also responsible for rethinking economic practices, three “Rs” (reduce,
reuse and recycle), as it aims to unite the sustainable model of development and
concomitant with the pace of accelerated development of production.

Thus, it is verified the importance that the eggshell has, because in addition to the
nutritional values in calcium, there are other possibilities of use in the medical, engi-
neering, biological sciences, technology and others, offering a vast field of research.
It is noticed that there is a growing global interest on it and a concern with sustain-
ability and total use of food. The continued growth in demand for cement and biofuel
has raised concerns in the sector on environmental and sustainability issues.

As suggestions for future research, some paths are to investigate the feasibility
of using eggshells from university restaurants, in view of the high volume of daily
eggshell production; and to identify how this waste is disposed of and whether there
are actions developed to take advantage of this by-product.
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The Importance of Measurement
Uncertainty Analysis on Statistical
Quality Control

Giselle Elias Couto and Pedro Carlos Oprime

Abstract Statistical Quality Control tools require data about the process quality,
which is obtained through measurement systems. These measurement systems have
error components involved in their measurements, and even when they are studied
and corrected, uncertainty remains on the final measurement value, generating doubt
on howwell this result represents the quantitymeasured. Imprecisemeasurement can
seriously affect quality-oriented companies because of the risks involved in making
wrong decisions based on process control tools. Consequently, the measurement
uncertainty effect on these tools needs to be carefully investigated. The present study
aims to provide an overview of the measurement uncertainty consideration in control
charts, process capability indices, and conformance testing and to emphasize its
importance in these statistical quality assurance strategies. It was found that large
values of measurement uncertainty tend to distance the actual process capability
values from the observed ones. In control charts analysis, new critical limits must be
calculated to consider measurement uncertainties. Moreover, setting suitably the test
uncertainty ratio reduces the out-of-control risks related to measurement uncertainty.
Since few studies explore this context, some suggestions to motivate future studies
are also provided.
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1 Introduction

It is well known that Statistical Process Control (SPC) is an essential collection
of problem-solving tools to achieve process stability through variability reduction.
Implementing these tools requires data about the process quality which is obtained
through measurement systems [1, 2].

Many statistical processes monitoring researches assumes these measurement
systems are precise and accurate. However, the existence of errors for either the
measurement system and/or operators is inevitable. A difference between the real
quantities and the measured ones will always exist, even with highly advanced
measuring systems [3].

The International Vocabulary of Metrology (VIM) [4] defines measurement error
as themeasured quantity valueminus a reference quantity value and themeasurement
uncertainty as a non-negative parameter characterizing the dispersion of the quantity
values being attributed to a measurand, based on the information used.

Although these terms are not always applied correctly, their distinction is impor-
tant. Even when all error components are studied and their corrections are applied,
uncertainty remains on the final measurement value, generating doubt on how well
this result represents the quantity measured [5].

A wide range of factors contributes to uncertainty in measurements. Some major
contributors are [6]:

• Metrological system characteristics, which can present errors due to electronic
components drift, wear, aging, and other unanticipated problems;

• Inspection method, which may not be correctly defined to the actual measurement
task;

• Imported uncertainties, since anymeasurement system has its uncertainty and this
affects the subsequent measurement;

• Operator’s skills, because certain measurements rely on both the operator’s skill
and their judgment;

• Sampling concerns, that must represent the process being assessed; and
• Environmental conditions, since the measuring instrument can be significantly

influenced by either the component being measured or from any variations in
temperature, humidity, air pressure, and vibrational effects as well as many more
unexpected conditions.

Several papers show the influence of measurement errors on statistical quality
control tools [7–12]. However, the consideration of measurement errors requires the
use of the concept of true value, which cannot always be obtained in an operational
sense. Hence, since the publication of the Guide to the Expression of Uncertainty
in Measurement (GUM), there has been a rising recognition that the evaluation of
measurement uncertainty is as critical as themeasurement error evaluation itself [12].
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Imprecise measurement can seriously decrease quality-oriented company profits
because it affects the process variability, leading to possible additional manage-
ment costs. Consequently, the effect of measurement uncertainty on process control
techniques needs to be carefully investigated [3, 13].

As stated above, studies concerned with measurement errors on process moni-
toring and control tools have been performed in recent years. However, scarce
studies have been conducted about the impact of measurement uncertainties in
this context based on GUM definition.

The present study aims to provide an overview of the measurement uncertainty
consideration in control charts, process capability, and conformance testing and to
emphasize its importance in these statistical quality assurance strategies. Moreover,
some directions to motivate future studies are provided.

2 Influence of Measurement Uncertainty on Process
Capability Indices

Process capability analysis is one of the key tools that can improve product quality.
This analysis comprises two essential parts: the process output variability measure-
ment; and the comparison between measured variability and a pre-specified value.
Thus, the process capability analysis aims to determinewhether the natural variability
in process output is within an acceptable range [3].

To simplify this analysis, indices are used as a statistical measure of process capa-
bility. The process capability index (PCI) is a value that reflects the real-time process
quality. Because of its dimensionless, it allows comparisons between hundreds of
processes. PCImost used in industrial applications is theCp andCpk indices [13–15].

Cp is an unlimited symmetric index and can be expressed as presented in Eq. 1,
where USL and LSL represent the upper and lower specification limits, respectively,
and σ represents the process standard deviation.

Cp = USL − LSL

6σ
(1)

In practical applications, the process standard deviation is almost always unknown
and should be replacedby its estimative, such as the sample standard deviation [1, 16].

The fragility of this method is that it does not recognize the processmean location.
To prevent this problem, theCpk index was developed. It considers the process mean
variability relative to the specified values. Its result is the smallest value between the
two calculated ratios, as showed in Eq. 2 [17].

Cpk = min

{
USL − μ

3σ
,
μ − LSL

3σ

}
(2)
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Measurements are an enormous part of process capability calculations. In this
way, an imprecise measurement system can lead to severe decision-making errors.

Aware of this, [18] compared expanded measurement uncertainty, calculated
based on GUM, to tolerances calculated from process capability ratio to get reliable
critical limits and confidence bounds. The measurement uncertainty was included
to compensate for errors due to experimental setup errors, time-varying parameters,
tool wear, measuring method, and measuring instrument.

Equation 1 was used considering that process capability and standard devia-
tions are known. So, they calculated the tolerance at the manufacturing level and
compared it to the uncertainty-to-tolerance (U/T) ratio. The effectiveness of the
proposed method was verified in a case study for sheared billets measurements,
proving to be successful in actual process performance evaluation in a quantifiable
manner. This study presented some limitations since deviations from measured vari-
able normality assumption and process stable condition have a significant effect on
the error associated with using the Cp index.

To obtain a more accurate assessment of the process capability, [2] modified
the Cp and Cpk indices to the “observed” process capability indices, Eqs. 3 and 4,
respectively.

Ĉ p,obs = zα/2Ĉ p,real√
z2α/2 +

[
6γ Ĉ p,real

]2 (3)

Ĉ pk,obs =

⎧⎪⎨
⎪⎩

zα/2Ĉ pk,real√
z2α/2 +

[
6γ Ĉ pk,real K−1

]2 i f K �= 0

0 i f K = 0

(4)

The “observed” process capability indices are based on the ratio of the measure-
ment uncertainty to the tolerance and the process capability got from the standard
deviation of the production process. Where zα/2 is the value of the standard normal
distribution, Ĉ p(k),real is the capability index of the manufacturing process, γ is
a constant value and K represents the ratio of the amount the center has moved
off-target divided by the amount from the center to the nearest specification limit.

They found that the greater the measurement uncertainty, the greater the distance
between the “observed” capability and the “real” capability, showing the need to
consider the measurement uncertainty effect on the process capability analysis, in
particular in those processes of smaller natural variability.

Another analysis of the impact of measurement uncertainty on the Cp and Cpk
indices was made by [19] for both optical and tactile measuring systems used in the
quality control of microinjection molded products. With this purpose, they replaced
the estimate of the standard deviation in Eqs. 1 and 2 with the square root of the
quadratic sum of the process sample standard deviation and the estimate of the
measurement uncertainty for the measurand in question.Cp andCpk were calculated
as a function of the expanded measuring uncertainty (U) in five different situations:
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U = 0 (perfect/ideal measurement), U = 10% of the process tolerance, U = 20%
of the process tolerance, U = U of the optical measuring system and U = U of the
tactile measuring system.

They point out that in the quality control ofmicro-manufacturing processes itmust
be ensured that the measurement uncertainty is sufficiently small to verify the speci-
fied tolerances and to not introduce a too large spread and bias in the quality control.
Depending on the considered measurand, measuring instruments with uncertainty-
to-tolerance ratios up to 20% could be used and allow an effective process capability
assessment, on the other hand, it was found that the process was not capable of
producing some dimensions requiredwithin the specifications, showing the relevance
of considering the measurement uncertainty in the process capability indices.

3 Influence of Measurement Uncertainty on Control Charts

A control chart is another well-established statistical tool that allows to control and
monitor the variability inmany industrial processes. This technique use occurs in two
distinct phases. Control charts that are used to determine the process stability and
to estimate parameters are referred to as Phase I charts, while those used to monitor
and detect shifts in the process parameters are defined as Phase II charts [20, 21].

In establishing a control chart, the following three basic elements should be calcu-
lated: Central Line (CL), Upper Control Limit (UCL), and Lower Control Limit
(LCL). The first represent the target-value. The last two represent the boundaries
that if trespassed will cause an out-of-control event. Both are frequently set by the
mean and standard deviation estimation of the random variable that represents the
quality characteristic of interest [22, 23].

Since these estimators are calculated with values obtained by using measuring
systems, each one of these limits is intrinsically associated with sources of measure-
ment uncertainty, which, if not properly considered, can lead to errors in the control
chart’s interpretation.

In control charts analysis, two errors can occur: the type I error occurs when
the process is in-control and the control chart signals the presence of an assignable
cause, and the type II error occurs if the process is out-of-control and the control
chart cannot detect this status [24].

Concerning this issue, [5] studied the measuring uncertainties effect on the
creation of control charts and their impact on the sensitivity, rate of false alarms,
and type I and II errors. Considering the law of propagation of uncertainty and the
control chart properties, they formulate an equation that determines the probability
of each sample in a control chart representing a special cause, using critical control
limits, which corresponds to extremity values of the control limits uncertainty region.

Another study on the influence ofmeasurement uncertainties on control chartswas
done by [25]. Although for better control chart analysis it is desired the measurement
uncertainty is the smallest possible, the authors stated that an appropriate tradeoff
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needs to be found between the costs associatedwith themanagement of this condition
and the costs caused by wrong decisions.

Despite inmost cases control charts are developed to control production processes,
[26] proposed modifications in a control chart considering an analytical system as a
process where the products are the analytical results. They present a novel approach
for fixing the control limits, named the u-approach mean control chart, combining
the uncertainty got from the method validation information.

Through a comparative study on “in-control” simulated, bibliographic, and real
laboratory data, their approach proved to have better applicability and robustness
than the traditional mean control chart for controlling methods exhibiting moderate
bias, even fixing the center line at the reference value.

When the influence ofmeasurement uncertainties is considered in the construction
of control charts, there is a need to assess whether a measurement or a sample, will
be considered as a special cause according to its position to the uncertainty zone.
To provide a decision rule also valid in the uncertainty range, [27] present a Fuzzy
Decision Making (FDM) technique.

This method allows calculating the maximum measurement uncertainty that the
system can be affected by according to the related effects on the decision-making
process, therefore with information on themeasurement system performances and on
the level of measured data confidence. Their model enables decision making about
the conformance or non-conformance of quality characteristics with specifications
or control limits and can be applied for a wide variety of measurement systems.

4 Influence of Measurement Uncertainty on Conformance
Testing

Another procedure used in process control is the conformance testing, by which a
quality characteristic is measured against pre-set specifications. The total cost of a
conformance test procedure is a combination of direct or indirect expenses due to
making incorrect decisions and the sum of the measurement-related costs, thus being
a consequence of the accuracy of the measuring system used [28].

As in control charts, in conformance testing the contribution of measurement
uncertainty may lead to an out-of-limit wrongly accepted product, called consumer-
risk (CR), or a valid product wrongly rejected, called producer-risk (PR). These risks
can be characterized by their corresponding probabilities of occurrence [22].

To consider the influence of measurement uncertainty in conformance testing,
[22] proposed new approximate expressions to CR and PR under the hypoth-
esis of normally and uniformly distributed uncertainties. They found that out-of-
conformance or out-of-control risks related to measurement uncertainty can be
reduced by setting suitably the test uncertainty ratio associated with the equipment
used.
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Macii and Petri [28] also reformulate the CR and PR equations considering the
measurement uncertainty value to improve the efficiency of the conformance testing
design in quality-oriented organizations. They found that if a measurable quality
characteristic is assumed to be normally distributed and centered within a known
specification interval, CR and PR can be kept below the target values by suitably
setting both the Test Uncertainty Ratio (TUR) and the Gauging-to-tolerance-interval
ratio (GTR) of the testing procedure.

5 Conclusions

To assess a process and ensure that it is stable and reliable, it is necessary to know
how the measurement system uncertainty affects the effectiveness of the quality
control tools used in its evaluation. The literature review shows that large values
of measurement uncertainty tend to distance the actual values of process capability
from the observed ones.

In control charts analysis, measurement uncertainties have a direct impact on the
estimation of Type I and Type II errors, requiring the consideration of critical control
limits calculated from the measurement uncertainty from the collected data. As for
the conformance testing, itwas found that out-of-control risks related tomeasurement
uncertainty can be reduced by setting suitably the test uncertainty ratio associated
with the measurement system used.

Although it proved to be relevant, scarce studies have been conducted about
the influence of measurement uncertainties in statistical quality control tools. It is
suggested for future work to explore the effect of measurement uncertainty in more
complex process data like non-normal, autocorrelated, profile, and multivariate data.

Attention should be considered to the measurement uncertainty impact in other
types of control charts besides traditional ones like control charts for the mean and
the range. Moreover, following technological developments related to measurement
systems and data collection processes, additional studies are suggested on the influ-
ence of measurement uncertainty on the statistical control of processes inspected by
optical and nanoscale measurement systems and processes monitoring involving big
data and neural networks.
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Evaluation Model for Sustainable Supply
Chain Management in the Food Industry

Mauro Lizot, Flavio Trojan, Shirley Suellen Thesari,
and Andreia Santos Goffi

Abstract The objective of this work is to present a structured methodology that
allows the evaluation of sustainable supply chain management through a proposed
model constructed and applied in a case study performed in a food industry. In
methodological terms, the model was elaborated with seven stages, namely: environ-
mental management, supplier selection, supplier collaboration, supplier evaluation,
customer selection, customer collaboration and customers’ evaluation. The results
achieved in the environmental management stage denoted a satisfactory average for
this aspect, due to legal issues and internal procedures followed by the company. In
the other stages the company studied has presented in average a low level of sustain-
ability. As a conclusion, the application of the model provided an assessment of
environmental practices and construction of planning of actions for the company in
order to leverage the sustainable aspects and improve the supply chain management.

Keywords Evaluation model ·Methods of evaluation of supply chain · Case study
of a food industry

1 Introduction

The relationship between the supply chain and the environment protection aspects
has increased in recent years, mainly concerning consumers, businesses and govern-
ments responsible by environmental issues [1]. Clean processes, reuse of products
and components, and recycling techniques are effective initiatives to reduce the
environmental impact on logistics networks [2].

This movement of sustainability in business is known as Green Supply Chain
Management (GSCM) [1, 2]. The practices adopted directly interfere in the supply
chain, providing convergent interactions for the needs of all members [2]. Therefore,
the development of methods and models to solve problems in this theme should
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be further developed. On the other hand, the green supplier development programs
require substantial resources and investments from the companies [3].

In the literature, the GSCM theme has already been addressed in some research.
Azevedo et al. [2] have investigated the relationships between green supply chain
management practices and supply chain performance. The study byLozano andHuis-
ingh [4] analyzed the Social Responsibility reports of three companies in a compara-
tiveway, addressing theGSCM’s degree ofmaturity.Chiou et al. [5] sought to develop
amethod to encourage companies to implementGSCMandgreen innovation, in order
to improve their environmental performance and increase their competitive advan-
tage in the global market. The study by Green et al. [6] addressed the adoption of
GSCM practices by manufacturing organizations, in which a better environmental
and economic performance was perceived, which positively affected operational
performance. The research by Govindan et al. [7] assesses a method of selecting
suppliers to increase GSCM performance based on the Triple Bottom line (TBL)
approach. Lizot et al. [8] evaluated the GSCM theme in the literature through a
bibliometric study and listed the main methods applied in companies.

For Supply Chain Management to take place in a sustainable way, it is necessary
to incorporate sustainability into the company’s mission and vision [3], as well as
the company needs to present an aggregate planning, that is, the process by which a
company determines the ideal levels of capacity, production, subcontracting, stock,
lack of stock and even prices for a specified time horizon, so the objective of aggregate
planning is to satisfy demand while maximizing profit [9].

The sustainable supply chain exploitation dates back to the 1980s [10]. The
Triple Bottom Line (TBL) concept is another important concept for the sustain-
ability research, which refers to three groups: the first is the social aspect, related
to the treatment of human capital; the second one is the economic, deals with the
economic result; and the third one, environmental, related to the natural resources
destined for a company or society [11]. According to Lozano, Huisingh [4] in orga-
nizations, managers and employees are increasingly getting involved in voluntary
actions as a contribution to sustainability.

For supply chain management becomes a sustainable practice, the philosophy
of sustainability should be incorporated into the company’s mission and vision [6],
and the companies must develop an aggregated planning to achieve optimal levels.
The goal of the aggregated planning is to provide subsidies for demand satisfaction,
thereby maximizing results [9].

2 Objectives

Given the context, the research problem of this work is to evaluate the level of
sustainable supply chain development in companies. The general objective was built
through a structuredmethodology to assess the sustainability level of the supply chain
in the companies. Thus, to better achieve the general objective, some specifics goals
were defined into three directives, which were: (i) perform the selection procedure
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in order to choose potential models for application, (ii) perform of a case study to
apply the model selected according to the company characteristics, and (iii) analyze
and present the research results, contributing to the advancement of discussions on
this subject.

This study is justified due to the recent spread of scientific works on this subject,
and the relevance of the theme on the sustainable management of supply chains
[12]. The development of new approaches in this theme might contribute for stake-
holders in the companies, as well as a bibliographic reference for future research on
sustainable supply chain management.

3 Methods

To construct the model and apply it in a case study, we used the concepts presented
on [2, 4, 6, 7, 13, 14], which determine the intervention method divided into three
stages: design, data collection and analysis. Thus, the development of research occurs
through a procedure to assess sustainable supply chain management applied in the
food industry segment. The research is based on the qualitative data analysis method
proposed by [15], which provides the development of conceptual models in an
anticipated and simultaneous way to collect data and apply tests.

The model consists on seven stages: (a) stage of environmental management,
(b) selection (c) collaboration of suppliers, (d) supplier evaluation, (e) customer
selection, (f) customer collaboration and (g) customer evaluation, as illustrated in
Fig. 1.

(a) Environmental Management addresses questions referring to the internal activ-
ities in the company that through the diagnosis it is possible to investigate the
utilization levels of tools related to increase environmentalmanagement aspects.
Several authors have been publishing works in supplier selection regarding to
environmental aspects [11].

(b) Supplier Selection can evaluate potential suppliers to attend the company
concomitantly addressing the entire life cycle of a product, raw materials, and
service providers [7].

(c) Collaboration of Suppliers focuses on supporting organizations to improve envi-
ronmental protection activities, integrating it in the entire supply chain. The goal
of supplier development goes beyond your partners to becomemore sustainable.
It helps the suppliers become greener [3].

(d) In the supplier assessment, it is relevant to identify the critical criteria for
developing an efficient system of strategies for sustainable supply chain [11].

(e) The stage related to clients (selection (e), collaboration (f) and evaluation (g)) is
a differential in the model developed in this work. They address questions about
whether the company has tools, programs, or attitudes toward the sustainable
development for its customers.
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Fig. 1 Proposed structured model. Source Adapted from Azevedo et al. [2] and Lozano and
Huisingh [4]

Regarding the methodology of evaluation on sustainable supply chain manage-
ment, it was elaborated with a 5-point Likert scale. Where 1, represents “Never”; 2,
“Almost Never”; 3, “Sometimes”; 4, “Almost Always”; 5, “Always”.

However, some questions regarding the professional profile were also considered.
In the elaboration of the methodology, the researchers considered: (a) the literature
reviewon the subject; (b) previous research on sustainable supply chainmanagement;
(c) interview with specialists; (d) interview with managers from the case study. For
data triangulation, the following research techniques were defined: interviews (E),
verification and collection of documents (D) and observation (O). The presence of
these items evidence in Industry studied appears in Tables 1, 2, 3, 4, 5, 6 and 7. The
case study was developed in a food industry located in southern Brazil, in the state
of Santa Catarina, which has a collaborative staff of approximately 520 employees.
Currently the company produces pasta, wheat, corn flour and cookies. Its products are
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Table 1 Stage of environmental management

Stage of Environmental Management Scale

1 Does your company focus on environmental legislation? 1 2 3 4 5 E D O

2 Is your 
the production sector than to other sectors? 1 2 3 4 5 E D O

3
Does your company adopt end-of-line solutions (ie, it treats 
waste and effluents at the end of the production process, for 
example, performs water, air or soil treatment)?

1 2 3 4 5 E D O

4 Does your company focus on efficient use of resources (eg 
apply principles such as the 3 Rs - Reduce, Reuse, Recycle)? 1 2 3 4 5 E D O

5
Does your company practice activities to improve its eco-
efficiency (ie producing more and better with less resources 
and generating less waste)?

1 2 3 4 5 E D O

6 Is senior management committed to the company's 
environmental management? 1 2 3 4 5 E D O

7 Do all sectors of the company discuss about environmental 
management? 1 2 3 4 5 E D O

8 Can the company's environmental performance be considered 
a competitive advantage? 1 2 3 4 5 E D O

9 Is the company's overall strategy influenced by its 
environmental performance? 1 2 3 4 5 E D O

Source : Research data.

distributed in approximately 30,000 points of sale in Brazil, in addition to production
for export to several countries.

The data collection was organized through interviews, considering the availability
of respondents and adequate time for responses. The questionnaires were applied to
14 employees at the management, supervision and leadership levels of the supply
department, whowere selected due to their participation in the researched company’s
GSCM process. The interviews took place between December 15 and 22, 2019 and
were applied through a questionnaire compost for 31 questions based in the literature
[2, 4, 6, 7, 13, 14] (questions are presented in Tables 1, 2, 3, 4, 5, 6 and 7), according
to the proposed model presented in Fig. 1.

4 Results

In the “Environmental Management” stage, this theme complies with the state envi-
ronmental legislation of Santa Catarina (called FATMA—Foundation of the Envi-
ronment of the Government of Santa Catarina). This environmental agency aims to
define the documentation required for licensing and establish criteria for environ-
mental plans, programs and projects in small, medium and large industrial activities,
including liquid waste treatment, solid waste treatment and disposal, noise, vibration
and other environmental liabilities [16].
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The technical report renewal and environmental license of operation intends
to follow the legislation, presenting a Technical Report of Working Conditions—
LTCAT, an Environmental Risk Prevention Program—PPRA, as well as fire brigade
training. The results of the “environmental management stage” are presented in
Table 1.

Concerning to the evidences, interviews, documents (technical report of renewal of
environmental permit of operation and manual of good manufacturing practices) and
observations were collected. Thus, each issue of the “Environmental Management”
stage was composed of at least two evidences.

It is noteworthy that the industry surveyed, however, does not have an environ-
mental management system implemented. For [11] the environmental management
system of a company consists of the set of responsibilities, procedures, processes
and organizational means in order to adopt the environmental policy.

An environmental management system would probably contribute to advances in
areas where the company still needs to improve, such as: greater discussion among
sectors on environmental management, better eco-efficiency and an important contri-
bution by the interviewed manager with a view that the Environmental performance
of the company can be considered a competitive advantage. The results found fall
short of the evidence demonstrated by Micheli et al. [17], in which manufacturing
companies implement sustainable initiatives in their supply chain. Even though few
studies have provided clear empirical evidence on the real impact of these initiatives
on company performance, the results are clear to aid the development of the GSCM.

The industry has developed throughout its 28 years of activity, internal manuals
on good manufacturing practices. The purpose of these manuals is to define the
documentation required for licensing and to establish criteria for the presentation
of environmental plans, programs and projects for the implementation of small,
medium and large industrial activities, including treatment of liquid waste, treatment
and disposal of solid waste, noise, vibrations and other environmental liabilities.
The “Environmental Management” stage achieved the best performance among the
other seven stages with an average of 4 points on the Likert scale, which reaches a
maximum of 5.

The results of the second stage “Supplier Selection” are shown in Table 2.
Choosing an appropriate supplier is a crucial strategic direction for reducing the

environmental impact of supply chain management for companies [11]. During the
selection of suppliers the environmental issue is not emphasized, previous visits to
know the origin of the product, as well as incentives for the development of an
environmental management system, are necessary actions.

Supplier selection plays have important role in managing supply chain, tradition-
ally criteria such as price, quality, flexibility, and others [7]. It is noteworthy that
articles that address sustainability as criteria for suppliers are scarce in the literature.
The results helped to understand the principles of supplier selection proposed by
Wong [18], who states that the ecological supply chain focuses on reducing the envi-
ronmental impact during product delivery and on satisfying the level of customer
service.
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The stage “supplier selection” achieved an average of 1 point on the Likert scale;
demonstrating few issues addressed related to the environmental supply chain.

The results of third stage “collaboration with suppliers” are presented in Table 3.
Companies need to work with suppliers to improve supply chain management

practices [6]. The stage “collaboration with suppliers” averaged 1 point on the
Likert scale, which demonstrates the absence of actions related to collaboration with
suppliers. The company is concerned with internal issues, not fostering strategies
with suppliers regarding environmental supply chain management. The absence of
a collaborative relationship with sustainable suppliers shows a worrying result, as
according to Li et al. [19] the relationship with sustainable suppliers strengthens the
purchasing company’s own environmental performance, and this relationship tends
to be replicated to its customers.

The results of fourth stage “supplier assessment” are presented in Table 4.
The search for products that have less environmental impact is linked to the

origin of the raw material; consequently, its suppliers need to supply products that
do not contain hazardous and toxic substances [5]. Of concern is the lack of supplier
performance reviews, which is closely related to the previous stage “collaboration
with suppliers”, because without such collaboration it will be difficult to evaluate
them. Therefore, it is relevant to use tools that can assist in the assessment of suppliers
regarding their sustainable capacity [20]. The stage “supplier assessment” achieved
an average of 1 point on the Likert scale.

The results of the fifth stage “customer selection” are presented in Table 5.
Environmental conservation is gaining prominence among managers around the

world, and customers play a key role in demanding products that respect the envi-
ronment [8, 14]. Taking into account customer environmental criteria (wholesale
and retail) strengthens the supply chain. The stage “customer selection” achieved an
average of 1 point on the Likert scale.

The results of the sixth stage “customer collaboration” are presented in Table 6.
Organizations have sought to adopt procedures that include policies and tools that

go beyond regulatory compliance, such as environmental management systems and
life cycle assessment [4]. It is extremely important to develop seminars, meetings
or lectures with its clients on environmental awareness. The raising awareness and
passing on environmental values to the wholesale and retail sector, possibly the end
consumer will benefit, adding value to the environmental supply chain. The stage
“customer collaboration” achieved an average of 1 point on the Likert scale.

The results of the last stage “customer evaluation” are presented in Table 7.
Implementation of green supply chain management (GSCM) arises in response

to customer demand for environmentally sustainable products and services and also
in response to government environmental regulations [6]. The work carried out in
the stages of selection, collaboration and evaluation of customers has significant
effects on the GSCM, as it represents one of the extremes of the entire process, the
benefits of which are reflected in an increase in confidence and market value of the
company [21].
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Sustainable development involves the simultaneous pursuit of economic pros-
perity, environmental quality and social equality [10]. The proposed methodological
model presents a strong tendency to environmental tripod, but with less intensity, the
social and economic aspect is also approached.

During the evaluation it was evidenced strong rigor regarding the legislation,
because if the company did not follow the current legislation, it could suffer legal
sanctions. The surveyed industry follows the legislation of the state of Santa Catarina,
FATMA, which made it possible to develop the technical report for renewal of the
operating environmental license.

As shown in Fig. 2, of all seven stages suggested by themethodological model, the
Environmental Management Stage has the highest average result (average 4), and the
source of evidence through interviews, documents and observations, demonstrating
that in this regard the company has a more solid development. All other stages had
the same result average (mean 1), and the evidence originated from interviews.

After applying themethodological model and analyzing the results, it was relevant
for the evaluation of the sustainable supply chain management level. The model can
be replicated to all members of a supply chain, so the results can be analyzed in a
broader and more integrated way (Fig. 1).

Fig. 2 Result of the sustainable supply chain management assessment. Source Research data
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5 Conclusion

The construction and application of the model demonstrated that was possible to
provide amore coherent view to support managers in their decisions with the analysis
of the level of sustainability in the company.

Regarding to results in the first “EnvironmentalManagement” stage, the company
presented a satisfactory average, due to legal issues and internal procedures. The envi-
ronmental performance in the studied company could be considered an improvement
for competitive advantage in its business.

Another highlight identified by the application of the model was the renewal of
the environmental operating license and certifications of recyclable waste, lubri-
cants, lamps and chemical waste. Such certifications are essential to the well-being
of employees, the community and the environment. In the other hand, the strong pres-
ence of the waste issue leads the company to think more about environmental issues,
in order not to suffer the sanctions, but having the concern turned to sustainable and,
consequently, for supply chain management.

As suggestion for futurework, it is proposed to involve all members of the selected
company’s sustainable supply chain, such as suppliers and customers. This may not
be an easy task, but it can bring numerous real benefits to the process of recog-
nizing the level of sustainable supply chain management, thereby providing greater
environmental, social and economic gains.
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Logistic Regression Model for Predicting
Cost Performance According to Benefits
Management Effort in New Product
Development Projects

Gladston Luiz da Silva and Sanderson César Macêdo Barbalho

Abstract This study gathered data from a sample of 35 Brazilian companies that
develop new products and have PMOs in their organizational structure. Previous
analyses show that Benefits Management (BM) is the only PMO function that is
related to project performance in triple constraint, specifically the cost performance.
This paper focuses on BM function to an in-depth understanding of its potential for
improvements in cost performance. Logistic regression shows how impacted cost
performance can be for each increment of effort in BM. Results can be used as a
hypothesis for BM improvement according to predicted results on cost performance.

Keywords Benefits management · New product development · Project
performance · Project management offices · Logistic regression

1 Introduction

Project Management Institute [1] compiles success rate data from 2011 to 2018
showing a stable result of among 60–70% of projects meeting their original
goals/business intents, 55–60% completed within the original budget, 50–55%
completed on time.

The Project Management Office (PMO) is a structure that provides important
support to project managers (PM), especially in the provision of management
methodologies andmulti-project administration. Some studies [2, 3] show that aware-
ness of performance in cost, time and quality of projects managed in organiza-
tions that have PMOs is better than in organizations without those structures (also
see [4–6]). Other research has shown that PMOs are not static structures, nor do
they have a fixed set of functions independent of the organization where they work.
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Instead, PMOs are strongly determined by the company’s business and by the project
performance objectives [7–11].

Triple constraint is a traditional concept in project management, also called the
iron triangle, outlined for instance in the PMBOK® Guide [1] which suggests the use
of the Earned Value Analysis (EVA)method as a way to control project progress. The
method was developed by NASA to monitor its contracts and incorporates indicators
that encompass synergistic management of scope, time, and cost [12]. Using it, a
project can succeed in delivering the contracted scope, on schedule, and at planned
costs.

A general survey regarding the impact of PMO functions on triple restriction indi-
cators showed that the only function with any significant correlation to any indicator
was the Benefits Management (BM) function which is an activity embraced by the
program management concept [13–16] and has been nowadays a research agenda
in project management field [1, 17, 18]. The indicator in question was cost perfor-
mance. That result is fully discussing in [19, 20]. This paper extends the previous
analysis by proposing a logistic regression model for predicting cost improvements
according to the BM efforts level for the sample of researched companies.

The next section describes the article’s main theoretical framework and then
follows a discussion of the research methods and a presentation of the gathered
data and analysis. In section five there is a discussion and finally some theoretical
and practical considerations regarding the research and the prospects for its further
development.

2 Literature Review

2.1 Project Management Offices in New Product
Development

Ulrich and Eppinger [21] argues that the product development process is operated
throughout different projects. Clark et al. [22] works are the pioneering study in
the analysis of new product development performance. Those authors analyzed the
1980s automotive industry treating the performance of NPD projects as a reflection
of the long-term capabilities of the company. They establish the total quality of the
product, the development of lead-time, and productivity as the keyNPD performance
criteria. They also state that PMOs function as a liaison organization among the
different company areas. Barbalho and Rozenfeld [23] presents a reference model
for developing complex products, according to literature best practices.

Success is a theme that should be addressed carefully as there is not only
product success, defined by financial performance, customer value, company’s sales
percentage of products launched in recent years, time to investment return, market
share and product quality [24–27]. Contemporary studies also value the project
success, addressing the stakeholders’ perception of success, impact to the customer
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and the team, and the company’s preparation for the future [28, 29] in line to
balanced-scorecard theory [30].

Project Management Office (PMO) is an organizational structure to facilitate
the activities of project management and obtain improvements in the organization’s
strategic and tactical management [31]. It has been studied in different contexts
relating its activities to project performance. Dai and Wells [2] identified more
effective PM practices for registration of lessons learned and the application of PM
methodologies and techniques in companies with PMO.

Hobbs and Aubry [32] analyzed the presence and degree of importance of
27 different PMO functions and roles. They grouped functions and roles in the
following groups: (a) Monitoring and controlling activities of project performance;
(b) Development of skills and project management methodologies; (c) Multi-project
management; (d) Strategic management; and (e) Organizational learning. For [32],
monitoring and controlling project performance are the most important activities
within the PMO.

Liu andYetton [33] considersPMOhas a contingent effect onproject performance.
Spelta and Albertin [34] states indeed of previous research that arguing that the main
PMO contributions are related to project time, cost, and quality, their research iden-
tifies portfolio control as the main driver of PMO adoption. Unger et al. [35] found
PMOs’ controlling functions were the explanation for the quality of project portfolio
management. Spalek [36] states difficulty in demonstrating the benefit of PMOs, but
argue that when companies successfully operate their PMO, they positively influence
industrial engineering performance in long-term planning. Aubry [37] states PMO
transformations have a direct impact on project and business performance. Barbalho
et al. [20] demonstrates how PMOs support improvements in triple constraints, and
[11] suggests a trade-off among project performance in time versus stakeholders’
satisfaction in project-based organizations.

2.2 Project Success, Benefits Management, and PMOs

Benefits management (BM) literature has a foundation in a critical view of project
success. According to [38], BM “… originally developed in the 1980s and 1990s
because of a need to understand the return on investment from IT spend and overcome
the limitations of traditional investment appraisal techniques” (p. 2). As projects
were scrutinized under the iron triangle standpoint, the whole understanding was
that stakeholders’ satisfaction would like another framework for effective project
evaluation.

Some effort lies in developing a complete and consensual BM process, since
the beginning [39, 40]. Badewi [29] proposes a project benefits governance frame-
work to integrate measures of project and benefits success. Laursen and Svejvig [41]
links benefit to the concept of value: while “… the iron triangle is a classic and
commonly applied standard for judging output success, the judgment of outcomes is
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more scattered, and itmight suggest that research onvalue creation is still developing”
(p. 5).

The work of [42] for example concludes that BM practices are positive predictors
to Project success on the creation of strategic value for the business, a conclusion
corroborated by [39]. Badewi [29] found that deliver on time and within budget has
a strong correlation to comply with desired benefits. Musawir et al. [18] analyses
project governance as a direct influencer of project success and indirect leverage
for the benefits management process. Jørgensen [43] found that practices of benefits
planning and benefits management during the project execution increase the success
rate of software projects in terms of time, cost, quality, and productivity.

Breese et al. [15] brings benefits as a concept linked to projects and value. While
a project “… deliver capabilities, it is the combination of all the necessary projects
within a program which results in benefits being optimized to create value. Port-
folio Management then maximizes value across the portfolio of programs” (p. 12).
Consequently, handling the concept of benefits means to bring program and port-
folio management to the theoretical framework for understanding the organizational
phenomena of projects. A previous report of the study presented here shows BM
as the PMO function most strongly related to project performance, and mainly to
project cost compliance [19, 20]. The present paper explores that result according
to an expanded theoretical standpoint relating project, programs, and portfolios, and
specifically, the BM function and their relation to other PMO functions and variables
identified in the survey.

Such discussions show that both PMO structuration and benefits management
practices are connected to project success and can be well managed for improving
the probability of good results, outcomes, and the last benefits the company wants
from their projects. The next section presents our research methods.

3 Method

The researchmethodology adopted for this study was an exploratory and quantitative
survey with a descriptive analysis to conclude the survey diagnosis concerning the
main functions performed by PMOs and their impacts on companies that develop
new products. In this study, the references of [44, 45] were considered to plan data
gathering and analysis.

The survey initially focused on companies that develop new products in the state
of São Paulo, in Brazil, but it has been extended to other states of the country through
a snowball approach in networks of NPD experts and Brazilian chapters of Project
Management Institute (PMI). A set of 38 responses were gathered from which 35
were validated.

According to the tasks performed by PMOs, respondents had to indicate a score
on a Likert scale from one to five, for the degree of PMO effort in the company for
each statement. The study analyzed 31 PMO functions, each of them had a label to
facilitate analysis by respondents.
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In the questionnaire, the respondents also made statements about their percep-
tion of the project performance considering the indicators for analyzing the triple
constraint. The statements do not directly relate the PMO functions to performance,
thus, it was possible to make a more assertive and isolated analysis of the problems
of project performance in the respondents’ companies. As over PMO function, the
perception of project performance was also answered using the five levels, with five
(answer “5”) being related to a higher agreement as to better results on that metric
and one (answer “1”) related to lower agreement. These answers were correlated
to conclude which PMO functions could help companies to improve their project
success metrics.

The answers were the basis of statistical analysis and the calculation of the corre-
lation between PMO functions and NPD’s project performance in cost, time, and
scope as well as analyzing their significance. Data were downloaded into an MS©
Excel datasheet, duly treated, and then uploaded into SAS© software. A Spearman
correlation and multiple tests were performed by applying the Holmmel, Hochberg,
and FDR tests [46–48] as described on [20].

After the aforementioned analysis, the only function statistically related to one
performance metric was “benefits management” correlated to “cost performance”.
As continuing to understand the data gathered from the non-probabilistic sample of
35 companies, the present study performs a protocol for identifying how sensitive
was “cost performance” according to variations in “benefits management” effort,
according to an Ordinal Logistic Regression procedure. This analysis can be applied
in data analysis in which response is presented in categories with scores. In this
context, the regression for categorical variables occurs to verify the relationship
between a variable response Y with a set of covariates or explanatory variables X1,
X2,…, XP, which can be continuous or discrete. Every 31 PMO functions were used
as explanatory variables as a way to confirm previous analyses and for implementing
logistic regression.

To study the relationship between the presence and absence of the response, it is
used the relationship called Odds Ratio (OR), where a odds is represented by θ(x)

1−θ(x)
,

whose Napierian logarithm results in the connection function Logit

Logit = ln

{
θ(x)

1 − θ(x)

}
(1)

By the aforementioned linear equation, it is perceived that logit is the binding func-
tion that establishes the relationship between the mean and the linear predictor. For
this model, the estimation of the parameters occurs through the likelihood function
which, given a random sample (yi, xi), i = 1, 2, …, n, is defined by:

L(β) =
n∏

i=1

[θ(xi )]
yi [1 − θ(xi )]

1−yi , (2)
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which solution to the equations is performed using numerical methods, such as
Newton-Raphson.

McCullagh [49] proposed the Proportional Odds (PO) and Proportional Hazards
models for ordinal nature data, in addition to present multivariate extensions for
general linear models and extensions for nonlinear models. Peterson and Harrell [50]
extended the PO models proposed by McCullagh to the Partial Proportional Odds
(PPO) models, that allow non-proportional OR to a subset of exploratory variables.
The PO model is used in this work to analyze ordinal variables, which proportion-
ality assumption considers that the coefficients of the covariates are the same in all
categories of the response, that is, the relationship between the vector of covariates
x and the response variable y is response levels independent. In this situation, the
interest is in calculating the accumulated probability until the jth level of the response
variable, taking into account the following model:

P
[
Y j ≤ j |x] = exp

{
αi + ∑p

k=1 βk Xk

1 + exp
(
αi + ∑p

k=1 βk Xk
)
}

(3)

This model is considered k − 1 cutoff points of the categories and the jth (j = 1,
…, k − 1) cut-off point is based on the comparison of accumulated probabilities as
shown below.

π j
(
x j

) =ln

{
Pr(Y = 1|x) + Pr(Y = 2|x) + · · · + Pr(Y = j |x)

Pr(Y = j + 1|x) + Pr(Y = 2|x) + · · · + Pr(Y = k|x)

}

=ln

{ ∑ j
i=1 Pr(Y = i |x)∑k

i= j+1 Pr(Y = i |x)

} , (4)

where π j
(
x j

) = α j + (
β1x1 + β2x2 + · · · + βpxp

)
, j = 1, 2, . . . , k − 1 and α1 ≤

α2 ≤ . . . ≤ αk .
For the cases of non-compliance with the proportionality assumption for the

covariate coefficient of the response categories, were adjusted PPO models. In this
case, the relationship between the covariate vector x and the response variable y
dependent on response levels, and the coefficient γ is the effect associated with each
jth cumulative Logit adjusted by the other covariates, where

π j
(
x j

) = α j + (
β1 + γ j1

)
x1 + · · · + (

βq + γ jq
)
xq

+ · · · + (
βp + γ j p

)
xp, j = 1, 2, . . . , k − 1

and α1 ≤ α2 ≤ . . . ≤ αk .
The following section presents the descriptive analysis of higher and lower BM

effort companies and PO and PPOmodel adjustments to explain the cost performance
variation, considering independent variables as being the levels of effort to BM
functions.
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4 Results

Firstly, the POmodel was adjusted to explain the indicator cost performance, consid-
ering all covariates related to the structure and functions of project offices, that is, X1
to X31 representing all PMO functions researched. For the selection of covariates
of the model, the procedure stepwise was performed, and only the covariate Bene-
fits Management (X4) was considered eligible (χ2

(1) = 6.3735, P-Value < 0.0116)
confirming [20].

Besides, the assumption of the equality of the coefficients for the five levels of
cost performance was rejected (χ2

(3) = 8.559, P-Value < 0.0299). The PPO model
considered to explain the variation cost performance proved to be appropriate, as well
as the Likelihood Ratio (χ2

(4) = 12.3898, P-Value = 0.0147). To the significance of
the joint distribution of the covariate, Score (χ2

(4) = 13.6904, P-Value = 0.0084) and
Wald (χ2

(4) = 9.9664, P-Value = 0.0410), indicates rejection of the hypothesis that
the parameter vector is zero.

The results of the PPO adjusted model are shown in Table 1, which presents the
estimates of the model parameters, the standard errors for the estimated parameters,
and the results of the Wald test for the significance of the parameters.

Based on these results, the adjusted function-responses are given by the following
expression

π̂1 = exp(−5.2332 + 1.5277 · X4)

1 + exp(−5.2332 + 1.5277 · X4)
(5)

π̂2 = exp(0.6932 − 1.1646 · X4)

1 + exp(0.6932 − 1.1646 · X4)
(6)

π̂3 = exp(1.6870 − 0.8478 · X4)

1 + exp(1.6870 − 0.8478 · X4)
(7)

Table 1 PPO adjusted model for cost performance (X67) according to the variation of BM (X4)

Variable X67 Gl Estimate Standard error Wald χ2

Intercepts 1 1 −5.2332 2.7486 3.6947

2 1 0.6932 0.9798 0.5005

3 1 1.6870 0.8363 4.0688*

4 1 3.9699 1.3473 8.6828**

X4 1 1 1.5277 1.3543 1.2725

2 1 −1.1646 0.6123 3.6181

3 1 −0.8478 0.4014 4.4610*

4 1 −1.0510 0.4878 4.6416*

* P-Value < 0.05
** P-Value < 0.01
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π̂4 = exp(3.9699 − 1.0510 · X4)

1 + exp(3.9699 − 1.0510 · X4)
(8)

According to the equations reached on the logistic model, if the initial cost perfor-
mance is “5”, one can increase the effort to BM, but nothing probably will happen to
cost performance, once it is already “5”. On the other side, if the initial “cost perfor-
mance” is “1”, increments in BM effort can improve significantly the results in terms
of cost performance. In general, these results confirm the odds ratios estimates,
showing that on average:

– the chance of a company that has very low performance (“1”) on costs to move
to low performance (“2”) increases 360.8% at each level of effort increment in
Benefits Management. That is, in our sample, almost certainly, an incremental
effort on BM will improve a very low performance on costs;

– the chance of a company that has a low performance on costs (“2”) move to a
moderate performance (“3”) increases 31.2% at each level of effort increment in
BM;

– the chance of a company that has a moderate performance on costs (“3”) move to
high performance (“4”) increases 42.8% at each level of effort increment in BM
function;

– the chance of a company that has a high performance on costs (“4”) move to very
high performance (“5”) increases 35.0% at each level of effort increment in BM
function.

Odds ratio curves reflect the traditional situation in which how much better a
process is, how difficult is to improve it. Therefore, data suggest an impact of at least
31.2% of increment in cost performance only improving the PMO services on BM
function. If the company has a very low-cost performance, invest in BM function can
result in radical improvements of most than four times the initial condition. But, if
the company has already good cost performance, investing in BM function into the
PMO umbrella can increase costs without an immediate result.

5 Discussion

According [17] in the editorial of the special issue in BM of the Int J Proj Manag,
a current challenge is “… suggesting a distinctive benefit management process…”
(p. 2). For this purpose, it has two different approaches in the literature. The first
is some kind of a specific process “… that needs to be led by a Project Owner in
parallel and collaboration with the project management process” (p. 2). This distinc-
tive process is in development with some contributions for defining its steps andmain
phases by a group of researchers mainly from England and Australia [15, 18, 42].
This proposal has 12 steps in their last versions and runs concurrently to the project
management process.
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Another approach more effectively integrated to project management standards
are used by [29, 43, 51]. These authors indirectly [29, 43] or directly [51] suggest BM
be another knowledge area for project management, according to, for example, the
PMBOK Guide. One and the other approach has challenges in terms of bureaucracy
and time-consuming procedures. What is best for this: increase the charge of current
project managers or implement a parallel structure that needs to align its processes
and results to the first one?

We consider that our research opens a new possibility to this endeavor that is
allocate BM function as a practice for PMOs to run. It can improve the way PMO
help companies to reach their strategic issues and support the project managers
to maintain focus on project efficiency. Rather than a phased approach or tools and
techniques-based implementation,we suggest that BMcan be shown as an effort level
dimension of PMO activities. Depending on the initial level of cost performance, as
much effort, a PMO devotes to this function, as much cost performance the company
can achieve.

6 Conclusions

The two main discussions about benefits management in the context of projects,
programs, and portfolios are who must be in charge of BM in a company and what
the best BM process for effective business realization is. Our data suggest that PMOs
can be in charge of BM, and if so, it can improve cost performance. For the second
issue, our data points for the potential of spending effort on BM procedures as a
way to improve cost performance. Future research can delineate which kind of BM
procedures are those, which can impact positively on costs.

Our data support the proposition of the BM process as a driver for cost perfor-
mance. Every statistical analysis we did in our sample points to this relation. The
logistic regression method allows confirming that despite having an impact on costs,
benefits management as performed by project management offices, does not impact
time or scope performance. Research of [29] detected that “… a strong significant
correlation was found between delivering on time and within budget and delivering
the desired benefits”. Despite not being researched as a specific project output, maybe
companies that havemore effort in BMdeliver better benefits. As data show that these
companies have higher cost performance, one can tell a direct relation among benefit
outputs and costs. A subject for future researches.

In general, the results outline a practical implication. Instead of allocating project
resources to be used inmonitoring and systematizing EVA indicators, these resources
and functions could be allocated to the PMO for enabling it to orientate goals and
control costs in away that would have an impact on all the projects in a given business
area. Functions needed by individual projects could be replaced by functions centrally
performed by the PMO and that would have a direct positive impact by reducing cost
overheads.
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The fact that the sample in this research was non-probabilistic and the set of
companies composing the sample was small constitute limitations for the study.
Accordingly, the conclusions and reflections set out in the body of the text must be
viewed with reservations and seen as being propositions for future work. Another
limitation concerns the type of projects addressed by the study given that product
development projects are very different from civil engineering or infrastructure
projects in general and from projects for implanting information systems or making
organizational changes. In these cases, the conclusions drawn in this paper should
serve merely as suggestions of actions that need to be carefully monitored to avoid
mistakes. Researches could be undertaken with PMOs in companies in the above-
mentioned areas to verify whether, and in what conditions the results displayed here
are repeated.
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Extraction of Soluble Solids of Soursop
(Annona muricata) and Marolo (Annona
crassiflora Mart.) Seeds Using Different
Solvents and Processes

Evandro Galvão Tavares Menezes, Fabiana Queiroz,
and Ana Cristina Moreira Andrade Araújo

Abstract The Brazilian Cerrado has native species with great potential for oil
extraction, which can be applied in the food and pharmaceutical industries. Several
studies have shown the feasibility of replacing the solvent hexane industrially used
in vegetable oil extraction. The hexane as solvent shows high yield and selectivity of
oil extraction, however, this can be harmful to human health and the environment, it
is necessary to develop cleaner and economically viable technologies. In this paper,
the oil extraction of marolo and soursop seeds was evaluated using different solvents
(acetone, ethanol, isopropanol, and hexane), and three different techniques (ultra-
sound, shaker, and Soxhlet) and enzymatic aqueous extraction. The highest extrac-
tion yields for all solvents were obtained through Soxhlet extraction. In the Soxhlet
extraction, the highest extraction yield was obtained with hexane. When compared
to shaker extraction, ultrasonic-assisted extraction favored the oil extraction from
marolo and soursop seeds using hexane, and favored the extraction of soursop oil
using acetone. Enzymatic extractions showed low extraction yields (8.82 g/100 g of
marolo seeds and 11.15 g/100 g of soursop seeds). The results indicate the potential
of solvents and alternative processes in the extraction of oil from Cerrado seeds.

Keywords Shaker · Ultrasound · Soxhlet · Enzymes

1 Introduction

Brazil presents a vast amount of regional and seasonal native fruits. The Cerrado is a
regionwith a great diversity of vegetal species, being rich in fruit species.Many of the
Cerrado fruits are characterized by exotic sensorial characteristics, very appreciated,
besides showing nutritional and functional properties. The processing of these fruits
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in the form of juices, frozen pulps, jams, jellies and others is an important source of
income for the region. During its manufacture, large amounts of waste are generated.
One of the residues generated is the seed, and many fruits from Cerrado have seeds
rich in oil and bioactive such as phenolics, carotenoids, vitamins, among others,
compounds that can be economically exploited [1–5].

The main solvent used industrially in the oil extraction is hexane, which has a
nonpolar aliphatic chain, showing several advantages, such as low latent heat of
vaporization, high oil solubility and selectivity, and low corrosiveness. However,
there are also disadvantages associated mainly with environmental, safety and health
issues [6, 7], besides the lowselectivity in the extractionof somebioactive compounds
of interest.

Over the years, several solvents or extraction processes have been studied as alter-
natives to hexane replacement, such as ultrasonic-assisted extraction [8, 9], extraction
using supercritical fluid [10, 11], pretreatment bymicrowave [12], enzymatic aqueous
extraction [13], extraction with hot water [14], extraction using other solvents, such
as acetone, isopropanol, ethanol [1, 15, 16], among others.

Substitution of hexane by alternative solvents may be interesting, especially if the
substitute is available on a large scale, at a low cost and with adequate extraction
efficiency in order to become the process economically viable. Among substitutes,
short-chain alcohols, especially ethanol and isopropanol, have been proposed as
alternative extraction solvents because of their increased safety and the extraction of
bioactive compounds together with the oil, so that the obtained extracts have larger
amounts of antioxidant compounds and stability, relevant in several applications in
the food and cosmetics area. These two solvents have the disadvantage of lower oil
solubility and higher values of heats of vaporization when compared to the hexane.
The solubility characteristics of ketones are similar to short-chain alcohols and show
lower heats of vaporization than isopropanol and ethanol, and slightly higher than
the hexane value, being one of the disadvantages the greater danger of causing fires
than alcohols [7, 15, 17].

Aqueous extraction of seed oil has attracted increasing interest in recent years [18],
since it is a less environmentally harmful, safer, cheaper process and can be used for
the simultaneous extraction of oil and protein. However, the main disadvantage is
the low oil recovery, besides the process can be improved by employing enzymes.
The enzymatic aqueous extraction is an emerging and attractive technology for the
oil industry compared to the conventional hexane extraction process [13]. During
enzymatic aqueous extraction, an oil-rich emulsion is formed. In order to obtain a
high extraction yield, the emulsion forming components should be separated. The
emulsion is stabilized by proteins, phospholipids and carbohydrates that hinder the
separation process [19, 20], butmaybe usefulwhen it is desired to obtain an emulsion,
e.g., in microencapsulation processes by spray drying.

Ultrasonic-assisted extraction is an efficient method for extraction and is an alter-
native to the conventional extraction technique, generally using lower temperatures
and times, with potential application in the extraction of oils, essential oils, bioactive
compounds, and other compounds [21].
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The efficiency of this method has been attributed to the propagation of high-
pressure waves and the cavitation effects [22]. According to Mulet et al. [23], when
high-power ultrasonicwaves are applied to a solid-liquid system, they cause compres-
sion and continuous expansion of the matrix molecules, which create a “sponge
effect” that moves the liquid solvent through microchannels in the solid particles.
The effect of cavitation is caused by the propagation of ultrasonic waves that result
in the formation of bubbles within the medium, where the bubbles generated by cavi-
tation inside the cell or near the cell surface can implode and generate a localized
pressure, breaking the cellular structure and increasing the release of intracellular
substances in the solvent [21]. This technique uses lower temperatures and extraction
times and may favor the quality improvement of the obtained oils/extracts [24, 25].

The aim of this study was to compare the oil/soluble solid yields of marolo and
soursop seeds using hexane, acetone, ethanol and isopropanol as solvents in Soxhlet,
shaker andultrasonic extraction processes and through enzymatic aqueous extraction.

2 Materials and Methods

Soursop (Annonamuricata) and marolo (Annonacrassiflora Mart.) fruits were
purchased in Lavras, MG, Brazil, then washed, sanitized using hypochlorite solution
(200 mg/kg) and manually pulped. The seeds were stored in polyethylene bags and
frozen at−20.0 °C. For extraction, the seeds were dried in a vacuum oven for 48 h at
45 °C (absolute pressure= 16.8 kPa, Tecnal, TE-395 model, Piracicaba, SP, Brazil).
The dried seeds were ground in order to obtain particle sizes ranging from 10 to 100
mesh (2 and 0.149 mm). The soursop and marolo seeds showed 29.5 ± 1.28% oil
(dry basis) and the 31.13 ± 1.21% oil (dry basis), respectively. The solvents used in
the extraction were: ethanol, isopropanol, acetone, and hexane, all manufactured by
Dinâmica LTDA (Diadema, Brazil).

2.1 Soxhlet Extraction

For extraction in Soxhlet (Tecnal, São Paulo, Brazil), 10 g of dried and ground seeds
were used for each 50 g of solvent (hexane, acetone, ethanol, and isopropanol) using
an extraction time of 8 h. The extraction temperature of Soxhlet was kept constant
in all the tests, being 5 °C above the solvent’s boiling point [1]. The extraction
flask was coupled to a column, which was operated at lower temperatures (through
water circulation) in order to ensure complete condensation of the solvent. Three
extractions were performed for each solvent.
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2.2 Ultrasound Extraction

Three grams of dried and ground seeds were placed in falcon tubes and added
with 15 g of solvent (hexane, acetone, ethanol, and isopropanol). Ultrasonic-assisted
extraction in Ultracleaner (São Paulo, Brazil) bath was performed at the frequency
of 44 kHz at room temperature (30 °C) for 60 min. The tests were performed in
triplicate.

2.3 Shaker Extraction

The solid-liquid extraction with shaker was performed in 125 ml glass Erlenmeyer
and the vials were capped with stoppers to prevent solvent loss. After the mixture
of 6 g of seeds with 30 g of solvent (1:5 seed/solvent mass ratio; solvents: hexane,
acetone, ethanol, and isopropanol), the assembly was incubated (Tecnal incubator,
São Paulo, Brazil) at the constant temperature (35, 45, and 55 °C) under stirring of
120 rpm for 16 h, sufficient time to establish equilibrium. The tests were performed
with three replicates.

2.4 Enzymatic Extraction

In the enzymatic extraction of the seed oil, 5 g of dried and ground seeds were used
for 23 g of water and 2 g of enzyme preparation containing a mixture of enzymes.
The pH of the medium was adjusted to 4.5 using 0.5 N NaOH solution and 0.5 N
HCl, and the extraction was conducted in Erlenmeyer, incubated in an oven at 45 °C
and stirring at 120 rpm for 24 h.

In the enzymatic preparation were used equal masses of the enzymes:

– Alcalase 2.4 FG (Novozymes, Bagsvaerd, Denmark). This enzyme is an alkaline
endopeptidase with a reported activity of 2.4 AU/g, showing optimum activity at
temperatures from 50 to 55 °C and pH from 7.5 to 8.5.

– Viscozyme L (Novozymes, Bagsvaerd, Denmark). This commercial product
contains arabinase, cellulase, betaglucanase, hemicellulase, and xylanase,
showing reported activity equal to 100 FBG/g. The optimum pH of the enzyme
is 3.3–5.5 and temperature is equal to 40–50 °C.

– Novozym 33095 (Novozymes, Bagsvaerd, Denmark). This enzyme is a pectin
lyase with pH and optimum temperatures equal to 3.2–4.5 and 35–45 °C. It has
declared activity equal to 8620 PECTU/g.

After the incubation period, the extract was separated from the by centrifugation at
3500 rpm for 10 min. The lipid fractions of the residue of the slurry were determined
in Soxhlet extractor by AOAC methodology after drying [26]. The lipid fractions in
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the extract were obtained by the difference between the initial concentration of oil in
the seed and the concentration of oil in the residue. All extractions were performed
in triplicate.

2.5 Extraction Yield

The oil extraction yield expressed in grams of oil extracted per 100 g of dried seeds
was calculated according to the equation:

yield = 100
mo

ms
(1)

where mo is the extracted oil/soluble solids mass and ms is the used seed dry mass.

2.6 Statistical Analysis

The experimental design for a different treatments was the completely randomized
design (CRD). The results were analyzed by analysis of variance by the software
SISVAR 5.1® [27]. For the effects of average comparison, the Tukey test was used
at 5% probability.

3 Results and Discussion

3.1 Oil Extraction by Soxhlet

The yield of oil extracted from the seeds, expressed in g of oil/100 g of dried seeds,
using different solvents in Soxhlet type extractor for marolo and soursop seeds are
shown in Fig. 1. Seed grinding breaks the cell walls partially and extractions of the
compounds present within the cells depend on the affinity for the solvents. From
the tested solvents, hexane extracted the highest amount of oil from the marolo seed
(32.36 g/100 g dry seeds) and the soursop seed (31.03 g/100 g dry seeds), being these
values higher than the extraction by Soxhlet using petroleum ether, 31.1 g/100 g for
marolo dried seeds and 29.5 g/100 g for soursop dried seeds (composition, % ether
extract).

The isopropanol, acetone and ethanol solvents showed similar extraction yields
for both seeds (5% significance). When comparing the extraction using hexane with
ethanol extraction, the first extracted a larger oil amount, showing that the compounds
to be extracted have higher affinities for hexane. The dipole moment resulting from
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Fig. 1 Yield of the oil seed
extraction by Soxhlet
extractor: a marolo;
b soursop

hexane is equal to zero, which favors the extraction of nonpolar compounds, such
as the oils [1] present in marolo and soursop seeds. Oilseeds, in general, the extrac-
tion efficiency with hexane is higher than the other solvents, and the efficiency of
other solvents, especially ethanol, isopropanol and acetone were influenced by raw
material, besides the operating conditions.

Oliveira et al. [1], in the extraction of passion fruit seed oil by Soxhlet, using
time equal to 16 h, obtained a higher extraction yield using solvent hexane (25.4 g
of oil/100 g of solvent) compared to that obtained with isopropanol (15.5 g oil/100 g
solvent), acetone (14.5 g oil/100 g solvent) and ethanol (14 g of oil/100 g of solvent.
Yang et al. [28] extracted oils from Sapium sebiferum seeds by Soxhlet and showed
that there were no significant differences when using ethanol, petroleum ether and
hexane as solvents.

3.2 Oil Extraction Using Ultrasound

The yields of the ultrasound-assisted oil extraction (Fig. 2) for marolo and soursop
seeds with hexane were 29.82 and 27.32 g of oil/100 g of dried seed, respectively,
which are values higher than the other solvents with low extraction yields, a fact
that may have occurred due to the lower oil solubility in these solvents at room
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Fig. 2 Extraction yield of
the seed oil assisted by
ultrasound: a marolo;
b soursop

temperature (30 ºC). Regarding the alternative solvents, acetone (18.81 g/100 g of
marolo seeds, 21.36 g/100 g of soursop seeds) obtained higher extraction yields
than ethanol (13.92 g/100 g of marolo seeds, 14.82 g/100 g of soursop seeds). In the
marolo seed extraction, therewas no significant difference between the use of acetone
and isopropanol and between isopropanol and ethanol at 5% significance level. For
soursop seed, there was no significant difference at 5% level between the ethanol
and isopropanol yields, which were lower than the values obtained with acetone.

Ultrasound (UAE) utilization is an attractive option for oil extraction since yields
can be increased using short extraction times and a low solvent volume. One of
the benefits are due to cavitation (the formation, increase and implosion of bubbles
during extraction) generated by ultrasound, which breaks the surface of the solid
matrix, increasing the mass transfer rate and diffusive coefficient [21, 29].

The viscosity, surface tension and vapor pressure of solvents can affect cavitation
and hence the extraction yield. The cavitation intensity decreases with increasing
surface tension and viscosity [30]. Ethanol and isopropanol have higher viscosi-
ties (1.1 cP for ethanol and 2.05 cP for isopropanol) when compared to hexane
and acetone (0.36 cP for acetone and 0.31 cP for hexane). The higher viscosity value
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harms cavitation. Regarding the surface tension, ethanol (2.23× 10−2 N/m), acetone
(2.37 × 10−2 N/m) and isopropanol (2.17 × 10−2 N/m) showed values higher than
hexane (1.79 × 10−2 N/m), the increased surface tension increases the cohesive
strength among solvent molecules, hindering the cavitation process [30]. The lower
viscosity of acetone compared to ethanol may have favored the oil/soluble solid
extraction of marolo and soursop seeds. The higher vapor pressure of the solvent
may favor the creation of more bubbles, however, it may collapse with lesser inten-
sity due to less pressure difference inside and outside the bubbles [5, 31]. From
the tested solvents, the acetone has the highest vapor pressure followed by hexane,
ethanol, and isopropanol, and this parameter under the experimental conditions may
have influenced differently depending on the used solvent. Goula [21] in the study
of ultrasound-assisted extraction of pomegranate seed oil and hexane as solvent,
observed that the increase of the extraction temperature (range from 20 to 80 °C)
and its vapor pressure significantly reduced the extraction yield.

Li et al. [32], extracting seed oil of Perilla using hexane assisted by ultrasound
(frequency 50 kHz), studied the effect of time (10–20 min), temperature (30–50 °C),
and seed/solvent ratio (1/5–1/9) in the extraction efficiency. After optimization of the
operating conditions, themaximum extraction yield was 36.27 g/100 g of seed, under
temperature of 41.26 °C, seed/solvent mass ratio of 1:7.02 and extraction time equal
to 17.11 min. According to the authors, the perilla seeds showed initial oil content of
37.8%, representing 96% of extraction efficiency. Similar extraction efficiency was
found in this study for the extraction with hexane assisted by ultrasound of marolo
(95.9%) and soursop (92.6%) oil seeds.

Oliveira et al. [1],when extracted oil frompassion fruit seeds (44kHz, seed:solvent
ratio (m/V) of 1:4, temperature 40 ºC and time of 60 min), found extractions equal
to 23.8 g/100 g of seed for acetone, 16.6 g/100 g of seeds for ethanol, 15.1 g/100 g
of seeds for isopropanol, and 16.9 g/100 g of seeds for hexane. Results from solvent
efficiency were different from those found in the present study.

Hu et al. [33], verifying the solvent influence on the ultrasound-assisted extraction
of safflower oil (35 °C, seed:solvent mass ratio of 1:7 and time of 40 min), obtained
higher yield for hexane solvent (27 g/100 g of seeds), which showed a much higher
extraction yield than ethanol (12 g/100 g seeds).

Extraction experiments with ultrasound use two different systems; the ultrasonic
cleaner, where the containers used for the extraction are placed, and the ultrasound
probe, which is immersed in the extraction container [34]. The use of the ultrasonic
cleaner (used in this study) has the ultrasound intensity diminished because it is
attenuated by the water contained in the bath and the walls of the glass utensils used
as containers for the extractions.

However, the use of ultrasound and hexane as solvent allowed achieving yields
similar to those obtained by Soxhlet extraction in a short period, however, using
ethanol, isopropanol and acetone, the yields were lower than the Soxhlet extraction
values (item 3.1) and generally in shaker extraction (item 3.3). In the soursop seed
extractions with acetone, the values of the shaker yields were lower, even when
performed at higher temperatures.
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3.3 Shaker Extraction

Table 1 shows the results obtained from the extraction of oils/soluble solids from
marolo and soursop seeds in batch using the shaker. The highest extraction yields
of marolo and soursop seeds were obtained with hexane as solvent at all evalu-
ated temperatures. The lowest extraction yields for marolo and soursop seeds were
obtained with ethanol at 35 °C.

The soluble solids extraction yield of marolo seed using ethanol increased by
4.67 g of soluble solids/100 g of seeds by increasing the temperature from 35 to
45 °C, and an increase of 1.4 g/100 g of seeds by increasing from 45 to 55 °C.
In the soursop seed extraction, a lower of temperature effect was observed, with
a yield increase of 2.15 g of soluble solids/100 g of seed by increasing the ethanol
temperature from 35 to 45 °C, without a significant effect on the temperature increase
from 45 to 55 °C. The soluble solids yields of marolo using isopropanol and acetone
did not show significant differences, being higher than the values obtained with the
ethanol in all studied temperatures.

In the soursop seed extraction using isopropanol as solvent, the temperature did
not influence the extraction yields, and represented the lowest yields among the
tested solvents, being that there was no significant difference in the values obtained
using ethanol and acetone at 35 ºC. When analyzing each solvent in the three studied
different temperatures, it can be observed that the extraction using ethanol, hexane
and acetone showed the same behavior in relation to the temperature increase, and
there was no significant difference in the yield between the extractions performed at
45 and 55 °C, since they were higher than the extractions conducted at 35 °C.

Table 1 Extraction yields using shaker for marolo and soursop seeds (g of soluble solids/100 g of
seeds)

T (°C) Ethanol Hexane Isopropanol Acetone

Marolo seed

35 17.51 ± 1.09c,3 29.47 ± 0.62b,1 22.57 ± 0.75c,2 21.96 ± 0.63a,2

45 22.18 ± 0.37b,3 30.82 ± 0.42a,1 26.22 ± 0.95b,2 26.19 ± 0.70b,2

55 23.58 ± 0.52a,3 30.99 ± 0.29ª,1 28.29 ± 0.69ª,2 27.78 ± 1.51b,2

Soursop seed

35 16.13 ± 0.25b2 25.08 ± 0.71b1 16.36 ± 0.46ª2 16.99 ± 0.93b2

45 18.28 ± 0.76ª23 26.47 ± 0.37ª1 16.97 ± 0.65ª3 19.35 ± 0.38ª2

55 18.93 ± 0.82ª2 26.85 ± 0.85ª1 16.74 ± 0.72ª3 20.01 ± 0.70ª2

Averages followed by the same letters in the same column did not show statistical differences by
Tukey test at 5% probability
Averages followed by the same numbers in the same row did not show statistical differences by
Tukey test at 5% probability
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Franco et al. [35] observed an increase in solubility of rubiginous oil in ethanol
with increasing temperature. According to the authors, although solubility increases
with increasing temperature for ethanol, it will be higher in hexane, which has higher
capacity to extract nonpolar compounds, allowing the use of lower solid-solvent ratios
in the extraction.

Oliveira et al. [1], when studied the extraction of passion fruit seeds in processes
using Shaker (40 °C, seed:solvent ratio of 1:4 and time of 16 h), resulted in extrac-
tion yields of 17.4 g/100 g of seeds for acetone, 13.7 g/100 g of seeds for ethanol,
17 g/100 g of seeds for isopropanol, and 23.6 g/100 g of seeds for hexane.

The joint analysis of the average values of the extraction yields for the different
solvents and processes showed that, for themarolo seed extraction, the hexane solvent
obtained the best yield and similar values regardless of the extraction method used.
In relation to the oil extractions of soursop seeds with hexane, it was observed that
Soxhlet extraction yielded the highest yield (30.35 g/100 g seeds). Extraction with
hexane solvent and using ultrasound showed extraction yield similar to extractions
in Shaker at any temperature (35, 45, and 55 °C), ranging from 27.32 to 25.08 32 g
of oil/100 g of seeds.

When a solute has low solubility in a solvent, the extraction yield is limited to the
solubility value, being necessary to employ large amounts of solvent to solubilize
the solute altogether. The values of the extraction yields obtained by Soxhlet using
ethanol, isopropanol and acetone were higher than other methods due to the higher
temperatures used and successive solvent washes.

3.4 Enzymatic Extraction

The enzymatic extractions (Table 2) showed extraction yields equal to 8.82 g of
oil/100 g of seeds for marolo (28.36% of oil extracted) and 11.15 g of oil/100 g of
seeds for soursop (37.79%extracted oil). In the enzymatic extraction, it can be consid-
ered that different experimental conditions (particle size of the material, solid/liquid
ratio, enzyme concentration, extraction time, oil matrix composition, temperature,
pH, among other factors) affect the obtained yield.

Different results for the extraction processes, using enzyme, are found in the
literature. Latif et al. [13] extracted oil from moringa seeds and obtained extraction
yields equal to 22.5 g/100 g of seeds (69.44% extraction yield) for protease Protex
7L and 20.9 g/100 g of seeds (64.5%) for Viscozyme L.

Table 2 Efficiency of the
enzymatic extraction of the
oil from the Cerrado fruit

Seeds Ether extract in the cake g
oil/100 g seeds

Yield g oil/100 g seeds

Marolo 22.28 ± 1.36 8.82

Soursop 18.35 ± 1.95 11.15
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According to Li et al. [36] times higher than 30 min do not increase the enzymatic
aqueous extraction by solubility of soluble solids present in perilla seeds, being
81.74% the highest yield of obtained oil. In the same study, the authors showed
that increasing the temperature to values higher than 30 ºC, the extraction yield also
increased.

Comparedwith other extraction processes used in this study, the enzymatic extrac-
tion was the one that obtained the lowest oil extraction yield. With regard to these
extractions, it is necessary to carry out new studies with the objective of optimizing
the enzymatic extraction process and obtaining higher extraction yields.

4 Conclusion

When investigating the extraction of oil/soluble solids of marolo and soursop seeds
using alternative solvents (acetone, isopropanol, and ethanol) and hexane, we verified
the technical viability of alternatives for the conventional extraction of the soluble
solids of seeds, being that the type of seed can influence the choice of solvent and
process. The highest extraction yield was obtained using hexane through Soxhlet
extraction for both seeds. The Soxhlet extraction yields of soursop and marolo
seeds with acetone, isopropanol and ethanol were similar. For the oil extraction
present in marolo and soursop seeds by stirring in Shaker, the increase in tempera-
ture from 45 to 55 °C did not favor the extraction. When compared to the solvents
under the temperature of 45 °C for marolo seeds, hexane obtained the highest yield,
where the alternative solvents that obtained the highest yields were acetone and
isopropanol. For the soursop seeds under the same conditions, the alternative solvents
that extracted the most were acetone and ethanol. When using the ultrasound tech-
nique, it can be observed the highest extraction yield for the hexane for both seeds.
Ultrasound-assisted extraction, using the hexane solvent, becomes an alternative to
the conventional process due to the use of low temperatures and smaller times. The
ultrasound-assisted extraction process was not as efficient for the other solvents
(ethanol, isopropanol, and acetone) under the employed conditions, obtaining yields
lower than the extraction in the shaker, except for extraction of marolo seed with
acetone. The extractions by the enzymatic method showed the lowest extraction
yields, and there is a need to optimize these processes.
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1 Introduction

In the context of the limited supply of natural resources, the increase in cost pres-
sures and the need for economic sustainability, environmental and political restric-
tions in supply chain management and environmental problems have gained impor-
tance and have encouraged companies to seek more sustainable economic models
[1]. The depletion of non-renewable resources is followed by ecological and social
impacts, driven by the intense consumption of products and the incorrect disposal of
waste [2].

Even though several improvements have occurred in recent decades, such as the
increase in eco-efficiency [3]; the emergence of eco-innovation in products, processes
and new technologies [4]; research that extends the scope beyond a company’s bound-
aries, addressing green practices in supply chains [5], research on sustainable supply
chain management (SSCM) applying modeling techniques [6], structure to guide
the decision processes in SSCM [7], a hybrid model of multicriteria decision anal-
ysis (MCDA) of sustainability performance [8]; these are insufficient to reduce the
significant linearity of production chains. A new paradigm appears with the proposed
solution to minimize the entry of raw material and the generation of waste, in the
circular economy [9–11].

In this context, it is possible to identify several proposals to promote circu-
larity, such as Industrial Symbiosis [12], Industrial Ecosystems [13], Product-Service
Systems [14] and Eco-efficiency [3]. These practices come from organized schools
of thought, which promote sustainability in industrial production. They are: Indus-
trial Ecology [15], Closed-loop supply chain [16], Cradle to Cradle [17], Biomimicry
[18], Performance economics [9, 19],Natural capitalism [20],Blue economy [21] and
Regenerative Project [22]. However, implementing the concept ofCE is a challenging
task, given the mentality and linear structures prevalent in industry and society [10].
The research questions that guide this study are:

Q1: What are the strategies and practices of the CE Schools of thought that guide
the implementation of the circular model?

Q2:Howcan these strategies and practices be organized into a framework, facilitating
understanding for implementation?

The objective of this article is to propose a framework that organizes the strategies
promoted by schools of thought (ST), to guide the transition to the Circular Economy
(CE). The specific objectives are (1) to describe the characteristics of schools of
thought and their overlap with CE; (2) identify strategies that can be used to guide
the transition to the circular model, and (3) organize the strategies according to the
steps of the Ellen MacArthur Foundation Systemic Diagram (EMF). The relevance
of this work is justified by the fact that the literature points to the lack of research
that guides the transition actions based on CE principles [23].



Framework Proposal to Organize Sustainability Strategies … 259

2 Methodology

This research is exploratory, based on a systematic literature review and was carried
out in three stages: search, selection, and analysis of studies [24]. The first stage began
with the search for studies to learn about the current state of research on CE and to
determine the theoretical constructs that guide the study to identify strategies and
practices for the implementation of the basic circularmodel based on the assumptions
of ECCE schools of thought. The combination of “Circular Economy” with the
terms “Biomimicry, Closed-Loop Supply Chain, Cradle to Cradle, Blue Economy,
Regenerative Design, Natural Capitalism and Performance Economy” was used in
the search string. The resulting articleswere also used to identifymore relevantworks
(snowball technique). The databases used were Scopus and Web of Science, using
the period between January 2000 and July 2019 as the time frame. This resulted in
1248 publications considering the two databases. Filters for document types were
defined for “peer-reviewed articles” in English, reducing the number to 310 articles
in Scopus and 240 inWeb of Science. Editorials and articles from remote disciplines
such as medicine were excluded. Figure 1 shows the steps followed in step 1.

In the second stage, filters were applied to select the articles. The first filter took as
a criterion the readings of the titles of the articles found, as well as their identification
with the theme of the work and exclusion of articles in duplicate. After the selection
of articles by the criterion of reading the titles, 127 papers were selected, considered
the closest to the research theme. Then, the second filter was applied, reading and
analyzing the abstracts of the selected articles and those that did not have an affinity
with the theme of the work were discarded.

After reading the abstracts, 44 articles were analyzed, of which a large part was
used in structuring the theoretical basis and used in the process of codifying strategies
for establishing the Circular Economy (Fig. 2).

In the third stage of the research, the content analysis process [25] was carried out,
identifying sustainable strategies and practices proposed by the TS of the CE. The
building blocks of the CE proposed by the Ellen MacArthur Foundation [9] were
also considered for the identification of strategies/practices, namely: product and
system design, new business models, reverse flows and enablers. These strategies
were submitted to three Brazilian specialists on the CE theme to be validated.

Fig. 1 Search strategy



260 M. M. C. Bacovis et al.

Fig. 2 Search, selection and coding process

3 Circular Economy: Strategies of Schools of Thought

Several studies [9, 11], claim that the concept of Circular Economy is based on a frag-
mented collection of ideas derived from some scientific fields, including emerging
fields, with roots in different disciplines and schools of thought [23], which provide
several strategies and practices that promote sustainability in industrial production.

The first school is the Industrial Ecology (IE), which deals with patterns of
material and energy flows inside and outside industrial systems, including techno-
logical dynamics [10]. The key elements of Industrial Ecology are biological analogy,
systemic perspectives, technological changes, cooperation, dematerialization, eco-
efficiency, and research and development [26, 27]. The Cradle to Cradle (C2C)
school is based on the proposal that products can be designed in such a way that
their constituent materials circulate indefinitely in biological or technical systems
when using energy from renewable sources [17]. Performance Economy is a “self-
replenished economy”, based on a closed loop system,which results in the circulation
of materials through sequential product life extension activities [19]. Emphasizes the
design of durable products, guarantees strategies for extending the product’s useful
life and defends the sale of the product’s service—and not the physical product itself
[19], which started the idea of a Service System Product-Service System. Regen-
erative Design has the premise of being restorative and regenerative in principle
[22]. The recovery of materials and products should not be dealt with at the end of
their useful life, but be contemplated from the design, through the choice of renew-
able materials or design for disassembly [28]. Regenerative Design, in the context
of CE, requires central skills in a circular design to facilitate the disassembly of
products and which allows them to recondition, remanufacture, reuse and recycle
each of them, that is, to guarantee its use in a cascade [9]. The Closed Loop Supply
Chain (CLSC) proposes the “closing of the loops” through the “R” frameworks
and Reverse logistics. The literature points to several structures of the “R” frame-
work: like the 3Rs [29, 30], of the 4R (reduce, reuse, recycle and recover), 6R (reduce,
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redesign, reuse, remanufacture, recycle, recover) [31], and even 9Rproposals (refuse,
reduce, redesign, reuse, repair, remanufacture, recondition, recycle, recover) [32]. In
Biomimicry, the innovation process can and should be inspired by the knowledge
of natural processes. Nature is a great source of inspiration for innovation [18].
Biomimicry is an innovation inspired by nature, in which there is no waste [9, 30].
Blue Economy emphasizes that waste does not exist: nutrients, matter, and energy
have a ripple effect; by-products can be used for new product development [21].
The innovative business model and competitiveness are two characteristics of the
Blue Economy that serve as motivation for ECCE. Natural Capitalism refers to the
world’s natural assets, such as air, water, soil, wildlife, and other living organisms.
The model argues that the interests of the environment and companies are not mutu-
ally exclusive, but overlapping [20, 30]. Table 1 presents the key strategic concepts
and practices advocated by the TS, as well as the key references that empirically
support each body of knowledge.

4 Results and Discussions

Some strategies identified during the literature review are present in more than one
school ofThought (ST). TheEco-efficiency strategy, derived from Industrial Ecology,
is understood as a strategy for the company to create value and reduce the environ-
mental impact [3]. Resource-efficient production saves them for other purposes or
uses in future generations. Eco-efficacy, from the Cradle to Cradle School (C2C),
implies the transformation of products and associated material flows so that they
form a supportive relationship to ecological systems and future economic growth. In
this case, the objective is not to minimize the flow of materials from the cradle to the
grave, but to generate cyclical metabolism, from the cradle to the cradle. Eco-efficacy
should be the goal in a circular system.

– Symbiosis Industrial involves industries traditionally separated in a collective
approach of competitive advantage and the physical exchange ofmaterials, energy,
water, and/or by-products, through cooperation between companies [13]. An
important characteristic of Industrial Ecology and CE is the cooperation between
actorswithin and between the technical and biological cycles. This allowswin-win
solutions to be built, adding value to the chains [10, 11].

– In the Cradle to Cradle approach, product design is identified as crucial in the
design of sustainable circular systems. Efforts to close the material cycle by C2C
design approaches have been researched since 1990 [10]. In line with the ST of the
RegenerativeProject, theCradle toCradle approach (fromcradle to cradle)mimics
natural ecosystems from a perspective of toxicity and design. The “durability”
in C2C and EP can be achieved by extending the useful life of the products;
adoption of new business models based on user-oriented services (for example,
product leasing and pooling); reuse of products and components; and diffusion of
material recycling [33, 34].
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Table 1 Reference framework with strategies for circularity from the schools

Schools Practices Description of the
practice

Authors

Industrial
ecology

Systemic
approach

Explain how parts
influence each other as a
whole and the
relationship of the whole
to the parts

[3, 12, 26, 27, 34]

Cooperation Collaboration and
cooperation are essential
in closed-loops that turn
waste into useful
resources

Industrial
symbiosis

A process-oriented
solution concerned with
transforming the waste
output from one process
into raw material to
another process or
product line

Eco-efficiency The strategy adopted by
the company to promote
the application of
environmental, social,
and economic
sustainability practices
throughout the product
cycle

Technological
changes

Technological changes
and information
technologies play an
important role in the
transition to the circular
economy

Cradle to
cradle (C2C)

C2C design To close the cycle,
products must be
developed so that they
can be regenerated and
reused

[9, 17, 28–30, 38, 39]

Minimize waste It means reducing waste
by closing the loop;
reduce losses of valuable
materials; and develop
industrial processes with
less waste

(continued)
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Table 1 (continued)

Schools Practices Description of the
practice

Authors

Eco-efficacy Product transformation
and its associated
material flow to form a
supportive relationship
with ecological systems
and enable future
economic growth

Reverse logistics Return of post-sale or
post-consumption waste
for a new application, in
the same or another
process

Energy recovery Recover energy from
by-products or waste by
technologies such as
incinerators and biogas
exploitation

Performance
economics

Design for
durability

Enlarges the useful life
of developed products

[9, 14, 19, 28–30]

Design for
reliability

Develops products with
a design that ensures
reliability, with an
adequate product or
component life, aims to
reduce the number of
failures and extend their
service life

Dematerialize Reduce the use of raw
material in
manufacturing but the
performance remains
unaltered

Product service
system (PSS)

A product service system
(PSS) integrates
products and services to
enhance value to users

Shared economy Expands the efficient use
of underutilized
resources, which fulfills
its social function

Biomimicry Nature inspired
products

Designers should draw
on organisms, biological
processes, and
ecosystems as a way to
solve human problems

[4, 9, 18, 30, 33, 40, 41]

(continued)
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Table 1 (continued)

Schools Practices Description of the
practice

Authors

Nature-inspired
processes

In biomimicry, nature
inspires products and
processes

Return to nature In CE, the resources
used in the production of
goods must be recovered
and returned to nature.
The principle of
regeneration aims to
restore, retain, and
restore the health of
ecosystems

Eco-innovation Green innovation assists
in environmental
sustainability as it
promotes changes in the
way we produce with
less environmental
impact

Blue economy Co-product
generation

Materials produced
during the primary
production process of the
main product from the
same input (resources)

[9, 21, 29, 30]

Co-products use The use of co-products
contributes to
sustainability in
industries

Increased
competitiveness

Investments in social
and environmental
initiatives are no longer
an additional cost but an
opportunity for
innovation and
competitiveness

Use of renewable
energies

It relies on natural
resources with a
utilization rate lower
than the renewal rate,
such as solar, wind,
hydro, geothermal,
among others

(continued)
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Table 1 (continued)

Schools Practices Description of the
practice

Authors

Regenerative
design

Design for
disassembly

Design that considers the
need for disassembly,
which facilitates the
repair and
remanufacturing of
end-of-use returns as
well as recycling

[9, 22, 28, 30, 35, 36, 42, 43]

Modular design Design that develops
products composed of
functional modules, so
that they can be updated
with new features.
Modules can be
individually refurbished
or replaced, increasing
product longevity

Resource reuse It involves the use of
fewer resources and less
workforce to produce
new products from
virgin materials or even
to recycle and discard
products

Energy
performance

It involves the use of less
energy to produce new
products from virgin
materials or even to
recycle and discard
products

Material selection This refers to the
preference, in the
process of acquisition
and production, for pure
materials, which offer
easier classification at
the end of life of
products

Closed-loop
supply chain

Reduce Includes input reduction
and use of natural
resources; reduction of
emission levels; loss
reduction of valuable
materials

[9, 26, 32–34, 37]

(continued)



266 M. M. C. Bacovis et al.

Table 1 (continued)

Schools Practices Description of the
practice

Authors

Reuse It means using a product
again for the purpose for
which it was originally
designed and produced,
with little improvement
or alteration

Remanufacture Remanufacturing
ensures that products
meet original
performance
specifications by
restoring and replacing
components

Refurbish It consists of updating a
used product, replacing
parts that are failing or
likely to fail soon

Recycle Recycling is any
recovery operation
whereby waste is
reprocessed into
products, materials, or
substances, whether for
original or other
purposes

Natural
capitalism

Land use
optimization

Proper management of
solid waste decreases the
pressure on natural
resource consumption
and impacts on the soil
for landfill disposal

[9, 20, 30, 33, 34, 44, 45]

Optimization
water use

The company must
manage the use of water,
making treatment and
reuse

Business model
change

Sustainable business
models allow to close
and narrow loops and
dematerialize products
for sustainable
development solutions
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– The strategy of using energy from renewable sources is present in three schools
of thought: C2C, Regenerative Design, and Blue Economy. The use of energy
from renewable sources provides compliance with the first principle of ECCE:
preserving and improving natural capital, controlling finite stocks, and balancing
the flow of renewable resources. Thus, natural capital must be valued by reducing
its use to the minimum necessary. For Bradley [35], the energy and resources used
must come primarily from renewable sources. In this context, eco-innovation,
present in C2C and Biomimicry, is becoming a theoretical reference for strategic
development, which can lead to an increase in productivity and an improvement
in competitive advantage at the company level.

– The “return of used” strategy is carried out through the reverse logistics of post-
consumer products. The expansion in the return on used products is explicitly
related to companies’ sustainability efforts; it increases the environmental perfor-
mance of manufacturing operations and generates new profit opportunities and
competitive advantages for all parties involved in supply chain operations [36].

– The Reduce, Reuse, and Recycle strategies present in CLSC, are possible strate-
gies to be implemented through changes in the company’s business model and a
good Reverse Logistics strategy, with collection points or in partnership with the
technical assistance of the products.

Moving to a CE requires organizations to innovate their business models [20].
In this sense, the change in the business model proposed by Natural Capitalism,
Blue Economy, and Performance Economy can be promoted through the Product
Service System (PSS), Shared Economy, andDematerialization strategies—the latter
promotes collaborative consumption.

At the School of Regenerative Design, there are several design strategies: Circular
Design (C2C and regenerative), Design for Disassembly, and Modular Design. For
Moreno et al. [28], designers are responsible for defining how products and services
are designed and built. According to these authors, the design of most products is far
from circular because it follows the linear pattern of resource use. It is worth noting
that the design of circular products needs to consider the chosen business model.

The strategies from each school of Thought can be organized in the stages of the
Systemic Diagram proposed by the Ellen MacArthur Foundation, which explains
that, in the CE, there are two types of flows: that of biological nutrients and that
of technological nutrients. Figure 3 presents a proposal for grouping technolog-
ical nutrients. For strategies related to product design to be contemplated, a step
called “Research and Development” was inserted between the steps of “Extraction
of Natural Resources” and “Manufacturing of the Parties”.

In the “Natural Resources Extraction” stage, the strategies of natural capitalism
were included: land-use optimization, water use, and consumption reduction (of
non-renewable resources).

In the “Research and Development” (R&D) stage, there is the definition of the
design to be used, according to the company’s businessmodel: Regenerative/Circular
Design, DisassemblyDesign,Modular Design, renewable resources, eco-innovation,
design for durability. Product design is identified as crucial in the designof sustainable
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Fig. 3 Proposed framework

circular systems, especially in connection with the research of critical materials [10].
Design strategies need to go hand in hand with the company’s business model [28].

In the “Manufacturing of the Parts” stage, there are Biomimicry strategies
(processes inspired by nature, products inspired by nature), eco-efficiency, eco-
efficacy in addition to the Industrial Ecology strategy (Industrial Symbiosis).
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In the “Product Manufacturing” stage, there are EIIE strategies, such as Eco-
efficiency and technological changes; C2C (Eco-efficacy) strategies, Blue Economy
strategies: use of co-product, generation of co-product and energy performance,
related to Regenerative Design. Considering that the predominant business models,
products, and supply chains were developed to operate in linear systems, they are
unable to meet the dynamics of closed-loop systems [10].

In the Use/Service Provision Stage, there are the Blue Economy strategies—
increasing competitiveness and changing the business model; and Performance
Economy strategies: PSS, Dematerialization, Shared Economy, and Reliability.
Gusmerotti et al. [37] consider that business models can be considered as the blocks
for the transition to the circular model: (1) “circular supplies”—using renewable
energy and bio-based and/or fully recyclable inputs; (2) “resource recovery”—
recovery of useful resources from materials, by-products or waste; (3) “product life
extension”—extending product life cycles, repairing, updating and reselling them,
as well as through innovation and product design focused on durability; (4) “sharing
platform”—connecting users of the product and encouraging use; (5) “products as a
service (PSS)”.

In the “Consumer Stage”, the strategy is to extend the life of the product through
reuse, remanufacturing, reconditioning the products, and reduce waste.

In the “Collection” stage, there are strategies for returning used (reuse, reman-
ufacturing, reconditioning), returning to nature, and recycling (through Reverse
Logistics).

In the “Energy Recovery stage”, the challenge is to find ways to optimize all
the energy sources available to the organization, especially those that are not yet
perceived and used.

It should be noted that the strategies for a systemic approach, cooperation, and
use of energy from renewable sources were not included in a single step, as they
permeate all stages of the Systemic Diagram. The Ellen MacArthur Foundation [9]
considers these strategies as enablers to leverage the ECCE.

5 Final Considerations

This article presents a frame of reference with 36 strategies from schools of Thought
that can guide the transition to a more circular economy. It also presents a framework
with the grouping of these strategies in the company’s value chain, represented here
in the EllenMacArthur Foundation SystemicDiagram, to facilitate the understanding
of how each of them can be used to assist companies, governments and society in
the transition from the current model of production and consumption, rooted in the
Linear Economy, for Circular Economy.

The findings exposed here aim to contribute to the body of knowledge on innova-
tive strategies and practices that promote the circularity of products and compliance
with the principles of CE. The proposed structure can guide which strategies can be
followed and what should be done at each stage of production of goods and services.



270 M. M. C. Bacovis et al.

To facilitate guidance for professionals and academics on how to evolve towards CE,
the frame of reference and framework can be taken as a promising starting point. It
is emphasized that it is necessary to validate these strategies with other researchers
and professionals.

For future work, it is suggested that the proposed framework with the strategies
and the framework be applied using real cases, assessing whether the strategies are
well aligned in the phases of the EMF systemic diagram, to promote practical insights
for possible improvements.

Finally, it isworth noting that the transition to aCircular Economy is not just equiv-
alent to adjustments aimed at reducing the negative impacts of the Linear Economy—
on the contrary, it represents a systemic change to generate long-term commercial
and economic opportunities and environmental and social benefits.
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Application of Data Reconciliation
in aWater Balance as a Tool for Reducing
Water Use at a Public University in Brazil

M. S. L. Costa, R. M. Brito, H. S. Carvalho, R. A. Kalid,
and M. A. F. Martins

Abstract This work proposes a data reconciliation (DR)-linked water balance at the
Jorge Amado campus (CJA) of the Federal University of Southern Bahia (UFSB),
located in the municipality of Itabuna, Bahia, Brazil. Thus, it is intended to support
future policies to reduce water use at the university, as well as the establishment of
strategies for continuous improvement and process control. To that end, this article
maps, quantifies and qualifies water flows, taking into account measurement uncer-
tainties, so that reconciliation can take place efficiently. As a result, inadequacies in
the system were identified, such as the existence of under-measurement, the possi-
bility of leaks, or misuse of water in the institution. In addition, a more reliable mass
balance was established, reducing system uncertainty and closing existing imbal-
ances attesting the effectiveness of DR in the system. Finally, the statistical evalua-
tion of the data reconciliation residue is detailed and ways of continuing the research
are proposed.

Keywords Measurement uncertainty · Quality of information · Hydrometer

1 Introduction

The scarcity of quality water and rising costs are a worldwide concern. For this
reason, establishing efficient tools aimed at managing/optimizing the flow of water
is essential [1]. In this context, the water balance stands out as a tool that maps
water flows, inlets, and outlets, in order to identify opportunities for improvement or
economic gains [2]. The water flow of the process can be measured directly or not
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[3], so that, when possible, flow measurement instruments should be installed. They
provide an estimate of the observed variables, as they are subject to uncertainties,
whether in the measurement procedure or the instruments used. However, due to the
unavailability of measuring instruments in all water streams, some variables need to
be estimatedby alternativemeans, such as designdata, specificobservations, opinions
of field experts, and so on. Regardless of the data sources, measured or estimated by
other procedures, they have uncertainties that do not satisfy the balances of mass,
energy and moment of the process; that is, there are imbalances or, in other words,
the balance sheets are different from zero [4].

The methodology that aims to circumvent the imbalances, both to ensure that
the information meets the restrictions determined in the process (deviation = 0)
and to improve the distribution of existing uncertainties, is called data reconcilia-
tion [5]. Such a tool estimates the value of the currents based on the adjustment
of the process measurements, which is achieved by minimizing the variables until
the balance between the inputs and outputs is met [6]. The typical formulation of a
data reconciliation problem, in the case of rate flows, is expressed according to the
following optimization problem [7]:

minFR

N∑

i=1

(FMi − FRi )
2

u2i
(1)

s.a. ρ

(
Lz∑

i=1

FZ
Ri−

Mz∑

i=1

FZ
Ri

)
= 0, z = 1, . . . , Z , (2)

where: FMi : mapped rate flows, in m3/h; FRi : reconciled rate flows, in m3/h; ui:
standard uncertainty of themapped variable, inm3/h;N: number of streams involved;
LZ : number of input streams of a unit z;MZ : number of output streams of a unit z; z:
referring to the unit; Z: number of units; ρ: water density, in kg/m3.

Finally, it is important to emphasize that after reconciling the data, the residue
obtained from the difference between mapped and reconciled data is tested. The
intention is to assign statistical value to the data. If the system obeys the following
assumptions: the process is at a steady-state; the model is perfect; the experiment
was done well; the residue is adherent to Gaussian PDF and data is not self-
correlated, then the optimization problem defined in (1) and (2) can be statistically
interpreted [8].

To provide information on the more sustainable use of water at a university, this
studymaps the streams, quantifies and qualifies flows and reports on the effectiveness
of data reconciliation. The work is organized as follows. Section 2 describes the
methodology developed. In Sect. 3, the results are described and discussed. Finally,
Sect. 4 points to the conclusions and future works.
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2 Methodology

The case study was applied at the Federal University of Southern Bahia (UFSB),
on the Jorge Amado campus, which is located in Itabuna, Bahia. The campus is
supplied with water from the water supply company, Empresa Municipal de Água
e Saneamento S.A. (EMASA). In order to sketch this process, after the description,
Fig. 1 details each part.

Initially, it is necessary to map the water flow rates on the university campus,
determining the directions and conditions of the process. It is relevant to know all
the inputs and outputs, to name streams and equipment, to create an outline and a
flowchart, looking for strategies that guide the creation of constraint equations repre-
sentative of the process. This step was responsible for determining the preparation
of a water balance.

Once the process is known, it is important to spend time and resources to imple-
ment a data collection systemwith aminimumof failures. To this end, the researchers
provided training that allowed the operator to view the measurements on the instru-
ments’ dials and feed the spreadsheets with this information. Even following the
premise of the experiment, if it is well done, and given a perfect model, there are
human errors, atypical events or instrumental problems and these possibilities make
it essential to attribute uncertainty to all the flows that make up the balance, relating
it to the method from which this information was gathered.

When it comes to a quantitativemethod,where themeasurements are derived from
instruments, two main sources of uncertainty contribute to the total uncertainty of
the measurement, types A and B described in the Evaluation of measurement data—
Guide to the expression of uncertainty inmeasurement—GUM[9]. TypeA is demon-
strated by the dispersion of the observed values and, therefore, is calculated based on
the standard deviation of the sample. Meanwhile, type B uncertainty contains infor-
mation that is associatedwith a scientific judgment based on all available information

Fig. 1 Practical outline of the applied methodology
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about the possible variability such as previous measurements, behavior and proper-
ties of materials and instruments, manufacturer’s specifications, data provided in
calibration certification, uncertainties attributed to the reference data extracted from
the manuals. On the other hand, given the lack of total flow meters at all neces-
sary points, a tool proposed by the research group TECLIM (Clean Technologies
Network) at UFBA (Federal University of Bahia) is applied. The application of this
study is very important, as it allows the solution of systems through the use of few
measured aqueous flows and the other estimated values [10]. It establishes an asso-
ciation between the rate flow value indicated and a certainty range in which it was
obtained, that is, a quality of information (QI) is attributed, where QI values between
0.4 and 10.0 are given for each aqueous current under consideration. Therefore, there
is a relationship between uncertainty and QI [4, 11], as explained in Eq. 3:

QIi = K
FMi

Ui
(3)

where: QIi Quality of information, dimensionless; K: proportionality factor, dimen-
sionless; Ui: expanded uncertainty of the mapped variable, in m3/h.

Finally, the data needs to be analyzed and reconciled, giving it greater data cred-
ibility, less uncertainty and the resolution of imbalances. For this, Eq. 1 was used
as an objective function, where there is a relationship between the measured vari-
ables, with the reconciled variables and the instruments’ variation or deviation. This
reconciled flow is the variable decision.

The data reconciliation software used nhemu_2020_0.R was developed by Kalid
[12]. The spreadsheetswith data entry for the programand the databasewithmeasure-
ments and other experimental information used in this work were compiled by Costa
[13].

The results of the data reconciliation were evaluated to attest to their success and
representativeness. The analysis of the results may present indicators in the system,
leaks, needs for prioritization or maintenance.

The intention is to be able to effectively use the reconciled values in the opti-
mization of management processes and strategies. According to Fontana [14], the
reconciliation of water balance data is considered by several authors as a very effec-
tive method in helping to manage and use water. In this way, the reconciled variables
can be used to economically optimize processes in order to improve the efficiency
and profitability of the system.

3 Results and Discussion

The case study at UFSB-CJA took place from 18 June 2019 to 10 December 2019.
The first step was to map the water flow rates, with the intention of building the
sketch of the process (see Fig. 2). All system equipment and streams are described
in Tables 1 and 2.
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Fig. 2 Flow chart of the CJA-UFSB process

Table 1 Streams that make up the system

Streams Status Description

F1 Measured Total water inflow from EMASA to CJA, accounted
for by H-1001

F2 Measured Total water inflow from CJA, accounted for by
H-1002

F3 Estimated, not measured Pumping water through the P-3000

F4 Estimated, not measured Split current for T-3000A and T-3000B

F5 Estimated, not measured Water inflow into the T-3000A

F6 Estimated, not measured Water inflow into the T-3000B

F7 Estimated, not measured Water outflow from the T-3000

F8 Estimated, not measured Water outflow from the T-3000

F9 Measured Flow of water destined for all pavilions, accounted
for by H-3001

F10 Estimated, not measured Flow of water destined for the administrative pavilion

F11 Estimated, not measured Flow of water destined for the service pavilion

F12 Measured Flow of water destined for the classroom pavilion,
accounted for by H-3002

F13 Estimated, not measured For the T-1000

F14 Estimated, not measured Pumping water through the P-1000

F15 Measured Flow of water destined for the rectory, accounted for
by H-1003

Starting from Fig. 2, it is possible to determine the input and output streams of
each control volume; then, it is possible to represent them through mass balances
(constraint equations of the data reconciliation problem), such as Eqs. (4)–(12):
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Table 2 Equipments and intruments that make up the system

TAG Description

H-1001 EMASA’s hydrometer records all water used

H-1002 UFSB’s calibrated water meter records all water used

P-3000 Maneuver pump

T-3000A Lower tank, with 1000 L capacity, feeds the pavilions

T-3000B Lower tank, with 1000 L capacity, feeds the pavilions

H-3001 UFSB calibrated hydrometer records the water in all pavilions (class, administrative
and service)

H-3002 UFSB calibrated hydrometer records the water used in the classroom pavilion

P-1000 Maneuver pump

T-1000 Upper tank, with 3000 L capacity, feeds the rectory

H-1003 UFSB calibrated hydrometer records the water used in the rectory

F1 − F2 = 0 (4)

F2 − F3 − F13 = 0 (5)

F3 − F4 = 0 (6)

F9 − F5 − F6 = 0 (7)

F9 − F7 − F8 = 0 (8)

F9 − F12 − F10 − F11 = 0 (9)

F13 − F14 = 0 (10)

F14 − F15 = 0 (11)

F2 − F9 − F15 = 0 (12)

where F: is the mass flow rate, in m3/h.
Analyzing the data, they were classified and divided into two blocks: the data

from Monday to Thursday (MT) and from Friday to Sunday (FS). It was found that
the water use profile was different in the two cases, making it necessary to assign
a standard uncertainty for each block. The difference between the averages of the
blocks is significant. The division makes it possible to find more credible values for
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Table 3 Coverage test to
assess the representativeness
of the mean between the
blocks

Item MT FS Unit

Flow rate 0.391 0.291 m3/h

Standard uncertainty 0.022 0.047 m3/h

Relative standard uncertainties 5.6 16.2 %

the small sample group, and data reconciliation will be done for theMT and FS block
separately. Table 3 contains the results of the evaluation of the average of the H-1002
(reference water meter). The relative standard uncertainties (standard uncer-tainty
divided by the value of the quantity) are satisfactory for MT (5.6%), and high for FS
(16.2%), due to the great variability of water use. However, these results cannot be
statistically interpreted, as discussed in Figs. 4, 5 and 6.

For both blocks, note the presence of flow rates measured by calibrated instru-
ments (F1, F2, F9, F12 e F15) and the others estimated by other procedures. The
measurements have uncertainties evaluated according to the GUM [9], the others
use the concept of QI and its equivalence with uncertainty [4]. All uncertainty calcu-
lations, for both cases, can be found, in the spreadsheets “IJCIEOM_2020.MT.xlsx”
and “IJCIEOM_2020.FS.xlsx” [13].

The sources of uncertainty associated with the instruments of this system are:
(A) classified as Type A, an uncertainty component of experimental measurement;
(B1) classified as Type B, obtained by consulting the calibration certificate of the
hydrometers. For the H-1001, as it is an uncalibrated water meter, it was necessary
to be rigorous when assigning the trend of the systemic condition imposed on the
uncalibrated metering; and (B2) classified as Type B, associated with the resolution
of the reference standard. All sources result in a single value, known as combined
standard uncertainty. They have been demonstrated in Tables 4 and 5.

The definition of QI and equivalent uncertainty are shown in Table 6. The flows
and the respective QI in Eq. 3 are also attributed, with the factor was considered
equal to 0.098 [4]. In addition, for this study, due to the uncertainty values of the
measured variables, it was necessary to be more rigorous in the QI estimates and to
stipulate an interval starting from 0.4.

Tables 7, 8, and Fig. 3 show the values involved in the process before and after the
application of data reconciliation (DR). Based on the results presented, the residue of

Table 4 Quantification of uncertainty for the MT block

Instrument Type A/(m3 h−1) Type B/(m3 h−1) Standard uncertainty/(m3 h−1)

B1 B2

H-1001 3.2E-02 2.9E-05 4.2E-02

H-1002 7.4E-04 2.9E-05 2.2E-02

H-1003 2.5E-03 2.9E-05 2.7E-02

H-3001 2.5E-03 2.9E-05 9.7E-03

H-3002 7.5E-04 2.9E-05 5.8E-03
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Table 5 Quantification of uncertainty for the FS block

Instrument Type A/(m3 h−1) Type B/(m3 h−1) Standard uncertainty/(m3 h−1)

B1 B2

H-1001 3.3E-02 6.9E-02 2.9E-04 7.6E-02

H-1002 4.7E-02 7.4E-04 2.9E-04 4.7E-02

H-1003 1.8E-02 2.5E-03 2.9E-04 1.9E-02

H-3001 4.3E-03 2.5E-03 2.9E-04 5.0E-03

H-3002 3.2E-02 7.5E-04 2.9E-04 3.3E-03

Table 6 Definition of the origin of the observed values

Streams Description QI MT FS

Standard uncertainty/(m3

h−1)
Standard uncertainty/(m3

h−1)

F3 Estimated by measure
H-1002

0.4 2.4E-02 1.8E-02

F4 Estimated by measure
H-1002

0.4 2.4E-02 1.8E-02

F5 Estimated by measure
H-1002

0.4 7.0E-03 4.0E-03

F6 Estimated by measure
H-1002

0.4 7.0E-03 4.0E-03

F7 Estimated by measure
H-3001

0.4 7.0E-03 4.0E-03

F8 Estimated by measure
H-3001

0.4 7.0E-03 4.0E-03

F10 Interview with an
expert

0.4 5.0E-03 3.0E-03

F11 Interview with an
expert

0.4 1.0E-03 1.0E-03

F13 Estimated by measure
H-1002

0.4 2.4E-02 1.8E-02

F14 Estimated by measure
H-1002

0.4 2.4E-02 1.8E-02

the measured streams are, in general, both small and satisfactory, while the residue of
the unmeasured flow rates (F3 to F8, F10, F11, F13, F14) are more significant. There
was a reduction of uncertainty by 38.5 % for the block called MT and 48.8 % for the
FS, with all constraints met, that is, “imbalances”, originating from the constraints
equations became null (Table 9). It can, therefore, be said that the data reconciliation
technique was successfully applied.

For both blocks, MT and FS, when analyzing the data after the reconciliation, that
is, with more credible data and with less uncertainty, two streams draw attention: the
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Fig. 3 Graphical representation of the observed and reconciled flow rate values in the CJA: a MT
chart; b FS chart

stream F2, measured by H-1002, has a larger measurement than that indicated by
F1; that is, the instrument of the water supply company, which is oversized, presents
results inferior to that of the UFSB water metering.

Another exciting result is the flow F15, measured by H-1003, which indicates a
very high value of the total used by CJA-UFSB, so it is recommended that priority
is given to the use of water in the Rectory of UFSB, where there are approximately
170 people. This difference was more significant for both blocks, and it can indicate
a leak or waste on the part of the users.

Additionally, we proceeded to assess the residues. Figures 4 and 5 show the
residue in a histogram and a Gaussian PDF equivalent; it is possible to observe that
the residues are not Gaussian. The rate flows measured by the hydrometers showed
little or no variation concerning zero. ShapiroWilk test considering a 90%confidence
level showed that PDF of residue is not Gaussian, the P-value was less than 0.005
for MT and FS.
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Table 9 Results of restriction equations for CJA before and after data reconciliation for block MT
and block FS

Imbalances MT FS

Before DR/(m3

h−1)
After DR/(m3

h−1)
Before DR/(m3

h−1)
After DR/(m3

h−1)

Equation (4) -0.045 0.000 0.000 0.000

Equation (5) 0.000 0.000 0.000 0.000

Equation (6) 0.000 0.000 -0.087 0.000

Equation (7) 0.086 0.000 0.000 0.000

Equation (8) 0.000 0.000 0.000 0.000

Equation (9) 0.000 0.000 0.000 0.000

Equation (10) 0.000 0.000 0.000 0.000

Equation (11) 0.066 0.000 -0.012 0.000

Equation (12) 0.021 0.000 0.076 0.000

Fig. 4 Evaluation of data reconciliation residue through frequency and Gaussian PDF: aMT chart;
b FS chart

Fig. 5 Evaluation of data reconciliation residue through probability plot: a MT chart; b FS chart
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Fig. 6 Evaluation of data reconciliation residue through autocorrelation: a MT chart; b FS chart

Fig. 7 T-test to parametric and nonparametric: a MT chart; b FS chart

On the other hand, in Fig. 6, the autocorrelation of residue is not significant for
MT and for FS. So, it is possible to state that, they are not autocorrelated for both.

The last, Fig. 7 shows the T-tests to parametric and nonparametric, where both
the averages of the residue is approximately zero.

The residues are autocorrelated and are not adherent to aGaussian PDF.Therefore,
they do not meet two hypotheses of the maximum likelihood method, necessary so
that the results obtained by the weighted least squares method can be statistically
interpreted. However, it is believed that with the continuity of the research and a
greater amount of reconciled data, this behavior will be modified.

4 Conclusion

For this study, the classical data reconciliation was applied to the data measured by
instruments and, for the estimated data, DR was supported by the TECLIM method-
ology. It is possible to conclude that when using the data reconciliation method, the
obtained results are satisfactory for both blocks, MT and FS. Although the statistical
tests performed indicate that, due to the high variability of the samples, the behaviors
of the MT and FS data sets are statistically similar, with the accumulation of data
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this may no longer occur, so in the next works we will always present the results
in three scenarios MT, FS and scenario with weekly data from Monday to Sunday.
Also, the abnormal behavior of the residue is noteworthy, and it is not possible to
interpret the results statistically. Other PDF of the residue will be proposed to solve
the Maximum Likelihood problem in the continuation of this research.

The data reconciliation identified anomalous results (themeasurement of the orig-
inal instruments) and location to prioritize actions of more rational use of water
(building of the Rectory of UFSB). In this sense, data reconciliation must continue to
be performed periodically. Thus, it will be possible to better understand the profile of
use, water reuse strategies; then, the information that will be used in the development
of projects with university support will be more reliable.

The research has the potential to continue with specific studies on uncertainties,
evaluating all sources and assessing the system’s reliability; searching for water
management strategies through campaigns, seminars, KAIZEN or others; achieving
a reduction in data variability; study and evaluation of the entire UFSB system and
equipment; outlining strategies for improvement and predictive maintenance, and
the search for low-cost technologies that support water optimization.
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Disaster Response Assessment: The Case
of the Civil Defense of the State of Rio de
Janeiro, Brazil

Híngred Ferraz Pereira, Patrícia Alcântara Cardoso, and Adriana Leiras

Abstract Disaster response organizations need to be increasingly efficient to be
able to serve the majority of people affected. In this scenario, disaster operations
managementmust be verywell managed and executed. Thus, this paper aims to apply
a Maturity Model to evaluate disaster response processes of the Civil Defense of the
State of Rio de Janeiro (Brazil) and analyze the organization’s response capacity.
We apply the Maturity Model based on a case study methodology, with a focal
group interview in the organization. We conclude that the processes carried out by
the Civil Defense have a general maturity stage equal to four in five. Besides, we
can highlight six general level processes, as strengths of the organization and three
others, as weaknesses that need attention in search for improvements.

Keywords Maturity model · Disaster response assessment · Civil Defense of the
State of Rio de Janeiro · Humanitarian logistics

1 Introduction

Disasters are disruptions in the functioning of a community caused by calamitous
events related to conditions of exposure, vulnerability, and capacity, resulting in
human, material, economic, and/or environmental impacts or losses [1]. In 2019,
396 disasters struck worldwide, leading to 11,755 lives were lost, 95 million people
affected, and U$$130 billion of losses recorded [2].
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These numbers show the importance and need for efficient disaster operations
management for many sectors of society [3, 4]. Disaster operations management is
the administration of resources and responsibilities of all organizations dealing with
emergencies through all stages of the disaster (mitigation, preparedness, response,
and recovery—[5]). The response phase seeks to reduce the effects of the unwanted
event, that is, the use of resources and emergency procedures guided by plans for
lifesaving [3, 6]. As the response phase is considered the most important [7] and
related to the use of emergency resources, it is justified to be necessary to manage
the processes of disaster response operations efficiently.

For better disaster operations management, Maturity Models (MMs) support the
decision-making of stakeholders in long-term planning [8]. Bititci et al. [9] define
MMs as matrix of practices that expose, for each organizational area, the level of
formality, sophistication and insertion, from “ad hoc” to optimized practices. MMs
set objectives to achieve a roadmap for the evolution of the process from the beginning
to the most advanced stage through intermediaries [10]. Also, they allow managers
to use the evaluation derived from their applications as an assessment and bench-
marking to identify areas that need improvement in the organization [11]. Fernandez
et al. [12] affirm that the implementation of an evaluation system generates adverse
stakeholder reactions, however theMMs also allow the identification of critical points
for improvement of the processes [13].

This study focused on the application of a maturity model for assessing disaster
response operations. The model presented by Pereira et al. [14] was applied to the
case study of Civil Defense of the State of Rio de Janeiro inBrazil (CDRJ), evaluating
the processes carried out and identifying the strengths and weaknesses during the
management of disaster response operations.

In addition to this introductory section, Sect. 2 presents the theoretical background.
Section 3 describes the case study methodology applied in this study. The results of
applying themodel are present in Sect. 4. Conclusions and future research are discuss
in Sect. 5.

2 Theoretical Background

The concept of MMs appeared in the 1970s in the information systems literature to
manage its performance [9]. The best-known MM today was developed between the
years 1986 and 1990 by the Software Engineering Institute togetherwithMiter Corp.,
being amaturity structure called CapabilityMaturityModel (CMM). Themodel base
on the knowledge obtained by evaluating software processes and feedback from
sectors and governments and presents sets of best practices for various areas of the
process for improving software development and maintenance [15].

An integration of CMM in the early 90s proposed the Capability Maturity Model
Integration (CMMI) provide guidelines for improving the processes of organizations
and the ability to manage the development, acquisition, and maintenance of products
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and services. The CMMI allows to evaluate the organizational maturity of the orga-
nizations, the capacity of the process area, establishes which improvements are a
priority and allows the implementation of these improvements [16]. CMMI focused
on software engineering, has led the development of several other MMs in other
areas, and the concept of MM has widely adopted and used in different fields of
management research.

Currently, the literature presents eight MMs focused on disaster operations
management. The first model was presented in 2016 by Latif et al. [11] and is called
the InfostructureMaturityModel (IMM). It allows assessing the infrastructure neces-
sary for disaster management and has five stages applied in electric power supply
companies.

Then, Mallek-Daclin et al. [17] developed the Field Hospital Maturity Model
(FHMM), with five stages of maturity to offer good practices and recommendations
to improve the implementation of field hospitals.

Gimenez et al. [18] presented an MM that provides a sequence of maturity stages
to involve the city’s stakeholders in the process of building resilience. The model
consists of five stages of maturity and has two main objectives. First, it allows the
model to be a reference for cities to identify their locations on the road tomaturity and
assess their current stage ofmaturity. Second, themodel identifies the policies of those
local governments that they need to comply with to involve different stakeholders in
the process.

The Resilience Maturity Model (RMM) proposed by Hernantes et al. [10] assists
local, regional, national and international authorities, policymakers, and critical
infrastructure operators in operationalizing the cities’ resilience-building processes.
The model considers five maturity stages. Following the same line of resilient cities,
Adeniyi et al. [19] developed a five-stage MM of resilience to floods focused on
micro, small, and medium-sized enterprises (MSMEs).

Considering the management of organizational reliability, Agwu et al. [20] devel-
oped theOrganizational ReliabilityMaturityModel (ORM2) that maps organizations
through various stages of organizational reliability. The ORM2 is composed of five
maturity stages under each principle of highly reliable organizations (concern with
failures, reluctance to simplify, sensitivity to operations, commitment to resilience,
and deference to expertise).

The first model aimed specifically at the disaster response phase was proposed
by Ma et al. [21]. The authors developed a five-stage model based on the CMM
model that aims to assist continuous improvement during fire emergency manage-
ment, public safety, and governance. They also proposed a plug-into improve the
intelligence of the system, allowing for increased practicality.

The most recent MM for disaster operations is the Pereira et al. [14] which is
applicable for the disaster management response phase. The MM allows organiza-
tions to assess their disaster response capacity, identifying their weaknesses, and
allowing them to establish an action plan to improve response processes. This model
differs from others because it is a more generic model and it can be applied to any
response organization and to any type of disaster.
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Table 1 Maturity models for managing disaster operations

Reference Maturity model

Latif et al. [11] Five stages ranging from no disaster control neither no coordination
procedures to continually reviewed tasks and responsibilities

Mallek-Daclin et al. [17] Five stages described according to three axes of interest: governance,
logistics and care. The stages ranges from low consideration stages of
the axis of interest to continuously improved axes

Gimenez et al. [18] Five stages ranging from the stage in which the local government and
emergency services only prepare for risk without the collaboration of
other stakeholders to the stage in which all stakeholders are involved
in a collaborative network

Hernantes et al. [10] Five stages ranging from processes in which stakeholders work
individually to strengthen resilience to processes in which
stakeholders’ efforts are coordinated, integrated and aligned with an
action plan

Adeniyi et al. [19] Five stages ranging from lack of knowledge of risks to its high
understanding

Agwu et al. [20] Five stages, ranging from lack of response and training plans to the
robust emergency and communication plans

Ma et al. [21] Five stages ranging from disordered processes and methods to
optimized processes

Pereira et al. [14] Five stages ranging from unmanaged processes to processes
monitored and controlled by technology

Table 1 describes the stages of these eight maturity models designed to manage
disaster operations.

3 Research Methodology

We apply the case study methodology proposed by Yin [22] as there is a need for
a clear understanding and analysis of a phenomenon in a real situation. The case
study method aims to deepen the investigations, in this study, on the topic of disaster
response assessment. The phases of the case study described by Yin [22] and adapted
for this study are:

• Plan: It consists in the adequacy of themethodwith the objective of the study [22].
With the application of the case study, it is allowed to investigate the maturity of
the response processes carried out by the CDRJ.

• Project: It consists of an action plan that links the research questions of the study
until its conclusion [22]. In this case, the MMs that could be used to assess the
maturity of the CDRJ response processes were analyzed. After this analysis, the
model proposed by Pereira et al. [14] was identified as the most appropriate
to implement the plan. It is based on the process reference model proposed by
Fontainha et al. [23] and on a structured literature review.
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• Preparation: In this phase Yin [22] proposes the elaboration of a preparation
protocol for data collection, containing the collection instrument and the proce-
dures for its correct use. Therefore, the developed protocol contains the procedures
for the elaboration of a questionnaire and its correct application. The questionnaire
was developed on the SurveyMonkey platform. Then, six respondents compose
the focus group.

• Data collection: In this phase, multiple sources of evidence are considered, such as
observations, interviews, records of files, documents and physical artefacts [22]. In
this study, the questionnaire applied as a form of an interviewwith a Civil Defense
focal group, composed of six officers. These officers are members of the Civil
Defense Study and Research Center (CEPEDEC), being two lieutenants colonels,
onemajor, one captain and two1st lieutenants. The interview lasted approximately
2 h and the interviewees responded by consensus on the investigated processes.
The director of CEPEDEC coordinated the focus group.

• Data analysis: This phase consists of verifying, categorizing, classifying or recom-
bining the evidence, according to Yin [22], it can perform using four different
techniques: adaptation to the standard, construction of the explanation, analysis
of time series or logical models of programs. The technique used in this study was
pattern matching, in this case, the study developed by Pereira et al. [14], which
in turn considers the study by Fontainha et al. [23]. The selected MM is used to
analyze the results obtained with the application of the questionnaire.

• Sharing: This phase aims to expose the results found in the case study [22].
Section 4 presents these results.

4 Results

The model presented by Pereira et al. [14] bases on the reference process model
proposed by Fontainha et al. [23]. For the creation of maturity stages and develop-
ments of its characteristics, the model bases on the work of Latif et al. [11] and Ma
et al. [21]. The model proposed by Fontainha et al. [23] presents altered response
process flows during disaster response operations and it consists of processes in two
detailed levels: general level (9 processes) and partial level (62 processes).

The model proposed by Pereira et al. [14] presents five stages of maturity:

• Stage 1—No process mapping: There is no mapping of the performed processes;
• Stage 2—There is a basic process mapping: Basic, uncontrolled processes

mapping, without technology, with few rules or without them. When the process
performed, it usually occurs in sectorial levels of the organization. There is not
any documentation nor procedures;

• Stage 3—There is a detailed process mapping: Detailed mapping of the process
under analysis, but still without control and use of technology. The process
performed out at the organizational level; i.e., there is no relationship between the
organizations involved in the process. And there are no applicable documents or
procedures;
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• Stage 4—There are processmonitoring and control:Detailed processmanagement
with monitoring and control, but not yet using technology. The process performed
at the organizational aggregate level; i.e., there is a relationship between the orga-
nizations involved in the process. There are specific documents and procedures
at the basic level;

• Stage 5—There is a controlled process by technology: Detailed process mapping
using technology monitoring and control. There are documents and procedures
specific to each process, and these are detailed.

For the application of the disaster response assessment model proposed by Pereira
et al. [14], there are seven steps to be followed:

1. Analysis of the performance of the general level processes: In this step, the
intervieweesmust answerwhich processes are performed by the organization and
as an answer option, they had:Yes, if the organization performs the general level
process and No if the organization does not perform the general level process;

2. Analysis of partial level processes (only of processes performed at a general
level): For those processes of general level, the partial level presented, and
the respondents’ answer which ones were performed by the organization. The
response options are: Yes, if the organization performs the partial level process,
No, if the organization does not perform the partial level process and It is not in
the scope if it were not the obligation of the organization;

3. Assignment of maturity stages to partial level processes (SPLP): The respondent
analyzes each partial level process and the maturity stages proposed by Pereira
et al. [14], which most fit. The stages presented above.

4. Assignment of the weighting of the partial level processes (WPLP): The intervie-
wees inform a percentage that they consider relevant regarding the importance
of carrying out the analyzed process. In the end, the sum of the partial level
processes of each general level process must be equal to 100%. Only processes
performed are considered and weighted.

5. Calculation of the maturity stage of the general level process (SGLP): With the
maturity stages of the partial level processes and the weighting, the stages of each
general level process were calculated. The calculation made with the following
equation:

SGLP =
∑

(SPLP * WPLP) (1)

6. Assignment of the weighting of the processes of the general level (WPGL):
The interviewees inform a percentage that they consider pertinent regarding the
importance of carrying out the analyzed process. In the end, the sumof the general
level processes must be equal to 100%. Only processes performed are considered
and weighted.

7. Calculation of the organization’s final maturity stage (FMS): With the process
maturity stages at the general level and in the weighting, the organization’s final



Disaster Response Assessment: The Case of the Civil … 295

maturity stage for the disaster response operation can calculate. The calculation
is made with the following equation:

FMS =
∑

(SGLP * WPGL) (2)

It should consider that, for calculations of the maturity stage in steps 5 and 7, when
the result is a fractional number, it rounds it down, considering a more conservative
stage.

Figure 1 shows the result of the application of steps 1, 2, 3, and 4 of the model in
the CDRJ.

With steps 3 and 4 applied (assignment of maturity and weighting stages for
partial level processes), step 5 is applied, calculating the maturity stage of the general
process. Figure 2 shows this calculation.

After calculating the maturity stages for the processes at the general level, step 6
was applied, which is the assignment of weighting for the processes at the general
level. In the same way that the maturity stage was calculated for the partial level
processes, shown in Fig. 2, a final stage was calculated for the organization regarding
the disaster response operation. Figure 3 shows steps 6 and 7. Bearing in mind that
the value found as the maturity stage of the disaster response operation may have
been rounded, depending on the value found.

Only the application of the 7 steps for the first general level process (Recognition
of the disaster occurrence) was presented. Still, these steps were applied to all the
other eight processes presented.

Thus, in summary, the results of the Civil Defense processes of the State of Rio
de Janeiro are:

• performs the nine general level processes presented;
• of the 62 partial level processes, seven are not within the scope of the organization,

and only one should be executed, but it is not. That is, the organization performs
a total of 54 partial level processes;

• the partial level processes performed out were allocated in steps 3, 4 and 5;
• most of the partial level processes performed out, approximately 70% of the

processes, were allocated to the most mature stage, 5;
• the other partial level processes performed out were allocated equally (15%) in

stages 3 and 4.

With the application of the 7 steps of the model to all processes in the CDRJ,
there is maturity stage 4 for the organization’s disaster response operations. The high
number of partial-level processes carried out by the organization allocated to the
most mature level (5) justifies the high maturity stage generated. So concluded that
there is a detailing of the organization’s disaster response processes, with control and
monitoring, but without the use of technology. Besides, processes are being carried
out in aggregate on the response organizations, and the documents and procedures
are specific at a basic level.
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Fig. 1 Application of steps 1, 2, 3, and 4 in the CDRJ

Fig. 2 Application of step 5 in the CDRJ
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Fig. 3 Application of steps 6 and 7 for general level processes

Also, of the nine general level processes performed by the organization, six are
carried out in stage 5. That is, in the more mature stage, the processes are mapped in
detail, havingmonitoring and control and using technology. Then being the strengths
of the organization, the processes: Recognition of the disaster occurrence; Assess-
ment of the current situation; Search and rescue; Resource request for the response;
Demobilization of the operation; and Response support operations.

The other three processes, considered weak points of the organization, were allo-
cated to stage 3. Being processes carried out with detailed mapping, but without
control and the use and technology. These processes are (R)Establishing infrastruc-
ture in the response; Resource transport during the response, and Service to the
population.

5 Conclusions

For response operations to save the largest number of people andminimize the effects
of disasters, organizations need to be increasingly efficient. Considering the response
phase as the most important [17] and complex [7], this study aims to apply a MM to
assess the Civil Defense disaster response of the State of Rio de Janeiro.

The model proposed by Pereira et al. [14] is the most recent in the literature and
it is specific to the response phase of disaster management, being the chosen model
for the application in the case study. It assesses nine processes at a general level,
subdivided into 62 processes at a partial level.

When carrying out a case study to apply themodel, it was possible to conclude that
the studied organization performs all nine general level processes and 54 partial level
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processes. Besides, it was possible to calculate the maturity stage of these specific
processes and a general stage regarding the organization’s response operation.

Most of the partial level processes were allocated to the most mature stage of the
model (stage 5), directly interfering in the final stage of the response processes. The
evaluated organization resulted in a general stage of maturity equal to 4, is consid-
ered a stage of high maturity, with detailed, controlled, and monitored processes, in
addition to executions at the aggregate level of the organizations.

Another issue that we can highlight with the application of the model was the
strengths and weaknesses of the analyzed organization. Six processes at a general
levelwere considered strong points, as theywere allocated to themostmature stage of
maturity, they are Recognition of the disaster occurrence; Assessment of the current
situation; Search and rescue; Resource request for the response; Demobilization of
the operation.

The remaining three processes are considered weaknesses as they coinciden-
tally have the lowest maturity stage found in the organization’s processes (stage 3).
These processes need more attention and seek improvements to reach higher stages,
being: (R)Establishing infrastructure in the response; Resource transport during the
response; Service to the population.

Although the study carried out fulfilled its objective, resulting in the maturity
stage of the CDRJ, the study had a limitation. The model was applied with only one
focus group using the case study methodology.

It is suggested that future research should apply themodel studied in other disaster
response organizations, such as Civil Defenses in other states. That way, it will be
possible to compare the results in addition to the application of different research
methods, such as action research.
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Lean Demand Management: Application
in a National Health Department
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Frederico Correa Tarrago, Erno Harzheim, and Rui M. Lima

Abstract Demand management is essential for any organization and seeks to
balance demand and productive capacity with a focus on customer orders. Thus,
raising and studying in detail the demands is necessary in order to plan the daily oper-
ations, independently of being manufacturing or services, private or public sectors.
Lean Thinking is a philosophy that emerged in the manufacturing field to improve
production systems performance, simultaneously reducing operational wastes. This
article aims to apply Lean principles to demand management in a Brazilian govern-
ment department responsible for managing strategic health projects. Through inter-
viewswithmanagers 1027monthly demands were raised in the department, of which
308 are demands requested and executed internally and 719 are transversal between
various sectors. In addition, 42–45% of such demands are related to advisory and
administrative support, taking the department’s focus on processes that add value,
such as Policies and Norms, Regional Monitoring, Qualification and Accreditation,
and Projects and Studies. Regarding Lean waste, after the survey of demands, the
operations related to the main demands showed waste according to the Ohno clas-
sification: 32% were classified as overprocessing, waiting 28%, and overproduc-
tion and defects/quality 14% each. This panorama demonstrates the need for better
demand management so that the processes focus on delivering value, overcoming
the resistance of employees as an obstacle.
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1 Introduction

The need to match variations in demand with organizations’ production capacity is
one of the main challenges that managers face in any service sector [1]. Demand
management seeks a balance between capacity and demand, by integrating customer
needs, ensuring system efficiency, and better use of productive resources [2, 3].

Demand management refers to the control of service entrance ratios, but the
simplest way towards balancing is through the control of exit ratios, made by
monitoring and maintaining installed capacity, where managers use devices such
as management of work schedules, reduced working hours and training in multiple
tasks for employees, with the aim of planning, smoothing and avoiding differences
between peak and non-peak demand periods [2].

In this sense, meeting the needs of customers requires a synchronization of efforts
in business activities, ranging fromordermanagement, to the operations’ value chain,
to the distribution. For this, the adoption of Lean Thinking becomes a helpful tool
in the search for value creation and elimination of waste in any organization [4].

The application of demand management and Lean concepts has been shown satis-
factory results in all types of companies, from manufacturing and logistics, to public
organizations, with results in reducing inventory levels, improving asset utilization,
improving availability of the product, and systematization of the dimensioning of
personnel in public agencies [3, 5].

The Ministry of Health, the national management body of the Unified Health
System (SUS) inBrazil, is administratively divided into six secretariats, amongwhich
is the Primary Health Care Secretariat (SAPS), responsible for the management of
the National Health Policy Primary Health Care, which links three departments, one
of them the Strategic Programmatic Actions Department (DAPES), in which actions
were developed to apply this study.

This article aims to present an application case from the Lean perspective, related
to the survey of demands in a Brazilian government department responsible for
managing strategic projects at the Ministry of Health.

2 Bibliographic Reference

2.1 Public Management

Public management integrates fields of knowledge, such as administration, political
science and economics [6]. In Brazil, the debate for State management reform and
focus on the principles of results-based management began in the 1990s, with what
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was called the New Public Administration (NPA) emerging from the crisis diagnosis
and the Consensus recommendations fromWashington to Latin American countries
[7]. NPA, a term coined by British and Australian political scientists, guides its
management actions on organizational design using innovative ideas, techniques
and tools for the organization [8], as well as the incorporation of themes from the
private sector into the context of organizations [9].

A decentralized management, with a greater focus on the client, is different from
a rigid and bureaucratic hierarchical management, in which the client’s interests
are only incidental and the attention in intermediate controls, most of the times,
unnecessary [10]. Thus, there is a clear need for planning and execution with a
systemic andmanagerial view for publicmanagement, associatedwith the production
chain managed in the different links [11].

In theBrazilianUnifiedHealth System (SUS), decentralized and solidarymanage-
ment among the federated entities (Union, States/ Federal District and Municipali-
ties), brings elements of complexity in the conduct of the actions and services of the
HealthCareNetwork,with evenmore expressive demands for the professionalization
of management.

2.2 Lean Thinking Focused on Demand Management

LeanThinking, originating from theToyota Production System, has asmain objective
to see and eliminate waste in the processes, increasing the aggregation of value and
increasing its throughput [4, 12]. The philosophy of improvement has been applied
in recent years in the field of health around the world. The initial applications in the
USA and UK, where it was renamed Lean Healthcare, showed increased efficiency,
clinical results and customer satisfaction [13].

From the focus on adding value, Lean has as its premise the elimination ofwaste in
the processes. Seven general wastes in productive systems are categorized by Ohno
[12]: Overproduction, Waiting, Transport, Overprocessing, Inventory, Motion and
Defects/Quality. An eighth waste emerges as “Unused Human Capital” [14].

The Lean Thinking applied to services is effective when its operations are planned
and improved according to demand and production capacity [15]. In this sense,
meeting the needs of customers (internal and/or external) should be a priority for plan-
ning the productive capacity of organizations [3]. For this purpose, some premises
must be followed for adequate Demand Management, such as the study, attendance
of demand, and integrating processes [16].

3 Method

A case study presents the study’s focus on answering questions of “how” and “why”,
without manipulating the behavior of the people involved and to explain contextual
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conditions relevant to real life [17]. The phases of a case study include: (i) planning,
(ii) data collection and (iii) data analysis [18]. This study presents a case related
to the application of the study of demands in a Brazilian government department,
responsible for the management of strategic health projects, within the scope of
Primary Health Care (PHC).

The Strategic Programmatic Actions Department (DAPES), linked to the Primary
Health Care Secretariat (SAPS) of the Brazilian Ministry of Health, has the mission
of “coordinating the formulation, articulating and inducing policies in the LifeCycles
and Mental Health, oriented to the Brazilian population”. The department is divided
into three major cost centers: (1) General Coordination of Life Cycles—CGCIVI;
(2) General Coordination of Mental Health—CGMAD, and (3) Shared Services
Center—CSC, comprising a staff of approximately 120 professionals, according to
the scheme in Fig. 1.

As SAPS was a newly created secretariat in the 2019–2022 management of the
Brazilian government, with a focus on primary care, its departments and processes
have gone through structuring and planning cycles.

In this sense, the responsible secretary, together with the department’s board,
raised the need to study internal demands and critically analyze their routine, so that
the improvements were strategically oriented between the balance of demand and
the capacity of the sector, as well as the preparation for process mapping.

As a working method, using the principles of Dubé and Paré [18], the steps of the
case study were outlined according to Table 1.

Fig. 1 DAPES/SAPS/Ministry of Health
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Table 1 Work method

Phases [18] Study steps

Planning Definition of the objective and investigation team focused on surveying and
categorizing demands, as well as waste classification

Data collection Survey of demands by cost center through interviews with coordinators and
team leaders

Data analysis Categorization of demands by priority process groups in the department and
classification of Lean waste. Critical analysis of the data obtained, discussion
between researchers and the department’s board and creation of a main
countermeasures roadmap

In the first stage, the objective was defined to raise and categorize the existing
demands in the department and the teamwas chosen to conduct the process internally,
being three analysts and two researchers of the study, the study being carried out in
three months.

In the second stage, the study team interviewed six coordinators and leaders
internally through a semi-structured interview to raise and categorize the existing
demands in the vision of the leaders. After that, the team together with the researchers
analysed the responses and crossed the data collected in a qualitative way to start the
third stage.

In the data analysis stage, the demands were separated into two distinct types: (i)
Own Demands—where the claimant area is also the executor and (ii) Transversal
Demands—where the demand is originated in one area and executed by another.
This separation allowed the researchers of the study to see the level of interaction
and maturity between the areas.

Still in the analysis stage, the demands were categorized according to the macro-
processes pre-defined in the department’s strategic map. For the CGMAD and
CGCIVI cost centers, they were categorized into five different macroprocesses:

(i) Policies and Norms—Standardization, implementation and execution of health
policies;

(ii) Regional Monitoring—Monitoring the implementation of the Policy in the
regions of the country through epidemiological and managerial indicators;

(iii) Qualification and Accreditation—Qualification and Accreditation of services
necessary for the implementation of the Policy;

(iv) Projects and Studies—Studies and research on health for the formulation and
review of policies, as well as strategic projects for inducing public policies;
and

(v) Advisory—administrative activities and legal accessory obligations.

For the CSC, there was a categorization into eight different macroprocesses,
related to administrative and support processes sharedwith the thematic coordination,
being: (i) Planning and Finance; (ii) Secretariat; (iii) Legal, Risks and Compliance;
(iv) Data and Epidemiology; (v) Communication and Events; (vi) Administrative
Support; (vii) Execution of Contracts and (viii) Continuous Improvement.
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4 Results

The Demand Study of the department object of this case totaled 1027 activities
classified as monthly requests of some kind of demand or manifestation by the
operational teams of the CGCIVI and CGMAD coordinations, and of the CSC, of
which 308 were categorized as their own, and 719 as transversal.

When observing the proportional distribution of demands in the CGCIVI,
CGMAD, and CSC coordinates, there are those produced and executed in the area
itself, in 58%, 73% and 18% of the total monthly volume, respectively (Fig. 2).

To the extent that the capacity to generate demands and their execution can express
the levels of institutional autonomy in the areas, CGMAD perceives a preponderance
of activities of its own nature, higher than those observed in CGCIVI, and greater in
proportion to those seen in the CSC.

This disparity, apparently, is linked to the historical maturity of CGMAD,
compared to the operational processes of CGCIVI and CSC, in addition to the
nature of final deliveries, which include Psychosocial Care actions and services,
such as psychiatry and psychology outpatient clinics, in the case of first, without the
equivalent in the subsequent two, more focused on administrative and conceptual
activities.

In addition, the predominant majority of the CSC’s demands are still transversal
across the department’s areas, a consequence of the incipient implantation at the time
of the Demand Study.

When classified in relation to the macroprocess categories, 42% to 45% of the
demands of the thematic coordinations (CGCIVI and CGMAD) are directed to
advisory activities, which comply with administrative routines and accessory legal
obligations, with a suggestion of low responsiveness in final activities, focused on
people-centered care, health actions and services (Fig. 3).

It is observed, empirically in the approach to the coordinators, that there is ineffi-
ciency due to ignorance of roles, functions and operational processes, in general with

Fig. 2 General demands
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Fig. 3 Demands classified by macroprocess (CGCIVI, CGMAD and CSC)

the demands generated in the CSC pushing the activities to CGCIVI and CGMAD,
with a reduction in the focus of finalistic deliveries, that is, public health policies for
the population.

This can be identified in the preponderance of advisory actions, to the detriment
of policy and norm-building activities, typical of a regulatory body, national manager
of the Unified Health System (SUS), or the asymmetry between CGCIVI, which has
a high volume of demands in studies and projects, while CGMAD, driven by the
actions and services it anchors, has the second largest group of activities in regional
monitoring (Fig. 3).

Still, when stratified the specific CSC macroprocesses, a greater volume of
demands linked to “Planning and Finance” is identified, due to legal mechanisms
and institutional pressure for budget management, to the “Secretariat”, standardized
as a hub for external requests, and the “Legal, Risks and Compliance” consequence
of the need for compliance and attention to the regulatory frameworks (Fig. 3).

After classification of the demands, the operations related to processing those
demands were analyzed and wastes identified. These wastes were categorized
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according to the types of wastes used in the context of the Lean Thinking. The rela-
tive importance of the wastes are presented in Fig. 4. As can be observed, 32% were
classified as overprocessing, 28% as waiting, overproduction and defects/quality as
14% each, and finally, unused Human capital as 12%. It may be highlighted that the
first two types of wastes represent 60% of the department’s total wastes (Fig. 4).

Part of the explanation for this panorama stems from the waste due to “Over-
processing”. Due to the confusion of operational flows, dual functions, overlap, and
rework between the activities of the CSC and the coordinators. It was also identi-
fied operations defined internally without connection with actual deliveries, whose
thematic agenda overlaps with the specific administrative flows and portfolio of each
area.

Regarding the waste of “Waiting”, in addition to excess processing, there was
an intense fragmentation of activities, low definition of process governance roles,
the lack of SLA, too much formalization and documentation of activities, and the
destructive and inoperative CSC.

As for “Overproduction”, a consequence of an excessively abstract portfolio, with
no clarity as to the products and services requested by customers in each area, they
lead to a large amount of impressions, documents disconnected from the value-added
chain, new orders and disconnected delivery tasks.

The wastes described as “Defects/Quality” are strongly linked to the rework
resulting from the wastes previously mentioned, in addition to non-conformities in
deliveries as a result of the low standardization of processes, in addition to discrep-
ancies between the products presented and the expectations of internal and external
customers.

Finally, the waste classified as “Unused Human Capital” can be attributed to the
continuous learning curve resulting from the low definition of functions, lack of
a matrix of competencies and continuous qualification of the teams, which has an
excessively expanded scope of action.

Fig. 4 Demands classified by Lean wastes
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In summary, the analysis shows that the department, in terms of its thematic
coordinations, has lost focus on core activities and is making more efforts in advi-
sory activities, due to the historical institutional nature, and peculiarities of public
management, linked to accessory legal obligations that do not affect other types of
organizations.

The experiences presented in this study can be seen in an application of Lean in the
Danish public sector [19]. Such similarities present the team’s resistance initially and
the results of process improvement as evident. An important point, perceived in the
two studies, is that regardless of the applied change management technique, these
technologies encourage process improvement and must manage resistance among
employees.

5 Conclusion

Evidence demonstrates that improvement approaches must exist in public organi-
zations mainly due to the large hierarchical structures present, and in that sense,
techniques for improving operations such as Lean must be planned and implemented
[20].

This study demonstrated a case about raising demands in public health manage-
ment department, qualitatively making the method feasible as a basis for a manage-
rial diagnosis. In the specific case of DAPES, the diagnosis pointed out inefficiencies
related to the lack of internal flow designs, an unstructured CSC with a large volume
of demands, a low focus on core activities related to Life Cycle and Mental Health
Policies (core of the department) andwaste related to improper processing and natural
public service bureaucracies. Such analyzes guide future managerial actions in terms
of planning, process mapping, role definitions and CSC consolidation in line with
the thematic coordinations (CGCIVI and CGMAD).

The study’s findings contribute to the statementmade about a decade ago byMotta
[21] about the existence of traditional management processes and lowmodernization
in the Brazilian government, requiring a structural, procedural and holistic reform,
it is necessary to overcome these challenges for the sustainability of the business.
As future research, we suggest a study that correlates the demands and activities of
the department with its suppliers and clients, in addition to research related to the
mapping of processes and the definition of governance roles in departments of public
companies.
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Simultaneous Data Reconciliation
and Parameter Estimation Applied
to a Heat Exchange Process

T. C. Rosario, R. A. Kalid, and D. D. Santana

Abstract The reduction of energy consumption in industrial plants requires a good
mapping of the quantities involved in the production processes. The validation of
measurements made in a plant through data reconciliation, having mass and energy
balances as process constraints, is a useful technique to ensure greater credibility to
these measurements. More qualified data offers greater confidence to use them in
procedures such as estimating process model parameters of an industrial plant. In
some cases, it is necessary to reconcile data and estimate parameters simultaneously,
for example, when reconciling specific heat data that depends on temperature and
are estimated through a model. Thus, this article presents a study of simultaneous
data reconciliation and parameter estimation applied to a heat exchange process,
comparing two solutionmethods available in the literature: (i) the decoupled solution
and (ii) coupled solution. It was also observed that the quality of experimental data
impacts the estimated model parameters. Finally, a residual analysis was performed
to evaluate the statistical significance of the results.

Keywords Data reconciliation · Parameter estimation

1 Introduction

The evaluation of energy consumption of a plant depends on process quantities such
as flow rates and temperatures. They are measured through instruments that have
finite accuracy and are subject to failure, consequently, providing only an estimate of
the true value of the observed quantity. Such measurement uncertainties may cause
the data not to comply with process constraints, such as mass and energy balances,
generating “imbalances” in the system [1].
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One way to circumvent such “imbalances” is to use the data reconciliation tech-
nique (DR), which aims to adjust the observed data to satisfy the constraints imposed
by mass, energy and moment balances [2].

The reconciled data obtained after the application of DR can be used in the param-
eter estimation technique (PE) of processmodels [3, 4].Moreover, in some cases, DR
and PE can occur simultaneously (SDRPE), characterizing a class of problems called
“error in variables” (EVM) approach, in which the uncertainty present in dependent
and independent quantities is considered [2, 5].

It is common to find in the literature works that present the solution of a
problem that involves simultaneous data reconciliation and parameter estimation
[6–9]. However, many of them do not compare the results obtained with other solu-
tion methods. This comparison is important because it can help to decide which
method is more appropriate for a class of problems.

Thus, this article presents a comparison between two solutionmethods (decoupled
and coupled) for the simultaneous data reconciliation and parameter estimation on a
steady-state model. The case study was applied to a heat exchange process and the
calculation routines were developed using Python [10].

2 Literature Review

2.1 Data Reconciliation Problem

The main objective of using the DR technique is to increase the credibility of the
data obtained by measurement of process quantities. The importance of this is that
the use of unskilled data can lead to problems in the operation of a plant, loss of
product specification, financial losses, or high operating costs [11].

The traditional DR problem can be considered as the procedure to optimize exper-
imental estimates so that the adjusted values comply with conservation laws and
other constraints [12, 13]. Therefore, considering the following premises: (i) the
experiment was well done; (ii) the model is optimal and known; (iii) the process is
in steady-state; (iv) the residues are randomly distributed with zero mean; (v) the
experimental covariance matrix is known and diagonal; and (vi) the residues are
independent and follow a normal distribution. Then, the optimization problem is
described by:

min
xR (x0 − xR)TU−1

xx (x0 − xR), (1)

subject to:

G(xR) = 0, (2)
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where x0 is the vector of the observed quantities, xR is the vector of the reconciled
quantities, Uxx is the covariance matrix of the observed quantities and G(xR) are the
constraints.

The data obtained after the application of the DR can be used in the PE procedure
which is described in Sect. 2.2.

2.2 Parameter Estimation Problem

A fundamental problem in many scientific works is to correlate data by building
models. For this, it is necessary to define [14]: (i) the structure of the model, and (ii)
the parameters of the model. The model structure can be defined based on existing
cases in the literature or using statistical tools and the parameters can be obtained by
applying parameter estimation techniques.

Estimating parameters consists in changing the parameters, using a model as a
reference, until the predictions of the model are as close as possible to the experi-
mental data, respecting the measurement uncertainties [14]. So, it is important, when
possible, to apply the DR for experimental data to it to become more consistent with
the process.

In order to assess how close to the model predictions are the experimental data,
it is necessary to define a metric. One of the most used metrics is the weighted least
squares, which allows adding statistical value to the estimation procedure [15].

Thus, consider theMaximumLikelihoodmethodwith premises [15]: (i) the exper-
iment was well done; (ii) the model is optimal with parameters unknowns; (iii) the
process is in steady-state; (iv) the residues are randomly distributed with zero mean;
(v) the experimental covariance matrix is known and diagonal; (vi) the residues
are independent and follow a normal distribution; and (viii) negligible measure-
ment uncertainties of independent quantities when compared to the measurement
uncertainties of dependent quantities. Then, the optimization problem is described
by

min
θ (y0 − ym)TU−1

yy (y0 − ym), (3)

subject to:

ym = g(x0, θ), (4)

where y0 is the vector of the observed dependent quantities, ym is the vector of
the values predicted by the model, x0 is the vector of the observed independent
quantities, Uyy is the covariance matrix of the dependent quantities and θ is the
vector of parameters.

It is important to mention that if the previous premises are fulfilled, then the
obtained model and the estimated parameters can be statistically interpreted.
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In some cases, it is necessary to reconcile data and estimate parameters at the
same time, characterizing the SDRPE problem which is described in Sect. 2.3.

2.3 Simultaneous Data Reconciliation and Parameter
Estimation Problem

SDRPE is the process where DR and PE occur simultaneously, so both reconciled
quantities and estimated parameters are decision variables of the same optimization
problem. In this approach, the eighth premise to obtain Eq. (3) is not applied, because
the measurement uncertainties of dependent and independent quantities are relevant
to the problem.

One can use a method that provides a coupled resolution of DR and PE, for
which the dependent and independent classification for the quantities has only a
didactic meaning, or a method where DR and PE are decoupled [5]. Based on this,
TJOA and BIEGLER [3] proposed a method using decoupled sequential quadratic
programming. WEISS et al. [16] presented a “two-stage” alternative in which PE is
resolved in an external loop, while DR is resolved in an internal loop using successive
linearization.

It is worth mentioning that in SDRPE problems it is necessary to include all
decision variables in the same objective function. Thus, considering the objective
functions already discussed above (see Eqs. (1) and (3)), the optimization problem
takes the following form:

min
xR, yR, θ

[
(x0 − xR)TU−1

xx (x0 − xR) + (y0 − yR)TU−1
yy (y0 − yR)

]
, (5)

subject to:

G(xR, yR, θ) = 0. (6)

3 Methodology

The first step to applying reconciliation is to model the system, in this work the case
study involves a simplified heat exchange process, which besides mass and energy
balances needed a specific heat capacity model. Then, the optimization problem was
defined and five scenarios corresponding to five steady states data set were used.
Finally, the results obtained were evaluated. Figure 1 depicts the main steps of the
method.

Two methods were used to solve the SRDEP problem: (i) decoupled resolution,
and (ii) coupled resolution. On one hand, simultaneous resolution consists in solving
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Fig. 1 Steps to apply simultaneous reconciliation in a heat exchange process

Fig. 2 Diagram for solution methods used to solve the SDRPE problem

the problemwith all decision variables in a single objective function, Eqs. (5) and (6).
On the other hand, the decoupled resolution consists in an iterative process, in which
each problem is separately solved, with DR in an external loop and the EP in an
internal loop, or vice versa. Figure 2 shows both solution methods.

3.1 Case Study

The case study assesses a simplified heat exchange process diagram in which water
is the only substance involved, which process diagram is presented in Fig. 3. The
system consists of six process streams with temperature and flow meters in each. It
is considered that the specific heat varies with temperature, so it is obtained through
indirect measurement based on model available in [17]. Another observed quantity
is the heat provided by the heat exchanger.
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Fig. 3 Heat exchange process diagram (adapted from Narasimhan and Jordache [18])

Table 1 Description of the
quantities observed in the
process diagram

Quantity Description

F ij Observed flow value in scenario i at process stream j

T ij Observed temperature value in scenario i at process
stream j

cij Observed specific heat value in scenario i at process
stream j

Qi Heat provided by heat exchanger in scenario i

The observed data set was obtained by trial and error until they were coherent to
mass and energy process balances. The uncertainties of temperature, flow, and heat
observed were arbitrated. The uncertainties of specific heat were considered equal to
5% of specific heat estimated values. In Table 1 it is possible to see the description
of the observed quantities in the process.

The SDRPE optimization problem is described by:

min
FR, TRCR, QR, θ

NC∑

i=1

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

NO∑

j=1

[(
Foi j − FRi j

)2

u2Foi j
+

(
Toi j − TRi j

)2

u2Toi j
+

(
coi j − cRi j

)

u2coi j

]

+
(
Qoi − QRi

)

u2Qoi

+
NO∑

k=1

[(
coik − cRik

(
TRi , θ

))2

u2coik

]

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

,

(7)

subject to:

cRi j = θ1T
2,5
Ri j

+ θ2T
2
Ri j

+ θ3T
1,5
Ri j

+ θ4TRi j + θ5, (8)

FRi j = FRi2 + FRi3 , (9)
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FRi2 = FRi4 , (10)

FRi3 = FRi5 , (11)

FRi4 = FRi6 − FRi5 , (12)

TRi1 = TRi2 , (13)

cRi1 · FRi1 · (
TRi1 − Tref

) = cRi2 · FRi2 · (
TRi2 − Tref

) + cRi3 · FRi3 · (
TRi3 − Tref

)
,

(14)

cRi2 · FRi2 · (
TRi2 − Tref

) = cRi4 · FRi4 · (
TRi4 − Tref

) − QRi , (15)

cRi3 · FRi3 · (
TRi3 − Tre f

) = cRi5 · FRi5 · (
TRi5 − Tref

)
, (16)

cRi4 · FRi4 · (
TRi4 − Tref

) = cRi6 · FRi6 · (
TRi6 − Tre f

) − cRi5 · FRi5 · (
TRi5 − Tre f

)
,

(17)

where NC is the number of scenarios, NO is the number of observations in each
scenario, the sub-indices O and R mean, respectively, observed and reconciled, T ref,
is the reference temperature for which thermodynamic data are available in literature,
θ1, θ2, θ3, θ4 and θ5 are the parameters of the model to be estimated. For this work
Tref = 25 °C was used.

The calculation procedures were executed using Python with Casadi, Numpy,
Pandas,Matplotlib, and Scipy packages [10]. IPOPTwas the optimization algorithm,
which is based on primal-dual method of the interior point and is indicated for
non-linear problems of high dimension [19]. For data organization it was used Excel.

4 Results and Discussion

4.1 Imbalances and Reconciled Data

Table 2 shows that both solution methods are able to satisfy the process constraints,
i.e., the imbalances are equal to zero.

Both solution methods presented similar reconciled values, except for the heat
specific, as shown in Fig. 4. Concerning the decoupled solution, the results are similar
regardless of whether the algorithm of Fig. 2 is initialized by DR or by PE. Table 3
shows the results obtained for scenario 1.



318 T. C. Rosario et al.

Table 2 Imbalances before and after the SDRPE for the two solution methods considering the
standard uncertainty of ci j equal to 5% of its value

Imbalances Before After decoupled After coupled Unit

Equation (9) 2.9 0.0 0.0 kg/h

Equation (10) 0.2 0.0 0.0 kg/h

Equation (11) −1.8 0.0 0.0 kg/h

Equation (12) 1.6 0.0 0.0 kg/h

Equation (13) −2.2 0.0 0.0 °C

Equation (14) −45.3 0.0 0.0 kJ/h

Equation (15) 0.7 0.0 0.0 kJ/h

Equation (16) −653.2 0.0 0.0 kJ/h

Equation (17) 477.4 0.0 0.0 kJ/h

Fig. 4 Dispersion between process observed values and reconciled values obtained by the decou-
pled and simultaneous solution methods, considering the standard uncertainty of ci j equal to 5%
of its value

Thus, the solution method does not significantly impact the results of the
reconciled quantities and the imbalances.

4.2 Estimated Parameters

The parameters obtained for the model described in Eq. (8) are shown in Table 4.
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Table 3 DR results for scenario 1 after applying SDRPE for both solution methods considering
the standard uncertainty of ci j equal to 5% of its value

Quantity Observed Decoupled
reconciled DR →
PE

Decoupled
reconciled PE →
DR

Coupled reconciled Unit

F11 101.9 101.6 101.6 101.6 kg/h

F12 64.4 65.1 65.1 65.1 kg/h

F13 34.6 36.6 36.6 36.5 kg/h

F14 64.2 65.1 65.1 65.1 kg/h

F15 36.4 36.6 36.6 36.5 kg/h

F16 99 102 102 102 kg/h

T11 45.1 46.3 46.3 46.3 °C

T12 47.3 46.3 46.3 46.3 °C

T13 43.0 46.3 46.3 46.3 °C

T14 78.1 77.3 77.3 77.8 °C

T15 46.4 46.3 46.3 46.3 °C

T16 66.2 66.2 66.2 66.2 °C

c11 4.18 4.18 4.18 4.19 kJ/(kg °C)

c12 4.18 4.18 4.18 4.19 kJ/(kg °C)

c13 4.18 4.18 4.18 4.19 kJ/(kg °C)

c14 4.20 4.19 4.19 4.23 kJ/(kg °C)

c15 4.18 4.18 4.18 4.19 kJ/(kg °C)

c16 4.19 4.19 4.19 4.25 kJ/(kg °C)

Q1 8.3 8.5 8.5 8.7 MJ/h

Table 4 Estimated parameters for both methods considering the standard uncertainty of ci j equal
to 5% of its value

Parameter Decoupled DR → PE Decoupled PE → DR Coupled Unit

θ1 1.70 × 10−6 1.70 × 10−6 −3.74 × 10−4 kJ/(kg °C3,5)

θ2 −5.61 × 10−5 −5.61 × 10−5 −1.13 × 10−2 kJ/(kg °C3)

θ3 8.07 × 10−4 8.07 × 10−4 1.18 × 10−1 kJ/(kg °C2,5)

θ4 −4.15 × 10−3 −4.15 × 10−3 −4.48 × 10−1 kJ/(kg °C2)

θ5 4.21 × 10−0 4.21 × 10−0 6.49 × 10−0 kJ/(kg °C)

According to Table 4, the parameters obtained by the decoupled solution are the
same regardless of whether the DR or EP is solved first. However, the parameters
obtained by the decoupled solution and the coupled solution are different.

It is worth mentioning that in the decoupled solution the uncertainties of Ti j are
significant only in theDR step because in the PE step they are considered insignificant
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Fig. 5 a Comparison of estimated specific heat by experimental temperature for both solution
methods, b impact of decreasing the temperature uncertainty on the prediction of specific heat by
the coupled solution

when compared to the uncertainties of ci j . Thus, as shown in Fig. 5a, the system tends
to reach a state in which the estimated specific heat values are compatible with the
observed temperatures.

On the other hand, in the coupled solution, the problem is solved through one
objective function, thus this solution considers at the same time the uncertainties of
the dependent and independent quantities, but, as depicted in Fig. 5a, the estimated
specific heat values are not as close to the observed values as in the decoupled
solution. So, the temperature uncertainty impacts the performance of the coupled
solution.

In fact, if the uncertainty of temperature is decreased, the prediction capability
of the specific heat evaluated with the coupled solution improves, as exemplified in
Fig. 5b. Then, the quality of data has a greater impact on the simultaneous solution
than on the decoupled solution.

Thus, the solution method impacts the parameters obtained and, consequently the
model estimates.

4.3 Residuals Analysis

Figure 6a depicts the dispersion residues for the two solution methods after the
application of SDRPE. It is possible to see that there are candidate points for gross
errors or process outliers. Figure 6b suggests that the residues behavior is different
than expected for a normal PDF.

Table 5 presents a statistical test to assess if the residues follow a normal distribu-
tion, considering a 95% confidence level. The analysis of p-values suggests that the
residues do not behave as a normal distribution, confronting the established premise
for developing the objective function.
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Fig. 6 a Relative residue dispersion, (observed − reconciled)/observed, for all five evaluated
scenarios considering the standard uncertainty of cij equal to 5% of its value, b Histogram for all
residues obtained for the five evaluated scenarios considering the standard uncertainty ci j equal to
5% of its value

Table 5 Hypothesis tests for SDRPE residues considering the standard uncertainty of ci j equal to
5% of its value

Statistical test Null hypothesis Alternative
hypothesis

p-value for
decoupled
residues

p-value for coupled
residues

Lilliefors Have normal
distribution

Don’t have normal
distribution

2.39 × 10−35 3.8 × 10−14

Fig. 7 a Autocorrelation of residues obtained after SRDEP with decoupled resolution considering
the standard uncertainty of cij equal to 5% of its value, b autocorrelation of residues obtained after
SRDEP with coupled resolution considering the standard uncertainty of cij equal to 5% of its value

Figure 7 shows the autocorrelation of the residues and suggests randomness and
low autocorrelation among them. Thus, it can be inferred that the impact of a residue
in the others is low.
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5 Conclusion

This work investigates the impacts of two methods for simultaneous data reconcil-
iation and parameter estimation. While both methods evaluated similar reconcili-
ated data, satisfying the constraints imposed by the process model, the parameters
estimated for each method are different.

In the decoupled solution the parameters allowed a heat capacity prediction closer
to observed data, mainly due to uncertainties of the independent quantities not being
considered in the parameter estimation step. While, the coupled solution showed
greater sensitivity to the quality of the experimental data, and the smaller the uncer-
tainties of the independent quantities the better the prediction. The fact that in the
coupled solution all the decision variables are included in the same objective function
makes the problem resolution more complex.

For both methods, the residues presented low autocorrelation and did not present
normal behavior. However, this information is not sufficient to state the statistical
significance of the results.

Comparing both methods, they presented different results for adjusted model
parameters and closed results for the reconciled values. It is worth citing that the
coupled resolution is more representative than the decoupled solution for the original
problem. For future work, a more detailed analysis of the parameters and residues
obtained, as well as the assessment of uncertainty after SRDEP are suggested.
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Analysis of Greenhouse Gases
and Atmospheric Pollutants Emissions
by Helicopters in the Oil and Gas
Industry
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Orivalde Soares da Silva Júnior, Flávia Oliveira Perucci,
and Filipe Machado Heringer

Abstract This paper seeks to estimate the emission of greenhouse gases (GHG)
and air pollutants by a fleet of helicopters that supports offshore exploration and
production activities of an oil and gas company in Brazil. GHGs contribute to global
warming, while atmospheric pollutants can cause damage to people’s health. Consid-
ering the lack of studies on the emissions caused by these operations, which are
significantly relevant in the Brazilian context of civil aviation, this analysis aims to
contribute with more accurate information on these emissions, using Rindlisbacher
and International Civil Aviation Organization—ICAO methodologies. In order to
understand the representativeness of these emissions, a comparison among the total
emissions in the year of 2019 of the two main civil aviation companies and the
main oil and gas company in Brazil is presented. Thereafter, it is expected that
decision-making regarding helicopter operations can take into account this important
environmental and public health aspect.

Keywords Greenhouse gases · Air pollutants · Helicopters · Oil and gas

1 Introduction

The growing concern about global warming has triggered a series of studies from
various economic segments around the world. The initiatives, action plans and goals
established aim to contribute to the effort of minimizing the negative impacts of
this phenomenon associated with an increase in the atmosphere concentration of
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green-house gases (GHG), such as carbon dioxide (CO2), methane (CH4), nitrogen
dioxide (N2O) and fluorinated gases (HFCs, SF6 and PFCs). CO2 concentrations,
for instance, has risen by 40% since the pre-industrial era and the main source of
emissions is represented by fossil fuels combustion [1].

Another relevant subject related to fossil fuels burning is the emission of atmo-
spheric pollutants, such as particulate materials (PM). The suspended particles are
capable of absorbing radiation, but the mechanisms and effects concerning climate
change have not yet been fully described in the literature [2]. On the other hand,
the negative consequences related to human health are already recognized. The main
deleterious effects associatedwith PM inhalation are cancer of the respiratory system,
arteriosclerosis, lung inflammation and worsening of asthma symptoms [3]. Other
air pollutants that, in high concentrations, can cause respiratory problems are carbon
monoxide (CO) and nitrogen oxides (NOx). Such oxides are responsible for the
phenomenon known as photochemical smog.

In recent years, several companies in Brazil have internalized the cost of carbon
emissions in order to anticipate tomore restrictive regulations in terms of emissions, a
trend observed worldwide [4]. An increasing number of countries plan to implement
a carbon tax or an emissions trading system (cap and trade) in the coming years.
In 2018, there were 51 initiatives implemented or planned. In 2019, the number
increased to 57.Brazil fits into the group of countries that are considering the adoption
of a pricing mechanism [5].

The aviation segment is responsible for a significant emission of GHG and air
pollutants. Air transportation emits substantial amount of gases, such as CO2, NOX,
SOX, H2O and soot [6]. “If global aviation was a country, it would rank in the
top 10 emitters”, since direct emissions from aviation account for about 3% of the
EU’s total GHG emissions and more than 2% of global emissions [7]. Aviation
pollution, including induced cloud cover, accounted in 2005 for up to 4.9% of the
total anthropogenic emissions [8]. Around 1,200 deaths per year in North America
due to particulate matter inhalation from aviation emissions [9]. Emissions from
international civil aviation may represent 22% of global emissions of GHG in 2050
[10]. Concerning helicopter operations, is expected a rise in the environment impacts
of civil aviation related to this segment and due to severe conditions, including areas
where the air contains salt, sand and dirt in general, the performance of the helicopters
engines is affected with a drop in fuel burning efficiency, resulting in higher pollutant
emissions [11].

The emissions inventory carried out by the Brazilian aviation authority did not
take into account the emissions caused by helicopters. The fleet destined to transport
passengers who work in oil and gas maritime units in Brazil is significant, especially
in the target company of this study.

Regarding oil and gas industry, 63% of historical CO2 andmethane anthropogenic
emissions from 1751 to 2010 are linked to just 90 entities, of which 56 are from this
sector [12]. And it is important to remember as early as 1989, just one year after
the establishment of the IPCC, a significative number of the largest oil and gas and
coal firms came together to launch the Global Climate Coalition (GCC), an advocacy
group dedicated to promoting climate skepticism [13]. Fortunately, since 2014, firms
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have joined initiatives established by international organizations, such as the World
Bank’s Zero Routing Flaring by 2030 and the UN’s Climate and Clean Air Coalition
Oil and GasMethane Partnership. Additionally, they have joined in partnerships with
other firms, as in The Oil and Gas Climate Initiative (OGCI), The Energy Transitions
Commission and the World Business Council for Sustainable Development’s Low
Carbon Technology Partnership [14].

Therefore, evaluating the helicopters’ emissions of the target company and
comparing it to the total emissions of oil and gas industry and with other commer-
cial aviation companies contributes to the literature, to the market and to society in
general. Thus, the objective of this paper is to estimate the emission of greenhouse
gases (GHG) and air pollutants in 2019 by helicopters that operate offshore flights
to an oil and gas company in Brazil, using two methodologies.

This paper is organized as follows. After this introduction, Sect. 2 presents the
theoretical framework, Sect. 3 describes the methodological procedures, Sect. 4
details the results and discussion and, finally, Sect. 5 points out the conclusions
of this paper.

2 Theoretical Framework

Kyoto Protocol, signed in 1997, aimed to reduce, in a global approach, the emission
of gases that contribute to global warming (GHG), in order to promote sustainable
development [15]. The protocol did not defined limits on emissions from international
aviation, but established, in Article 2, that signatory countries should work through
the International Civil Aviation Organization (ICAO). It is a United Nations’ entity
responsible for the standardization and organization of civil aviation.

The establishment of the Committee on Aircraft Engine Emissions in 1977 by
ICAO was one of the precursor initiatives adopted to mitigate global warming in
the civil aviation sector. This committee published in 1981 the Volume II (Aircraft
Engine Emissions) of the Annex 16 (Standards and Recommended Practices for
Environmental Protection) of the International Civil AviationConvention. This docu-
ment establishes guidelines to standardize the gas emissions certification by aircraft
engines [16].

At its 38thAssembly, held in 2013, ICAOpublished theResolutionA38-18,which
set targets for an annual rise of 2% in the aviation fuel efficiency by 2050. Further-
more, it established that aviation’s emissions in any given year post-2020 should be
lower than the emissions levels of the baseline year (2020). In order to achieve these
goals, ICAO reinforced the request to its member countries to implement action plans
aiming to reduce GHG emissions [17].

Brazil, represented by the National Civil Aviation Agency - ANAC and by the
Civil Aviation Secretariat, submitted two action plans to ICAO and also elaborated
the National Inventory of Atmospheric Emissions from Civil Aviation in 2014. Like
in other countries, the direct emissions by helicopter operations were not estimated
due to the “unavailability of emission factors for turbine engines typically used in
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this type of aircraft (turbine shaft)”. However, Brazilian authorities pointed out that
“the large amount of equipment in the Brazilian fleet should lead to a not insignificant
share in the gas emissions and QAv consumption” [18].

In 2016, during the 39th ICAO Assembly, the International Aviation Carbon
Reduction and Compensation Scheme (CORSIA) was approved. It consists in a
program to reduce and offset the emissions of international aviation. In other words,
emissions of the aviation sector are offset by purchasing carbon credits or by invest-
ment in projects that reduce GHG emissions in other sectors. There is no cap, but
all the emissions have to be compensated [19]. According to ICAO, this is the first
market mechanism at a global level with mandatory participation of countries and
air-lines companies by 2027, with the exception of some countries, which Brazil is
not included [20].

Another CO2 trade scheme in aviation segment is the EU Emissions Trading
Scheme (EU ETS) for aviation, introduced in 2012 in Europe. It is a cap-and-trade
systemwhere participatingmembers of the sector have to purchase allowances (emis-
sion permits) from other sectors in order to compensate their emissions that exceeds
a pre-defined cap. During 2021–2035, the scheme is estimated to offset around 80%
of the emissions above 2020 levels [7].

Although nowadays there is not a mandatory CO2 trade scheme in force in the
Brazilian’s aviation sector, ANAC published resolution to regulate the monitoring,
reporting and verifying ofCO2 emission’s data used in international air transport [21].
Subsequently, the agencypublished the procedures formonitoring andprovidingCO2

emissions data by public air operators related to international air transport [22].
Though GHGmonitoring and reporting are restricted to international commercial

aviation, there is a growing concern about measuring and controlling air transporta-
tion emissions in a regional and sectorial scale. Moreover, there is a gap in measure-
ment and analysis of some segments of aviation, such as the helicopters commonly
used in offshore transport by oil and gas industry.

Regarding national air pollution legislation, CONAMA [23] establishes the air
quality standards and its correspondent limits of emissions. It follows the recom-
mendations proposed by the World Health Organization (WHO). An air emission
control plan must be elaborated to guarantee the operation of projects with poten-
tial air polluting. The pollutants associated with fuel combustion included are: SO2,
NO2, CO and particulate matter [24].

3 Methodological Procedures

IPPC [25] recommends twomethods to estimate the emissions fromuse of fuels. Top-
down approach considers the GHG emissions of fuels without differentiating how
and where they are used. On the other hand, bottom-up approach takes into account
the consumption characteristics of each sector, considering energy purposes. Three
different tiers can be used in the bottom-up method: Tier 1 is based on standard
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average emission factors; Tier 2 rely on local specific emission factors; and Tier 3 is
based on direct emissions measurements [26].

Themethodology choice will depend on the quality of existing local primary data.
IPCC encourages specialists to develop local emission factors to be used in GHG
inventory, aiming at improving the quality of information [25]. This paper is based
in literature data once the target company couldn’t afford the measurement of direct
emissions in the field.

Helicopter’s emissions are not easily accessible, since the data on emissions
by turbine engines are not available in public domain and there is no recognized
approach of how to estimate helicopter’s emissions [27]. However, two methodolo-
gies were identified, one proposed by Rindlisbacher [28] and another by ICAO [20].
The first methodology takeover Tier 3, while the second one considers Tier 2. When
combined, themethodologies are capable of providing and estimatedGHGemissions
and atmospheric pollutants for the case studied proposed in this paper.

3.1 Rindlisbacher Methodology

The first methodology adopted was the one described by Rindlisbacher in the second
edition of the document Guidance on the Determination of Helicopter Emissions,
defined by FOCA. This government agency from Switzerland developed the HELEN
program, which had as one of its goals improving the estimation of emissions by
helicopters in national inventories. The results of this methodology came from direct
measurements observed in the Ruag Aerospace laboratory, in Stans, Switzerland.

This method was adopted by Dutch government to estimate the emission of pollu-
tants by helicopters and this data is reported annually in its national inventory [29].
Rindlisbacher [28] informs that the current version of the Swiss methodology incor-
porated some improvements proposed by ICAO and included in its database new
models of helicopters and calculation of emissions of non-volatile particulate matter,
which can be understood as soot.

According to Rindlisbacher [28], it is possible to calculate emissions from infor-
mation on the number of LTO—Landing and Take-off cycle, that is, landing and
take-off cycle, and also from the number of hours flown. The first one is recom-
mended for calculating emissions at airports and helipads and the second one is
suggested as a complement to the first, especially for calculating emissions during
the cruise flight. The number of LTO is understood as the number of movements
divided by two.

3.2 ICAO Methodology

The second methodology adopted was an adaptation of the proposal presented in
Annex 16, Volume IV, Carbon Offsetting and Reduction Scheme for International
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Aviation (CORSIA), proposed by ICAO in the document called International Stan-
dards and Recommended Practices. According to this annex, the formula used to
calculate CO2 emissions is as shown in the Eq. (1).

CO2 =
∑

f

M f ∗ FCFf (1)

where,

CO2 = total CO2 emissions, expressed in tons;

M f = fuel mass “f” used, expressed in tons;

FCFf = fuel emission factor “f”, equal to 3.16 (kg of CO2/kg of fuel) for fuel of
type QAv, Jet-A or equivalent.

ICAO suggests some methods for estimating M f . However, the adaptation made
in this methodology, for this case study, was the use of the fuel consumption values,
according to Table 2, referring to the methodology of Rindlisbacher [28]. Thus, for
each aircraft model, the sum of the fuel consumption per cycle was multiplied by
the number of cycles with the fuel consumption per hour of flight multiplied by the
number of hours flown to obtain the adapted M f value (M f a), according to Eq. (2).

M f a = Cons.QAVLTO ∗ No.of LTO + Cons.QAVHour ∗ No.Flight hours (2)

The emission factor FCFf = 3.16 for the QAv Jet A1 fuel was also adopted by
Climate Action Reserve, an organization created in 2001 by the California govern-
ment in the United States, committed to solving climate change through accounting
and emission reduction [30].

4 Results and Discussion

The helicopter is the modal most used for carry on people to marine units and is the
most efficient means of transport in terms of speed and safety [31]. Nevertheless,
to the best of our knowledge there are no published studies that address the estima-
tion of offshore helicopters GHG emissions. The two methodologies, proposed by
Rindlisbacher [28] and by ICAO [20], were applied to assess the emissions of a big
oil and gas Brazilian company’s helicopter fleet. This firm provided the data related
to flight hours and Landing and Take-off (LTO) quantities, per aircraft model in 2019.
In this case, there are fifty-one helicopters of six different models, with operations
carried out in 10 aerodromes serving more than 120 marine units. Regarding to envi-
ronmental awareness, the highlight is the bidding bonus offered by this company
to contracted airlines that provide certified greenhouse inventories, among other
excellence criterias, since February 2019.
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Tables 1 and 2 presents a summary of the reference values for the emissions for
LTO and flight hour of each helicopter model used by the studied company.

In the studied company, the pendulum flight strategy is mainly adopted, that is,
flights that departs from an aerodrome towards a single maritime unit and return to
the airport. The figures for this company’s annual operation can be seen in Table 3.

Considering the parameters presented in Tables 2 and 3 and the number of flight
hours and LTO recorded in the operations of this company, presented in Table 4, it
is possible to calculate the estimated amount of fuel consumed and the consequent
LTO emissions and flight hour emissions, as shown in Tables 4 and 5.

Although the pollutant emission is higher during one hour of flight, the emission
during one Landing and Take-off cycle (LTO), with an approximate duration of few
seconds, is very significative. In both situations, NOx and CO accounted for the
majority of emissions of all the aircraft models.

Analyzing the sum of the values for the six models and the two flight stages, it is
possible to observe the total amount of pollutant emissions, as shown in Table 6.

Table 1 LTO emission index by aircraft type

Aircraft Fuel (kg) NOx (g) HC (g) CO (g) PM non volatile (g) PM number

EC35 41.2 206.9 769.1 999.6 7 3.072E + 16

EC55 51.2 329.9 603.6 774.4 10.2 3.416E + 16

S76C+ 48.4 292 640.3 822.2 9.2 3.322E + 16

S76C++ 50 310.7 624.2 800.7 9.7 3.368E + 16

A139 55 312.8 250.1 689.6 12.7 4.688E + 16

S92 98.8 1066.2 419.1 524.5 28.9 5.506E + 16

Adapted from Rindlisbacher [28]

Table 2 Flight hour emission index by aircraft type

Aircraft Fuel (kg) NOx (g) HC (g) CO (g) PM non volatile (g) PM number

EC35 259.3 1.66 1.49 1.84 51 1.50E + 18

EC55 337.4 2.73 1.26 1.55 79 1.44E + 18

S76C+ 313.4 2.38 1.3 1.6 70 1.02E + 18

S76C++ 324.5 2.56 1.28 1.56 74 1.08E + 18

A139 360 2.56 0.26 1.98 112 3.68E + 18

S92 735.1 10.59 0.91 1.1 271 3.97E + 18

Adapted from Rindlisbacher [28]



332 G. V. Mendes et al.

Table 3 Operational data

Aircraft type Total flight hours Total LTO

EC35 487 1541

EC55 277 306

S76C+ 4326 6994

S76C++ 8902 15439

A139 28957 35708

S92 24833 32195

Table 4 LTO emissions by aircraft type

Aircraft Fuel (t) NOx (t) HC (t) CO (t) PM non volatile (t) PM number

EC35 63.49 0.32 1.19 1.54 0.01 4.73E + 19

EC55 15.67 0.10 0.18 0.24 0.00 1.05E + 19

S76C+ 338.51 2.04 4.48 5.75 0.06 2.32E + 20

S76C++ 771.95 4.80 9.64 12.36 0.15 5.20E + 20

A139 1963.94 11.17 8.93 24.62 0.45 1.67E + 21

S92 3180.87 34.33 13.49 16.89 0.93 1.77E + 21

Table 5 Flight hour emissions by aircraft type

Aircraft Fuel (t) NOx (t) HC (t) CO (t) PM non volatile (t) PM number

EC35 126.28 0.81 0.73 0.90 0.02 7.31E + 20

EC55 93.46 0.76 0.35 0.43 0.02 3.99E + 20

S76C+ 1355.77 10.30 5.62 6.92 0.30 4.41E + 21

S76C++ 2888.70 22.79 11.39 13.89 0.66 9.61E + 21

A139 10424.52 74.13 7.53 57.33 3.24 1.07E + 23

S92 18254.74 262.98 22.60 27.32 6.73 9.86E + 22

Table 6 Pollutant total emissions

Fuel (t) Nox (t) HC (t) CO (t) PM non volatile (t) PM number

39477.9 424.5 86.1 168.2 12.6 2.25E + 23

Considering the consumption of 39,477.9t of QAv in 2019 by the helicopter fleet
of the oil and gas industry evaluated in this case study, the air pollutant most emitted
was NOx.

According to the adaptation of the methodology proposed by ICAO [20], the total
amount of CO2 emitted by this operation would be 124,750.13 tons, as shown in
Table 7.
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Table 7 CO2 emissions

Aicraft type Mf (t) FCFf CO2 (t)

EC35 189.77 3.16 599.67

EC55 109.13 3.16 344.85

S76C+ 1694.28 3.16 5353.92

S76C++ 3660.65 3.16 11567.65

A139 12388.46 3.16 39147.53

S92 21435.60 3.16 67736.50

Total 39477.89 3.16 124750.13

Considering that CO2 emissionsmay represent a new cost to be taken into account
in the company’s decision make regarding future policies to reduce GHG emissions,
the annual amount to offset emissions would correspond to 3,099,919 euros. This
amount was estimated based on the average price per ton of carbon adopted in the
financial market between January and December 2019 (24.85 EUR/t) [32].

Figure 1 shows that the fuel consumption (third column) and the emissions of
each model (fourth to eighth columns) are not directly proportional to the number of
hours flown (first column) or LTOcycles (second column). However, theCO2 emitted
is proportional to fuel consumption, as expected. The S92 model has the highest
proportional emission of Nox and PM non volatile. The A139 model is exceeded by
the quantities of CO and PM number. The smaller power and size aircraft models,

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Nº flight
hours

Nº LTO Fuel NOx HC CO PM non
volatile

PM
number

CO2

EC35

EC55

S76 C+

S76 C++

A139

S92

Fig. 1 Emissions distribution



334 G. V. Mendes et al.

Table 8 Comparison of
offshore helicopters and oil
and gas company emissions

Scope CO2 (t) NOx (t)

Offshore Helicopters operations (H) 124,750 424.5

All other operations (O) 57,900,000 240,000

H/O 0,22% 0,18%

Table 9 Comparison of
offshore helicopters and
Brazilian airlines

Operation CO2 (t) Helicopters proportion
(%)

Offshore Helicopters 124,750

LATAM Brasil 5,511,845 2.23

GOL 3,362,743 3.61

S76 C++, S76 C+, EC55 and EC35, draw attention to HC emissions. Thus, because
the glut of PM, it is not recommended to operate S92 andA139models at aerodromes
close to urban centers.

Considering the relevance of the oil and gas industry for global warming, the CO2

and NOx emissions of the helicopters targeted in this study were compared with the
total emissions by the largest oil and gas company in Brazil in 2018 (most recent
data available) [33], as described in Table 8.

Likewise, in view of the importance of aviation for pollutants andGHGemissions,
a comparison was made for CO2, scope 1, of the whole year 2018 (most recent data
available of two largest airlines companies in Brazil, in number of passengers, Latam
[34] and Gol [35], according to Table 9.

It is possible to observe that the contribution of the offshore helicopters targeted
in this study is small compared to these two industries, at least in Brazil. However, it
must be remembered that they are highly polluting sectors as already demonstrated.
Thus, in the face of the global climate emergency, every measurement effort and
incentives for offset must be taken into account.

5 Conclusions

Since oil and gas companies have different ownership structures and energy port-
folios and face different regulatory and social pressures, it can be expected that
their roles will vary in the area of climate change governance [36]. Despite that, the
engagement of the oil and gas sector in climate governance heralds the injection of
vast and sorely needed resources whether financial, technological or political into
efforts to stem climate change [37]. It is necessary to take advantage of the opportu-
nity that this industry is providing to raise awareness among all those involved and
stimulate compensation initiatives for all productive segments, in proportion to their
responsibility for global warming.
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This paper sought in the literature the most appropriate way to quantify green-
house gases and air pollutants emissions by helicopters in operations of the oil and gas
industry when field research data is not available. Albeit the proportion of helicopter
emissions are insignificant compared to the oil and gas industry, it is part of a whole
responsibility that also need a response. The results obtained provide more precise
values for the offshore air transport of the studied company, whose operations are
significant in the global context. With that, it becomes possible to recommend better
options for fleet allocation related to helicopter models in each base, make compar-
isons with other transport modals and helicopter models, analyze the evolution of
emissions over the years and propose actions to mitigate these emissions. Withal,
in relation to helicopter manufactures and their engines, this study propose efforts
in the development of less emitting equipment, considering all gases and pollutants
analyzed and its potential to cause disease and intensify the global warming.
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Study of the Use of Data Mining
in Modeling Non-standard Processes
in a Higher Education Institution

Diogo Rocha Ferreira Maia, Renato de Campos,
and José de Souza Rodrigues

Abstract Business process management (BPM) is an administration discipline to
design, improve and manage processes, and consists of several phases. One of them
is the modeling of the current process (as is), during which the process is mapped as
it is. One tool that can be used in the process discovery and modeling phase is data
mining in information systems. Datamining techniques allow a series of applications
in organizations, either as a verificationprocess or as a discovery process. Thepurpose
of this article is to analyze the use of data mining in the modeling stage of complex
and not well structured processes when applying BPM to improve processes at a
Federal Institute of Higher Education in Brazil. Due to the fact that the nature of the
products and services requested in the institute’s system is very varied, the processes
are not standardized, and the use of the information system is not done in a disciplined
way, data mining was not enough to identify the complete processes and the flow of
activities in detail. Although it was not enough, data mining facilitated the definition
of instance flows and made it possible to detect critical points in the process, such as
points with a long duration of time. With data mining, the analysis time, meetings
and modeling effort of the analysts and users were reduced.

Keywords Business process management · BPM · Data mining · Non-standard
processes · Higher education
1 Introduction

Organizations that operate in the current complex and turbulent environment need
to implement changes in their structures and processes. Therefore, new manage-
ment approaches are necessary to allow organizations to grow and increase their
competitiveness [1–3].
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Being part of the management task, it is necessary to describe the structure and
implementation of business processes to continually improve them. Business Process
Management (BPM) is an approach capable of supporting both the description and
the improvement of processes. Both can be performed incrementally or radically [4].

BPMconsists of several phases. One of them is themodeling of the current process
(as is), during which the process is mapped as it is. Then the process is analyzed and
improved, to design the future process (to be) [5].

One tool that can be used in the process discovery and modeling phase is data
mining in information systems. Datamining techniques allow a series of applications
in public administration or private companies, either as a verification process or as a
discovery process [6].

The purpose of this article is to analyze the use of data mining in the modeling
stage of complex and not well structured processes, specifically applying BPM to
improve processes at a Federal Institute of Higher Education in Brazil.

2 Theoretical Reference

The way the processes are designed and carried out affects both the quality of the
service and the efficiency with which the service is delivered. An organization can
outperform another that offers similar services if it has better processes and perfor-
mance. This holds true not only in customer-facing processes, but also in internal
processes [7].

In the last decades, there has been a growing interest in BPM due to its ability
to help organizations increase productivity by achieving operational excellence and
reducing costs [8].

Research in this field originated in computer science, administration and infor-
mation systems, and has resulted in a multitude of models, methods and tools that
support the design, approval, management and analysis of business processes [8]. For
Aalst, La Rosa and Santoro [9], “BPM is the discipline that combines approaches to
the design, execution, control, measurement and optimization of business processes”.

BPM life cycles are steps and activities that must be followed to conduct BPM
projects. Theoretical and empirical studies show differences in the number of steps
and activities that must be carried out to promote BPM [10].

The BPM discipline can be seen as a continuous cycle that involves a series of
phases, such as process identification; process modeling; process analysis; process
redesign; process implementation; and process monitoring and control [7].

Business process modeling emerged from the need to explain and communicate
business processes in an organization, making them easier for business users to
understand. These users range from business analysts, who design the initial drafts
of the processes, to the technical developers responsible for implementing them, and
even the business team that implement and monitor such processes [11].
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According to Aalst [12], creating models is a difficult and error-prone task. He
cites some typical modeling errors, such as: the model describes only one version of
reality; the model is unable to adequately capture human behavior; and the model is
at the wrong level of abstraction.

The practice of process modeling emerged as a key instrument to allow decision
making in the context of the analysis and design of information systems with process
recognition [13].

Process mining aims to build a process model using an event log and a process
discovery algorithm; such a technique has been applied for the discovery, modeling
and improvement of processes [14].

Tiwari et al. [15] explain that among themain drivers of increased business process
mining is the need for companies to learn more about how their processes operate.

The goal of process mining is to leverage event data to understand how an orga-
nization works. With process mining, it is possible to discover the sequence of tasks
that are performed in a given business process as well as the interactions that occur
between the participants in that process [16].

Business process mining can be used as a tool to discover how people drive
processes in the real world. Dustdar, Hoffmann and Aalst [17] distinguish three
different perspectives in the mining of business processes:

• Process perspective: focuses on the ordering of activities (the process control
flow). The goal is to find an acceptable representation of all possible paths within
theprocess.Thesepaths canbe expressed in termsof a processmodel (for example,
Petri net or event-oriented process chain);

• Organizational perspective: focuses on originators within a process, that is, the
people and roles that are involved and how they are related. This approach can
be used to portray the roles and relationships between individuals in a process in
terms of a social network;

• Case perspective: takes into account the properties of the cases, that is, attributes
that can differentiate one path through one process (case) from another.

Ferreira [16] explains that the event log can be the real log of an information
system or it can be a log file created from historical data recorded in a database, for
example. Whatever the source, the data in an event log must have a specific structure
and must contain at least the following information:

• a case id, which identifies the instance of the process;
• a task name, which identifies the activity that was performed;
• a user name, which identifies the participant who performed the task;
• a timestamp, indicating the date and time the task was completed.

Process mining starts from event data and uses process models in several ways.
For example, process models can be discovered from event data records, as well
as serving as reference models, or used to design bottlenecks. In order to treat the
information contained in an event’s logs it is necessary to develop algorithms. The
process mining algorithms for the discovery of processes transform the information
from the event’s logs into process models [12].
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3 Research Method

This research is classified as exploratory and qualitative, and was developed as a case
study in a Federal Institute of Higher Education in Brazil. The process analyzed was
the Acquisition of Goods and Services. It was considered a critical process because
it is extensive and complex and still involves several sectors of the organization. The
process uses an information system, but it is not well structured and has a low level
of standardization. This complexity is mainly due to the different types of products
and services that are requested by the users of the organization.

The research consists of four stages, the first being a literature review, in order to
theoretically support the research. The sources of consultation used were Emerald
Insight, Scopus, Web of Science, Springer, Google and books, in addition to
documentary sources, from which information was obtained from the organization.

The second stage started with the collection of data through the mining of
processes in the institute’s information system, describing the process of the acqui-
sition of goods and services, which are the related activities and who are the actors
involved in the process. The data were extracted in order to create an event log and
refer to the sequence of the flow and processing of the goods and services acquisi-
tion processes in the period from 2014 to 2017. The data served as a basis for the
development of the “as is”.

In the third stage, in order to complement the information obtained with data
mining and provide more quality in the modeling of the process (as is), it was neces-
sary to hold working meetings with the objective of obtaining more details of the
activities and answering questions regarding the results of the mining.

Afterwards, the analysis of the results and the conclusions of the research were
carried out.

4 Development and Results

For the modeling of the processes and activity flow of the Goods and Services Acqui-
sition process, SQL languagewas used to extract data from the institute’s information
system and to create the event log. The SQL code can be seen in Fig. 1.

After executing the SQL code, the event log generated 138 instances of the process
of goods and services acquisition, andmore than 3,900 procedures for the acquisition
of goods and services processes were found. To facilitate the reading and demon-
stration of the event log result in the survey, two instances of the goods and services
acquisition process were selected. An example of the event log result is described in
Table 1.

Each of these participants plays a role in this process by carrying out some of the
activities identified. However, when performing these activities, these agents interact
with each other in a way that is not fully recorded by the system. Figure 2 shows the
flow between the agents in each process activity.
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Fig. 1 SQL code for extracting information about the process from the system

Table 1 Example of the result of an SQL system database query (instance 6142)

Id Source sector Forwarding date Sector
destination

Receiving date Total of hours

6022 Protocol
Coordination

23/06/2014
11:57

Head of Cabinet 24/06/2014
14:08

26:11:22

15/08/2014
23:05

Administration
and Planning
Office

20/04/2017
18:29

23491:24:15

24/06/2014
14:12

Administration
and Planning
Office

25/06/2014
15:27

25:15:15

26/06/2014
22:35

Coordination of
Contracts and
Agreements

30/06/2014
18:41

92:06:18

07/08/2014
21:16

Office of
Rectory

15/08/2014
13:41

184:24:23

20/04/2017
18:29

Accounting and
Finance
Coordination

29/05/2017
14:13

931:43:23

The process was modeled from the mining data of the process and represents
the flow of an instance (id = 6022) of the process. It is possible to understand the
flow between sectors (actors). However, it was not possible to identify the activities
performed by the process participants. The event logs (id= 6022) of the purchasing
process (see lines in the Table 1) represent the process procedures between the sectors
of the institute. However, it was found that the process instances vary and do not allow
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Fig. 2 Modeling process based on mining of instance 6022

a visualization of the complete interaction between all sectors. This can be evidenced
by the analysis of other instances, such as that of id 6142 (Table 2).

In order to understand the flow of the process instance described in Table 2, a
model was elaborated, illustrated in Fig. 3. The modeling of the instance mentioned
allowed for the identification of 19 activities necessary for its completion.

Another fact resulting from process mining was the discovery of the lack of
standardization in the process. This can be verified when comparing Tables 1 and 2,
or Figs. 2 and 3, both resulting from the mining process. The lack of standardization
is evident.

Another major discrepancy was the different interaction times of the activities
sectors, recorded in the’total hours’ column in Tables 1 and 2. In a meeting with
the users of the process and information system, the times of some procedures were
questioned (for example, see total hours column in Tables 1 and 2). Users reported
that sometimes the processing between sectors occurs only physically, leaving the
information system out of date.

It was realized that this is due to the fact that the information system is vulnerable
to misuse by the employees of the institute. There are no hard rules for using the
system and, therefore, the real processes do not correspond to the digital processing
recorded.
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Table 2 Example of the result of an SQL system database query (instance 6142)

Id Source sector Forwarding date Sector
destination

Receiving date Total of hours

6142 Protocol
Coordination

28/08/2014
21:11

Pro Rectory of
Education

02/09/2014
15:11

114:00:42

09/09/2014
13:35

Board of
Directors

15/09/2014
15:05

145:29:45

05/09/2014
13:04

Price Research
Coordination

05/09/2014
15:18

2:13:51

22/09/2014
13:47

Protocol
Coordination

22/09/2014
14:12

0:25:02

01/10/2014
21:24

Purchasing
Coordination

01/10/2014
21:41

0:16:30

24/07/2014
13:41

Pro Rector of
Administration

24/07/2014
21:03

7:21:11

08/09/2015
14:57

Accounting and
Finance
Department

15/12/2015
15:20

2352:22:45

31/10/2014
19:08

Accounting and
Finance
Department

04/11/2014
19:29

96:21:09

30/10/2014
21:02

Budget
Department

31/10/2014
13:06

16:04:12

29/10/2014
12:54

Office of Rectory 30/10/2014
18:48

29:54:18

21/08/2015
13:24

Pro Rector of
Administration

25/08/2015
13:20

95:55:34

22/09/2014
14:12

Office of Rectory 01/10/2014
18:25

220:12:27

01/10/2014
18:25

Board of
Directors

01/10/2014
21:24

2:58:45

19/09/2/014
19:12

Office of Rectory 22/09/2014
13:45

66:33:21

24/07/2014
21:03

Price Research
Coordination

07/08/2014
15:14

330:10:45

23/07/2014
15:29

Office—Rectory 24/07/2014
13:32

22:03:23

05/09/2014
15:18

Budget
Department

09/09/2014
13:34

94:15:57

15/09/2014
15:28

Purchasing
Coordination

15/09/2014
19:14

3:45:07
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Fig. 3 Modeling process based on the mining of instance 6142

As an example, the seventh row of Table 2 describes the procedure in the
Accounting andFinanceDepartment,where the total processing timewas 2,352 h and
22 min. It was found that often the processes arrive and are stopped in the sector until
they receive the certificate of receipt of the equipment or until the service contracted
is fully paid off with the supplier. Some services, such as the service contract for
internet supply, take up to two years to finalize the total payment, as in the case of a
contract with monthly payments; and after one year it can be extended for another
year.

Although the mining process helped to understand the current situation of the
goods and services acquisition process, the data collected was insufficient to model
the current functioning (as is) of the goods and services acquisition process. For this
reason, it was necessary to hold meetings with the users seeking to give more quality
in the modeling of the process.
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In order to obtain a complete representation and a final’as is’ model of the process
with all details, it was decided to bring together the users of the departments respon-
sible for each activity of the process, resulting in a report with information on the
author, flow activities and description activities. This more detailed analysis allowed
the development of an ‘as is’ model of the process which is closer to reality, with
25 activities being identified in the process. With the current model (as is) defined,
it was possible to move on to the next stages of application of BPM at the institute.

5 Final Considerations

This research presented the description and analysis of process modeling using data
mining at a Federal Institute of Higher Education in Brazil.

The ‘as is’ modeling was developed using process mining techniques in the
database of the information system of the organization, and through interviews and
meetings with the process users.

Due to the fact that the nature of the products and services requested in the
institute’s system is very varied, the processes are not standardized, and the use of
the information system is not managed in a disciplined way, data mining was not
sufficient enough to identify the complete processes and the flow of activities in
detail.

Despite this, data mining facilitated the definition of instance flows and made it
possible to detect critical points in the process, such as points with a long duration
of time. With data mining, the analysis time, meetings and modeling effort of the
analysts and users were reduced.

In organizations that have a high number of processes, such as the case of the
organization analyzed, data mining has been demonstrated to be a tool that facilitates
and streamlines the process of identifying, modeling and mapping processes in the
application of BPM.

It also showed that the efficiency of data mining depends on how the organization
uses its information system. As the processing of the purchasing process does not
follow a logical sequence of activities or an event log, it was not sufficient for the
modeling of this process, requiring the use of interviews and meetings with users.

As this research presented the results of only one case, its conclusions cannot
be generalized, for which an investigation of other institutes and/or other types of
organizations would be necessary. Also, it is suggested that future research might
reanalyze the process of acquiring goods and services at the organization studied after
the implementation of the model ‘to be’, and verify how the process is behaving.
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Process Mining Classification
with a Weightless Neural Network

Rafael Garcia Barbastefano, Diego Moreira de Araujo Carvalho,
and Maria Clara Lippi

Abstract Using a weightless neural network architecture WiSARD we propose
a straightforward graph to retina codification to represent business process graph
flows avoiding kernels, and we present howWiSARD outperforms the classification
performance with small training sets in the process mining context.

Keywords Process mining ·Weightless neural network · Business process
management

1 Introduction

Information systems, as a relevant part of organizations, are strongly linked with
business process models and the operations they represent and support [1]. They
generate and record data based on event logs, which are especially useful for process
mining proposes [2].

Process mining is a research area which merges Business Process Management
approaches with data mining tasks and techniques. De Leoni, van der Aalst [3]
consider it as “the missing link between model-based process analysis and data-
oriented analysis techniques”. Process mining is covered by three types: process
discovery, process conformance and process enhancement [4]. Process discovery
consists on modeling business processes, as they really occurred, from raw data
(majorly system’s event logs). The conformance type of process mining consists of
comparisons between an existing process and a model [5]. Conformance checking
is essential for business, to find undesirable deviations or to measure efficiency.

The literature has several references on the relevance of neural networks in process
mining [6], both in process discovery studies and conformance analysis. Maita et al.
[7] conducted a systematic review about techniques employed on process mining
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investigations. They evidenced that computational intelligence or machine learning
techniques were present in 19% of the cases, whereas traditional data mining ones
represent 81%. Their study found there are no studies combining conformance
checking with artificial neural networks and the predominant method is the support
vector machines (SVM). SVM cases make use of kernel methods introducing a
preprocessing phase when working with graphs. Besides, it suggests the use of
methods that need the construction of representative kernels of graph data.

Considering the application of neural networks in mining processes, it is always
desirable to have both a clear preprocessing step as well as the use of a small subset
of training data. Therefore, it is valuable to measure and compare not only the results
but also the methods’ performance. Learning curves (LC) are renowned for accom-
plishing this purpose since it enables to measure predictive performance for different
learning effort levels [8]. A classic application example of this tool is the predictive
efficiency as a function of training sample size [8].

We propose a graph-to-retina’s codification to represent graph flows avoiding
kernels, and we present how WiSARD performs on graph flow classification with
different levels of dataset complexity visualized by LC. The rest of the paper is
organized as follows. A short presentation of theWiSARDweightless neural network
architecture is described at Sect. 2. The process dataset details are given at Sect. 3
and the experiment design and results in Sect. 4. Section 5 concludes this paper.

2 The WiSARD Weightless Neural Network Architecture

The WiSARD weightless neural network name comes from its authors (Wilkie,
Stonham, and Aleksander’s Recognition Device) [9] and it was initially created
to recognize images as a hardware architecture [10]. Although WiSARD has been
previously categorized as a supervised learningmethod, andnewdevelopments reveal
its usage as unsupervised learning as well [11].

WiSARD organizes its structure in discriminators (or neurons), sets of X one-bit
word RAMswith n inputs. One discriminator often determines just one class of many
given as input to the classifier. In the training phase, the classifier receives binary
vectors (example instances) and each one depicts an image mapped to a retina. A
retina is a division of the input vector inX tuples of n bits and is frequently rearranged
pseudo-randomly. Eachn-bit tuple represents an address ofRAMof 2n positions,with
the n tuples mapping X memories. Figure 1 illustrates this dynamic and exemplifies
how WiSARD operates on the training phase [11].

The network learns fromexamplewriting a ‘1’ in allmemory addresses, associated
to a particular input. Inputmapping in the classification phase follow the sameprocess
as in the training examples. After that, all discriminators receive the inputs. The
counting of the number of memories mapped by the classification example defines
the score ry for a discriminator y. The highest score designates the output class [11].

The standard WiSARD model may present some drawbacks. One of them occurs
when it handles very noisy data. Another problem is saturation, which happens when
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Fig. 1 Example of how WiSARD operates on the training phase [11]

many classes have a high number of responses from the discriminators. In order to
tackle the saturation effect, there is a method called “bleaching” [12]. Sparse retinas
can also be a problem, and there is another WiSARD extension to deal with it [13].

3 The Process Dataset

This study analyzed process data from a Brazilian public sector higher education
institution specialized in engineering studies. As a public company, it shall keep
records of its administrative activities respecting preestablished government rules
and laws, which stipulates logged information. As a transaction system, the infor-
mation system records every time a process moves between organizational units or
departments, resulting in a sequence of organizational units visited by each process.
Besides, upon creation, information about the kind or processes class, and owner
(process metadata) are also recorded.

We dumped the information system database that comprises the logged process
data from 2013 to 2017, and it got filtered to remove any inconsistencies. Every
resulting process represents a process matrix that describes the process flow through
all corresponding organizational units. Figure 2 shows the process matrix where
every row represents an organizational unit and the columns represent the sequence
in the process life.

The database, summarized in Table 1, exhibits eight different classes and the table
displays the process quantity in each class and the amount of unique process matrix
or symbols. For example, class A has 1,575 instances, but only 95 distinct ones,
showing many repetitions. Conversely, class H shows 467 different processes with
383 distinct symbols. The Shannon entropy [14] and normalized entropy quantify
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Fig. 2 Creation of a retina from process time flow, where each row represents an organizational
unit and columns depict the sequence. The final dataset comprises 5,372 administrative processes
and each one composed by 173 organizational units versus 78 sequence positions (matrix size of
13,494 elements), and every process was classified accordingly with its kind using the metadata

Table 1 Dataset summary

Class Process set name Total Sym Entropy Norm. Ent. Max Pxs Density

A Internship agreement 1575 95 351056 0.53434 86 0.0064

B Prof. perf assessment 318 25 287673 0.61947 28 0.0021

C Prof. promotion 349 119 534360 0.77502 97 0.0072

D Prof. qualification 627 244 676195 0.85263 135 0.0100

E Staff perf. assessment 670 353 732065 0.86497 214 0.0159

F Procurement 983 696 858400 0.90901 847 0.0628

G Staff promotion 383 245 751830 0.94729 129 0.0096

H Staff qualification 467 383 842781 0.98212 251 0.0186

Total 5372 2160 – – – –

Min value 318 25 2877 0.534 28 0.0021

Average value 671.9 270 6293 0.811 223.4 0.0166

Max value 1575 696 8584 0.982 847 0.0628

the different inner structure among classes. The both measures are also presented in
Table 1, where the Shannon entropy varies from 2.877 to 8.584, and the normalized
entropy varies from 0.53434 to 0.98212.

The lack of proper routine documentation hindered the use of some classes, so
we select class A and H in order to determine their process conformance status
based on available proper documentation. This subset represents 38% of the initial
set and represents the lowest and the highest normalized entropy classes, which
provides an idea about the classification performance. Each process on both classes
received a tag meaning a conform process (SP—standard process) or non-compliant
one (NP—non-conform process).

Classes A and H are depicted on Fig. 3, and every square designates a symbol
(distinct process matrix), and the number of repetitions appears as a figure in the
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(a) Process class A - Internship agreement

(b) Process class H - Staff qualification

Fig. 3 Process classesA (Internship agreement) andH (Staff qualification). Every square designates
a symbol (distinct process matrix), and the number of repetitions appears as a figure in the middle
of the representing square
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middle of the representing square. Class A has two important classes where the
biggest is an SP type, and the second is an NP. Furthermore, class A has 45% of SP
process that are composed by only four symbols. As the entropy shows, class H is
more diverse and showcases a greater symbol diversity.

The internship agreement processes (process class A) operationalize Internship
Programs for undergraduate students. Since it is mandatory by law, the education
institution must examine if enterprises comply with these legal requirements in order
to formalize the Agreement. The Agreement allows the enterprise to hire students as
interns.

On the other hand, staff qualification processes (process class H) regard the anal-
ysis and decision on administrative requests for statutory professional qualification
leave petitioned by staff employees.

4 The Experiment Design and Results

We compared the WiSARD performance with SVM using 36 LCs, among them,
32 (16 for class A and 16 for class H) were drawn varying the WiSARD’s RAM
size (2, 4, 8, and 16 bits), the bleaching state (activated or not), and the ignore
full-zero patterns (switch on or not). The remaining four curves represent two exper-
iments with SVM for each class, where we tried out two different kernels: a standard
linear and a graph kernel (a Weisfeiler-Lehman Graph Kernels) [15]. In addition,
we used a public available WiSARD implementation (https://github.com/IAZero/
wisardpkg) and SVM from SciKitLearn (https://scikit-learn.org/stable/). Figure 4
shows de resulted curves.

On each LC, we stepped the training size from 2 up to the minimum of the size
of SP and NP in each specific class, and then we randomly select each half of the

Fig. 4 Class A and H F1-Score performance comparison of selectedWiSARD configurations (blue
lines) with SVM (green and orange lines)

https://github.com/IAZero/wisardpkg
https://scikit-learn.org/stable/
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training set respectively from SP and NP subsets. Each point on every LC is the
average of the F1-Score of 50 samples.

The comparison of all WiSARD’s configurations shows that there is a small
improvement with the use of the ignore full-zero pattern flag in this specific context.
Although every class has sparse retinas as presented in Table 1, where density varies
from 0.0021 to 0.0628 pixels lit per retina on average showing sparseness, improve-
ment is only present within class H (highest density). This effect shows that the lack
of bright pixels (meaning that the process has not visited that organizational unit)
is so crucial as a lit one. Besides, bleaching increases the F1-Score in 0.0991 on
best-case average on every experimented class.

Thus, to choose the best configuration among all 36 WiSARD experiments, we
decide to take the configuration: RAM size, bleaching and the ignore full-zero flag
that reaches a F1-Score of 0.9 first for each class. Class A got a tie on RAM size
equals 2, 4 or 8, and with bleaching equals true and the ignore full-zero flag as false.
This tie happens with a sample size of 12 (6 SP and 6 NC). On the other hand, class
H fits better with the WiSARD configured with bleaching, the ignore full-zero flag
as true and RAM size of 8 bits at a sample size of 92 (46SP and 46NC).

The only shortcoming presented by the data is that the figure reveals a fluctuation
until 0.5% on class A (lower entropy). This abscissa corresponds to a training set
composed of 4 SP and 4 NC of 1575 process, and it is due to the unbalanced data
in the subset of SP in class A which has cardinality 705, and it comprises only four
distinct symbols with the following frequencies: 567, 35, 45, and 52. However, the
WiSARD’s performance is tantamount with the reference methods.

5 Conclusion

In thiswork,wepresented a straightforward graph to retina codification that precludes
the kernel construction preprocessing. This representation is more palatable to the
process management practitioner, and it avoids any issue related to intermediary
representations. Besides, we show that WiSARD generalizes faster and learns with
small training sets that help the practitioners since they do not need to further advance
on the manual process-dataset classification.
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Abstract The deployment of strategic objectives into indicators that portray orga-
nizational performance to the operational level is the main focus of performance
measurement systems. The selection of indicators and the mapping of relationships
between themand the objectives using quantitativemethods are an important research
aspect, given that several initiatives for the implementation of performance measure-
ment systems have been limited in their ability to assist decision-making processes,
especially due to the subjectivity in some methods. In this sense, this paper presents
a review with the main approaches already available in the literature about the use of
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1 Introduction

Performance measurement systems (PMSs) seek to define objectives from organiza-
tional strategy and to break themdown into a set of key performance indicators (KPIs)
to be tracked and whose results should indicate whether the intended objectives are
being achieved [1]. These systems have aroused great interest from academics and
practitioners over the last decades, generating different studies about models for their
application. However, several implementation initiatives have been limited in their
potential to support decision-making processes [2]. Often, there is a great debate
whether the selected indicators are actually suitable for providing the information
needed to map the relationships between corporate objectives [3].

The Balanced Scorecard (BSC) model, proposed by Kaplan and Norton [4], is a
classic approach to design a PMS, with attention to unfolding of corporate objectives
in performance indicators covering not only the financial perspective, but also other
organization’s performance horizons (customers, internal processes and learning and
growth). Although widely known and used, this model is significantly dependent on
subjectivity arising from expert opinion and lacking in quantitative methods for
selecting KPIs, identifying relationships between them and strategic objectives and
projecting future scenarios [5]. Subjectivity contributes to ineffective indicators and
relationships to organizational strategy being monitored, undermining the expected
effectiveness of PMS [6]. On the other hand, many interdependent relationships
between KPIs and objectives are hidden and could provide relevant information for
decision making in the context of performance management [1].

Given the need for quantitativemethods that support the implementation of PMSs,
especially regarding the objectivity in the deployment of strategic objectives, this
paper presents a review of the literature on approaches that address the definition of
indicators and the mapping of relationships in the unfolding of corporate objectives,
highlighting opportunities for future research in this area. Section 2 presents themain
works found in the literature, with their segregation into two major groups based on
the quantitative methods used, and the description of the tools and phases considered
in each approach. Section 3 presents an observed opportunity for advancement in the
literature on quantitative methods of supporting PMSs, while Sect. 4 presents final
considerations.

2 Literature Review

The literature review was conducted through the analysis of publications available in
the Scopus database, with a search performed on filters related to title, abstract and
keywords by combining two groups of terms, having a need that, at least, one term
from each group was present in the publications. The first group was composed by
the terms “performance measurement system”, “performance management system”
and “key performance indicator”, while the second group by “quantitative model”,
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“operational research”, “business analytics” and “big data”. The resulting materials
were initially evaluated by title and/or abstract, with those considered the most repre-
sentatives for the scope of this work analyzed in full by the authors. We also used
search from citations made between publications to identify other works relevant to
the proposed scope.

Considering more quantitative approaches to the structuring of PMSs, the litera-
ture can be divided into two broad strands, one encompassing operational research
andmanagement methods and the other related to business analytics. The first covers
publications that extend from the early works on selection of performance indicators
and identification of relationships in a quantitative manner to current applications.
The business analytics strand is newer, with works have been published especially
in the last decade.

2.1 Operational Research and Management

For operational research and management methods, Santos et al. [2] presented a
brief review of the main models already published, segregating them into two major
groups. The first is composed by methods not originally designed for the context of
PMS, but which combined can be applied for this purpose. The other group includes
performance analysis techniques, such as Data Envelopment Analysis (DEA), in
conjunction with other operational research methods. Given the scope of the review
presented by Santos et al. [2], the exposition of works within the operational research
and management strand, provided in the following two paragraphs, is based on this
review. In addition, considering that approaches employing the DEA technique focus
more on theDecisionMakingUnits (DMUs) comparative analysis,which exceeds the
initial scope of this paper related to the evaluation of proposals for selection of indi-
cators and identification of relationships between them, it is restricted to discussing
only works of the first group described by Santos et al. [2]. Table 1 presents the
references of the “Operational research and management” strand.

One of the first approaches using operational research and management tech-
niques for PMS was presented by Suwignjo et al. [7], based on the combination
of cognitive maps, cause and effect diagrams and tree diagrams with the Analytic
Hierarchy Process (AHP) method. This approach was titled Quantitative Model for
Performance Measurement System (QMPMS). The maps and diagrams are directed
to the identification of performance factors and the hierarchical organization of their
relationships,while theAHPmethod allowsquantificationof the effects of each factor
on the final performance. Bititci et al. [8] presented the application of this approach
considering scenario analysis for strategic positioning. Sarkis [9] proposed a model
adjusted by replacing the AHP method with ANP (Analytic Network Process), as it
is less susceptible to classification reversals and allows combined calculation of the
effect of factors on final performance.
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Table 1 References of the “Operational research and management” strand

Reference Journal Approaches/techniques

Suwignjo et al. [7] International Journal of Production
Economics

QMPMS (AHP, Cognitive Map,
Cause and Effect Diagram and Tree
Diagram)

Bititci et al. [8] International Journal of Production
Economics

QMPMS and Scenario Analysis

Sarkis [9] International Journal of Production
Economics

QMPMS (ANP, Cognitive Map,
Cause and Effect Diagram and Tree
Diagram)

Santos et al. [10] International Journal of Operations
& Production Management

CLP, Oval Mapping and
Multicriteria Decision Analysis

Santos et al. [11] Journal of the Operational Research
Society

Santos et al. [2] Technological Forecasting & Social
Change

Ferreira et al. [12] Journal of the Operational Research
Society

Cognitive Map and MACBETH

Joshi et al. [13] Expert Systems with Applications Delphi

Note QMPMS—Quantitative Model for Performance Measurement System; AHP—Analytic
Hierarchy Process; ANP—AnalyticNetwork Process; CLP—Causal LoopDiagram;MACBETH—
Measuring Attractiveness by a Categorical-Based Evaluation Technique

Santos et al. [2], Santos et al. [10] and Santos et al. [11], in turn, dealt with
the application of techniques such as CLP (Causal Loop Diagram), oval mapping
and multicriteria decision analysis in selection of relevant indicators and measure-
ment of dependency relationships. Ferreira et al. [12] employed cognitive mapping
with the Measuring Attractiveness by a Categorical-Based Evaluation Technique
(MACBETH), which is used to quantify relationships between factors. Joshi et al.
[13], among other aspects, presented the application of the Delphi method for the
indicator definition process, based on convergence of expert opinions.

2.2 Business Analytics

Although operational research methods already contribute to the implementation of
PMSs, as they better target the choice of indicators and the visualization of rela-
tionships, most models are dependent on subjective considerations at some stage,
mentioning, for example, the weights given in relevance analysis between factors
within theAHPmethod. The potential for extracting information directly fromhistor-
ical data of indicators provided by business analytics techniques has been an impor-
tant factor for carrying out work in this area. The following are the main references
within this strand of quantitative methods for PMS. Table 2 presents the references
of the “Business analytics” strand.
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Table 2 References of the “Business analytics” strand

Reference Journal Approaches/techniques

Schläfke et al. [6] International Journal of
Productivity and Performance
Management

Performance Management
Analytics

Raffoni et al. [14] Production Planning & Control Business Performance
Analytics

Rodriguez-Rodriguez et al. [1] Computers in Industry QRPMS (PCA/SEM and
PLS)

Rodriguez-Rodriguez et al.
[15]

Technological Forecasting &
Social Change

PCA and Scenario Analysis

Wang and Chien [16] International Journal of
Production Research

Correlation Test, VIF,
Decision Tree Rules and
Logistic Regression

Peral et al. [3] Computer Standards & Interfaces ARIMA, SVM, Random
Forest and MLP

Wang et al. [5] Computers & Industrial
Engineering

Random Forest, Bayesian
Belief Network and
ARIMA

Note QRPMS—Quantitative Relationships at the Performance Measurement System; PCA—
Principal Component Analysis; SEM—Structural Equation Model; PLS—Partial Least Squares;
VIF—Variance Inflation Factor; ARIMA—Autoregressive Integrated Moving Average; SVM—
Support Vector Machines; MLP—Multilayer Perceptron

Schläfke et al. [6] presented an approach called Performance Management
Analytics (PMA), characterized by data-intensive and analytical tools to under-
stand organizational dynamics, select KPIs and increase operational performance.
Although not specify techniques for implementing PMSs, this approach underscores
the relevance of business analytics as a potential success factor that can bridge the
gap between structuring these systems and their effective implementation.

Also more conceptually, Raffoni et al. [14] highlighted a framework called Busi-
ness Performance Analytics (BPA) that is composed of five steps and emphasizes the
use of data and performance management analysis techniques. The first two steps
relate to evaluating organizational strategy and objectives and defining key questions
that translate the strategic issues into more specific aspects. In the third step, it is
conducted an identification of what data are needed for answering the key questions,
followed by the collection of them from the available sources. Then, the more suit-
able analytical methods and tools are chosen and applied in order to transform data
into valuable information, considering the four perspectives of business analytics
approaches (description, diagnosis, prediction and prescription). Lastly, actions are
taken based on the results observed in a performance management cycle. The authors
highlighted the potential of the structure for supporting the identification of the most
relevant variables to be controlled, as well as the links between them.
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Rodriguez-Rodriguez et al. [1] proposed a model called Quantitative Relation-
ships at the Performance Measurement System (QRPMS), aimed at selecting KPIs,
eliciting relationships between them and projecting impacts on strategic objec-
tives. The model consists of four stages, starting with a structuring/analysis of the
PMS focused on the conceptual link between pre-established indicators and objec-
tives. Then, the historical data is preprocessed, considering, for example, filtering
of abnormal values, time frequency homogenization, normalization and centraliza-
tion of data. After these treatments, relationships between indicators are identified
using Principal Component Analysis (PCA) or Structural Equation Model (SEM),
depending on the ratio between number of indicators and sample size. The Partial
Least Squares (PLS) technique is applied in order to quantify the existing rela-
tionships. Finally, these are projected on the level of the objectives, considering
the conceptual links evaluated in the first stage. Rodriguez-Rodriguez et al. [15]
presented a scenario analysis model using the historical evolution of the business
aspects (components) extracted from the PCA.

Wang and Chien [16] described another approach considering business analytics
by employing techniques for initial indicator selection, followed by the application
of classifiers that indicate significant relationships for performance prediction. The
authors presented the use of supervised correlation testing and unsupervisedVariance
Inflation Factor (VIF) to remove redundant indicators within a pre-existing list. Then,
they dealt with the calibration of two classifiers derived from decision tree rules
and logistic regression, making comparisons in terms of accuracy, sensitivity and
specificity.

Peral et al. [3] highlighted how a data mining-oriented structure can contribute
to achievement of strategic objectives by using information technology tools. In
this context, it is necessary to properly select indicators based on the relationships
between them and the objectives. Therefore, the authors presented an approach in
which the definition ofKPIs is done in five steps: preprocessing, detection of potential
anomalies, calculation of difference series, analysis of pair-wise relationships and
analysis of compound relationships (between various indicators). In terms of tech-
niques, the authors showed Autoregressive Integrated Moving Average (ARIMA)
models as an alternative to verify the interactions between the variables from the
calculated difference series. Moreover, Support Vector Machines (SVM), Random
Forest andMultilayer Perceptron (MLP) methods were evaluated within a case study
in the compound analysis step.

Finally,Wang et al. [5] described the combination of the RandomForest, Bayesian
Belief Network and ARIMA methods to respectively select KPIs, identify relation-
ships for the construction of strategic maps and simulations, and conduct perfor-
mance forecasting considering the temporal impact of the indicators on the results.
The authors pointed out that these procedures make it possible to meet the four
perspectives of business analytics approaches. The selection of indicators is part of
the description anddiagnosis, performance forecasting is associatedwith the nature of
prediction and simulations based on strategic maps contribute within the prescription
aspect.
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3 Discussion

In the literature, the quantitative approaches to performance measurement systems
address threemain topics: identification of KPIs and their relationships with strategic
objectives, comparison between performance units, and projection and analysis of
future scenarios based on interdependent historical results. Operational research and
management tools and business analytics are the main alternatives found in PMS
implementations.

Approaches considering the use of operational research and management tech-
niques have been proposed as a way to improve, in terms of application, the concep-
tual framework presented in the BSC model [2]. However, many models still require
subjective considerations in some steps and are unable to extract information directly
from historical indicator data [16]. Thus, new works concerning selection of KPIs
and identification of their interdependent relationships are relevant, especially in the
current context of big data, where organizations have access to an increasing volume
of data, which has enormous potential for generating business value when applied
in performance measurement systems [3, 17].

Despite the potential of business analytics techniques to fill the gaps in the PMS
implementation process, their use is still considered unexplored for this purpose [6,
14, 17]. In this sense, there is an opportunity to expand the use of these methods,
which tend to broaden the capacity of analysis in an objective way and, consequently,
improve the use of performance measurement systems [17].

With the application of these techniques, the relationships of dependence and
support between indicators and objectives are no longer considered primarily based
on the experience of experts and are now expressed from facts portrayed in historical
results [6, 15]. Redundant indicators, for example, tend to be identified and eliminated
as they negatively impact the quality of analysis techniques, increase computational
complexity and lead to inefficiencies in the use of organizational resources [1, 3, 5].

In addition, business analytics techniques can provide a better understanding of
organizational dynamics by supporting data-driven decision-making processes that
can promote competitive gains not seen in other PMS approaches. Due to the knowl-
edge of the existing dynamics between several factors, it is possible to broaden the
usual focus of the PMSs, directed to the control of the strategy execution, in order
to contribute also in the definition phase of the same [6]. It is also noteworthy that
business analytics can be suitable for more and more dynamic environments and its
application can fill the gap observed in the research on PMS in such environments
[18].

Another important point to highlight is the potential of business analytics tools
to provide a more proactive character to actions arising from monitoring the content
present in PMSs, by predicting future performance from the historical results of the
indicators. Thus, one can effectively explore the mapping of relationships between
indicators and objectives, allowing process managers to anticipate the development
of measures that lead to the achievement of organizational strategy. Interpreting the
temporal effect of indicators on future results is a major business challenge that can
be faced with business analytics techniques [5].
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It is also relevant that the application of business analytics in the context of perfor-
mancemeasurement systems tends to contribute to their strategic aspect, which needs
to be further explored in order to broaden their scope that is still problem-oriented
to an operational level [19].

4 Conclusion

This paper presents a review of the literature on the use of quantitative methods in
performance measurement systems, mainly aimed at identifying key indicators and
their interdependent and supportive relationships with strategic objectives. Works
in this area can be divided into two broad strands, one encompassing operational
research andmanagementmethods and the other business analytics. Although studies
of the first group have contributed to improve the PMS implementation process,
subjectivity in some steps of the methods is still seen as an important challenge to
be addressed.

Given the potential of business analytics techniques to extract information directly
from historical data, which is now increasing in volume, there is an opportunity to
broaden their application in the process of selecting KPIs from relationships with
corporate objectives, as well as projecting future performance based on the results
already observed. It is suggested that new works address, via practical studies,
the application of these methods in different organizational contexts, using the
approaches to PMS already presented in the literature or also other business analytics
tools. It is believed that these works will contribute to fill the gap regarding the
lack of objectivity in the deployment of organizational objectives in PMSs and the
consequent limitation experienced in the implementation of these systems to support
decision-making processes, also helping to explore the potential for use of business
analytics methods in strategic activities.
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Use of DMAIC and Lean Six Sigma
to Reduce Body Defects in an Automotive
Factory

Sílvio Sérgio Silveira de Siqueira

Abstract The automotive industry is an important sector for the economy of Brazil.
In times of financial crisis, investments are scarce and companies must find cheap
alternatives to solve problems. Lean six sigma andDMAIC are tools that use statistics
and allow for quick problem detection and help engineers find inexpensive solutions
to the problem. The following research shows the use of these tools to reduce daily
defects in an automotive industry, following the methodology from the selection of
the problem to the confirmation of the effectiveness of the actions taken. The study
confirmed the effectiveness of the methodology because the number of defects was
reduced and no major financial investments were made to achieve the objective, and
reduced the rework cost.

Keywords DMAIC · Lean six sigma · Automotive

1 Introduction

The status of automobile industry in Brazil is a thermometer for measuring the
condition of economy. In 2016 Brazilian GDP had the biggest drop in 20 years [1]
at the same time in 2016. The volume of new vehicles sold in Brazil, reached its
lowest level in ten years [2]. In order to remain competitive, companies choose to
reduce costs in periods when the economy is shrinking. The defect ratio reduction is
important especially during times of economic crisis, when the automakers focuses
on economical production reducing losses due quality issues [3]. Also, the Lean
Manufacturing, and quality improvement [3] put up together evolves as Six Sigma,
this enables the improvement of performance towards, achieving quality standards
of product and process. The South of Rio de Janeiro state in Brazil, has 3 automakers
companies, this study seeks to reduce quality issues in an automaker in the body shop
area. At the same way, costs will be reduced by reducing rework due to improved
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quality. To active this goal the company will apply Six Sigma and DMAIC tool to
gain the most reducing body defects per unit. This study will check, step by step, the
DMAIC tool applied on Body Shop plant in a South of Rio de Janeiro state.

2 Objectives

• Improve body quality per units in, automotive vehicles in plant.
• Use DMAIC methodology to identify the main issue, measure current condition,

analyze current condition, advise engineers to take the best action and avoid
reoccurrence.

• Reduce the cost of rework by improving quality.

3 Methods

3.1 Six Sigma

Six sigma is an improvement methodology developed by Motorola in the 1980s,
focusing on the costumer. One advantages of six sigma, is that it allows to solve
problems accurately using statistical tools [4], as capability analysis, correlation
analysis and others. To achieve Six Sigma quality, a process produce no more than
3.4 defects per million of units [5, 6] define six sigma as an equitable management
strategy, which aims to increase companies profitability by improving the quality of
products and processes, then six sigma must be adopted with managerial support.
General electric adopted and endorsed six sigma from the legendaryCEOJackWelch.
The GE capital’s 1998 performance over than $300,000 million were generated in
net income from six sigma quality improvements.

3.2 DMAIC

DMAIC is a methodology that has a set of steps, namely, define (D), Measure (M),
Analyze (A), Improve (I), Control (C) [7, 8] (see Fig. 1).

Using the DMAIC tool, based on the six sigma methodology aims to outline the
improvement points in the operation [8, 9]:

Define—Who are the costumers, what is the problem?
Measure—How is the maintenance function measured and how is it performing?
Analyze—What is the root or the main cause of the problem?
Improve—How can we remove the cause of defects?
Control—How can we avoid the reoccurrence?
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Fig. 1 DMAIC cycle.
Source Adptation of Souza
Pinto et al. [8]

Using these concepts, it’s possible to find and solve themains problems of process,
for different companies and business.

3.3 Capability Analysis

Even the process has a normal distribution and is under statistical control, it’s possible
to find defective items. therefore, it is essential to assess whether the process is
capable of meeting the specifications established from the needs of the customers;
this evaluation is done by analyzing the capacity of the process, which is measured
by measuring the natural variability in relation to the established tolerances.

Cp index. The cp index, potential capacity of the process, considers that the
process is centered on the nominal specification. The Cp index could be seen on
Eq. (1):

Cp = USL − LSL

6σ
(1)

USL: Upper specified limit

LSL: Lower specified limit

σ : Process standard

This index relates the natural variability of the process in relation to the specifications,
the higher the Cp the more likely the process to meet the specifications [10]; A rule
to evaluate the index is the table of intervals with values of Table 1.

The Cp however does not consider the centralization of the process, being based
on the amplitude of the samples, and the amplitude of the specification intervals [10].
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Table 1 Reference intervals
for Cp analysis

Cp Items out of spec (PPM) Interpretation

Cp < 1.0 Over than 2700 Unable process

1.0 ≤ Cp < 1.33 64–2700 Acceptable process

Cp ≥ 1.33 <64 Capable process

Cpk index. As mentioned in this section, Cp just consider the amplitude of the
samples and amplitude of the tolerances, but not considers the centralization, it’s
means that if only the Cp is considered for analysis, wrong conclusions can be made.
A process can be stable but outside the specified limits. To avoid this type of error
proposed the Cpk index, that takes into account the distance from the process average
in relation to the specification [11]. This index could be seen on Eq. 2:

Cpk =
(
USL − μ

6σ

)
;
(
USL − μ

6σ

)
(2)

USL: Upper specified limit

LSL: Lower specified limit

μ: Process average

σ : Process standard deviation
The correct Cpk is the smallest value between the two presented equations if the

process is correct centralized Cp = Cpk or a similar value. In capability analysis is
usual use Cp index together the Cpk index, and the interpretation of Cpk is the same
as Cp, which is seen in Table 1.

4 Results

4.1 Define

The company has a KPI to monitor body quality in defects per unit (dpu). As a
defining step, the pareto diagram is used to identify the item with the greatest impact
on total defects (see Fig. 2).

As can be seen in Fig. 2, the main issue is Kicks Hood Gap. It’s concluded, using
the DMAIC methodology, that the problem to be solve is the hood gap, also this
kind of concern is classified as an assembly concern. In the company’s definition,
this item is considered an assembly concern.

Hood gap. Hood gap is a problem of body geometry, this is a type of problem
that a costumer detects when looking at the vehicle without a technical knowledge,
it’s noticed that vehicle outside of geometry has an “ugly” aspect. In this study, gap
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Fig. 2 DPU pareto chart. Source Author’s own

Fig. 3 Hood gap. Source Author’s own

concern is the difference in distances between the hood x left fender and hood x
right fender, the description can be seen using a body with problem as example (see
Fig. 3).

In this example, the distance between the hood against left fender is 6.0 mm, the
distance between hood and right fender is 3.0 mm. The nominal value is 3.5 mm, a
gap greater than 4.5 mm or less than 2.5 mm is considered a defect.

4.2 Measure

Quality inspectors on the production line judge vehicles as ok or not ok, using a go
no go gauge. This means that there is no measurement record for the vehicles. In
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order to know the condition of the vehicles using Lean Six Sigma, measurements
of 100 vehicle samples were collected on the final line. The results of the statistical
analysis of sample capacity (see Fig. 4).

The assembly of hood and fenders are manual process, with many variables, and
have no impact on vehicle safety, so for this process the company has an acceptable
capability greater than 1.0. In the graphs it’s possible to see a lot of variations in the
process. The Cp for gap in both sides was less than 1.0. However, this values are for
vehicle condition, to confirm if this is a problem caused by the body or caused by
another shop (assembly or paint), it is necessary to measure body condition before
delivery to Paint Shop. The results could be seen (Fig. 5).

Fig. 4 Capability analysis gap hood x right/left fender on vehicle. Source Author’s own

Fig. 5 Capability analysis gap hood x fender right/left side on body. Source Author’s own
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4.3 Analyze

In the analyze step, the Ishikawa diagramwas applied to evaluate all process variables
(see Fig. 6).

The cause and effect diagram show the main factors that can generate gap in hood
and fenders. The items that have borders in red are the potential items that should
be analyzed. In material there is the hinge hood (dobradiça) the articulated part that
supports and opens the hood, in manpower has the execution of the activity by the
operator (Seguimento de padrão), the machine factor has the hood assembly device
(jig de montagem do capot), and method has the quality check (check de qualidade),
that is not cause of concern, but it’s cause of outflow. After confirm the hood, fender
and body geometry using a laser measurement system (VTS system) the result was
ok.As next stepwasmeasure hood position during body assembly usingVTS system.
This equipment uses a laser technology that can confirm the position of vehicle parts
on a three-dimensional plane compared to design condition. The analysis continues
for hood assembly measurement in four points ten times, the points could be seen in
Fig. 5. The average of measurement could be seen on (Figs. 7, 8, 9, 10 and 11).

The points 1, 2, 3 and 4 are the measurement points by VTS. The graphics show
the position of the hood, in millimeters. Each point has its own graph, the blue line
shows the position on the x coordinate and the orange line the y coordinate, the
first position shows hood position in assembly device, the second position shows
hood position after tight hood and disassembly hood device. It’s possible to see no
variation, it’s means that the device is correctly calibrated. In the second position
it’s possible see in all points that hood move some millimeters. The study concludes

Fig. 6 Ishikawa diagram. Source Author’s own
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Fig. 7 Hood measurement
points. Source Author’s own

Fig. 8 POINT 1. Source
Author’s own

Fig. 9 POINT 4. Source
Author’s own

Fig. 10 POINT 2. Source
Author’s own

Fig. 11 POINT 3. Source
Author’s own
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that hood is moving after tight. This is the main point of the concern, after found
the main issue the study to evaluate the root cause of this concern. Analyzing the
situation, the hood hinge could not support hood weight. The hinge was so far from
device’s attachment, causing hinge and hole misalignment (see Fig. 12).

Figure 12 shows the fixing hole obstructed by hinge, the study detect that oper-
ators always push hinge during bolt tight, this movement cause a tension in hinge,
and after disassembly hood device, the hood could move for any direction, causing
misalignment.

4.4 Improve

Analyzing the situation, the hood hinge could not support hood weight because all
device attachments are so far from hinge fixing point, and the hinge support bend
by hood weight causing hole misalignment during assembly, is possible to see the
assembly device drawing (see Fig. 13).

Fig. 12 Hinge bending.
Source Author’s own

Fig. 13 Hood assembly
device. Source Author’s own
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The yellow arrow on (Fig. 13) shows hinge contact point with hood and body,
the squares represent the attachments that should support hood weight, is possible
to see all attachments so far from hinge, the best solution at low cost is to put an
attachment touching hinge to support the weight of hood and do not let the hinge
twist, that drawing could be seen on (Fig. 14) and the device modified could be seen
on (Fig. 15).

Fig. 14 Device drawing
after modification. Source
Author’s own

Fig. 15 Hood device after
modification. Source
Author’s own
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4.5 Control

After adopt the counter measure, the next step is to control the DPU and monitoring
assembly condition to avoid the recurrence. It was adopted a control chart to operator
always check the hood assembly device every beginning of shift, the operator must
put device in a measurement table and confirm there is no bends or broken parts.
The results of countermeasure were confirmed by a capability analysis, using same
methodology as the step “Measure”, the results for vehicle could be seen on (Fig. 16)
and for Body could be seen on (Fig. 17).

It’s possible to see in the Figs. 16 and 17, Cp and Cpk is over than 1,0 in all
graphs, except for the Body right side gap. Perhaps, the cp is equal 1,22, a small
adjustment in fender assembly device could centralize hood. The reason of a better
Cpk for vehicle is the adjust operation, when operator at vehicle line easy can fix
hood or fender if Cp has a good condition and Cpk it’s near than a good condition.
After adopt all countermeasure and daily check for devices, the Hood gap x fender
dpu was checked over 10 weeks (see Fig. 18).

In the first week the dpu reduce from 0,83 to 0,064, some vehicles that body was
produce before countermeasure still in the process and this impact a the dpu in the
first week, it’s possible to see through the week the dpu for hood gap tending to zero,

Fig. 16 Vehicle hood gap x fender left and right side. Source Author’s own

Fig. 17 Body hood gap x fender Left and right side. Source Author’s own
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Fig. 18 Hood gap dpu in 10 weeks. Source Author’s own

the value only did not reach zero, as this defect can be generated by other causes
besides the twisting of the hinge, perhaps with a low impact on the total of the dphu.

5 Conclusion

After applied the DMAIC tools, the DPU result decrease, and the rework on hood
gap stopped, only new activity that was created was the jigs daily check before
start shift. Company’s directors assessment of the use of DMAIC was positive. The
capability analysis allows to know the stability of the process and indicated in which
area the studies should focus. The company saves costs by analyzing and adopting
actions in process that are already stable. After the actions the capability analysis
allows to measure the effectiveness of the actions and if the process will be stable
during this period Compared with other methods for solving process issues, DMAIC
proved to be more effective, as it is a method of linear analysis so that problem is
identified, measured, analyzed and treated. Other methods used previously, skipped
steps measure and analyzing, going directly to the countermeasure, not solving the
problem definitively and with high cost, or solving with several actions but without
now being sure what the definitive action really was. As could be seen the dpu
index for hood gap decreased from 0.83 to 0.004 in ten weeks, the expected savings
generated by the reduction of rework on the hood and fenders is 44,815 Brazilian
reais. The Lean Six Sigma and the DMAIC if correct applied, can generate big
savings for companies in the automotive area.
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PROMETHEE-SAPEVO-M1 a Hybrid
Modeling Proposal: Multicriteria
Evaluation of Drones for Use in Naval
Warfare
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and Jonathas Vinícius Gonzaga Alves Araujo

Abstract Regarding the theme of naval warfare and its needs when addressing the
use of tools and instruments for its enhancement, this study aims to present a case
based on the need of the Brazilian Navy to carry out a possible acquisition of a
Remotely Piloted Aircraft System for use in naval warfare. It was proposed the
new hybrid modeling PROMETHEE-SAPEVO-M1, based in Multicriteria Decision
Methods, as a methodology and for the decision analysis of this case, which allows
a detailed assessment with not only qualitative data, but also quantitative data in
the case, a structured format for evaluating and obtaining weights for the criteria,
and three integrated models of results analysis. In addition to the proposed method, a
computational tool developed in the Python language was used to assist the decision-
making agent in the process of analyzing and evaluating the aircraft regarding the
required criteria. The proposed method proves to be effective and legitimate because
through it is possible to evaluate data of different natures in an equivalent evaluation
format, generate weights and have three models of results analysis, providing to the
Brazilian Navy a complete, robust and integral analysis with attention to details of
the most favorable remotely piloted aircraft in the naval warfare.

Keywords Drones · Remotely piloted aircraft system · Multicriteria decision
aiding
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1 Introduction

The Remotely Piloted Aircraft (RPA), also known as a ‘drone’, has been arousing
interest for its numerous and varied applications. Initially considered only as a flying
device with limited resources, currently the RPAs present in their systems more
elaborate resources and technologies, enabling their use in civil and military scope,
as in naval warfare operations [1].

The technological advance of the last years allowed the improvement of these
types of equipment. The inclusions of technological devices, such as sensors, radars,
cameras, and armament, have expanded their applications. In the naval warfare oper-
ations, the RPAs are employed in logistics, surveillance, sensing, reconnaissance and
combat support operations [1].

Numerous are the equipment models developed by companies of technological
renown, with the most varied system specification [2]. The RPA application must
consider a system of equipment, so a RPAS (Remotely Piloted Aircraft System)
consists of the integration of four subsystems, they are: the aircraft, payload (sensors
and armament), control station and communication devices [3].

For the employment of the RPAs in naval warfare, we must consider a set of
criteria and some variables that influence the choice of the most favorable system,
as an example: velocity, range, weight, autonomy, devices, etc. By the application of
methods and algorithms presented in the Operational Research (OR), it is possible
to solve real problems present in different areas of human activity [4]. Regarding
this case, the application of Multiple Criteria Decision Methods (MCDM) in the
structuring problem, would enable the Brazilian Navy a robust analysis regarding
which is the most favorable RPA for using in the naval operations [1].

The multicriteria methods can be understood as techniques that enable the struc-
turing and analysis of complex evaluation problems in a transparent manner, with the
introduction of quantitative and qualitative criteria, in specific cases, with trade-offs
between them [5]. In a MCDM it is necessary that the modeling allows the subjec-
tivity of the evaluation, where the fundamental problem of multicriteria analysis
is the association of preference relations (subjectivity) between the criteria in the
decision process [6].

These methods support a decision making process, considering various aspects of
evaluation, such as technical, socioeconomic, and environmental at operational and
strategic levels for decision making [7]. It is noteworthy that the methods present
in the MCDM do not aim to present a definitive solution and solve all kinds of
problems, but to support the decision process meeting the requested constraints,
within an analyzed context [8].

Related for quantitative decision analysis, the method of French School
PROMETHEE (Preference Ranking Organization Method for Enrichment Evalu-
ations), proposed by Brans et al. [9], is related to the hierarchical relation models,
where the preferential order of the variable of each criterion analyzed is normal-
ized by a preference function. The decision maker should indicate the information
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between each criterion, as which one must be maximized or minimized, and which
preference function needs to be applied in each criterion [10].

Enabling an analysis with qualitative and quantitative data allowing by ordinal
inputs, the method SAPEVO-M (Simple Aggregation of Preferences Expressed by
Ordinal Vectors—Multi Decision Makers), evolution of original SAPEVO [11],
designed to problematics that aim to clarify the decision by the grouping of actions
in equivalents classes, ordering to the preferences of the decision maker.

1.1 Questions and Objectives

This paper aims to present a hybrid modeling composed of the PROMETHEE and
SAPEVO-M methods, enabling a decision analysis composed of data with different
natures. A model of result with three different analysis formats is also implemented,
providing a methodology that allows the decision maker a sensitivity analysis,
comparing the results, bringing gains for a robust analysis.

To enable effective implementation of the method to the study in analysis, a
computational tool was developed, supporting the evaluation of the data in the given
case, serving as a basis for the Brazilian Navy in the evaluation of the RPAs to the
naval warfare operations.

After the paper introduction, Section 2 will present the axiomatic structure of
the new modeling, named PROMETHEE-SAPEVO-M1. Section 3 will present an
implementation of the modeling in a case study intended to a multicriteria evaluation
based on the analysis of drones for use in naval warfare by the Brazilian Navy.
Section 4 concludes the work, presenting the gains of the new method, and proposal
for future works.

2 PROMETHEE-SAPEVO-M1

The modeling is based on a basic structure of the PROMETHEE method, with the
insertion of technics present in the SAPEVO-Mmethod, which enables an evaluation
with qualitative and quantitative data. Considering a mono decision maker method
will be added a new way of weight set to the evaluation criteria.

The method works in steps, being the first used to structuring problems, defining
the number of alternatives, qualitative and quantitative criteria of evaluation.
Following the process, the alternatives firstly will be evaluated in the qualitative
criteria and then in the quantitative criteria. The quantitative analysis will be worked
as the basic structure of the PROMETHEE method, the following steps are the
weights set to the respective criteria and the obtaining of outranking flows to results
analysis.
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The evaluation process is structured in a matrix (Criterion x Alternative),
considering a set of alternatives A, where ai A, i = 1, …, n, evaluating in a set
of qualitative criteria h, h = 1,… L, and a set of quantitative criteria j, j = 1, … k.

Alternatives

Criteria a1 a2 a3 … an

h1 a11 a21 a31 … an1

hL a1L a2L a3L … anL

j1 a11 a21 a31 … an1

jk a1k a2k a3k … anK

2.1 Qualitative Evaluation

The evaluation will be performed concerning qualitative criteria h, h = 1,… L. The
process is characterized by a comparative analysis between the alternatives from set
A to each criterion from set h. The analysis is based on the preference evaluation
present on an importance scale, Table 1.

For eachqualitative criterion evaluated, it is obtained a comparisonmatrix between
the elements belonging to the set A. By the equations, the values are normalized (1),
obtaining an importance degree of that alternative in a specific criterion.

υ = ai j − minai j
maxai j − minai j

(1)

Obtained the importance values of alternatives, they are submitted to a maxi-
mization evaluation Pj (a1, a2) = P(x) = P[ f (a1) − f (a2)]. With a new matrix,
the values are normalized by a function with linear variation (2), then is obtained a
normalized matrix for each criterion from set h.

P(x) =
{
x/r x ≤ r
1 x > r

(2)

Table 1 Importance scale Absolutely worse −3

Much worse −2

Worst −1

Equivalent 0

Best 1

Much better 2

Absolutely better 3
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Table 2 Preference functions

Type P(x) Parameters Type P(x) Parameters

Usual P(x) ={
0 x = 0

1 x > 0

– Level

P(x)

⎧⎪⎪⎨
⎪⎪⎩
0 x ≤ q

1
/
2 q < x < p

1 x > p

q, p

U-shape P(x) ={
0 x ≤ q

1 x > q

q V-shape I P(x) =⎧⎪⎪⎨
⎪⎪⎩
0 x ≤ q
x−q
p−q q < x ≤ p

1 x > p

q, p

V-shape P(x) ={
x
/
p x ≤ q

1 x > p

p Gaussian P(x) ={
0 x ≤ 0

1 − e−x2
/
2s2 x ≥ 0

s

Adapted from [12]

2.2 Quantitative Evaluation

Evaluation of alternatives regarding the quantitative criteria j, j = 1, … k. In
this step, the analysis structure from the PROMETHEE method maintained in its
basic modeling. For each quantitative criterion, it is necessary to specify a general
preference function (Pj: A x A → [0,1]).

Comparing the alternatives a1 and a2 of set A, the function Pj (a1, a2) = P(x) =
P[ f (a1) − f (a2)] represents the preference degree of a1 in relation to a2 according
to the criterion j. When the criterion needs to be maximized, uses x = f (a1)−f (a2)
to define a preference function. If it is necessary to minimize the criterion, x =
f (a2)−f (a1) is used as preference function.

Six types of preference functions (Table 2) have been proposed to normalize the
values obtained from the differences between the alternatives [12]. The functions
have parameters strict preference (p) and indifference (q).

2.3 Weights

Considering a mono decision maker analysis, the evaluation SAPEVO-M1 will
consider the qualitative and quantitative criteria in one set j, j = 1, …, L + k. Using
the importance scale, Table 1, it will be obtained how important a certain criterion
is in relation to the other from the set. In SAPEVO-M1 a maximum and minimum
possible sum value is considered within criteria set j.
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Themaximum sum is obtained by x = ( n− 1). 3, representing the highest possible
sum value within that assessment. As closer a criterion is to maximum sum, greater
will be its dominance in the set.

The minimum sum is obtained by x = ( n − 1). −3, representing the lowest
possible sum value within that assessment. As lower be the value and its closer to
the minimum sum, the criterion will represent a little importance in the set.

The values obtained in the evaluation will be normalized by Eq. (3). After the
normalization, the sum of degrees obtained will be equivalent to 1 and the points
will be weighted according to their respective criteria.

υ = ai j − (maxsum)

(maxsum) − (minsum)
(3)

Obtained the normalization matrices and weights, the global preference index π

(a1, a2) will be calculated for each pair compared, indicating the preference degree
of alternative a1 over a2, considering the weights assigned to each criterion, where
(4):

π(a1, a2) =
n∑
j=1

a j Pj (a1, a2) (4)

2.4 Partial Pre-ordering

Using the positive outranking flows (5), characterized by the dominance level of
a1 over all other alternatives from the set, and the negative outranking flows (6),
representing the dominance level of all alternatives over a1, it is possible to obtain a
partial pre-ordering evaluation, where:

Φ+(a1) = 1

n − 1
.

n∑
x∈A

π(a1, x) (5)

Φ−(a1) = 1

n − 1
.

n∑
x∈A

π(x, a1) (6)

• a1 is preferable to a2 (a1Pa2) if

⎧⎨
⎩

Φ+(a1) > Φ+(a2)andΦ−(a1) < Φ−(a2)
Φ+(a1) = Φ+(a2)andΦ−(a1) < Φ−(a2)
Φ+(a1) > Φ+(a2)andΦ−(a1) = Φ−(a2)

• a1 is indifferent to a2 (a1Ia2) if Φ+(a1) = Φ+(a2)andΦ−(a1) = Φ−(a2)

• a1 is incompatible to a2 (a1Ra2) if

{
Φ+(a1) > Φ+(a2)andΦ−(a1) > Φ−(a2)
Φ+(a1) < Φ+(a2)andΦ−(a1) < Φ−(a2)
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2.5 Total Pre-ordering

The evaluation consists of the using of preference (p) and indifference (i) relations,
utilizing the net outrankingflowsobtained by theEq. (7), enabling a total pre-ordering
evaluation.

Φ(a1) = Φ+(a1) − Φ−(a1) (7)

• a1 is preferable to a2 (a1Pa2) if Φ(a1) > Φ(a2)
• a1 is indifferent to a2 (a1Ia2) if Φ(a1) = Φ(a2)

2.6 Pre-ordering by Intervals

For each alternative a1, by a standard error value, an interval [x(a1), y(a1)] is generated
(8), defining a total pre-ordering of intervals, where:

{
xa1 = Φ̄(a1) − ασa1

ya1 = Φ̄(a1) + ασa1
(8)

• a1 is preferable to a2 (a1Pa2) if xa1 > ya2• a1 is indifferent to a2 (a1Ia2) if xa1 ≤ ya2andxa2 ≤ ya1

Simplifying,
[
xa1 , ya1

]
is an interval where the center is the net flow average

and the proportional length to the standard error obtained by the distribution of the
numbers π(a1, a2) − π(a2, a1).

3 Case Study

For the application of the proposed modeling in the case study, six RPAS (Table 3)
are evaluated. For the study was analyzed a set of critical variables that directly
influence the application of aircraft in operations of surveillance, sensing, logistics,
reconnaissance, and combat.

Considering the presence of criteria with different natures, the PROMETHEE-
SAPEVO-M1 hybrid modeling will enable a decision analysis with data of qual-
itative and quantitative origin. The method will also allow the Brazilian Navy to
obtain, in a structured way, the respective weights and amounts for each criterion.
As presented in Table 4, were evaluated, under a set of 14 criteria, five qualitative
and nine quantitative.

The software developed follows the axiomatic structure of the PROMETHEE-
SAPEVO-M1method, step by step. As exposed in Fig. 1, firstly is defined and named
the alternatives and criteria. Starting the qualitative evaluation, the alternatives are
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Table 3 RPA to evaluation

RPA Company Figure

Hermes 900 Ael

Skeldar V-200 M Saab

Camcopter S-100 Schiebel

Tanan 300 Cassidian

Pelicano Indra

Scan Eagle Insitu

Table 4 RPA evaluation matrix

Hermes 900 Skeldar
V-200 M

Camcopter
S-100

Tanan 300 Pelicano Scan Eagle

Wing type Fixed Rotary Rotary Rotary Rotary Fixed

Takeoff model Runway Base Base Base Base Catapult

Sensor integration Yes Yes Yes Yes Yes Yes

Weapon
integration

No No Yes yes Yes No

Autonomous
flight function

Yes Yes Yes No Yes No

Maximum speed
(Km/h)

220 150 222 150 185 148

Cruising speed
(Km/h)

112 100 102 100 90 110

Range (Km) Unlimited 200 200 180 100 100

Autonomy (h) 36 5 6 8 6 24

Altitude (ft) 30,000 9,842 18,000 13,000 11,800 19,500

Maximum takeoff
weight (Kg)

1180 235 200 350 200 22

Propeller/wing
extension (m)

15 4.6 3.4 6.3 3.3 3.11

Length (m) 8.3 4 3.11 5.2 4 1.71

Payload capacity
(kg)

350 40 50 80 30 3.4
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Fig. 1 Entry data and qualitative evaluation (Software PROMETHEE-SAPEVO-M1)

evaluated pairwise, at the end of the evaluation, it is generated a normalized matrix
with the preference degrees for each alternative in a specific qualitative criterion.

As stated in Sect. 2.2, themethod performs a quantitative evaluation, it is requested
to the decision maker the numeric values respective to each alternative in the crite-
rion. With the data entered, the software prompts specify which quantitative crite-
rion must be maximized or minimized and indicate which function will be used for
normalization along with its parameters, Table 5 exposes this information.

The next step is intended to the obtaining of weights, representing the importance
of each criterion in the given case. According to Sect. 2.3, it is realized a pairwise
evaluation, the matrix obtained is exposed to Table 6, representing the relation of
importance between the criteria of the case study.

Table 5 Functions for quantitative evaluation

Function Function type Indifference (q) Preference (p)

Maximum speed (Km/h) Maximize V-shape – 30

Cruising speed (Km/h) Maximize V-shape – 20

Range (Km) Maximize V-shape – 50

Autonomy (h) Maximize V-shape I 1 2

Altitude (ft) Maximize V-shape I 1000 3000

Maximum takeoff weight (Kg) Minimize V-shape – 50

Propeller/wing extension (m) Minimize V-shape I 0.5 1

Length (m) Minimize V-shape I 1 2

Payload capacity (kg) Maximize V-shape – 30
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Table 6 Criteria comparison evaluation
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Wing type 0 -3 -3 -3 -3 -2 -2 -3 -3 -3 -1 0 0 -3 
Takeoff model 3 0 1 1 0 1 1 0 2 0 3 3 3 1 

Sensor integration 3 -1 0 1 1 3 3 3 3 3 3 3 3 2 
Weapon integration 3 -1 -1 0 -2 1 1 -1 1 1 2 3 3 2 

Autonomous flight function 3 0 -1 2 0 3 3 3 3 3 3 3 3 2 
Maximum speed 2 -1 -3 -1 -3 0 -2 -1 -1 -1 0 2 2 -2 
Cruising speed 2 -1 -3 -1 -3 2 0 1 0 1 2 3 3 0 

Range 3 0 -3 1 -3 1 -1 0 0 0 3 3 3 1 
Autonomy 3 -2 -3 -1 -3 1 0 0 0 0 1 2 2 -1 

Altitude 3 0 -3 -1 -3 1 -1 0 0 0 1 2 2 -1 
Maximum takeoff weight 1 -3 -3 -2 -3 0 -2 -3 -1 -1 0 0 0 -2 
Propeller / wing extension 0 -3 -3 -3 -3 -2 -3 -3 -2 -2 0 0 0 -3 

Length 0 -3 -3 -3 -3 -2 -3 -3 -2 -2 0 0 0 -3 
Payload Capacity 3 -1 -2 -2 -2 2 0 1 1 1 2 3 3 0 

Importance Scale
Absolutely worse -3

Much worse -2 
Worst -1

Equivalent 0
Best 1

Much better 2
Absolutely better 3

Table 7 Criteria weights Criteria Weight Criteria Weight

Wing type 0.018 Range 0.086

Takeoff model 0.106 Autonomy 0.070

Sensor integration 0.126 Altitude 0.071

Weapon integration 0.093 Maximum takeoff
weight

0.037

Autonomous flight
function

0.126 Propeller/wing
extension

0.022

Maximum speed 0.055 Length 0.022

Cruising speed 0.082 Payload capacity 0.084

The next step is intended to the obtaining of weights, representing the importance
of each criterion in the given case. According to Sect. 2.3, it is realized a pairwise
evaluation, the matrix obtained is exposed to Table 6, representing the relation of
importance between the criteria of the case study (Table 7).
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With the weights obtained, it is calculated the global preference index and by the
positive, negative, and net outranking flows, it is possible to analyze the dominance
degree of each RPA to the other in the set. In Table 8 is presented the values of flows,
respective to each alternative.

With the flows, it is possible to obtain the partial and total pre-ordering, along
with the evaluation by intervals. In Fig. 2 is exposed to three charts, generated by the
computational tool, showing the results in three different ways of analysis.

In the partial pre-ordering chart, the alternative most favorable is the RPA
Camcopter S-100 and Hermes 900, where they obtained an incomparability rela-
tion among themselves, however, concerning the others, both are preferable. In the
graphic, the preference relation is characterized by the cross of the lines, generated
by the positive and negative flows.

The second analysis, total pre-ordering evaluation, it is presented a preference
ordering from the most favorable alternative to the least favorable. The analysis is
generated by the net outranking flows, how higher it is the value obtained, more
favorable is the alternative. In the case study, the RPA Camcopter S-100 and Hermes

Table 8 Preference flows RPA Positive Negative Net

Hermes 900 0.162 0.088 0.074

Skeldar V-200 M 0.068 0.106 −0.038

Camcopter S-100 0.129 0.048 0.081

Tanan 300 0.101 0.117 −0.016

Pelicano 0.084 0.107 −0.023

Scan Eagle 0.078 0.156 −0.078

Fig. 2 Evaluations charts (Software PROMETHEE-SAPEVO-M1)



392 M. Â. L. Moreira et al.

900 obtained the best degrees, however, the alternative Camcopter presented a small
advantage concerning Hermes, thus being classified as the most favorable RPA on
evaluation.

In the third analysis format, it was obtained a standard error of 0.026, this value
enables the creation of an interval by the values of upper and lower limits. In this
evaluation, the alternatives with the best ratings, Camcopter S-100 and Hermes 900
become indifferent to each other and both are preferable over the other in the set.
A greater advantage of this analysis model is to know if one alternative is really
superior to another.

Considering all evaluations exposed, it is clear to understand which aircraft it is
more favorable for applying, however, it is also possible to recognize an option that
was not favorable in any evaluation model. The three analysis models bring gains for
decision making, enabling a sensitivity analysis, and providing security for the final
decision.

4 Conclusion

The proposed study aimed to present a real case where the application of a multi-
criteria method enabled a high impact evaluation for the Brazilian Navy. The hybrid
method presented, PROMETHEE-SAPEVO-M1, proves to be efficient and effec-
tive at the moment that enables evaluate data with different natures in an equivalent
analysis.

The proposed modeling presents it robust handing a weight set in a structured
form, enabling the decision maker to exposes his preference between the criteria
in a transparent manner. The inclusion of three models of results analysis based on
different models of preference ordering, provides to the decision maker a sensitivity
analysis comparing the obtained results in a given case, enabling recognize the most
favorable alternative with security in the decision.

The tool developed for implementation of the method, offers a significant gain
regarding the model application, guiding the user during the process of entering data
and the evaluation of alternatives in the criteria set. The software presented can be
applied in different contexts of decision analysis with multiple criteria evaluations,
enabling a robust analysis by scripts and graphic models of results.

Regarding the Brazilian Navy, this paper is expected to support the military orga-
nization in a decision analysis related to which are the most favorable RPA for
application in the naval warfare operations.

As a proposal for future works, it is intended to be applying the PROMETHEE-
SAPEVO-M1 method in other cases of multicriteria decision analysis, in a search
of identifying points of improvement in the modeling or new technics to integrate,
gaining more robust in the new multicriteria decision method.
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Application of Statistical Process Control
in Painting Office Supplies

Eduardo da Silva Fernandes, Gabriela Belotti, Gustavo Henrique Ceni,
Carla Schwengber ten Caten, and Verônica Maurer Tabim

Abstract In recent years, many areas of the industrial sector have experienced fast
technological advances and, therefore, have required even more specific tools to
control and evaluate their production processes. Statistical Process Control (SPC)
is one of the most powerful tools developed to help in effective quality control.
Through the control charts, deviations of representative parameters of the process
can be detected, reducing the amount of products out of specifications and thereby
production costs. This paper aims to use SPC to analyze the variability and stability
of a painting process in an office supplies industry. The tools used were the mean and
range control charts and the capability analysis. The data were collected taking into
account the sequences that make up the paint application process, seeking to offer
an improvement in the quality levels of this process to reduce production costs. The
results found are of great importance for the company, as control limits that have
been established and will allow the process monitoring. In cases where the analysis
diagnosed the process remaining out of control, it was necessary to study its causes
of variability.
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1 Introduction

The intense competitiveness and the trade barriers reductionwith the creation of large
economic blocks are the main reasons for changes in the quality and productivity
sectors of the organizations [1]. In the face of this increasingly competitive market,
companies have been looking for different alternatives to reduce production costs,
increase the quality of processes, eliminate waste and reduce the variability of their
processes [2].

In this way, statistical tools have come to be valued as extremely important means
in the development of organizations and for their strategic alignment [3]. One of
these statistical tools is Six Sigma, originated in the 1980s at Motorola, aiming to
use real data in solving complex problems in organizations and identifying the root
cause, the solution and its statistical control [4]. Six Sigma is also one of the main
tools of Statistical Process Control (SPC).

Thus, this paper aims to analyze the variability and stability of a painting process
in an office supplies industry. For this purpose, Statistical Process Control was used,
more specifically the mean and range control charts and the capability analysis.

The theoretical background related to this work is presented in Sect. 2. Next,
the methodological procedures are presented. The empirical results are presented in
Sect. 4. Finally, the final conclusions are presented in Sect. 5.

2 Six Sigma

According to Allen [5], Six Sigma is a tool that aims to eliminate defects arising
from the production processes. There are two approaches to applying Six Sigma:
(i) strategic, and (ii) statistics. The strategic approach is related to a comprehen-
sive perception of the process by which a respective strategy is being implemented,
seeking continuous improvement of business performance, boosting the competi-
tive potential of organizations due to improvements in the quality of processes and
products [6].

If the statistical approach is the focus, the quantification of variation is prioritized,
which is done in quantities of standard deviations associated with a random variable
of interest in the study of a critical process [6]. This statistical approach not only
improves quality, but also enables an increase in organizational performance as a
whole.

Six Sigma also uses a set of tools that are applied within a simple improvement
model known as DMAIC, which means Define-Measure-Analyze-Increase-Control
[7]. These steps can be characterized as follows:

Define: Improvement goals are defined,whichwill be the organization’s strategies,
such as reaching a larger market share or returns on investments

Measure: the results of the existing system are measured, that is, it is necessary
to create valid and reliable metrics to help control improvements before a starting
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point. In this case, it is interesting to use an exploratory and descriptive analysis to
better understand the data;

Analyze: the means of how to reach the set goals is analyzed using statistical tools
to guide the analysis;

Incremental: in this step, improvements are made to the system, incrementing
new techniques and seeking to optimize processes in order to become cheaper and
more effective;

Control: after all the others have already been applied, it is necessary to control the
new system and be aware of new improvements with the possibility of application.

3 Methodology

This research can be classified according to the approach as being quantitative.
According to the objectives, this research can be classified as being descriptive.
Finally, based on the technical procedures used, it is possible to classify this research
as a research-action, as it consists of action to solve a problem [8].

The present work aims to analyze the variability and stability of the painting
process in an office supplies industry. Other information about the company cannot
be provided for reasons of confidentiality. Like several other companies in the current
market, it seeks to optimize its processes in order to reduce costs and improve the
products quality. As the company has a QualityManagement System, the application
of the Six Sigma methodology as an improvement technique can be a viable instru-
ment. In this way, the company seeks to update itself in quality control strategies by
applying Statistical Process Control in the painting parts area.

Currently, the painting process is carried out in a continuous powder painting line
and takes place in six steps: initially the parts are placed on an overhead conveyor,
undergo a preparation bath for painting in a spray wash booth. After that, its moisture
is removed in the drying oven, the paint is applied to the parts in the powder painting
booth with spray, the curing of the paint applied to the parts in the polymerization
oven occurs, and finally, the parts are removed by hand from the air carrier.

3.1 Problem Description

After the painting process, it was detected through a routine inspection that parts
painted with the black micro-textured paint of the Interpon 600 line were outside
the thickness standard for such surface finish as specified by the manufacturer. Until
the present study, no part was rejected when using such a measurement, only visual
finishing criteria were used. Taking into account the importance of painting the parts
for their durability and for the company’s reputation, it was deemed essential by the
company’s factory management to assess the stability of the process.
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3.2 Experiment Description

The present experiment aims to characterize the stability of the painting process
with the microtextured black ink of the Interpon 600 line. According to the operators
involved in the painting process, the variation described in the present work was due
to the variation in the thickness of the steel sheets. The process is believed to be
optimized for thicker carbon steel sheets.

In this way, it was selected the part of less thickness currently painted with the
paint in question, internal code 15497, whose base material is 1.2 mm thick SAE
1010 carbon steel and the thickest part currently painted with paint, internal code
15494 whose base material is 6.35 mm thick 1010 carbon steel. With this, we seek
to evaluate the stability of the process itself.

3.3 Data Collect

Together with the company’s quality sector, six points of interest were defined in the
parts to be evaluated. For part code 15497, the points are shown in Fig. 1, while for
part code 15494, the points are shown in Fig. 2.

For the measurement of the paint layer at the specified points, a layer thickness
meter from the manufacturer Mitutoyo, model Digi-Derm, was used. The data were

Fig. 1 View of part 15497
checkpoints
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Fig. 2 View from the sides
of part 15494

collected on May 21, 2018, in the morning, with an ambient temperature of 7 °C.
The thickness data for the determined points were collected for 30 parts for part code
15497 and 30 parts for part code 15494, see Tables 1 and 2.

For data analysis, mean and range control chart and capability analysis were used.
Minitab software was used to plot these and to calculate the control limits.

4 Results

For part code 15497, the control chart was plotted for themean and amplitude, shown
in Fig. 3.

For the part code 15494, the control chart for mean and range was plotted and is
shown in the Fig. 4.

By analyzing the charts shown in Figs. 3 and 4, it can be seen that the data collected
are within the control limits, which in turn are less than the value of 0.060 mm
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Table 1 Thickness data collected on parts of code 15497

Sample Paint layer thickness (mm)

Point A Point B Point C Point D Point E Point F

1 0.073 0.043 0.043 0.072 0.073 0.069

2 0.056 0.043 0.054 0.045 0.073 0.075

3 0.049 0.050 0.056 0.051 0.067 0.080

4 0.078 0.051 0.053 0.046 0.046 0.053

5 0.054 0.047 0.052 0.044 0.049 0.048

6 0.049 0.038 0.039 0.057 0.080 0.054

7 0.050 0.051 0.077 0.055 0.075 0.070

8 0.050 0.054 0.068 0.065 0.079 0.072

9 0.048 0.046 0.048 0.046 0.056 0.072

10 0.054 0.045 0.037 0.055 0.055 0.050

11 0.055 0.047 0.072 0.042 0.043 0.038

12 0.042 0.037 0.040 0.051 0.067 0.049

13 0.044 0.041 0.044 0.070 0.074 0.056

14 0.056 0.046 0.043 0.054 0.069 0.058

15 0.056 0.052 0.071 0.051 0.042 0.038

16 0.044 0.050 0.046 0.075 0.082 0.077

17 0.043 0.038 0.049 0.046 0.068 0.074

18 0.074 0.071 0.083 0.046 0.043 0.042

19 0.050 0.055 0.057 0.072 0.087 0.081

20 0.045 0.040 0.042 0.069 0.080 0.055

21 0.070 0.042 0.066 0.075 0.076 0.073

22 0.050 0.043 0.051 0.052 0.057 0.079

23 0.090 0.071 0.072 0.047 0.038 0.042

24 0.056 0.039 0.043 0.072 0.068 0.083

25 0.047 0.041 0.049 0.066 0.069 0.067

26 0.037 0.038 0.045 0.069 0.072 0.051

27 0.046 0.047 0.044 0.071 0.069 0.066

28 0.046 0.045 0.046 0.050 0.055 0.055

29 0.079 0.052 0.050 0.048 0.039 0.043

30 0.049 0.039 0.042 0.070 0.069 0.073

established by the manufacturer. Figures 5 and 6 show the capability analysis for
parts 15497 and 15494, respectively.

By analyzing the data shown in Fig. 4, it can be seen that the process of painting
with microtextured black paint for part 15497 is not capable (Cp < 1), and is also
not centered, which suggests that the machine needs adjustment. Also, it is worth
noting the low performance of the process, with more than 69% of the parts out of
specification.
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Table 2 Thickness data collected on pieces of code 15494

Sample Paint layer thickness (mm)

Point A Point B Point C Point D Point E Point F

1 0.068 0.066 0.048 0.066 0.048 0.048

2 0.052 0.075 0.043 0.049 0.069 0.071

3 0.077 0.080 0.070 0.067 0.073 0.052

4 0.043 0.052 0.057 0.065 0.069 0.053

5 0.078 0.070 0.052 0.082 0.075 0.074

6 0.078 0.070 0.083 0.094 0.077 0.053

7 0.053 0.074 0.064 0.054 0.053 0.074

8 0.086 0.070 0.084 0.083 0.076 0.053

9 0.056 0.068 0.053 0.049 0.056 0.075

10 0.081 0.073 0.080 0.074 0.057 0.069

11 0.094 0.056 0.073 0.084 0.066 0.066

12 0.069 0.091 0.063 0.073 0.067 0.089

13 0.086 0.075 0.084 0.087 0.087 0.068

14 0.090 0.054 0.082 0.077 0.069 0.055

15 0.054 0.080 0.075 0.052 0.051 0.077

16 0.080 0.069 0.078 0.071 0.082 0.080

17 0.073 0.075 0.067 0.078 0.077 0.050

18 0.057 0.066 0.072 0.054 0.068 0.054

19 0.066 0.066 0.057 0.053 0.074 0.082

20 0.085 0.055 0.068 0.065 0.077 0.077

21 0.054 0.084 0.053 0.057 0.071 0.075

22 0.057 0.076 0.057 0.065 0.072 0.056

23 0.073 0.066 0.052 0.068 0.065 0.090

24 0.081 0.065 0.075 0.065 0.065 0.068

25 0.052 0.053 0.050 0.068 0.078 0.049

26 0.075 0.072 0.069 0.071 0.080 0.071

27 0.077 0.072 0.071 0.087 0.079 0.081

28 0.080 0.073 0.055 0.054 0.077 0.074

29 0.069 0.057 0.071 0.056 0.083 0.098

30 0.068 0.066 0.072 0.070 0.057 0.053

By analyzing the data in Fig. 6, it can be seen that the process of painting with
black microtextured paint is also not configured as capable (Cp < 1), but it is more
centered compared to the painting process of part 15497 (Cp= 0.31 and Pbk= 0.26).

Finally, it was observed that more than 43% of the parts were out of specification.
Through the analysis of such data, the company’s top management chose to start a
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Fig. 3 Control chart for mean and range for part 15497

Fig. 4 Control chart for mean and range for part 15494

more detailed study of the painting process, aiming to identify possible improvements
to the process through the implementation of statistical process control.
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Fig. 5 Capability analysis of the painting process for part 15497

Fig. 6 Capability analysis of the paint process for part 15494
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5 Conclusion

Statistical methods are proven to be effective for improving any productive process.
Therefore, the implementation of CEP in the industrial painting sector is an ally in
the effort to minimize losses and an excellent tool for competitiveness. In this work,
we sought to show a global view of the issue of quality and the use of SPC as an
analysis tool.

Therefore, after applying SPC to the painting of parts in an office supplies industry,
it was concluded that the company’s painting sector did not gain the necessary atten-
tion to guarantee the specification determined by the paint supplier, generating risks
for product quality.

Based on the results described, the company’s management decided to imme-
diately implement a statistical control of the painting process, aiming initially to
centralize the process for the different parts produced and, after that, make improve-
ments that make the process capable of meeting market demands. Finally, the results
obtained in this research show a good opportunity for managers to increase the
company’s competitiveness, through SPC.

The results are expected to be of great importance for the company, since the
present work highlighted the need for improvements and monitoring of machines,
processes and parts to eliminate losses due to lack of quality, as well as to provide a
better service by the company.
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The Influence of Economic Context
on the Relationship Between
Manufacturing Strategy, Practices
and Performance

Lillian do Nascimento Gambi, Harry Boer, Henrike Engele Elisabeth Boer,
and Mateus Cecílio Gerolamo

Abstract The aim of this study is to investigate the relationships between manu-
facturing strategy, practices and performance, and the role of economic context
in these relationships. Based on international data collected in 840 firms from 21
countries, a theoretical model with those relationships was tested using Structural
Equation Modeling. The results demonstrate that economic context has no effect
on strategy, and a negative effect on manufacturing practices and performance. The
findings also show that strategy positively affects performance directly and indi-
rectly through the adoption of manufacturing practices. This study contributes for
theory and provides managerial insight, showing that for manufacturing firms to
be successful in improving their performance it is important to achieve consistency
between strategy and the manufacturing practices adopted by the firms. Besides, the
study also shows that companies not only have to develop an appropriate strategy to
improve performance, but also need to understand how context affects their strategic
decisions on manufacturing practices.

Keywords Economic context · Strategy · Manufacturing practices · Performance

1 Introduction

Over the last decades, several studies have been published highlighting that strategy
influences organizational performance [1–4]. Other studies focus on manufacturing
practices and assert that a company’s strategy affects its practices and, consequently,
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its performance. In other words, manufacturing practices mediate the association
between manufacturing strategy and performance. Amoako-Gyampah and Acquaah
[5] for instance suggest that decisions in manufacturing should be aligned with the
company’s competitive strategy to accomplish competitive goals. Many studies have
shown a direct effect of manufacturing practices on performance [6–8].

In parallel, recent studies show that the relationship between manufacturing
strategy and performance is different in developed and emerging countries [3, 9].
According to Lee et al. [8], all the activities that help increase process efficiency,
including investment inmanufacturingpractices such as advanced systems and equip-
ment, must be well defined and designed to maximize operational performance in
the economic context of the country where a company is located.

There are surprisingly few papers investigating the influence of the external
context of a company on its operations strategy. One of the first studies is Swami-
dass and Newel [10]. Using a sample of 35 companies predominantly from the
PacificNorthwest of the USA, they find that environmental uncertainty affects manu-
facturing strategy, in particular the “business unit’s goals relevant to flexibility”
(p. 518). However, their operationalization suggests that they actually measured
flexibility performance. Based on a study of Singapore manufacturers, Ward et al.
[11, p. 99] “identify strong relationships between environmental factors such as labor
availability, competitive hostility, and market dynamism and the operations strategy
choices encompassed by competitive priorities”. Building on these authors, Badri
et al. [12] extend the set of environmental factors with government laws and regu-
lations, and political concerns, and report strong relationships between company
context and strategic priorities, too, in a sample of United Arab Emirates manu-
facturers. It is important to note that all these authors measure the respondents’
perception of the environmental factors investigated. The side-benefit is that this
allows them to do single-country analyses.

Several studies show that nation-specific factors (e.g. economic context and
culture) have influence on the relationship between manufacturing practices and
performance [8, 13, 14]. The studies of Schoenherr et al. [14] suggest that compet-
itive capabilities (quality, delivery, flexibility, and cost) tend to influence each other
to a greater degree in companies in developing countries compared to those located
in developed countries.

In spite of the literature presenting evidence that context affects strategy, and
strategy has an effect on performance, studies are still missing that simultaneously
address the effect of (1) strategy onmanufacturing practices and, through that, perfor-
mance, (2) the role of economic context, in (3) a multitude of countries and, thus,
allowing for using objective rather than perceptual country data. This study aims to
investigate the relationships between strategy, manufacturing practices and perfor-
mance, and the role of economic context in these relationships, using data from a
multitude of countries.
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2 Objectives

The main purpose of this paper is to investigate the relationships between strategy,
manufacturing practices and manufacturing performance and the role of economic
context in these relationships. The following hypotheses are investigated:

H1 Economic context affects (a) strategy, (b) manufacturing practices, and (c)
manufacturing performance.

H2 Strategy does not affect manufacturing performance directly. Instead, (b)
strategy affects the adoption of manufacturing practices, and (c) manufacturing
practices affect manufacturing performance.

H2 Implies that we expect the adoption of manufacturing practices to mediate the
relationships between strategy and manufacturing performance.

3 Methods

3.1 Method

For economic context, secondary data obtained from the Global Competitiveness
Report 2014–2015 [15] was used, while for strategy, practices and performance, data
were collected electronically using a 5-point Likert scale, in 2013/2014 through the
InternationalManufacturing StrategySurvey (IMSSVI),which includes 22 countries
(Belgium, Brazil, Canada, China, Denmark, Finland, Germany, Hungary, India, Italy,
Japan,Malaysia,Netherlands,Norway, Portugal, Romania, Slovenia, Spain, Sweden,
Switzerland, Taiwan, United States) and a total of 931 responses. In this study we
dropped 91 responses belonging to India because the pillars considered in this study
have a weight of 35% for India, and 50% for the other countries studies (Schwab,
2014). Thus, the final data set includes 840 responses. The unit of analysis was the
manufacturing plant.

First, the survey scales were assessed for reliability using Cronbach’s alpha
(performed in IBM® SPSS® Statistics 24). Second, a confirmatory factor analysis
was performed in IBM®SPSS®Amos 24 to assess the measurement model for each
construct, the validity of the scales as well as overall fit indexes. Third, Structural
Equation Modeling was used to investigate the relationships between the constructs.

3.2 Operationalization of the Constructs

The constructs are operationalized as follows.
Economic context was operationalized using the Global Competitiveness Report

2014–2015 [15]. This report computes the value of the Global Competitive Index
(GCI) which is based on the weighted average of static and dynamic components
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(such as quality of the education system, intensity of local competition, and avail-
ability of latest technologies—measured on a seven-point scale) grouped into 12
pillars of competitiveness. In this study five pillars from the Global Competitive-
ness Index were used: Higher education and training, Goods market efficiency,
Labor market efficiency, Financial market development, and Technological readi-
ness. These pillars were chosen because they have the same weight (50%) for all
countries studied.

For strategy, the items were operationalized following Cagliano et al.’s [16]
approach, which identified four manufacturing strategy configurations: market,
product, capability and price-based strategies, highlighting competitive priorities
in each strategy such as quality, service, flexibility, price and product variety. Six
items related to the importance of each competitive strategy for the company were
measured on a five-point Likert scale ranging from 1= “Not important” to 5= “Very
important”. In the preliminary statistical tests the item “Lower selling prices” was
deleted due to lackof reliability, so that five items remained tomeasure strategy.These
items largely cover two performance areas, namely quality (better product design and
quality, better conformance to customer specification, and superior product assis-
tance/support), and product innovation (offer more product customization and offer
new products more frequently).

Manufacturing practices can be defined as established activities and processes
adopted to achieve goals [17]. According to Lee et al. [8, p. 46], manufacturing
practices have generally been categorized into plant and equipment, manufacturing
systems, quality management, and new product development. Consistent with the
two focal performance areas (quality, product innovation), we considered the level
of implementation of quality management practices (i.e. quality improvement and
control, improving equipment availability, and benchmarking/self-assessment), and
of processes and equipment (use of advanced processes, development towards a
“factory for the future”, and engaging in process automation programs) that provide
the flexibility for the factory to absorb and produce effectively the customized and
new products developed by the company.

Finally and, again, consistent with the strategy and practices operationalizations,
six items were used to measure operational performance in the areas of quality
(conformance quality, and product quality and reliability), flexibility (volume flex-
ibility and mix flexibility), and innovation (product customization ability and new
product introduction ability). The items measured the companies’ performance rela-
tive to their main competitors on a five point Likert scale ranging from 1 = “much
lower” to 5 = “much higher”.

All dimensions and variables measured are presented in Appendix A.

3.3 Research Model

In attempting to investigate the research hypotheses, the structural research model
depicted in Fig. 1 was devised. Reflecting the hypotheses, this model shows the
interplay between strategy, manufacturing practices, and performance; and the role
of economic context in these relationships.



The Influence of Economic Context on the Relationship … 409

Fig. 1 The relationships between economic context, strategy, manufacturing practices, and
operational performance

4 Results

4.1 Preliminary Statistics

Preliminary tests were performed in PASW Statistics 24. Reliability is broadly
defined as the degree to which scales are free from error and therefore consistent
[18]. Communality and explained variance were also tested, as established bellow.

Economic context—Cronbach’s alpha was calculated to evaluate the reliability
of the measurement scales. The value was 0.889, above the threshold of 0.70 [19],
which demonstrates adequate levels of internal consistency. Construct validity was
assessed by analyzing the factor loadings of the items based on sample size. All the
variables presented values above 0.81 (threshold of 0.35, p < 0.05, according to Hair
et al. [19], demonstrating construct validity. Communality (i.e. the extent to which
a variable correlates with all other variables) was above 0.65 for all items, which
shows that they are able to explain the factor to which they load. Furthermore, the
total variance explained was 75%. Thus, the measurement factors are suitable for
explaining the data.

Strategy—All variable loadings were above 0.59, and Cronbach’s alpha was 0.71,
which shows that the measurement scales are reliable. Moreover, the communality
(>0.35) of the items and the percentage of total explained variance (47%) indicates
that the items and the obtained factors are satisfactory for explaining the data.

Manufacturing practices—Cronbach’s alpha was 0.84, which demonstrates an
acceptable level of internal consistency of the measures. The factor loading was
0.65 representing around 53% explained variance, which indicates that the items and
the obtained factor are thus adequate for using the performance data in testing the
research model.
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Performance—All variable loadings were above 0.67, and Cronbach’s alpha was
0.82, which shows that the measurement scales are reliable. Moreover, the commu-
nality of the items was above 0.44 and the percentage of total explained variance
(53%) indicates that the items and the obtained factors are satisfactory for explaining
the data.

The variables used and the results of the preliminary statistical tests are presented
in Appendix A.

4.2 Structural Model

The research questions were tested using Structural Equation Modeling (SEM) in
AMOS v. 24. Many indicators are used to indicate the fit of the data to the model
(RMSEA, χ2/df, GFI, CFI). As a guideline, RMSEA <0.07 and χ2 (χ2/df) smaller
than 5.0 are considered good model fit [19], while CFI and GFI close to 1.0 represent
a perfect fit [19]. The overall fit statistics for the model tested are χ2/df = 2.770,
CFI = 0.964, GFI = 0.948 and RMSEA = 0.046, which suggest satisfactory model
fit.

The results of the structural model for testing the research questions are presented
in Table 1.

Table 1 The relationship
between economic context,
strategy, manufacturing
practices and manufacturing
performance

H1 Economic context affects (a) strategy, (b) manufacturing
practices, and (c) manufacturing performance

Effects

(H1a) Economic Context → Strategy −0.075ns

(H1b) Economic Context → Manufacturing
Practices

−0.134**

(H1c) Economic Context → Performance −0.203**

H2 Strategy does not affect manufacturing performance
directly. Instead, (b) strategy affects the adoption of
manufacturing practices, and (c) manufacturing practices
affect manufacturing performance.

Effects

(H2a) Strategy → Performance 0.314**

(H2b) Strategy → Manufacturing Practices 0.200**

(H2c) Manufacturing Practices → Performance 0.314**

ns (not significant; p > 0.05), ** p < 0.001
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5 Discussion

The analysis of the empirical data demonstrates that: (1) economic context has no
effect on strategy (−0.075, p = 0.057), and a negative effect on manufacturing prac-
tices and performance (−0.134 and −0,203, respectively, p < 0.001). Furthermore,
(2) strategy has a positive effect on manufacturing practices and performance (0.200
and 0.314, respectively, p < 0.001), and manufacturing practices has a positive effect
on performance (0.314, p < 0.001).

H1 Economic context affects (a) strategy, (b) manufacturing practices, and (c)
manufacturing performance.

The results show an insignificant effect of economic context on strategy, and a
negative effect on manufacturing practices and performance. Specifically for the
effect of economic context on strategy, this finding goes against the few other studies
that investigated the association between a company’s context and its manufacturing
strategy [10–12]. One major difference between these studies and ours is that we
do not measure the companies’ perceptions of their environment, but use objective
World Economic Forummeasurements [15]. People, and company managers are not
different, do not act on fact but on perception—some people may find a tempera-
ture of 21 °C comfortable, others put on an extra sweater. So, finding that manufac-
turing strategy reflects managerial perceptions is rather obvious. However, it remains
unclear why companies apparently do not use objective data in their manufacturing
strategy decision-making process—further research is needed.

The effects of economic context on manufacturing practices and performance are
significant, but negative. This means that higher the development level of a country’s
economy, the lower the level of adoption of the practices considered in our analyses
and the lower the manufacturing performance of companies in these countries, rela-
tive to their main competitors. The latter is not far from Naor et al. [20], who study
the impact of developmental indices taken from the World Bank [21] “Key develop-
ment data & statistics” database on manufacturing performance, and do not find any
association between country developmental level and manufacturing performance.
One reason may be differences in operationalization and analytical method; more
importantly, though, their sample includes 189 companies from six highly devel-
oped countries; our sample includes several developing countries. Overall, we argue
that the developmental level of a country defines a considerable part of the context
in which companies compete, and the less developed this environment, the lesser
the possibilities for companies to adopt and successfully deploy advanced manufac-
turing practices, with obvious consequences for their manufacturing performance.
According to Schoenherr et al. [14], more developed nations are often more sophis-
ticated in their approaches, which are facilitated by better access to resources and
knowledge. Additionally, they state that plants in emerging countries are at a lower
maturity level of competitive capabilities and therefore have more opportunities to
advance them. Recall that we operationalized economic context as higher educa-
tion and training, goods market efficiency, labor market efficiency, financial market
development, and technological readiness, and manufacturing practices as quality
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management practices (i.e. quality improvement and control, improving equipment
availability, and benchmarking/self-assessment), and of processes and equipment
(use of advanced processes, development towards a “factory for the future”, and
engaging in process automation programs). We suggest that these contextual factors,
lower financial market development and technological readiness affect the adop-
tion of advanced manufacturing practices, while lower education, training and labor
market efficiency reduce the effective deployment of these practices. Further research
and analysis is needed to investigate these tentative explanations.

H2 Strategy does not affect manufacturing performance directly. Instead, (b)
strategy affects the adoption of manufacturing practices, and (c) manufacturing
practices affect manufacturing performance.

The results show that strategy directly and positively affects performance. Part
of these findings are supported by the studies of Amoako-Gympah and Acquaa [5],
who state that it is expected that the manufacturing function implements structural
and infrastructural decisions that are embedded in the strategy. In this direction, the
findings also show that manufacturing performance is affected indirectly by strategy
through manufacturing practices. Christiansen et al. [7] conclude that strategy can
contribute to the understanding of operational performance and the bundles of manu-
facturing practices needed to achieve this. Therefore, for manufacturing companies
to be successful in improving their performance there must be a consistency between
strategy and the manufacturing practices adopted.

Interestingly, it was also found that the impact of strategy on performance is
partially mediated by the company’s manufacturing practices. This goes against
H2a. It does not make much logical sense to assume that any manufacturing strategy
has direct impact on manufacturing performance—this would be like saying that the
intention to take a penalty in a football match leads to a goal being scored; many
things have to fall into placebefore the intention (strategy) leads to the intended results
(performance). Thus, it is suggested that further research is needed to find out what
happens between intent and result, The most obvious approach is to include more
manufacturing practices in our analyses and, also, to investigate their interaction, as
per Christiansen et al.’s [7] suggestion.

6 Conclusion

Increased (global) competition requires that companies not only have to develop an
appropriate strategy to improve performance, but also need to understand howcontext
affects their strategic decisions on manufacturing practices. This study shows that
the economic context has no effect on the strategy definition of the company, and a
negative effect on the level of adoption of the manufacturing practices considered
here and on manufacturing performance. This means that the lower the country’s
level of development, the lower the level of adoption and effective deployment of
advanced manufacturing practices and their performance effects. We suggest that
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our operationalization economic context, in particular lower financial market devel-
opment and technological readiness, affect the adoption of advanced manufacturing
practices, while lower education, training and labor market efficiency reduce the
effective deployment of these practices. Further research and analysis is needed to
investigate these tentative explanations.

Additionally, the results confirm the important role of strategy in the manufac-
turing performance. The unexpected direct effect of strategy on performance needs
further investigation. In particular, we suggest extending the set of manufacturing
practices considered and also analyzing their interaction by investigating them as
bundles

The study has certain limitations, which are mainly related to the research method
applied. It is recommended that further research be undertaken using different
methodologies including interviews, field studies or longitudinal case studies to
develop a comprehensive understanding of the findings reported here.

Acknowledgments The authors thank the financial support provided by National Council for
Scientific and Technological Development (CNPq), Brazil; and State of Minas Gerais Research
Foundation (FAPEMIG), Brazil.

Appendix A—Variables and Preliminary Statistics

Variables Factor loading Communality Reliability

Economic context

Higher education and training 0.893 0.798 0.889

Goods market efficiency 0.927 0.859

Labor market efficiency 0.805 0.648

Financial market development 0.844 0.712

Technological readiness 0.842 0.708

Strategy

Better product design and quality 0.747 0.558 0.706

Better conformance to customer specification 0.730 0.533

Superior product assistance/support 0.678 0.459

Offer more product customization 0.664 0.441

Offer new products more frequently 0.587 0.354

Manufacturing practices

Quality improvement and control 0.751 0.564 0.835

Improving equipment availability 0.808 0.652

Benchmarking/self-assessment 0.755 0.571

Use of advanced processes 0.649 0.421

(continued)
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(continued)

Variables Factor loading Communality Reliability

Development towards a “factory for the future” 0.756 0.572

Engaging in process automation programs 0.737 0.544

Performance

Conformance quality 0.745 0.555 0.817

Product quality and reliability 0.782 0.611

Volume flexibility 0.723 0.523

Mix flexibility 0.722 0.521

Product customization ability 0.666 0.444

New product introduction ability 0.703 0.494
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A System Thinking Approach for Social
and Environmental Risks in Supply
Chains

Fabíola Negreiros de Oliveira, Luiza Ribeiro Alves Cunha,
Tharcisio Cotta Fontainha, Adriana Leiras, and Paula Santos Ceryno

Abstract The discussion of risks in the supply chains is no longer restricted to the
financial perspective and also considers social and environmental dimensions in the
research on Supply Chain RiskManagement (SCRM). Nevertheless, the relationship
between the social and environmental dimensions remains scarce in SCRM studies.
Thus, this research aims to explore such relationships by discussing hypotheses about
the SCRM according to elements already addressed in the academic literature. The
methodology follows the system thinking approach by developing a Causal Loop
Diagrams (CLD) to present the complex relationship among the variables involved
in the social and environmental dimensions. The results highlight two reinforcing
loops and six balancing loops, which in turn leads to the definition of 10 hypotheses
regarding the SCRM. These loops and hypotheses stress (i) the inner relationships
among social and environmental risks (both endogenous and exogenous) and also
(ii) their similar relationship with the variables “Consequences” for the companies
and “Implementation of strategies” by the company due to fundamental structure
of the SCRM. Moreover, the results provide relevant insights for decision-makers
interested in an extended approach for SCRMthat considers social and environmental
dimensions.
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1 Introduction

Supply Chain Risk Management (SCRM) focuses on risks related to interruptions of
materials, funds, or information flows between the supply chain links [1, 2]. Recently,
companies have givenmore attention to disruptions by incorporating SCRM to avoid,
mitigate or monitor the supply chain risks [3]. Despite the relevance of financial
perspective discussing the prevention of economic losses, social and environmental
issues are also becoming more relevant among stakeholders [1, 4, 5]. Recent works
discussed the relevance of addressing social and environmental dimensions in amore
integrated perspective [2, 6–8].

The social issues embrace fair actions forworkers, partners, and society and can be
defined as the risks of adverse impacts felt by individuals or groups, often involving
human rights, and labor practices [9, 10]. The environmental risks, in turn, consider
the uncertainties and interactions between the SC and the external environment [11].

Risks—both social and environmental—can be divided according to two perspec-
tives: the endogenous and exogenous perspectives [12]. Endogenous risks are caused
by companies’ activities along their supply chains (SC), and exogenous risks are
brought to SC due to their interaction with the external environment where they
operate [11, 13].

According to Giannakis and Papadopoulos [11], exogenous social risks can be
represented by demographic challenges, social instability, and pandemic. On the
other hand, endogenous social risks are represented by unfair wages and harassment.
Cunha et al. [2] developed a systematic literature review (SLR), which identified 24
endogenous social risks classified in 3 categories (i.e., human rights, labour practices,
and decent work conditions, and society), and 11 consequences that companies may
suffer due to social risks that are classified in 6 categories (i.e., reputational, financial,
operational, relationship, population, and legal).

According to Giannakis and Papadopoulos [11] and De Oliveira et al. [6], the
exogenous environmental risks represent the natural and man-made disasters, while
endogenous environmental risks represent the activities of a company that affects the
natural environment such as greenhouse gas emissions, chemical and toxic releases
and waste. De Oliveira et al. [6] also developed an SLR which identified 14 envi-
ronmental risks classified in 5 categories (i.e., environmental pollution, waste, non-
compliance, environmental accidents, natural and man-made disasters), and conse-
quences classified in 3 categories (i.e., reputational, financial, legal). Furthermore,
De Oliveira et al. [6] identified 19 strategies to manage these risks that are classified
into 6 categories (i.e., waste management, hazardous substance management, green-
house gas management, relationship with suppliers and customers, compliance and
contingency plans).
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The aforementioned scenario shows an intrinsic complexity when it comes to risk,
disaster and sustainability management in the supply chain context. Andrade [14]
affirms that the most appropriate situations for the use of systemic thinking are those
that involve complexity. This complexity arises from the multidimensionality of a
system, interconnected variables in a non-linear manner, delays in cause and effect
relationships, or the complex influence of mental models in reality. These are the
so-called “systemic problems”.

Mingers and White [15] highlight the recent development in the growth of the
complexity thinking, pointing out the increased number of applications of systems
ideas and its contributions to awide number of domains, especially health, production
and sustainability. The authors also affirm that there are potential new opportunities
for systems approaches, given the context of a global economic downturn and global
climate change, which may bring fresh thinking to existing problems and to a future
uncertain world.

2 Objectives

The present research aims to explore the relationships between social and envi-
ronmental risks by proposing and discussing hypotheses about the SCRM of both
dimensions based on the elements already covered by the academic literature. The
structure of the causal loop diagram (CLD) is a suitable approach to represent the
dynamic nature of social and environmental risks, identify critical variables, and
discuss the cause and effect relationships of these risks, their consequences, and
mitigation strategies.

3 Methods

In order to address the subject through a system thinking perspective, this research
uses the Vensim simulation software to develop the CLD, providing a causal tracing
of the feedback structures. CLDs are an essential tool for representing the complex
problem and the feedback structure of a system and consists of variables connected
by arrows that denote the causal influences among the variables [16].

The arrows in the CLD leads to the creation of reinforcing and balancing loops.
The first is defined as an action that produces a result which in turn causes more
of the same action; and thus, resulting in growth or decline of the interaction in the
loop. The second is defined as an action that prevents a change with a variable in the
opposite direction [15].

Therefore, the integration among variables related to the social and environmental
risks (both endogenous and exogenous) as well as the company supply chain activ-
ities, potential consequences, and implementation of strategies are presented in the
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CLD. Noteworthy, the CLDs are models which represent the reality, aiding in visu-
alizing how the different variables in a system are interrelated. Thus, according to
Sterman [16], having too much detail makes it hard to see the overall feedback loop
structure and how the different loops interact. Pidd [17] also explains that modelling
is not a perfect representation of the reality, but a tool for thinking that reflects only
a part of the reality. Therefore, the model developed in this paper focuses on the
presentation of only environmental and social dimensions, leaving the economic
dimension for future discussion. Also, the CLD presents relationships between vari-
ables that are not directly discussed in the separated literature about environmental
and social issues of interest by the SCRM. These additional relationships emerged
from brainstorming discussion between the authors. Besides the CLD model, the
paper also provides a table that summarizes these relationships with an example and
the correspondent source with an emphasis on the authors´ contribution.

The CLD analysis in the next section starts from simple relationships to more
complex relationships through the inclusion of the variables previously defined in
the academic literature of SCRM. Then, the relationships stressed in the CLD lead
to the proposition of some hypotheses about the social and environmental issues in
the SCRM, especially those that were not discussed in the references addressing
separately the environmental and social issues of the SCRM. Thus, these hypotheses
represent a synthesis of the insights based on the CLD to support the decision-makers
interested in the social and environmental dimensions in the SCRM.

4 Results

Figure 1 presents two reinforcing loops. The reinforcing loop R1 indicates that more
“Exogenous Environmental Risks”—arising from the external environment—causes
more effect on “Company Supply Chain activities”, which in turn generates more
“Endogenous Environmental Risks”—caused by companies’ supply chains—and,
consequently, results in more “Exogenous Environmental Risks”. This interaction
represents the situations in which, for example, natural disasters are increasingly
linked to environmental pollution and climate change, making these events more
frequent, longer-lasting andmore intense [6]. A similar loop is defined by the addition
of the “Exogenous Social Risks”. Thus, the reinforcing loop R2 indicates the idea
that more “Exogenous Environmental Risks” causes more effect on the “Exogenous
Social Risks”, which in turn leads on more impact on the “Company Supply Chain
activities”, then, more “Endogenous Environmental Risks”, and consequently more
“Exogenous Environmental Risks”. Therefore, R2 brings an essential insight from
DeOliveira et al. [6] and Cunha et al. [2] when discussing the connection between the
“Exogenous Environmental Risks” and the “Exogenous Social Risks”. For example,
a natural disaster can generate social instability in the community.

Figure 2 expands the previous CLD (Fig. 1) by the inclusion of three balancing
loops. B1 represents the main idea that more “Potential Consequences” for the
company leads to more “Implementation of strategies” by the company, which in
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Fig. 1 Causal loop diagram: R1, and R2

turn results in less “Potential Consequences”. The balancing loop B2 indicates the
relationship where more “Exogenous Environmental Risks” causes more effect on
“Potential Consequences” for the company, which in turn leads to more “Imple-
mentation of strategies” by the company, and consequently results in less “Exoge-
nous Environmental Risks”. The balancing loop B3 shows the interaction that more
“Exogenous Environmental Risks” causes more effect on “Exogenous Social Risks”,
which in turn leads to more “Potential Consequences” for the company, that results
in more “Implementation of strategies” by the company that generates less “Exoge-
nous Environmental Risks”. The balancing loop B4 presents the relationship in
which more “Exogenous Social Risks” leads to more “Potential Consequences”,
and then more “Implementation of strategies”, and consequently less “Exogenous
Social Risks”. These relationships focus on the benefits for the company that imple-
ments an SCRM—which is endorsed by literature on the subject [2, 5, 6]—and seeks
to improve the “Implementation of strategies” to reduce the exogenous risks (both
environmental and social), consequently reducing the “Potential Consequences” for
the company.

Figure 3 also adds three balancing loops to the previous CLD (Fig. 2). These new
balancing loops focus on the inner interactions involving the Social Risks (both the
endogenous and exogenous) as well as an example of the high complexity among
several variables. The balancing loop B5 indicates that more “Endogenous Social



422 F. N. de Oliveira et al.

Fig. 2 Causal loop diagram: R1, R2, B1, B2, B3 and B4

Risks” causes more “Potential Consequences”, which in turn leads to more “Imple-
mentation of strategies” that results in less “Endogenous Social Risks”. The next
balancing loop (B6) enlarge the notion discussed in the previous loop (B5) by the
integration of the exogenous perspective of the social risks. Thus, B6 indicates that
more “Exogenous Social Risks” causes more “Company Supply Chain activities”,
which in turn leads tomore effect on the “EndogenousSocialRisks”, then, resulting in
a sequence of more “Potential Consequences”, more “Implementation of strategies”,
and consequently less “Exogenous Social Risks”. The balancing loop B7 indicates
thatmore “ExogenousEnvironmentalRisks” causesmore “ExogenousSocialRisks”,
which in turn leads to more effect on the “Company Supply Chain activities”, then,
resulting in a sequence of more “Endogenous Social Risks”, more “Potential Conse-
quences” for the company, more “Implementation of strategies” by the company, and
consequently less “Exogenous Environmental Risks”. This last balancing loop (B7)
represents an example of the several different and extended loops involving the social
and environmental dimensions (both endogenous and exogenous). These extended
loops represent an evidence of the high complexity involving the interested variables
to the SCRM that focuses on social and environmental dimensions. These complex
relationships represent another essential insight that arises from De Oliveira et al.
[6] and Cunha et al. [2], especially between the relationship between “Endogenous
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Fig. 3 Causal loop diagram: R1, R2, B1, B2, B3, B4, B5, B6, and B7

Environmental Risks” and “Endogenous Social Risks”—for instance, the emission
of toxic gases in the atmosphere will negatively affect working conditions.

To endorse the discussion about the CLD aforementioned, Table 1 presents the
correlations shown in Figs. 1, 2 and 3 aswell as examples of these interactions and the
correspondent references in which the relationships are inspired. While correlations
within social variables and environmental variables arise from the literature analyzed,
the correlations combining the environmental and social variables are contributions
of the current research. Besides that, some relationships detailed in Table 1 bring
evidence that the financial risks also affect the environmental and socials risks, even
though these financial variables are not included in the CLD due to the research
limitation posed in the previous section.

The analysis of the CLD through the reinforcing and balancing loops enables
the definition and discussion of the following 10 hypotheses about the SCRM. The
main focus are the relationships combining environmental and social dimensions.
Nevertheless, some hypotheses also emphasize specific and relevant relationships
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Table 1 Relationship details between social and environmental variables

Relationships between variables Examples References

Exogenous environmental risks →
Company supply chain activities

Man-made disasters (such as wars),
and natural disasters (such as
hurricanes) may negatively affect
companies’ activities

[6]

Company supply chain activities
→ endogenous environmental risks

The company supply chain
activities can generate endogenous
environmental risks such as
greenhouse gas emissions since
many harmful gases are released
into the atmosphere

[6]

Endogenous environmental risks
→ endogenous social risks

The discharge of sewage into rivers
can affect the fauna of the region,
leading to a decrease in the supply
of fish, in addition to human health
damage

Author’s contribution

Endogenous environmental risks
→ exogenous environmental risks

The greenhouse gas emissions and
other harmful emissions released
by companies into the atmosphere
may intensify climate change and
therefore influence natural disasters

[6]

Exogenous environmental risks →
exogenous social risks

A natural disaster such as
pandemics may lead to economic
and social instability

Author’s contribution

Consequences
→ implementation of strategies

Consequences such as loss of
company reputation make the
company implement strategies to
reverse the scenario

[2, 6]

Implementation of strategies →
consequences

Policies regarding harassment and
gender equality can reduce
financial and reputational
consequences for companies. As
well as strict policies related to
management of chemicals
substances can prevent
environmental accidents and hence
will prevent companies to suffer
from reputational and financial
consequences

[2, 6]

Implementation of strategies →
exogenous environmental risks

Contingency plans and
development of a flexible supply
network can mitigate the negative
effects and make supply chains
more resilient in case of man-made
and natural disasters

[6]

(continued)



A System Thinking Approach for Social … 425

Table 1 (continued)

Relationships between variables Examples References

Exogenous environmental risks →
consequences

An earthquake may cause
disruptions through the supply
chains of companies, leading to
severe financial consequences

[6]

Endogenous environmental risks
→ consequences

The inefficient use of energy or
water may lead to financial
consequences for the companies

[6]

Implementation of strategies →
endogenous environmental risks

The implementation of policies
such as control and management of
the effluents released into soil and
rivers may decrease the risk of
chemical spills into water

[6]

Exogenous social risks →
Company supply chain activities

Exogenous social risks such as
strikes may affect the company’s
activities since the employees will
stop working

[2]

Exogenous social risks →
consequences

Exogenous social risks such as
strikes performed by employees
may generate financial
consequences for the companies

[2]

Implementation of strategies →
exogenous social risks

Policies to avoid mass layoffs can
prevent population unrest and
hence, social instability

[10]

Company supply chain activities
→ endogenous social risks

The companies´ activities may
hold a child and slave-like work
and unfair wages

[2]

Endogenous social risks →
consequences

Child labor can lead to reputational
consequences and legal sanctions
to the companies

[2]

Implementation of strategies →
endogenous social risks

Audit processes can avoid the
improper use of equipment,
preventing the workers from
suffering accidents

[8]

involving only environmental or only social issues due to the correspondent effect
on the SCRM that are emphasized by the balancing and reinforcing loops in the CLD.

(i) CompanySupplyChain generates endogenous social and environmental risks;
(ii) Endogenous environmental risks generated by SC influence exogenous

environmental risks;
(iii) Exogenous social and environmental risks affect the Company Supply Chain;
(iv) Exogenous environmental risks influence exogenous social risks;
(v) Endogenous environmental risks influence endogenous social risks;
(vi) Social and environmental risks (both endogenous and exogenous) generate

consequences for the company;



426 F. N. de Oliveira et al.

(vii) Consequences lead companies to implement risk management strategies;
(viii) The implementation of strategies mitigates social and environmental (both

endogenous and exogenous) risks generated by SC;
(ix) The implementation of strategies mitigates the consequences faced by the

company;
(x) Environmental and social (both endogenous and exogenous) risks are respon-

sible for consequences to the companies.

TheCLDandhypotheses provide detailed insights on the inner relationship among
the social and environmental (both endogenous and exogenous) risks. Nevertheless,
the relationship between these variables and the “Potential Consequences” for the
company aswell as the “Implementation of strategies” by the company remain similar
as expected due to the main structure of SCRM as observed in the frameworks
proposed by De Oliveira et al. [6] and Cunha et al. [2]. In this sense, the CLD in
Fig. 3 also reinforce the main structure of SCRM in which the “Company Supply
Chain activities” directly interacts with the risks (i.e., social and environmental, as
well as endogenous and exogenous), that in turn involves “Potential Consequences”,
then the “Implementation of strategies”, and consequently reducing the risks.

5 Conclusions

Considering the relevance of existing SLR in synthesizing the existing literature,
this research proposes a CLD as a tool to further discuss the causal relationship
between social and environmental risks in supply chains (i.e., endogenous and exoge-
nous risks) and also, consequences and strategies. This diagram provides insights
regarding the inner relationship among these variables, despite the similar struc-
ture in the relationship with the consequences ad strategies variables since they
represent a fundamental structure of the SCRM. Besides that, the CLD enables the
definition of 10 hypotheses based on these relationships between social and envi-
ronmental dimensions. Furthermore, these interactions and insights that are relevant
for decision-makers interested in an extended approach of SCRM that considers the
social and environmental dimensions. The CLDpresented in this paper is a simplified
model of reality, which only discuss general variables within the context of environ-
mental and social risk management. Thus, detailed interaction is outside the scope
of the research. Nevertheless, the CLD analysis also presents an explanatory table
containing examples of the relationships and how they can unfold. The suggestion of
future research includes hypotheses validation through surveys or focus groups with
specialists. Another future research venue relies on the inclusion of endogenous and
exogenous financial risks in the CLD and the identification of their inner relationship
with the social and environmental (both endogenous and exogenous) variables.
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A Comparative Study of the Influence
of Organizational Culture
on Performance

Lillian do Nascimento Gambi and Harry Boer

Abstract This study aims to explore and compare the effect of organizational culture
profiles (Rational, Hierarchical, Developmental, and Group culture) on performance
as a single-factor and as amulti-factor construct. Based on data collected in 250 firms
in Brazil and Denmark, two theoretical models are tested using Structural Equation
Modeling. The findings show that, when considering performance as a single factor,
only the Rational culture has a positive effect on performance. When performance is
considered as a multi-factor construct, all the relationships between organizational
culture profiles and performance groupswere positive and significant. Thus, the effect
of culture on performance varies depending on the type of performance measured.
These findings contribute to theory showing that characteristics of each cultural
profile are related to specific types of performance. Managers should understand this
fit in order to ensure congruence between their organization’s performance goals and
characteristics of its internal culture.

Keywords Organizational culture · Performance · Structural equation modeling

1 Introduction

Most scholars and practitioners recognize the importance of culture on performance
and long-term effectiveness of organizations. Uzkurt et al. [1], for instance, argue that
organizational culture (OC) is one of the important drivers of firm performance; in
the same vein, Valmohammadi and Roshanzamir [2] defend that OC can effectively
promote overall performance.
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Some studies [2–4] consider performance as a multidimensional construct, while
others authors study the effect of OC on some aspects of performance: firm perfor-
mance [1], manufacturing performance [5], innovation performance [6], or employee
performance [7, 8].

Culture is a complex concept [9], generally seen as a belief system that members
of an organization share to achieve goals. This system guides and constrains behavior
[10, 11]. In this study, we adopt the well-established [5] Competing Values Frame-
work (CVF) [12, 13] as a model to identify organizational culture. This model
has been widely used in operations management studies [2, 5, 14]. The CVF is
based on two competing dimensions: control-flexibility versus internal-external.
The juxtaposition of these two dimensions creates four cultural profiles: the group,
developmental, hierarchical, and rational cultures, respectively.

According to Calciolari et al. [15], CVF assumes that OC is multidimensional
concept. Therefore, an organization does not have a single culture, but a dominant
culture which refers to the set of values and behaviors most commonly shared. To
Alvesson [16], OC is highly relevant for understanding organizations, including
financial and other forms of performance.

A number of studies on the organizational culture-performance relationship
showed that culture type and orientation are associated with performance. Prajogo
andMcDermott [3] study the effect of OC on four types of performance (product and
process quality, and product and process innovation), and highlight the importance
of acknowledging the link between an organization’s goals and its cultural orienta-
tion. Their finding show that some benefits are not associated with certain cultural
characteristics.

Mohr et al. [17] study the moderating effect of group culture on the relationship
between employee turnover and operational performance and conclude that organi-
zations with high levels of turnover should develop and adopt practices related to the
group culture.

Based on their meta-analytic review, Büschgens et al. [18] argue that OC values
that rely on control are, in general, negatively related to innovation, whereas flexi-
bility is positively related to innovation. However, Janka et al. [14] find that organi-
zations with a certain degree of stability in their culture are able to shape managerial
innovation through cultural controls.

Tseng [4], studying the effect of OC on corporate performance (financial;
market/customer; process; people development, and future) finds that the develop-
mental culture has a stronger effect on performance than the group culture.

In this context, Calciolari et al. [15] argue that research could explore and compare
the influence ofOC and its dominant strength on different dimensions of performance
to better triangulate limitations and points of strength for each culture type.

In spite of the literature presenting ample evidence that OC has influence on
performance, studies comparing the influence of OC on performance as a single
factor and as a multi factor construct are still missing. Therefore, this study aims
to investigate the effect of OC on performance, and if this effect varies if different
dimensions of performance are considered.
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2 Objective

The main purpose of this paper is to compare the effect of OC profiles and perfor-
mance as a single-factor and as a multi-factor construct, and answer the following
research question: Does the effect of organizational culture profile on performance
vary depending on the type of performance measured? Therefore, two models will
be tested. In the first model performance will be considered as a single bundle of
variables; in the second model, they will be divided according to their type.

3 Method

3.1 Sample and Method

Data were collected electronically using the web-based software SurveyMonkey®.
The link to the questionnaire was sent to a random sample of 1761 Brazilian and
Danish manufacturing companies. Only questionnaires returned without missing
values were considered: 250 in total (14% response rate), being 52.8% Brazilian
respondents, and 47.2% Danish respondents. Over 90% of the respondents occupy
managerial job positions.

First, survey scales were assessed for reliability using Cronbach’s alpha
(performed in IBM® SPSS® Statistics 24). Second, a factor analysis was performed
to identify the performance groups, and again reliabilitywasmeasured for each group
identified. Third, Structural EquationModeling in IBM® SPSS®Amos 24 was used
to test the relationships between the constructs.

3.2 Operationalization of the Constructs

Organizational culture: based on the CVF [12] adapted from [13], a total of 12 items
were used to measure four cultural profiles on a five-point Likert scale ranging from
1 = “Strongly disagree” to 5 = “Strongly agree”.

Performance: nine itemswere defined tomeasure performance based on the survey
instruments presented by [3, 5, 19, 20], and measured on a five-point Likert scale
with “Consistently increasing/decreasing” (productivity; unit cost; lead time; number
of customer complaints; amount of scrap, rework and defects; employee turnover;
rate of absenteeism) and “Very low/superior” (the speed of the product development
process against that of our competitors, and “poor/superior” (rate of change in our
processes and technology against that of our competitors) (Fig. 1).

To test Model 2, a factor analysis was performed to identify different groups of
the performance construct. Table 1 shows the results of factor analysis.
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Fig. 1 Structural research models

As shown in Table 1, the factor analysis returned four factors named according
to the OC profiles. All the factor loadings are above 0.688, demonstrating construct
validity. Moreover, the communality of the items was above 0.61 and the percentage
of total explained variance (66%) indicates that the items and the obtained factors
are satisfactory for explaining the data.

Cronbach’s alpha was 0.59, 0.46, 0.62 and 0.61 for Hierarchical, Group, Develop-
ment, Rational and Developmental performance, respectively. These values do not
reach the generally accepted threshold of 0.70. However, according to Hair et al.
[21], values above 0.60 are acceptable for exploratory research. Therefore reliability
was satisfactory for all set of measured items for the groups identified in the factor
analysis, with exception of Group performance group, while the Hierarchical perfor-
mance group is on the border. This limitation can be minimized by the fact that only
two items were used to measure Group performance, while three items were used to
measure Hierarchical performance. Cronbach’s alpha is sensitive to the number of
items in the scale, which may contribute to these low values. Besides the factor anal-
ysis showed a good sampling adequacy [22] with a Kaiser-Meyer-Olkin’s (KMO)
value of 0.762, showing the data is appropriate.

All the variables used, codes, factor loading, and reliability are presented in
Appendix A.
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Table 1 Performance—factor analysis and communality

Performance indicators Factor loadings Communality

Code Description Hierarchical Developmental Rational Group

PH1 Productivity 0.705 0.156 – 0.115 0.321 0.637

PH2 Unit cost of
manufacturing
product

0.740 0.208 0.129 −0.040 0.609

PH3 Leadtime 0.688 −0.075 0.375 −0.077 0.625

PD1 Speed of the
product
development
process against
that of our
competitors

0.046 0.837 0.110 0.094 0.724

PD2 Rate of change
in our
processes and
technology
against that of
our
competitors

0.176 0.808 0.064 0.067 0.693

PR1 Number of
customer
complaints

0.036 0.102 0.835 0.161 0.734

PR2 Amount of
scrap, rework
and defects

0.245 0.119 0.707 0.274 0.650

PG1 Employee
turnover

0.116 −0.026 0.257 0.777 0.685

PG2 Rate of
absenteeism

0.227 0.214 0.136 0.716 0.628

3.3 Structural Model

Structural Equation Modeling (SEM) in AMOS v. 24 was used to test the paths in
the models. The results are presented in Table 2.

RMSEA, χ2/df, GFI, CFI were used as indicators to measure the fit of the data
to the models. As a guideline, RMSEA < 0.07 and, χ2 (χ2/df) smaller than 5.0 is
considered good model fit [21] and CFI, GFI close to 1.0 represent a perfect fit [21].
The overall fit statistics for the model 1 are χ2/df = 1.510, CFI = 0.944, GFI =
0.907 and RMSEA = 0.045; and model 2, χ2/df: 1.606, CFI = 0.931, GFI = 0.901
and RMSEA: 0.049. Therefore, the measures suggest satisfactory model fit.
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Table 2 Effects of organizational culture profiles and performance and fit measures of the models

Model 1—The effect of organizational culture profiles on performance as a single factor

Effects Overall fit measures

Hierarchical culture – > Performance 0.061 ns x2/df 1.510

Developmental culture – > Performance 0.142 ns CFI 0.944

Group culture – > Performance 0.088 ns GFI 0.907

Rational culture – > Performance 0.655 * RMSEA 0.045

Model 2—The effect of organizational culture profiles on performance as a multiple factor

Effects Overall fit measures

Hierarchical culture – > Hierarchical Performance 0.489 ** x2/df 1.606

Developmental culture – > Developmental Performance 0.730 ** CFI 0.931

Group culture – > Group Performance 0.519 ** GFI 0.901

Rational culture – > Rational Performance 0.629 ** RMSEA 0.049

ns p > 0.100; * p < 0.050; ** p < 0.001

4 Discussion

The analysis of the empirical data demonstrates that OC has influence on perfor-
mance. However, the effect of culture on performance varies depending on the type
of performance measured.

Model 1—The effect of organizational culture profiles on performance as a single
factor.

When performance is considered as a single factor, the results show no statistical
significance (with for p < 0.001) for the relationship of any of the culture profiles
with performance. When we consider p < 0.05, only the Rational culture presents
a positive significant effect on performance (0.655). For the other cultural profiles
(Developmental, Group, and Hierarchical) the effect remains insignificant.

A possible reason for this finding can be found in [23], who investigate the asso-
ciations between culture profiles, the use of quality techniques, and performance.
They report that in firms with a Rational culture, it is culture, rather than the use of
quality techniques, that explains performance. In the three other culture profiles, the
performance effects of culture are fully or partially mediated by quality techniques.
This suggests that for most culture profiles, culture may have a direct effect, but
is not the only driver of performance, and we cannot exclude that is the case for
the rational culture, too. Further research investigating other mediating variables is
needed to shed light on this proposition.

Model 2—The effect of organizational culture profiles on performance as a
multiple factor.

The results show thatOC affects performance, but the effects depend on the type of
performance considered. In model 1, most cultural profiles (Group, Developmental,
and Hierarchical) do not have any effect on performance. However, in Model 2,
when performance was divided into four types (according to the results of the factor
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analysis), all the cultural profiles have a positive effect on their specific performance
factor. These findings show that some characteristics of culture are favorable to
certain types of performance. This is aligned with Prajogo and McDermott’s [3]
findings. These authors studied the relationship between the four OC profiles and
product quality, process quality, product innovation, and process innovation. Their
results show, amongst others, that the Hierarchical culture is only (positively) related
to process quality, while the Developmental culture is (positively) related to product
quality, product innovation, and process innovation.

Along the same line, Calciolari et al. [15] conclude that different culture types have
different performance outcomes. They argue that enhancing a specific performance
dimension requires some cultural changes to align the companies’ values with the
targeted results.

In this study we show that characteristics of the Hierarchical culture, such as
control, discipline, stability and internal focus, are positively related to productivity,
unit cost and lead time. Thesemeasures reflect operational efficiency, and are aligned
to the criteria of effectiveness described by Cameron and Quinn [13] for this culture:
operating efficiency and timeliness.

Alsowith its internal focus, theGroup culture is oriented towards human relations,
with trust and participation as core values. In this culture the effectiveness criteria
most highly valued include high levels of employee morale and satisfaction and
human resource development [13]. This explains our finding that this culture has a
positive effect on decreasing absenteeism and turnover.

The Developmental culture, with characteristics such as innovation, dynamism,
and focus on external environment, has a positive effect on performance aspects
related to product development speed and rate of change in processes and technology.
This result shows that these outcomes are related to the central value for this culture:
innovative outputs [13].

The Rational culture has a positive effect on the number of customers complains
and amount of scrap, rework and defects, which concurs with Calciolari et al. [15],
according to whom the performance outcomes of this culture include gaining market
share and satisfaction of external stakeholders.

5 Conclusion

This study explores and compares the influence of four OC profiles, namely the
Rational, Hierarchical, Group and Developmental cultures, on performance as a
single construct and as a multi factor construct. The findings show that the effects
of culture vary depending of the type of performance measured. When considering
performance as a single construct, none of the relationships was significant; when
performancewas considered as amulti factor construct, all relationships betweenOC
and performancewere significant. Thus, the characteristics of each cultural profile are
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related to specific types of performance. As Prajogo and McDermott [3] and Calci-
olari et al. [15] highlighted: to understand this fit is important to ensure congruence
between organization’s performance goals and its internal culture.

The findings reported in this paper imply that companies need to develop and
maintain cultural characteristics that fit to the performance priorities they pursue.
Therefore, managers need to understand the culture of their organization and, if
necessary, develop new characteristics depending of the expected outcome, in order
to benefit most from their internal resources to achieve their performance goals.

The study has limitations related to the methodology used. For instance: the data
was obtained from an electronic surveywithout control if the respondents understood
the questions correctly, performancewas operationalized in qualitative variables, and
few variables were used to measure each of the performance groups. Future research
should consider a greater number of variables for each performance groups, and the
use of differentmethodologies including case studies to better understand thefindings
presented here. Furthermore, OC cannot be the only driver of performance. Another
important question therefore is: what other drivers are there? And, then, considering
that manufacturing practices are the most obvious candidates, and how do OC and
manufacturing practices interact to maximize manufacturing performance?

Acknowledgments The authors thank the financial support provided by National Council for
Scientific and Technological Development (CNPq), Brazil; and State of Minas Gerais Research
Foundation (FAPEMIG), Brazil.

Appendix A Variables and Preliminary Statistics

Code Dimensions and variables Factor loadings Reliability

Hierarchical culture

H1 In my organization, formalized procedures generally
govern what people do

0.861 0.73

H2 My organization emphasizes efficiency and control to
reach predictable performance results

0.569

H3 The management style in my organization prioritizes
conformity, predictability, and stability

0.723

Developmental culture

D1 My organization emphasizes prospecting for opportunities
and creating new challenges

0.710 0.75

D2 My organization makes an effort to anticipate the potential
aspects of new manufacturing practices and technologies

0.606

D3 My organization is a very dynamic entrepreneurial place
which leads people to taking risks

0.821

(continued)
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(continued)

Code Dimensions and variables Factor loadings Reliability

Rational culture

R1 In my organization, our reward system encourages us to
reach plant goals

0.782 0.72

R2 My organization is very results oriented, people are very
competitive and achievement oriented

0.606

R3 In my organization, objectives and aims are clearly defined 0.637

Group culture

G1 In my organization, the development of human resources,
and concern about employee are highly valued

0.679 0.77

G2 In my organization, the employees are encouraged to work
as a team, exchange opinions, experiences, and ideas

0.650

G3 In my organization, employees can openly discuss their
opinions and ideas with someone higher up

0.834

PR Performance 0.71

PH1 Productivity 0.705 0.59

PH2 Unit cost of manufacturing product 0.740

PH3 Leadtime 0.688

PD1 Speed of the product development process against that of
our competitors

0.837 0.61

PD2 Rate of change in our processes and technology against
that of our competitors

0.808

PR1 Number of customer complaints 0.835 0.62

PR2 Amount of scrap, rework and defects 0.707

PG1 Employee turnover 0.777 0.46

PG2 Rate of absenteeism 0.716
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Abstract Civil construction is a sector of great economic and social importance for a
country, but it is also one of the sectors that most affect workers. Themain goal of this
study is to identify the factors associatedwith occupational accidents for construction
workers, in particular their work ability index (WAI) and the quality of life at work
(QLW/SF-36). In this way, the response variable is a binary variable (occurrence or
not of work accidents) and the main covariates of the study are given by WAI and
QLW.Other socio-professional covariates alsowere considered as age,marital status,
gender, education, time in the job, time in the company and involvement in accident
at work, whose values were obtained from questionnaires that were responded by
114 workers considered in the study. This sample of workers presented a young age
profile with 95% of the individuals under the age of 45 years, low education level,
good disposition to work with only 5% with low WAI and average score of quality
of life around 72%. Among all the variables evaluated, only the work ability index
(WAI) was associated with the occurrence of work accidents. Further investigation
is needed from a longitudinal perspective and more consistent analysis of cause and
effect in the work accident occurrences. The results of the study point out to the
need of more comprehensive and temporal studies to confirm the obtained results
and also for adoption of more frequent assessment strategies for the perceptions of
the employees’ ability to work.
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1 Introduction

The worker’s ability to work can be affected by several factors among which, envi-
ronment and lifestyle [1]. This type of study in Brazil is still insipient and it is more
concentrated in some specific areas, such as public health, which opens space for its
deepening in several other sectors, not much explored yet [2]. Under this perspec-
tive, it is important that any study involving the ability to work, should be conducted
with different worker groups and also with different age groups, in order to get more
consistent results on the topic [3]. In addition, it is needed to conduct studies about
this theme on workers who develop activities that demand physical and repetitive
efforts, that are considered as high risk activities [4].

The workers themselves understand that events such as accidents at work can be
the result of carelessness or lack of attention, however they can also be the result of
poor working conditions, such as overload or lack of training, or poor health condi-
tions [5]. The prevention of functional aging and loss of ability to work usually are
related to workers’ health, which points out to the need for a more preventive attitude
from the companies [4, 6]. The workers’ exposure to adverse conditions can increase
the risk of accidents at work, that is common in the construction’s sector, where
excessive physical effort, work at heights, dust and noise are some of its characteris-
tics [7, 8]. Monitoring the work capacity of workers and their quality of life at work is
an important aspect of personnel and organizational management, that helps to iden-
tify individuals who need care and who may be more susceptible to health problems,
while promoting better maintenance of workers’ productive capacity [4, 9–11].

In this context, the goal of this investigation is to identify the factors that are related
to occupational accidents of the construction workers, in special, the relationship
between work accidents and the work ability index and quality of life at work. This
quantitative, descriptive and exploratory investigation was based on a dataset related
to 114 workers (bricklayers and servants) from a medium-sized company in the
construction industry.

The database of this quantitative study is composed of socio-professional infor-
mation, that was collected using two instruments (questionnaires): the work ability
index (WAI), and the quality of life at work (QLW), added with questions of a socio-
professional nature such as gender, age, marital status, education, time in the job,
working time in the company in question, Brazilian province of origin, information
if the worker lives in the company’s accommodation or in his own residence with his
family, the number of people living in the same house, how often theworker practices
physical activities outside the workplace, whether the worker have unhealthy habits
such as tobacco use and how often he drinks alcohol, or if he had an accident at work.
The research was approved by the Ethics and Research Committee of the University
of Araraquara, S.P., Brazil (protocol n ° 2,893,482); the participation of workers was
voluntary and by signing the Informed Consent Form (ICF).
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2 Bibliographic Review

The work ability index (WAI) is an instrument that measures the worker’s work
capacity. As stated by [1], “WAI reveals how well a worker is able to do his job
and it can be used as one of the methods to assess work ability in health checks
and surveys in the workplace”. Work ability index is an important indicator for
assessing physical health, social and psychological well-being, individual efficiency
and working conditions, and it is a self-responding instrument that analyzes seven
dimensions [1, 2].

In order to get the workerWAI, each dimension of theWAI questionnaire must be
answered and added at the end,whichmay result in values ranging from7 to 49points.
The final WAI scores could be classified into four categories: bad, moderate, good
and excellent, and the higher scores indicates better work capacity [12]. Another
important indicator related to the work environment is the quality of life at work
(QLW), an index that evaluates the development of a healthy work environment
which promotes efficiency in work activity. The evaluation of these characteristics
occur through the use of a questionnaire of quality of life at work, called SF-36 [13].
The questionnaire consists of 36 questions that assess eight dimensions of health:
health perception, physical functioning, functional function, body pain, emotional
functioning, emotional well-being, social function and energy versus fatigue [14].
Studies that investigate the association between work ability and quality of life at
work seek to understand and identify factors that influence worker individual perfor-
mance and satisfaction in thework environment,which can help to develop preventive
measures to health and risks from the professional environment, such as accidents at
work [11]. Several studies have shown some correlation between characteristics of
work activity and health and the exposure to risks of the workers, which can lead to
work accidents; a consensus variable in these surveys is the nature of these predom-
inantly physical activities as in the case of locksmiths [15], rural workers such as
cane cutters [7, 16], workers in the electrical sector [6] and construction workers [8].

Additional care must be taken when investigating the ability to work and quality
of life at work for workers, because the application of the instruments is made based
on professionals that are at work, and does not consider the others absent from work.
This absence may be associated with low rates of WAI and of QLW [11, 23]. Poor
working conditions can influence the increase of occupational accidents, as in the
case of the civil construction area, however, this fact is not a consensus among the
researchers [10, 17, 18].

3 Methodology

This cross-sectional quantitative descriptive research used two questionnaires (Work
Ability Index/WAI and Quality of Life at Work/QLW / SF-36) as instruments for
the data selection, added by sociodemographic and occupational issues, which were
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applied to a group of 114 workers of operational level (they play predominantly
physical activities - servants and bricklayers).

The independent research variables were socio-demographic, WAI, quality of
life, and the dependent variable was a binary variable given by involvement or not
in an accident at work. The socio-demographic and occupational variables are the
birth place of the worker, information if he lives in the accommodation offered by
the company or in his own home together with his family, the number of people
living in the same house, the frequency of physical activities outside the working
environment, information on unhealthy habits such as the use of tobacco and the
frequency of alcohol intake, gender, age, marital status, education, time in the job,
time working at the company and if he had an accident at work.

Statistical approaches for categorical data such as chi-square tests for indepen-
dence and logistic regression models were used to assess the degree of associa-
tion between the variables, adopting a critical p-value < 0.05 to detect statistical
significance under both approaches, using the Minitab® software version 17.

4 Data Analysis and Obtained Results

The datasetwas collected through the application of two instruments (questionnaires)
to each worker: the work ability index (WAI) and the quality of life (QLW/SF-36).
The instruments were distributed to 114 workers of a medium sized company of
the construction sector, from the countryside of São Paulo province, Brazil. The
data set of the 114 workers were obtained in October 2018, revealing that 7.01%
of the respondents (8 individuals) claimed to have been involved in occupational
accidents. The geographical region of the investigated workers has approximately
4,900 professionals registered in the construction activity according to the Union
Values Collecton Report [19], which reveals the representativeness of the study, that
is, around 2.32% of this population.

This section related to the data analysis consists in three stages: a descriptive
analysis of the collected data that aim to describe the distribution of workers by
variable; the use of a statistical analysis based on chi-square independence tests for
each categorical variable in relation to the occurrence of accidents at work, and a
joint statistical analysis, carried out through the use of a logistic regression analysis,
which is a recommended technique for situations in that the dependent variable is
dichotomous or of binary nature, as in the case, and that captures the joint effect of
all independent variables on the response.

4.1 Descriptive Analysis of the Data

The survey was carried out initially with 139 construction workers (bricklayers and
servants) of two construction work places of the same company located in the São
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Fig. 1 Percentage of company’s investigated workers by age and education in 2018

Paulo province, that were contacted and invited to answer the questions in a specific
day for data collection. Of this total, 5 workers refused to participate, and 4 workers
missed the appointed day for data collection, even though they accepted the invitation,
which resulted in a total of 130 respondents. After having been collected the data,
16 questionnaires had to be discarded for missing information, that results in 114
valid questionnaires. The data, which formed the basis for subsequent analyzes, are
broken down by variables as it is observed in the charts below with all respondents
being males.

Figure 1, related to the analysis of data personal issues, shows that the majority
of the interviewees is young, and they are classified respectively in five categories,
18–25 years old (21.05%), 26–35 years old (56.14%), 36–45 years old (18, 42%)
and over 45 years old (4.39%), as it can see in Fig. 1, panel (a). In terms of education
level, panel (b) shows that almost half of the interviewees have completed/incomplete
primary education (48.25%), complete/incomplete secondary education (47.37%).

(a) Age distribution in percentage of company’s investigated workers in 2018.
(b) Educational level in percentage of company’s investigated workers in 2018.

Figure 2, panel (a) shows that the majority of respondents are from other Brazilian
provinces, such as Minas Gerais (46.49%) and Bahia (29.82%), moreover, it was
observed that 56% of the investigated workers started to work when they were over
18 years old. In panel (b) of Fig. 2 related to the information of workers’ health, it

24%

46%

30%
SP

MG

BA

33%

23%

44%
Never

Rarely

O en

Fig. 2 Percentage of company’s investigated workers by province of origin and frequency of
consuming alcoholic beverages in 2018
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81%

16%
3%

Never

1 to 2 mes a
week

3 or more
mes a week

5%

39%

50%

6%

Low

Moderate

Good

Great

Fig. 3 Percentage of company’s investigated workers by frequency of physical activity and
distribution of work ability index in 2018

is showed that the majority of respondents have unhealthy habits, such as drinking
alcoholic beverages frequently.

(a) Percentage of company’s investigated workers by province of origin in 2018.
(b) Percentage of company’s investigated workers by frequency of consuming

alcoholic beverages in 2018.

Regarding to the information related to workers’ health, Fig. 3, panel (a) shows
that the majority of respondents (80.70%) did not have physical activity outside the
work environment (80.70%); although these habits can influence the results of the
WAI (Fig. 3, panel (b)), most of the workers have WAI scores between moderate
(38.60%) and good (50%) and in the quality of life they obtained an average of
72.40.

(a) Percentage distribution of company’s investigated workers by frequency of
physical activity in 2018.

(b) Percentage distribution of Work Ability Index of the company’s investigated
workers in 2018.

The investigation also addressed other topics of interest such as the time of regis-
tration in the company, which showed that the majority (47%) of those investigated
had 1 to 2 years of registration (Fig. 4, panel (a)); the frequency which workers

26%

47%

27% Less than 1
year

1 to 2 years

Above 2 years
56%

18%

26%

Never

Rarely

O en

Fig. 4 Percentage of company’s investigated workers by smoking of company’s investigated and
time of registration in 2018
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smoke, was also identified, and revealed that 56% of them do not have this habit
(Fig. 4, panel (b)).

(a) Percentage distribution by time of registration of company’s investigated
workers in 2018.

(b) Percentage distribution by frequency of smoking of company’s investigated
workers in 2018.

Other important informationwas also obtained from the study. Itwas observed that
more than half of the workers live in the accommodation provided by the company
(77.19%) and the others live with their own family (22.81%) and the activity func-
tion was also another identified aspect, that revealed that 55% of the interviewed
workers were masons. Another interesting point that was investigated was regarding
to the involvement of workers in work accidents, which showed that only 7% of the
respondents had suffered some type of accident.

From this preliminary data analysis, it is possible to conclude that, in general, the
workers do not practice physical activities outside the work environment, and the
vast majority of them have unhealthy habits, such as, the use of alcoholic beverages,
that could be associated with the fact that the workers live far from their families.
Despite the fact of a considerable number of employees have unhealthy habits, most
respondents had WAI scores between moderate and good, which could be explained
by the fact that the majority of respondents are young and aged between 18 and
35 years old, that represents 77.19% of the respondents.

Regarding quality of life, the average index among all 114 interviewees is 72.40,
that is considered a good score, after all, quality of life is evaluated from 0 to 100 and
the higher the value, the better is the quality of life. In this way, the obtained value
corroborates with the result of the WAI, since most workers have scores between
moderate and good.

4.2 Chi-Square Test of Independence

The chi-square test is a standard statistical test that aims to verify whether there
is independence between the categorical independent variables and the categorical
dependent variables (see for example, Montgomery and Runger [20]). This type
of statistical test reveals the intensity of the relationship between the variables and
confirms a possible correlation between the variables, evaluating the output variables
individually, without considering the influence of other aspects that may be involved.
In this case, this statistical tool was used to find out if there is evidence of association
among the above mentioned covariates with the response variable occurrence of
accidents at work. Table 2 summarizes the p-values found in the independence tests
involving each one of the covariates with the occurrence of work accidents.

For the covariates age and education and the responses WAI and quality of life, it
was not possible to perform the test due to the fact that in these cases the sample is
very small (less than 5 observations in each cell of the qui-square test). For the other
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Table 1 Results for the
chi-square tests (p-values)

Covariates p-value

Marital status 1.000

Original province 0.135

Age that started to work 0.346

Frequency of physical activity 0.151

Frequency of smoking 0.878

Frequency of alcohol consumption 0.873

Function 0.756

Company time 0.986

Local residence 0.304

cases, from Table 1, it is observed that there is no dependence between the response
work accident and all considered covariates (p-values > 0.05).

5 Use of a Logistic Regression Model

Logistic regression is a statistical technique that aims to produce, from a set of
observations, a fitted model that allows the prediction of probabilities for a binary
response, associated to the results of many continuous and/or categorical covariates
(see for example, [20]). Also, in the data analysis assuming a logistic regression
model, besides the estimation of the probability of the occurrence of an event of
interest, it is also possible to identify which independent covariate have significative
effect for the probability of the occurrence of binary responses. In this way, the
logistic regression allowed to estimate the probability for the binary response variable
(involvement in work accident) in association with the independent variables (or
covariates). From the obtained results in Table 2 using the software Minitab®, it is
observed that the covariate WAI is significantly associated (p-value < 0.05) with the
response “involvement in occupational accidents”.

Table 2 also shows additional information from the logistic regression analysis
for the factors involved in accidents, such as the maximum likelihood estimators
(MLE) for the regression coefficients associated to each covariate. From these results,
it is possible to observe that the regression parameter estimator associated to the
covariate WAI has a negative value (−0.261), that is, an indication that the higher
theWAI value indicates less chance of an accident. The other covariates do not show
significance (p-values > 0.05). The obtained results of this study are in agreement
with the obtained results from some other studies in the literature, from where it was
observed satisfactory results related to the WAI score associated with different ages,
but some variables such as age, sex, unhealthy habits, physical exercise practices
also did not show significative results groups [21], while other studies have found
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Table 2 P-values for the
logistic regression model
associated to the independent
variables with response
involvement in work
accidents

Source MLE P-value

Regression 5.98 0.426

Life quality (mean) 0.0403 0.438

WAI −0.261 0.032

Frequency of drinking alcohol −0.356 0.539

Frequency of smoking 0.585 0.324

Age −0.018 0.793

Age when started working −0.62 0.511

Company time (years) 0.05 0.939

Function −0.419 0.652

Marital status 0.129 0.888

Origin province −2.73 0.083

significative relationship between the covariatesWAI,QLWwith the response related
to work accidents [22].

Some studies that involve workers who perform high physical demand functions
have found reports of skeletal muscle pain and low back pain which could influence
in the occurrence of accidents [15, 16], but these results were found because these
variables were not considered in the present study. Considering WAI and QLW, this
investigation revealed that most of the investigated workers have scores considered
good, based on their respective scales, that is an important aspect that may be related
to the fact that those workers with low scores could be unable to exercise the activity
and these workers could be on sick leave, which is reasonable to suppose, a result
also reported by others authors [6, 11, 23]. The level of education was another factor
of interest for this investigation, which revealed a predominance of low education
among the respondents; no participant was illiterate, and most of them were in a
complete/incomplete elementary education level, but this covariate did not show
relationship with WAI, QLW and work accidents [24]. In addition, this study also
did not show relationship between age and quality of life, and between quality of
life and work accidents, which is contrary to the results of some studies that have
showed a opposite result, that is, the existence of a negative association between age
and quality of life of workers, that is, the higher the age, the lower the quality of life
[18].

6 Some Conclusions

Civil construction is a sector of great economic and social importance for theBrazilian
economy, however its condition of high risk of accidents for its members is also
notorious, a fact that justified the interest of this study in this area.
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In this study, it was addressed personal, professional and health variables associ-
ated to the interviewees. In addition, the study also considered the WAI and QLW
variables to verify their influence onwork accidents. From the obtained results, it was
observed that only WAI was related to the occurrence of work accidents, resulting
that the WAI is inversely proportional to the occurrence of work accidents, that is,
the lower theWAI, the greater is the chance of an individual to have a work accident.
Through the relationship found in this study, some strategies could be adopted, such
as frequently evaluation of employees’ WAI, so that, specific security programs can
be applied to those who have unsatisfactory WAI; it is also advisable frequently
inspection of the works to verify the use of PPE’s and evaluate ergonomic postures
in relation to the performed activities. This study also highlights the need for further
studies in the area of construction or with other workers with high physical demand,
since most of the studies found in the literature considered health workers. It is also
important to evaluate a larger number of employees, including in the study other
variables such as the distance that employees stay from their families to work, the
types of physical pain that exist, such as low back pain and skeletal muscle, making
an association with the CID’s (a Brazilian identification of diseases) associated to
medical certificates and also, the elaboration of studies in relation to productivity
of workers, so that, a relationship can be found between these variables and the
individual’s production. In addition, it would be also of great importance to apply
a test–retest in order to have clearer results to verify these and other variables that
may be significance for prevention of work accidents.
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Purchase System for People
with Reduced Mobility: Promoting
Equity Idealized by Society 5.0

Ana Paula Braga Garcez, Ricardo Moreira da Silva,
Luís Carlos Inácio de Matos, Tânia Daniela Felgueiras Miranda Lima,
César Emanoel Barbosa de Lima, and Fernando Charrua Santos

Abstract The economic development of a nation is supported, in part, by
entrepreneurship, as it allows job creation, adds value to newproducts and/or services,
and is seen as a catalyst for social development. Currently, the world is moving
towards “Society 5.0”, which seeks a sustainable, egalitarian society centered on
the human being, where Digital Transformation will impact on the improvement of
people’s quality of life. The aim of this paper was to analyze the process of tran-
sition from intention to entrepreneurial action of a product based on technology,
entitled “purchase system for people with reduced mobility”, developed within a
start-up, that had as vision the “individual with reduced mobility”. For it, was used
the (N)ethnography (or study of individual life stories through the digital middle
lens) to understand the process that analyzed using the following filters: (1) Presence
of role models andmentors (2)Work Experience (3) Individual difference (4) Educa-
tion and training (5) Firm Characteristics (6) Culture and Institutional environment
and (7) Digital Transformation. It was possible to conclude that the purchase system
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for people with reduced mobility enables inclusion, not only in its use, but since its
conception; that the whole process was only possible due to the presence of a series
of facilitating conditions and that such conditions were planned for society 5.0, but,
are not yet available to everyone, at all times and in all places, thus that this society
5.0 is still utopian, just one concept to be implemented.

Keywords Society5.0 · Start-up · Entrepreneurship

1 Introduction

Entrepreneurship is dependent on the availability and willingness of individuals
with the capacity to undertake [1], however what is discussed is if this “availabil-
ity” depends solely on the individual and/or external factors. But it is a fact that
entrepreneurship increases the autonomous work and the creation of new compa-
nies, in a changing world, which is moving towards a jobless, highly technological
and digital society where idleness will increase greatly, together with the decrease of
the “private good” and increase to the “public thing” available to everyone. On the
other hand, it is true that this transformation has been taking place for a long time.

In fact, a series of past revolutions including the agricultural and industrial revo-
lutions have brought about not only technological advances and greater convenience,
but also structural changes to society. It is difficult to accurately foresee what kind of
society the ongoing “Society 5.0” revolution will create. Rather than attempting to
predict the future, it is important for us to be key players in the revolution, to indicate
direction, and to work with a diverse range of people to create the future. Opinions
on how to categorize societies vary, but the 5th Science and Technology Basic Plan
identified the societies in which humankind lived in the pastas the Hunting Society
(Society 1.0), Agrarian Society (Society 2.0), Industrial Society (Society 3.0) and
Information Society (Society 4.0), and termed a new society to follow them “Society
5.0.” [2] (Fig. 1).

The Society 5.0 is still a promise and will hardly be implemented until 2030,
with rare exceptions from small sites in Japan, perhaps China or Nordic countries
where there is already a culture of equality and equity in development, however, in
general, its principles have already begun to be drawn. The premises that govern
this new society are based to change dramatically as people accept of new environ-
mental burden, seek decrease economic and social disparity, and beyond that, a rapid
adaptation to digital transformation.

In this context of Society 5.0, the human is the central actor in decision-making
and policy processes and it was with this vision that in 2016, the Japanese govern-
ment began to promote the concept of Society 5.0, promoting human-centered
sustainability, improving people’s quality of life through technology [3].

Thus, in this new planned context, there will be no jobs for everyone, so the
provision of services and small, highly technological digital ventures will grow even
more. Further, there will be an evolution of the current start-up.Wewill need a strong
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Fig. 1 Evolution of society X industrial revolutions

support base for public services, “For all”; the factories will be highly robotized
industries (with very little human employment) and there will be the even greater
increase in the service sector, being anchored by the new start-ups.

In fact, in this society 5.0, start-ups are seen as the engine to create economic
value, due to the flexible business structure, compared to large companies that have
great difficulty in changing their physical and human structures [4]. A case to be
noted, for example, it is the case of Airbnb, which does not have its own material
structure for accommodation, however, the management decentralization has placed
it in the order of large hotel groups.

Thus, in this global environment of rapid technological advances, businessmodels
and entrepreneurial behavior will be affected, where our needs will be: (1) balance
of personal and professional life (2) social responsibility [5] where the technologies
will change society and the business models [6–8], for all this, this transition process
will be based on entrepreneurial individuals.

In this sense, the state of the art about entrepreneurship shows that the
entrepreneurial capacity is supported by several factors, associated to personality
traits, which differentiate entrepreneurs from other individuals, such as: need for
achievement, self-efficacy, innovation, stress tolerance, need autonomy, proactive
personality, among others [9–11], aspects will be present in society 5.0.

Thus, this investigation aimed to analyze the entrepreneurial process from inten-
tion to implementation of the “purchase system for people with reduced mobility”,
made possible by the use of digital technology, a pillar of Society 5.0 utopic. To
this end, the methodology used was (N)ethnology and the unit of analysis was the
product “purchase system for people with reduced mobility” through the lens of their
entrepreneur (who has reduced mobility) and used technology as a tool for social
transformation, based on their own individual needs.
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2 Methodology

There is an acknowledgment in the field of entrepreneurship research of the need to
study business activities in their broader context, looking for in the sociology and
pragmatic thinking of the entrepreneur, based on ethnology [12]. Ethnology, or the
study of individual life histories, seeks to understand the transition process of people
life in the context where the individual is inserted [13].

From Bishop, Star, Neumann, Ignacio, Sandusky and Schatz’s studies, in 1995,
(N)ethnology (net + ethnography) appears, to describe a methodological chal-
lenge: preserving observations, using data obtained from the net [14, 15]. Thus,
(N)ethnology is a researchmethod, based on participant observation and online field-
work, which uses different forms of computer-mediated communication as a source
of data for the understanding and ethnographic representation of cultural phenomena
and communal, so it is an “inductive approach” to qualitative data analysis [16].

Therefore, it expands the possibilities offered by traditional ethnography by
allowing the study of objects, phenomena and cultures that emerge from cyberspace,
based on the development and social appropriation of information and communica-
tion technologies [17]. It is appropriate in this paper, as it is an adaptation of ethno-
graphic research that takes into account the characteristics of digital environments
and computer-mediated communication.

According to Kozinets and Netnografia [16], for the collection and analysis of
data, the information must be collected and copied directly from the pages and
online communities of interest and in the public domain (added by us), in which, due
to the large number of information, it is prudent the researcher to use several types
of filters so that only information relevant to the outline of the research is left.

Figure 2 shows the filters adopted according Newman [18], affect the
entrepreneurial process: (1) Presence of role models and mentors (2) Work Expe-
rience (3) Individual difference (4) Education and training (5) Firm Characteris-
tics (6) Culture and Institutional environment. To the filters proposed by [18] to
(7) Digital Transformation was included because it became a relevant factor in the
entrepreneurial route, especially in the late 20th centurywhere different entrepreneurs
emerged, for example, Steve Jobs (Apple), Mark Zuckerberg (Facebook) and others,
where their business models had a great evolution worldwide.

Considering these seven filters, this article will have the Follow Inspiration enter-
prise as a unit of analysis, a technological startup in the area of robotics and artificial

1. Presence of role models and mentors 
2. Work Experience 
3. Individual difference 
4. Education and training 
5. Firm Characteristics 
6. Culture and Institutional environment

Intention 
(Can I do 

this?) 

7. Digital 
Transformation 

Economic Development 

Action (If I do 
this, what will 

happen?) 

Fig. 2 The entrepreneurial process—transforming intention into economic development [18]
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intelligence, in the city of Fundão in Portugal, founded by Luís de Matos (from
here, called “CEO”). That developed and patented several products and services for
people with special needs, like him. As a visualization object of (N)ethnography,
the “purchase system for people with reduced mobility” available on the company’s
websites was observed.

3 Entrepreneurship and Society 5.0

In 2016, the Japanese government started promoting the concept of Society 5.0,
which aims to create a sustainable society centered on the human being, improving
the quality of life of people through cyber systems [3] as it is expected that the human
being is the central actor in the decision-making and political processes in society
[19].

In addition, Scheer [4] showed that new technologies alone do not generate any
value, only if their implementation is successful, through products and processes.
This technology advanced greatly suppresses manual human labor, so, the global
environment of the next 20 years, will possibly have huge technological advances,
creating a world without jobs. Thus, will make the individual with an entrepreneurial
profile, fundamental to the development of the society of the future.

It is estimated that the new society will consist of a generation of individuals
different from the current one, where digital learning will be a point of exclusion
or inclusion in the new industries or in the training for new start-ups, guided by
more ambitious, impatient and seeking instant gratification people. The foundation
of your needs will be: (1) balance of personal and professional life and (2) social
responsibility [5].

Figure 3, adapted from the report published by Keidanren [2], in a systematic
way, presents the changes that can affect society:

Liberation from focus on efficiency: The Societies 4.0 pursued scale and effi-
ciency via mass production and consumption in order to guarantee material wealth
to growing populations. In Society 5.0, efficiency will no longer be the key factor
in production. The industries will work with individual satisfaction needs, solving
problems and creating value.

Diversity: In Society 4.0, people were required to accept uniform goods and
services and live lives in conformity with standardized processes. In Society 5.0 will
require people to identify divers e needs and challenges in society and turn them into
real business. People will be able to live, learn and work free from suppression of
individuality such as discrimination by gender, race, nationality, etc. We will make
sure that wealth and information will not be concentrated so that people will be
liberated from disparity, and anyone will be able to get opportunities to play a part
anytime, anywhere. Data and benefits derived from themwill be shared by diversified
players, not concentrated, shared on specific companies. Opportunities to study and
work will also be guaranteed to children born in poverty or remote areas.
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Sustainability & 
environmental harmony 
“A society where humankind 
lives in harmony with nature” 

Society 4.0 Society 5.0 

Economies 
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efficiency 
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creation 

“A society where value is 
created” 

Uniformity Liberation from suppression of
individuality

Diversity
“A society where anyone can 
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Concentration Liberation from disparity
Decentralization 

“A society where anyone can get 
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Vulnerability
Resilience

“A society where people can live 
and pursue challenges in 

security”
Liberation from anxiety

High 
environmental 

impact 
Mass 

consumption 
of resources

Liberation from resources and 
environmental constraints

Fig. 3 Changes from society 4.0–5.0 [2]

Decentralization: The next society 5.0 will be that in which anyone can get
opportunities anytime, anywhere, where it is expected that wealth and information
will be distributed and decentralized throughout society and socioeconomic players
will share roles horizontally.

Resilience: In Society 4.0, vulnerabilities became apparent; serious damage
caused by earthquakes and floods, deterioration of public security associated with
increasing disparity, growing social anxiety about terrorism and other crises social.
Expected in Society 5.0, a diversified new infrastructure decentralized social that will
be enhance resilience and enable sustainable development with people away from
unsafety, unemployment and poverty.

Sustainability and environmental harmony: In Society 4.0 humans depended
on model, with high environmental impact and mass consumption of resources. In
Society 5.0 people can live in harmonywith nature, because data utilization increases
energy efficiency and flexibility. There is the option of not depending upon traditional
energy networks and water supply. Food that is better for the environment and health
will command a large premium, and wastage will drop sharply.

In fact, in the perception of theKeidanren [2] report, cutting edge technology avail-
able in society 5.0, deals with the possibility of creating value anytime, anywhere,
safely and in harmony with nature. In this sense, so that the implementation of
Society 5.0 does not become a purely political ideological concept, it is necessary
to integrate several dimensions such as: innovation policy, entrepreneurial spirit and
entrepreneurial skills in individuals.
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4 From Intention to Economic Development Through
“Purchase System for People with Reduced Mobility”
Developed by Follow Inspiration

Intention to development of “purchase system for people with reduced mobility”
started from the needs of his CEO, who has “reduced mobility” and needed to
complete a college degree. (The UN Convention and its optional protocol, incor-
porated into the law of several countries, is composed of fifty articles that address
the civil, political, economic, social and cultural rights of persons with disabilities,
and define them, in Article 1 as: “The term persons with disabilities is used to apply
to all persons with disabilities including those who have long-term physical, mental,
intellectual or sensory impairments which, in interaction with various attitudinal
and environmental barriers, hinders their full and effective participation in society
on an equal basis with others”); therefore, the entrepreneurial intention was not an
economic need, but a physical, motor and plus, an academic-professional need.

Reference [20]’s theory of entrepreneurship establishes that entrepreneurship
must lead to action based on an entrepreneurial intention. In order to study this
context, it is necessary to realize that for a new business to arise, planning is neces-
sary: The act of undertaking is a type of planned behavior, where the models of
intentionality must be adequate. In this sense, the entrepreneur’s self-perception of
his abilities defines his way of acting, where Bandura [21] states that this perception
determines whether a behavior will be initiated and how much effort will be spent.

The CEO, in 2012, it founded Follow Inspiration, a technology startup based
in Fundão, where in recent years it has been developing the wiiGO project, the
first fully autonomous shopping cart to help people with reduced mobility transport
their purchases, as well as others. technological solutions specially adapted to the
specificities of its users and industry (Fig. 4).

Fig. 4 The robot of “purchase system for people with reduced mobility” [22]
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It is pioneering the way it develops autonomous solutions using computer vision
and sensory fusion, thus revolutionizing the way robots move between people and
within factories. Thus created a revolutionary technology and culminated in the
registration of several patents already granted in the United States of America and
Europe and with application in France, Spain, Germany and Portugal, capable of
turning any robot into an intelligent and autonomous robot [22].

So, in addition to the entrepreneurial intention, to effectively achieve the
creation of the “purchase system for people with reduced mobility”, other factors
complemented the action process:

(i) Presence of role models and mentors: is one of the factors that posi-
tively influences entrepreneurship, and these are represented by: investors,
consultants and teachers, more experienced colleagues and more experienced
entrepreneurs [23, 24]. CEO demonstrated that his mentors were his familiar
when he reported that “Fortunately I have a family and friends who supported
me and gave me the mental, psychological and also social structure”.

(ii) Work experience: CEOhadnot this skill, however, he reports that the “strength
of the family” has somehow overcome the lack of experience. This reported
fact is consistent with the studies by [25] because in relation to start-ups, the
lack of experience of aspiring entrepreneurs is mitigated by the presence of
mentors.

(iii) Individual difference: Energy, passion, optimism, self-efficacy, self-
confidence, need for fulfillment, power, autonomy, need for control and over-
confidence, narcissism, arrogance, aggressiveness, indifference to others and
obsessive behavior are specific to each individual [26–28] positively influence
the entrepreneurial process. CEO reported having some of these motivations
(Table 1).

(iv) Education and training: Aspiring entrepreneurs who receive entrepreneurial
education, have a more positive attitude towards what they do not receive [29].
The CEO has an undergraduate and master’s degree (in progress) in Computer
Science and Engineering, and an improvement in Comunilog Consulting that
added several managerial skills, including entrepreneurship.

(v) Firm characteristics: Scheer [4] stated that the potential of start-up can really
add value to cutting edge technology because of the flexibility of their business
models. In this direction, CEO confirms that “A shopping autonomous car was
developed to help people with reduced mobility to transport their purchases
within a commercial area, with this we have created a technology capable of
unequivocal recognition, where the person only needs to place himself in in
front of the equipment, press a button and in less than 3 s the robot will be able
to recognize it and pass it to follow it”.

(vi) Culture and institutional environment: CEO idealized his assistant robot
even when he was graduating. He says that “at the end of my academic career
I had to develop my final thesis and I didn’t see myself in the projects that
teachers had for me”, but it was in this environment the idea and the action
come true. This fact is in linewith the thinking of [30]when he states that “in his
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Table 1 Motivations of CEO

Motivations The reported

Energy, passion and e need for fulfillment “I have two goals: to eliminate the prejudice of
society towards people with reduced mobility and
to eliminate the prejudice that exists with robotics
use”

Need for control “As my journey has transformed me, I am trying to
transform society”

Overconfidence “Throughout my journey I try to do everything, as
normal as possible, without the people sitting next
to me feeling like I’m in a wheelchair”

Self-efficacy “Whoever works with me had to develop the
technology feeling the difficulty of the problem
effectively. When we were designing the shopping
cart, there was a philosophy: each employee of my
team, had to spend at least a whole day sitting in a
wheelchair and had to move around with it, to
understand the purpose of the product”

start-up, the entrepreneur who creates his company in a university environment
benefits from its intellectual capital, such as: human capital, relational capital
and structural capital”. In fact, the CEO says “We are now a team of 15 people,
with several awards won and new investments, who help in this mission.

(vii) Digital transformation: In Scheer’s [4] perspective, technology alone is just
an invention, but it only becomes useful when it generates products and
services. CEO had this conviction because he states that: “The assumption
of technology is to be simple (…) Robotics can not only provide us with good
feelings, but they have to help us effectively (…) for a normal person, tech-
nologymakes easy things, for peoplewith reducedmobility, technologymakes
things possible”. With this concept, “technology” itself is not a big deal, but
its use for purposes, means Digital Transformation, and it is the one that adds
value to the human being.

5 Conclusions

The “entrepreneurial intention” of Follow Inspiration were two needs of its own
founder and CEO: (a) to complete an undergraduate course and (b) physical mobility.
He devised a “purchasing system for people with reduced mobility” to be used
in supermarkets. From there, opened a start-up, partnered and built the robot that
became a commercial product, put into operation, holder of several awards, because
in addition to all positive economic aspects, it deals with inclusion.

In addition to the entrepreneurial intention, seven factors are necessary for the
invention or idea to become a product and add value: (i) Presence of role models and
mentors (ii) Work Experience (iii) Individual difference (iv) Education and training



460 A. P. B. Garcez et al.

(v) Firm Characteristics (vi) Culture and Institutional environment and (vii) Digital
Transformation, Of these, the CEO only lacked the “Work Experience”, but it was
supplied by the “family strength” and by hismotivational self-forces: energy, passion,
need for achievement, need for control, self-confidence and self-efficacy.

In fact, what happened was a sum of skills, enabling conditions and timing that
made the “purchase system for people with reduced mobility”, summed up in an
intelligent robot, add other values besides the economic in the life of the CEO and his
team, but add social values too.Actions like this are typical andpoint to characteristics
of the future society 5.0, where it will be necessary:

(a) Liberation from focus on efficiency, where in the purchase system for people
with reduced mobility, the principal focus was the human race, their individual
needs and the solving problems;

(b) Diversity, when CEO was able to create the opportunity to learn, work and
produce without the discrimination by his reduced mobility;

(c) Decentralization, when CEO had the opportunity, he distributed his product in
an open and decentralized way, showing a new inclusion opportunity;

(d) Resilience, when CEO fights inequality, not only with his product, but through
his statements and;

(e) Sustainability and environmental Harmony, when the purchase system for
people with reduced mobility increases a new opportunity for efficiency and
flexibility, use for clean energy and seek health for the people.

Society 5.0 is still a utopia, however its main value is the full equality of social and
economic values, in a society that takes care of the planet. The “purchase system for
people with reduced mobility” is bigger than a robot, it is a chance and an opening
for everyone to understand the word “equality”.
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Application of the Proknow-C
Methodology in the Search for Literature
About Energy Management Audit Based
on International Standards
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Abstract Energy management can be understood as the sum of all the measures
and activities that are planned or carried out to minimize the energy consumption of
a company or institution. It influences the organizational and technical processes, as
well as the behavior and work patterns, in order to reduce, within economic restric-
tions, energy consumption and increase energy efficiency. Structuring a literature
review to build knowledge and select journals for theoretical foundation is essen-
tial. In view of this fact, the present study aims to characterize the theme “Energy
Management Audit based on international standards”, as well as its foundations,
theoretical outline and the research opportunities identified in the literature. The
method used was Proknow-C (Knowledge Development Process-Constructivist). As
a result, 15 relevant articles were found and aligned with the research theme in an
international database. It was also possible to identify the main approaches proposed
by the authors of the bibliographic portfolio in relation to energy management audits
based on international standards.

Keywords Audit · Power management · Proknow-C · International standards

1 Introduction

Currently, the market has been increasingly oriented to give preference to services
and products of companies committed to actions to protect the environment. Within
these actions, the use of energy stands out. In the energy rationalization activity,
organizations which have a strategic vision can have their image valued before their
stakeholders [1].

Energy takes an important role in the managed costs of a company, with increas-
ingly competitive prices in the market, stimulated by the reduction of competitors’
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costs, energy availability or environmental restrictions. Whatever the incentive to
implement energy efficiency is to use the learning and knowledge of engineering,
economics and management concepts.

Hence, based on these joint discussions and practical importance (both fields),
how is the current scientific scenario about energy management auditing based on
international standards?

This study is justified by its contribution to the scientific community, through the
survey and analysis of the results of the use of energy management auditing based on
international standards, aiming to assist in the obtainment of knowledge and identify
research opportunities on the topic. Thus, the specific objectives were defined: (i)
select a significant bibliographic portfolio about energy management auditing based
on international standards; (ii) carry out the bibliometric analysis of the portfolio.

2 Literature Review

This chapter shows the literature review, beginning with the definitions of energy
management and auditing in energy management.

2.1 Energy Management

According to Fiedler and Mircea [2] energy management can be understood as the
sum of all measures and activities that are planned or carried out to minimize the
energy consumption of a company or institution. It influences organizational and
technical processes, as well as behavior and work patterns, in order to reduce energy
consumption and increase energy efficiency, within economic constraints.

Fernando et al. [3] cite that energy management standards, such as the Energy
Star, the ISO 14001 Environment Management System (EMS) standard and the ISO
50001: 2011 Energy Management System have been introduced globally. However,
there is still a deficit in the practice of Energy Management in organizations due to
difficulties in benchmarking, the complexity of business activities and the resources
necessary for companies to properly implement energy management [4]. Energy
management practices differ from sector to sector and they depend on energy
consumption and intensity, organizational size, quality management and geographic
coverage [5].

2.2 Energy Management Audit

According to Abdelaziz et al. [6] energy audit is an inspection, survey and analysis of
energy flows and energy conservation to reduce the amount of energy input into the
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system without adversely affecting the output. Energy auditing is the key to energy
management decision making.

The audit helps organizations to analyze their energy use and discover areas where
energy use can be reduced and where waste occurs, carry out planning and practice
viable energy conservation methods that will improve their energy efficiency, will
serve to identify all energy flows in a facility, quantify energy use, in an attempt to
balance the total energy consumption with its use [7].

Through the audit many benefits can be achieved. Some of these benefits are [7]:
Reduction in specific energy consumption and pollution environment; Reduction in
operating costs (roughly 20–30%) in systematic analysis; It improves the overall
performance of the total system and the profitability and productivity; Slower deple-
tion of natural resources and reduced demand supply gap; It prevents equipment
failures.

3 Methodology

For the selection of the theoretical framework and construction of the necessary
research knowledge, it was used the Proknow-C methodology (Knowledg Develop-
ment Process—Constructivist), proposed by Ensslin et al. [8], which consists of a
series of procedures, until the arrival of the filtering and selection of articles that
are relevant to the research topic [9]. The method is divided into two main phases,
the first deals with the selection from the raw articles bank and the second with the
articles filtering process. The first phase can be seen in Fig. 1.

Fig. 1 The Proknow-C method. Adapted from Ensslin et al. [8]
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Fig. 2 Filtering the raw articles bank. Adapted from Ensslin et al. [8]

Three research axeswere defined, called “energymanagement”, “audit” and “stan-
dards”. For the energymanagement axis, six keywordswere chosen: Energymanage-
ment, energy efficiency, electricity, energy, electricity management, power manage-
ment system. For the audit axis: audit, evaluation, assessment. And for the standards
axis: ISO 5001, Carbon Trust, Energy Star, Sustainable energy authority of Ireland.
After defining the keywords, combinations were made between them, resulting in 69
combinations.

The search was performed in two databases with the keyword combinations
(Scopus and Web of Science), using the search fields: title, abstract and keywords.
The searches were restricted to the periods from 2000 to 2020 and to documents such
as articles from journals and congresses. To conclude the selection step from the raw
articles bank, an adherence test was carried out to check whether there is a need to
include new keywords, so that the portfolio is as aligned as possible.

Then, the filtering process of the raw articles bank begins, as shown in Fig. 2.
The filtering of the raw articles database begins with the exclusion of repeated

articles. The second step is to read the titles of the articles. From this, the scientific
recognition of articles is carried out. It starts by searching for the number of citations
in Google Scholar that each article has. After that, the reading of the abstracts of the
articles begins, to make the selection of the articles that are aligned with the research
theme, for then keep it in the database or discard it.

4 Results

The process obtained a gross total of 522 articles, of which 365 were found in the
Scopus database and 157 in theWeb of Science database. From these, 308 duplicates
were excluded. Then, the remaining 214 titles were read to verify the alignment of
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Fig. 3 Filter to select articles with lesser scientific recognition. Adapted from Ensslin et al. [8]

the articles to the research theme, resulting in 83 articles. The next step identified
the scientific recognition of the articles, resulting in 42 most mentioned articles,
corresponding to 99% of the citations, after that the abstracts were read, resulting
in 30 articles. The articles with unconfirmed scientific recognition totaled 41, which
went through a new filter for selection, as shown in Fig. 3.

After filtering the articles with lesser scientific recognition, 9 more articles were
added to the 30 that the reading of the abstracts was done, totaling 39 articles to check
the availability of the entire document. After this verification, 36 articles remained
for a complete reading of the document, to confirm the alignment with the research
topic (Table 1).

After reading entirely the articles, 15 articles remained, representing the bibli-
ographic portfolio about indicators for auditing energy management based on
standards, as shown in Table 2.

Bibliometric analysis consists of an important phase in the qualification process
of the bibliographic portfolio. The journals’ evaluation highlights the Journal of
cleaner Production and Proceedings of the ECEEE Industrial Summer Study, which
concentrate 2 articles in each of the bibliographic portfolio, as shown in Fig. 4.

Regarding the scientific recognition of the articles in the portfolio, Fig. 5 shows the
7 articleswith thehighest scientific recognition among the articles in thebibliographic
portfolio.

All authors had only one article mentioned in the bibliographic portfolio, thus,
there were no prominent authors. Then, the number of times that each keyword
appears in the bibliographic portfolio was identified: energymanagement, efficiency,
ISO, performance, systems, are the most used words in the articles, a word cloud
was created to illustrate those whom most appeared in the bibliographic portfolio,
as shown in Fig. 6.

The approaches used in the research are highlighted in Table 2.
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Table 1 Bibliographic portfolio

Articles

Reference [10] Javied, T.; Huprich, S.; Franke, J. Cloud based Energy Management System
Compatible with the Industry 4.0 Requirements. IFAC-PapersOnLine, v. 52, n. 10, pp. 171–175,
2019

Reference [11] Laskurain, I., Ibarloza, A., Larrea, A., & Allur, E. (2017). Contribution to energy
management of the main standards for environmental management systems: The case of ISO
14001 and EMAS. Energies, 10(11), 1758

Reference [12] Rizzon, B., Clivillé, V., Galichet, S., Ochalek, P., & Ratajczak, E. (2015,
October). Decision problem of instrumentation in a company involved in ISO 50001. In 2015
International Conference on Industrial Engineering and Systems Management (IESM)
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Table 2 Approaches used in the search for articles in the Bibliographic portfolio

Reference [10] Cloud based
energy management system
compatible with the industry
4.0 requirements

This document describes a cloud-based, platform-independent
Web application that implements power management in a
standardized and easy-to-use manner. As part of a general
solution, the multiuser system supports planning, implementation,
registration and archiving based on functions of the required
work steps that emerge from the implementation of the standard.
Modern communication technologies and transmission protocols
allow flexible connection of different manufacturers

Reference [11] Contribution
to energy management of
the main standards for
environmental management
systems: The case of ISO
14001 and EMAS

This work aims to clarify the contribution of ISO 14001: 2015
and EMAS III to energy management. In addition, the work
summarizes the results of an empirical exploratory study carried
out in eight Spanish organizations, four with an EMS
implemented and certified based on ISO 14001: 2015 and another
four with an EMS registered in EMAS III. The findings show that
the organizations certified by ISO14001 and EMAS carry out
energy management practices, even if they do not have formal
EnMSs implemented. Implications for managers and policy
makers are discussed, along with paths for future researches

Reference [12] Decision
problem of instrumentation
in a company involved in
ISO 50001

This article deals with the interest of the company Adixen
Vacuum Products in a standard to assist in the decision to
implement the ISO 5000 standard. The idea is to build the
preference model of the decision maker and establish a generic
procedure on the decision supported by an MCDA tool. Our
proposition is to use the ACUTA method to obtain this preference
model

Reference [13] Development
of energy management
standards

The article provides a chronological overview of the development
of energy management standards and explains the
implementation of the standard. The first and the most important
step is to ensure Management’s commitment and then carry out
the energy audit in accordance with EN 16247. In addition, to
identify the use of essential energy and establish the energy
baseline. The system’s behavior is defined based on changes in
the individual energy performance indicators (EnPI). The
definition of the EnPI must be monitored to assess the state of
efficiency of the system. Energy management standards in the
form of ISO50001 are still evolving. New standards are being
developed to further define the requirements of the energy
management standard; ISO 50002: 2014, ISO 50003: 2014, ISO
50004: 2014, ISO 50006: 2014, 50015: 2014, ISO 50007: 2017
and ISO 50008 under development

(continued)

Articles [10, 11, 14–18, 20, 22–24] address the audit process in energy manage-
ment, suggesting tools for the implementation and control of ISO 50001, article [12]
proposes a reference model for decision makers for energy management. Article
[19] proposes the use of software to implement the ISO 50001 standard, it is a self-
guided program, where the manager can follow the suggested steps to certify his
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Table 2 (continued)

Reference [14] Does
regulation of energy
management systems work?
A case study of the energy
conservation law in Japan

This article examines the Japanese experience of regulating
energy management in industrial and commercial facilities with
the aim of providing in-sights for current debates about energy
management systems (EnMSs). The Energy Conservation Act
(ECL) in Japan is a mandatory energy management regulation
that applies to approximately 12,000 companies that consume
more than 1,500 kL of crude oil equivalent per year. Compared to
ISO 50001, an international ENMS standard, ECL is unique in
several ways, such as the inclusion of performance standards, that
is, a 1% improvement in energy intensity per year. Based on the
literature review and interviewing surveys of regulated companies
in Japan, the article argues that while the regulation played an
important role in establishing basic EnMSs, in many cases it was
not effective in promoting tangible efficiency activities energy
beyond mere compliance with the regulation. The article
concludes that programs that aim to improve MSs need to be
complemented with a more informative approach, such as energy
audits and personalized consultancy, which supports companies
that do not have the capacity to use their EMs

Reference [15] Electricity
management in the
production of lead-acid
batteries: the industrial case
of a production plant in
Colombia

The methodology combines the guidelines of the ISO 50001
standard with the energy management structure for factories. The
result is a structured approach to detect inefficiencies and identify
their sources. The management methodology was implemented
during 2016. In the training area, 222 MWh were saved during
2016. This savings represents 3.9% less electricity than predicted
by the area’s energy baseline. In addition, the emission of roughly
40 tCO2.eq. associated with the generation of electricity
production have been saved. In addition, at the plant level, 424
MWh were saved, which represents 3.6% less electricity than
predicted by the plant’s energy baseline. In total, around 76
tCO2.eq. were saved as a result of electricity savings at the plant

Reference [16] Evaluation
methodology for energy
efficiency measures in
industry and service sector

An energy audit was carried out to identify the Profile of the
Energy Company, to rationalize energy consumption to increase
energy efficiency, to assess the potential for energy savings and to
reduce the environmental impact. For any business context, a
series of energy efficiency measures have been proposed,
selecting high-profit energy saving options by applying a priority
criterion. Technical and economic indicators about best practices
were reported, focusing on the tertiary sector and also on industry.
The study, based on feasibility assessments, aims to establish a
possible correlation between energy performance indicators (IPE)
and a limited number of energy system parameters, in terms of
energy production, operation and consumption. The comparative
assessment of energy saving measures provides a useful method
for assessing the applicability of standard energy saving measures
in similar contexts and the cost-benefit ratio of the solutions,
depending on a limited number of parameters

(continued)
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Table 2 (continued)

Reference [17] How can
energy audits and energy
management be promoted
amongst SMEs? A review of
policy instruments in the
EU-28 and beyond

The purpose of this document is to provide a structured and
comprehensive review of existing policy instruments for energy
audits and energy management systems in SMEs, including
regulatory, voluntary, financial and information-based elements.
The results indicate that there are 50 instruments in the EU-28.
Another 15 instruments were identified in Brazil, Canada, China,
India, Japan, Norway, Switzerland and the USA. In our analysis,
we provide an overview of the different instruments by grouping
them and discussing the main design features of their
implementation. Through our analysis, we aim to increase the
transparency of the current implementation of policy instruments
that deal with energy audits and energy management systems for
SMEs in the EU-28 and beyond. This will allow researchers and
policy makers to further improve policy making on industrial
energy efficiency

Reference [18] Monroe
County, Florida a case study
in sustainable energy
management

This article provides information about the project, with an
emphasis on how the project team has used and continues to use
elements of the Plan-Do-Check-Act continuous improvement
cycle found in ISO 50001: 2011 energy management systems.
Examples of elements include an energy review and baseline
development, identification of significant energy uses, controls
and operational procedures for significant energy uses (e.g.
training), action plans and development of Energy Performance
Indicators (EnPI)

Reference [19] Moving the
masses to ISO 50001 whit
50001 ready

This article explores the approach taken by DOE and the
Lawrence Berkeley National Laboratory (LBNL) to break that
barrier. 50001 Ready is a self-guided recognition program
developed by DOE and LBNL to support installation-level
adoption of ISO 50001 business practices, providing national
recognition for self-guided adoption of energy management
principles without the need for third party audits or verification

Reference [20] Results and
prospects of applying an
ISO 50001 based reporting
system on a cement plant

This study reports an electric power management system to
improve the productivity of the cement plant at minimal cost. The
system consists of an automated energy performance report,
which covers the approach of the ISO 5000 Verification Plan Act.
The system collects data from various sources to provide valuable
information and graphics about these reports. Large systems that
consume electricity can then be isolated, monitored and
compared with continually updating benchmarks to identify
missed savings opportunities. The system has been implemented
in a South African plant where the cost of electricity from cement
has reduced by 25%. Qualitative consultations confirmed that the
system promotes the implementation of the management
practices of ISO 50001. The system allows to monitor the energy
performance of the equipment and to continuously improve
operations. These results prove that the profitability of the cement
plant can be improved with minimal capital investment, using an
energy management system

(continued)
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Table 2 (continued)

Reference[21] Save energy
through the superior energy
performance prog ram

This article talks about the SEP program - Superior energy
performance program, which follows the PDCA cycle for its
implementation, showing the benefits of the program in terms of
savings in energy consumption

Reference [22] Six-Sigma
approach to energy
management planning

This article presents an energy management planning procedure
based on six sigma, focusing on five main steps: defining,
measuring, analyzing, improving and controlling. An overview is
provided of the main equipment that consumes energy in the
manufacturing industries. Different energy saving opportunities
are then investigated. The results of this research provide
information and a clear understanding for establishing an energy
management plan, which can be used as part of the ISO 50001
implementation

Reference [23] Specification
of energy assessment
methodologies to satisfy
ISO 50001 energy
management standard

The objective of this work is to develop an energy evaluation
methodology and a report format adapted to the needs of ISO
50001. The energy evaluation methodology developed integrates
the energy reduction aspect of an energy evaluation with the
requirements of the Sects. 4.4.3 (Energy review) to 4.4.6
(Objectives, Goals and Action Plans) in ISO 50001, thus allowing
facilities to reduce the time and other resources needed to
facilitate the implementation of ISO 50001

Reference[24] The
sustainability of energy
management system
Implementation in Pilot
Company’s Industry of
Indonesia

The survey results show that 24 industries from 28 pilot
industries, or about 86%, still implement EnMS. There are 10
sectors that have obtained ISO 50001 certification to monitor the
implementation of EnMS and the improvement of energy
performance through ISO 50001 surveillance audits, carried out
by the certification body. Sector that still implements EnMS, but
has not yet received ISO 50001, the certification will monitor the
implementation of EnMS and the improvement of energy
performance through internal audit activities, carried out by the
company itself

energy management process. The article [13] provides a chronological overview of
the development of energy management standards and explains the implementation
of the standard, the standards of ISO 50002, ISO 50003, ISO 50004, ISO 5006, ISO
5007 are covered. The article [20] talks about the SEP—Superior Energy Perfor-
mance Program, which suggests the PDCA cycle for its implementation, showing
benefits of the program in terms of savings in energy consumption.

5 Conclusions

Using the Proknow-C intervention method, it was possible to select a bibliographic
portfolio that represents the research theme, containing 15 articles that are relevant to
the theme. Through the bibliometric analysis it was possible to acquire the necessary
knowledge, because the analysis allowed to identify the most scientifically relevant
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Fig. 5 Articles with the highest scientific recognition among the articles in the bibliographic
portfolio, research data (2020)

articles, taking into account points such as: journalswhere the articleswere published,
authors with high scientific recognition, among other points that allow to configure
a rich portfolio in information for the research area.

There is a great lack of implementation studies for auditing energy management
in the context of international standards. This finding can be considered as a gap
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Fig. 6 Cloud of keywords that most appeared in the articles of the bibliographic portfolio, research
data (2020)

in scientific research, as it is a relevant topic for industries today. In this way, it is
possible to affirm that the research theme is in progress, which allows for different
combinations of audit methods, indicators and methods for implementing energy
management in companies.

It is worth mentioning that this work is limited to the sample of the researched
journals and the keywords used. The analysis was limited to scientific articles from
journals and conferences, referring to auditing for energy management based on
international standards, made available for free on the CAPES portal. For future
research, it is suggested that the process, illustrated here, be replicated both for the
same research topic and for other topics.
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Stakeholders Assessment for Risk
Management into the Wind Power
Supply Chain

Jorge Arnaldo Troche-Escobar and Francisco Gaudêncio Mendonça Freires

Abstract The supply chain of wind power projects is exposed to a set of events with
potential to disrupt their performance. This work aims to evaluate wind projects in
Brazil to understand the actors’ strategies into the supply chain. The methodology
was qualitative and followed themethod ofMatrix ofAlliances andConflicts: Tactics,
Objectives and Recommendations (MACTOR) based on the key actors and objec-
tives identified into the projects. The individual strategies of the different actors allow
to identify differences and concordances between their objectives and to define alter-
natives through the convergence of the objectives into the project. Groups of actors
with the highest degree of influence and the most dependence level were also iden-
tified. Finally, proposals were made to align the objectives of each actor with the
purpose of the project.

Keywords Wind power supply chain · Risk management ·MACTOR ·
Stakeholders assessment

1 Introduction

Supply chain management includes the exchange of information, communications,
and the development of relationships across the chain [1]. Supply chain risk manage-
ment (SCRM) is the coordination or collaboration among the actors into the chain
to prevent interruptions on operations [2]. An inefficient supply chain management
can conduct to short, medium, and long-term impacts. Thus, as proposed by Fan
and Stevenson [2], risk management requires a holistic approach to the supply chain
rather than focusing only on a focal company.
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The understanding of the actors’ individual strategies in terms of objectives and
choices are useful information to identify the degree to which a project fails [3].
The complexity of the actor’s system is determined by the capacity or weight of
each one into the system, influencing on a greater or lesser degree the decisions of
another players. Here is important to understand that each actor tries to defend its
own interests [4], even though, they are committed to the overall project’s objective.
So, we have a stakeholder interaction where it is important to explore the priorities
of each one within a set of objectives. Those interactions point out key issues and
future actions to improve the supply chain.

The development of projects on the wind power supply chain is exposed to variety
of risks (direct and indirect font) and includes a high number of companies with
important level of investments [5, 6]. An efficient management of the supply chain
is a key factor where is required the identification of uncertainties and coordination
of actions [7]. On this line, the present paper aims to evaluate the Brazilian wind
power projects’ supply chain. The research was conducted on the direction of the
next questions: to understand which are the main stakeholders into the Brazilian
supply chain of a wind energy project; and to understand how are their interactions
based on a set of projects’ objectives.

2 Wind Power Supply Chain and Stakeholders

The wind energy experienced a fast growth into the Brazilian energy matrix into the
last years [8]. Good wind quality, development of technology, and tax incentives are
factors that helped to develop a strong local supply chain [6]. Brazilian and interna-
tional companies where attracted to take part on the technological development of
the local industry, including large number of specialized service providers.

Brazilian wind power projects are currently onshore and involves private compa-
nies under the directives of different governments (Federal, states and cities) and
influenced by actors such as the local population. Wind farms are concentrated in
two main regions: Southeast (Rio Grande do Sul, Santa Catarina, and Paraná) and
Northeast (especially Bahia, Rio Grande do Norte and Ceará). The supply chain
of wind energy involves a great number of actors, where coordination between
the groups is key to mitigate the uncertainties that result from its complexity [9].
The main actors can be concentrated on, supply of parts and components, distri-
bution by specialized transport companies, construction, and operation of the wind
farms. Specialized maintenance may be required in specific situations, in addition to
specialized services [10].

To Adam Cobb [11], stakeholders are individuals or groups with interest on a
decision. That means that not only actors involved directly on the decisions, but also,
actors that are affected by those decisions (and their positions)must be considered.On
wind power projects, we can identify three blocks of stakeholders: first, companies
operating directly on the sector, second, government (local or federal), and third,
the population directly affected by wind projects. The Brazilian wind power projects
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dynamizes the economy of remote places with the movement of workers, equipment,
and demand of services. Government apply incentives, as special taxes on equipment
and parts on the assembly of wind park projects to attract investment [12].

3 Methodology

The study has a qualitative approach with stakeholders of the Brazilian wind power
projects. TheMACTORmethod (matrix of alliances and conflicts: tactics, objectives,
and recommendations) is a prospective method of analysis and planning of scenarios
where is considered the potential disruptive effects of actors or stakeholders into
the system [13]. The multi-stakeholder approach tries to understand the strategy of
each actor, an approach that is gaining importance into the literature as governance
study [14].

It was defined a list of stakeholders and general objectives to be analyzed. The list
was confirmed by previous lectures and coordination with participants. Then it was
applied the MACTOR method with the specific software (MACTOR®—version
5.1.2 2003/2004). According to Godet [13] the stages to run the method are: (i)
Construction of a list of actors or stakeholders of the project; (ii) Identification of
strategic vulnerabilities and objectives to be confronted ormitigated; (iii) To confront
each actors and objectives identifying similarities or differences; (iv) Valuation of
positions, where each pair actor-objective are punctuated; (v) Evaluation of powers
and strategic recommendations for each actor, considering the priorities and avail-
ability of resources; (vi) Integrating power relations in the analysis of convergence
and divergence between actors; (vii) To make recommendations for future scenarios.

As result of the MACTOR method assisted by the software we obtain a series of
reports including tables and graphics about the interaction of stakeholders into the
system. On this paper, and considering the limitation on pages, it will be discussed:
the matrix of convergencies between actors (1CAA) that shows the distance and
proximity between actors considering the set of objectives; the matrix of direct influ-
ences; power relationship between actors, understanding the most influential into the
system; and, the map of convergency between actors and objectives.

3.1 Identification of Stakeholders and Objectives

Based on previous lectures, direct observation, and interaction of participants, the list
of stakeholders and objectives are condensed on Table 1. Stakeholders were selected
considering their importance to the supply chain of wind power projects. Objectives
are the projects’ strategies with the aim to mitigate risk factors that can disrupt
the operations affecting the accomplishment of schedules and signifying losses and
damages.



480 J. A. Troche-Escobar and F. G. M. Freires

Table 1 List of stakeholders and project’s objective

Code Stakeholder Code Stakeholder

A1 Suppliers of blades O1 To deliver stocks

A2 Wind turbine suppliers O2 Good communication

A3 Suppliers of cubes, axis and nacelle O3 Quality of products

A4 Suppliers of towers O4 Schedule accomplishment

A5 Transportation O5 Security on operations

A6 Building contractors O6 Quality on O&M services

A7 Public opinion O7 To regulate the system

A8 Maintenance service

A9 Government

A10 Wind park operators

3.2 Input Data

Two matrices are prepared as data input to the MACTOR method: (i) matrix of
direct influences (MDI) and, (ii) the matrix of stakeholders’ position regarding the
objectives (2MAO). The first matrix represents a reciprocal influence among the
actors, which can be expressed as: against, on favor, and neutral. The values on MDI
matrix (Table 1) are: 4 when actor i can question the existence of actor j; 3 when
actor i can question the accomplishment of objectives by actor j; 2 when actor i can
question the success of projects by actor j; 1 when actor i can question the operational
management of the projects by actor j; and, 0when there is no representative influence
between the pair of actors. The 2MAO matrix represents the position of each actor
among the list of objectives (on this case, a list of supply chain risk factors). The
positions can be considered as neutral, on favor, or against the objective. The values
on 2MAO matrix (Table 2) are: 4 when the objective depends on the existence of
the actor; 3 when the objective compromises the mission of the actor; 2 when the
objective compromises the success of the actor; 1 when the objective compromises
the operational procedures of the project; and 0 when the objective has a weak
relationship with the actor.

Table 2 shows a first vision of stakeholders’ interactions. The sum of influences
(rows) identifies four stakeholders with higher influences: wind turbine suppliers
(A2); wind park operators (A10); public opinion (A7); and government (A9). The
sum of columns shows the stakeholders that receives more influence into the system:
transportation (A5); suppliers of cubes, axis and nacelle (A3); suppliers of towers
(A4); maintenance service (A8); and suppliers of blades (A1).

The MACTOR software is run after MDI and 2MAO (Tables 2 and 3) are defined
and input on the software. The aim of this analysis is to search answers about miti-
gation strategies of the main risk factors on the supply chain of wind power projects
identified on the Brazilian context.
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Table 2 Direct Influence Matrix (MDI)

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10
∑

Aj

A1 0 0 1 1 3 0 0 3 0 0 8

A2 2 0 2 2 3 3 0 3 0 0 15

A3 0 0 0 0 3 0 0 0 0 0 3

A4 0 0 0 0 3 0 0 0 0 0 3

A5 1 1 1 1 0 0 0 0 2 0 6

A6 2 2 2 2 2 0 0 0 0 0 10

A7 1 1 1 1 2 1 0 1 3 3 14

A8 2 2 2 2 2 0 0 0 0 0 10

A9 1 1 1 1 2 2 1 2 3 14

A10 2 2 2 2 3 3 0 3 3 0 20
∑

Ai 11 9 12 12 23 9 1 12 8 6

Table 3 Actors versus Objectives Matrix (2MAO)

2 MAO O1 O2 O3 O4 O5 O6 O7 Sum of Abs

A1 1 1 4 1 4 4 0 15

A2 3 2 3 3 2 2 2 17

A3 2 2 3 3 3 4 0 17

A4 3 2 1 3 4 2 0 15

A5 0 4 0 4 3 0 2 13

A6 2 1 2 3 3 1 0 12

A7 0 0 0 0 3 0 3 6

A8 4 3 3 1 2 0 0 13

A9 0 3 3 0 3 2 4 15

A10 0 2 3 0 3 3 2 13

Number of positions 15 20 22 18 30 18 13

4 Results and Discussions

On the next sections there are represented relationships between actors-actors and
actors-objectives. The results will be presented and discussed grouping the output
in three subjects: direct and indirect influences; relationship between actors and
objectives; and convergence between actors.
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4.1 Direct and Indirect Influences Between Actors

The second order direct influence matrix (MDII) determines the direct and indirect
influence among the actors (Fig. 1a).While into theMDImatrix (Table 2) the analysis
was made from each individual actor into the system. The MDII covers the influence
between the set of actors, where the incidence of an intermediate actor is included
and explored. Two actors may not represent a direct influence on theMDImatrix, but
they have important influences through the intermediary actors. Values are calculated
as: Ii, degree of direct and indirect influence between each actor, determined by the
sum of the rows; and Di, the degree of direct and indirect dependence between each
actor, by the sum of the columns.

Fig. 1 a Matrix of influences between actors MDII; bMap of influences and dependencies
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The most influential actor into the system are the wind park operators (A10) with
I= 79. Followed by A9 (government) and A7 (public opinion) both with I= 75. This
sequence is somehowwaited since it represents the order of the projects’ development
planning. Companies projects the construction of wind parks, the governments act
into the development of policies and incentives, and the public opinion acts based
on the results.

Between the actors that receives more influence into the system were: transporta-
tion (A5)with the higher level withD5 = 90, followed by suppliers of cubes, axis, and
nacelle (A3) and suppliers of towers (A4), both with D = 60. Following, suppliers
of blades (A1) and maintenance services (A8). This result represents the lower inci-
dence of transportation services but at the same time their importance to achieve
projects schedules. And, in the same line, the identification of suppliers of parts and
components, as cubes, axis, nacelle and blades, that receives direct incidence on the
development of projects, and are important to the accomplishment of objectives.

Another approach to identify and evaluate the degree of dependence and influence
of the system is through themap of influences and dependencies (Fig. 1b). The values
are distributed into a Cartesian representation where the vertical axis represents the
influence (Ii), while the dependence (Di) are identified into the horizontal axis. It is
also divided into four zones as discussed on the next paragraphs.

The first zone, actors of greater influence, but less dependence into the system.
They are Wind turbine suppliers (A2), Public opinion (A7), Government (A9), and,
Wind park operators (A10). This result confirms and are in line with the last findings
of the threemost influential stakeholders. Here is included thewind turbine suppliers,
who are almost in the middle zone with a relative influence compared with the actors
on this zone. Those four actors must then be considered as influencers into the
stakeholders’ structure.

The study did not identify any stakeholder into the zone of actors with greater
influence, and at the same time, a greater degree of dependence. This result shows
that the Brazilian wind power projects supply chain have influencer stakeholders but
any of them receives a stronger influence into the supply chain. This case can occur
as example, when a local government that develops policies receives at the same
time a high pressure from investors to follow a specific line or to accomplish their
requirements to increase investment.

Among the actors with less influence and less dependence we have Building
contractors (A6) and Maintenance service (A8). Those actors are required to the
development of previously stablished wind power projects and, this way, they have
less influence between the actors analyzed. Those actors are supplier of services that
receives more incidence into the chain.

Into the last zone, of actors with high level of dependence and lower level of
incidence, we can identify the group of suppliers: cubes, axis and nacelle (A3),
towers (A4) and suppliers of blades (A1). On the same way to the group presented
on the last paragraph, those are suppliers that need the development of projects to
start the production on those groups of elements defined as parts and components.
On the same level, we have the actors of transportation (A5), that at the same way,
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are required once accomplished the development of projects and production of parts
and components.

4.2 Relationship Between Actors and Objectives

The study of relationship between actors and objectives receives input from Table 3
(2MAO). On this first assessment was determined each actor’s position as favorable,
neutral and against each objective. This information results on the weighted value
position matrix (in relation to competitiveness) (3MAO) describing the position of
each actor in front of each objective (Fig. 2a). Positive values represent the degree
of mobilization of the actor in relation to the goals and negative values represent the
opposition rate (this study did not identify negative values).

The actors (A9) Government and (A10) Wind park operators (Fig. 2a) have the
highest level of mobilization between the studied stakeholders. This result confirm
that the strategies defined by those actors are required to define the rest of the actors’
planning inside the wind power supply chain. In contrast, actors (A3) Suppliers of
cubes, axis and nacelle and (A4) Suppliers of towers have the lowest mobilization
degree, depending directly on the input of the projects’ requirements.

The objectives with the greatest degree of mobilization among the actors (3MAO)
are the safety of operations (O5), quality of services and products (O3) and the
systems regulation (O7). Those objectives reflect the priority of the set of actors, as
the case of safety on operations, considering that the projects represent a high level of
investment, requiring an important level of safety plans. The quality of products and
services can be understood at the same level, since any disagreement to this objective
represent important barriers to accomplish the schedules and at the same time, high
level of investment. The priority of system regulation is related to the need of defini-
tion of important and clear rules that guide the definition of investments. Companies
will give priority to markets with strong and reliable structure of regulation systems.

4.3 Convergency Between Actors

The matrix of convergencies of objectives between actors (Fig. 2b) or simple conver-
gency actor versus actor (1CAA) identifies for each pair of actors the number of
common positions that they have about objectives (in favor or against). This infor-
mation identifies the number of possible alliances. The positions “neutral” and
“indifferent” (coded by zero) are not considered on this study.

The actors with the highest number of convergences are (A2) Wind turbine
suppliers, followed by actors (A1) Suppliers of blades, (A3) Suppliers of cubes, axis,
and nacelle, (A4) Suppliers of towers, and (A6) Building contractors. This group of
actors conforms a strong convergence of interests since all them will participate on
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Fig. 2 a Matrix of weighted position (3MAO); b Matrix of actors convergencies (1CAA); c Map
of convergencies between actors
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the stage of development of wind power projects andwill communicate strongly with
the projects’ requirement.

Next, (A8) Maintenance service, (A9) Government and (A10) Wind park opera-
tors. As on the previous results, it is normal that A9 and A10 are set on the same level
of convergence. The actor A8 represents the importance of maintenance service to
guarantee the operation of wind projects. This also could be aligned with the priority
of objectives identified on the previous section.

As the end of the analysis, the map of convergences of order 1 between the actors
(Fig. 2c) where represents the actors in relation to their convergences (data in 1CAA,
2CAA, 3CAA). That is, the closer to each other, the more intense is the convergence.
The map confirms the previous results showing high convergence between A9 and
A10 and at the same time, a group including A2, A3, A4, A6 and A1. Those results
were discussed between the previous figures and tables. The map on Fig. 2c also
allows to identify another three actors with more distance of convergence with the
rest of the group. The actor (A8) Maintenance service that although having a great
level of convergence with objectives, is less dependent of specific actors. The actor
(A5) Transportation with middle level of convergence, and (A7) Public opinion that
is the most isolated level of convergence inside the group. This result shows that
public opinion receives less importance between the actors, considering a positive
feedback facing future wind power projects, with expectation on investments, local
economy incentives, and job market possibilities.

4.4 Risk Management Recommendations

Risk management into the supply chain of a wind project involves the coordination
of all actors or stakeholders that takes part on the development of those projects. This
paper evaluated the participation of ten actors according to eight objectives into the
system. The study is focused not only on objectives from an individual perspective,
but also on a perspective that encompasses all actors along the supply chain.

The analysis of direct and indirect influences between actors identified that the
actors (A10)Wind park operators, (A9) Government, and (A7) Public opinion are the
most influential into the system. Actor (A2) Wind turbine suppliers is also included
in this group from the influence map. The most dependent actors in the system are
(A5) Transportation, (A3) Suppliers of cubes, axis and nacelle, and, (A4) Suppliers
of towers. Actors that we may consider intermediaries in this perspective are (A6)
Building contractors, and, (A8) Maintenance service. This data shows that there are
two external actors within the group of influences, represented by the government
and the public opinion. The success of wind projects from the perspective of these
two actors can be understood as a need for active participation and communication
of projects both to the community and for regulatory agencies, elsewhere Federal,
State or Cities. Involvement by the public opinion can be obtained not only through
communication by companies, but also through participation in the definition of
mitigation plans into the communities affected by wind power projects.
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The evaluation of actors and objectives shows actor (A10) Wind park operators,
with greatest degree of mobility into the system. This can be understood as the
dependence of wind power projects on national energy policies. In this way, much
of the success of projects depends on a clear definition of policies, incentives, and
regulations of the activities involved in them. This evaluation also identified the actors
A3 and A4 as with the lowest degree of mobilization among the objectives. We can
understand this result as being suppliers of parts and components that follows the
evolution of demand through active and future wind projects.

Into the levels of actors’ convergence, two mains groups were identified: first, the
convergence between actors A2, A1, A3, A4, and, A6. These actors have objectives
into the system with convergence to the projects development, as the supply of
parts and components. To manage risk, common strategic objectives can be drawn
including an identified group of actors with the purpose of mitigating risks. A second
group of actors with a high degree of convergence are: A8, A9, and A10. As it
was identified in the different stages of the study, these actors present a similar
degree of influence into the system, so it is important to understand that a series
of strategic objectives can be worked as essential for the accomplishment of the
projects’ objectives and through this, to mitigate the risks. Here we can include
accomplishment of policies from governments regarding energy requirement, and
the design and projection of future projects.

Into the group of objectives with the greatest degree of influence among the
actors are the safety of operations (O5), quality of services and products (O3) and
good communication (O2). The safety of operations can be identified as influential
in the success of the projects, since on the one hand they involve high investment
in infrastructure and on the other hand the possibility of having a high impact on
the rest of the system. In the same line, the quality of products and services can
have the same degree of incidence in the projects. Finally, the need to maintain
and improve communication in wind projects can be considered as important to
maintain and improve coordination of supply activities within wind projects. These
three objectives must be evaluated and defined with short and long-term strategies
to maintain the growth of the industry with the best maturity and risk management
indicators.

5 Conclusions

This paper evaluated the interaction between the different actors in a wind project.
The MACTOR method was applied to the actors of the supply chain according to
a series of risk mitigation objectives into the system. This method considers the
understanding that each actor has a degree of freedom, defining their goals and
strategies individually. At the same time, there are common goals, even if they are
not drawn together from the beginning but are convergent through the interaction of
activities in the search for the success of wind projects.
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The study identified two actors, government, andwindpower operators as themain
stakeholders into the wind power projects supply chain. This shows the importance
to work together and define strategies that would be aligned and guide the definition
of plans on the supply chain. The definition of strong strategies on this level will
allow the maturity of the Brazilian wind power supply chain. It will be important
on the definition of short, medium, and long-term strategies and mitigate risks by
uncertainties inside the supply chain.

The study also identified the convergence between actors into the projects’ devel-
opment level, as suppliers of parts and components. Those actors develop their plans
based on the design of the wind power projects. To mitigate risks on this level will
be necessary to maintain a high level of coordination on the supply chain and avoid
any issue on the projects’ schedules.

The paper shows the importance to identify convergencies between actors and
objectives to define common strategies and reduce uncertainties. The communication
between those stakeholders on the appropriate level will assist on the mitigation of
risk and uncertainties into the supply chain. It is also important to emphasize that this
study does not restrict the identification of possible changes into the future. Those
changes could affect or define new convergences on objectives and strategies.

This research aims to continue with the case study of specific wind power projects
to analyze the main stakeholders’ decisions and evaluate how is developed the risk
management into the project. This new research will allow to identify the main
challenges on each wind power supply chain stakeholders, and to the establishment
of specific risk management strategies for the industry.
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Working in the 4.0 Era: An Ontology
for Competence Management
in the Fourth Industrial Revolution
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Abstract Industry 4.0 is creating a radically more dynamic work environment,
which calls for considerable changes in the role of industry professionals. As indus-
tries need to respond to evolving trends quickly, as well professionals need to be
able to work and constantly learning in this new work environment. Besides, due
to the continuous advances in technology and the adoption of these technologies
in the industries processes, the level of complexity in the workplace is increasing,
which results in the need for a new professional role. However, the main challenge
is how to prepare and qualify these professionals to acquire these competences.
In order to provide a better understanding of the new professional role and their
relationship with the industry 4.0 working environment, this paper introduces an
ontology for Competence Management in the Fourth Industrial Revolution. Consid-
ering the recent scientific and business developments for preparing the industries and
workers for this new working era, competences and skills needed for professionals
in industry 4.0 were reviewed, as well as challenges and opportunities. Based on a
systematic literature review in scientific sources and grey literature, this work identi-
fied what technologies are being adopted and what the professional competences are
for working in this working environment. Since Industry 4.0 is spreading all over the
world, this study contributes to this understanding and also provides a starting point
for further research regarding workforce competence management for Industry 4.0.
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1 Introduction

Industry 4.0 has been conceptualized as the fourth industrial revolution [1], whose
impact reflects on the economy, work, government and also in society [2–4]. New
smart technologies are adopted to improve production processes. They are incorpo-
rated not only in organizations but also in the lives of people who are part of this
context, workers in this industry [5]. New skills and competences are necessary for
these workers, such as creativity and improvisation in solving unforeseen problems,
without compromising production goals [6].

Despite being among the priority areas, few studies present what themost efficient
approaches to promote the competence development in the work environment are
[7]. Also, little is known about what are the main challenges faced by the workers
in a workplace supported by the fourth industrial revolution (4IR) technologies [8].
Therefore, it is essential to support and promote learning in the real work environ-
ment [9, 10]. Besides, continuous qualification and competence development are
considered priority areas that must be addressed by organizations that are joining
industry 4.0 [11].

This paper aims to examine the new required professional role in current research
on Industry 4.0 in order to synthesize the accumulated knowledge and create an
initial ontology for competence management in the Fourth Industrial Revolution.
Considering the future challenges to restructuring the jobs [12], competencemanage-
ment can be an important element in the effective operation of an organization. The
following questions are to be answered:

• What are the 4IR technologies?
• What challenges does the 4IR bring to the workers?
• What competences are needed for the 4IR workforce?

After the introduction, the method adopted to conduct the systematic literature
review is presented. The third section is dedicated to the descriptive analysis and
results discussion. The initial schema of the ontology is also illustrated in this section.
Finally, the conclusions and future recommendations are presented.

2 Method

A systematic literature review was conducted to identify the current state of research
on professional competences in Industry 4.0. Two procedures were used to search for
the articles: (1) a search in the scientific databases following the phases of PRISMA
method [13] (see Fig. 1), and (2) a backward/forward approach proposed by [14].

To conduct the search in the scientific databases in the identification phase, we
use the electronic databases, namely Web of Science, SCOPUS, and Science Direct.
The search string applied was ((“fourth industrial revolution” OR “4th industrial
revolution” OR “Industry 4” OR “Industrie 4”) AND workforce AND (skills OR
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Fig. 1 Phases of the systematic literature review according to PRISMA

competencesOR competencies)). The termswere used for search in the title, abstract,
and keywords of the articles without restriction by a period of time. The result of the
search was a total of 45 papers in Web of Science database, 29 papers in SCOPUS
database, and only 1 in Science Direct.

An inclusion and exclusion criteria were defined to guide the screening and eligi-
bility phases. A careful review of abstracts and full text was performed in the eligi-
bility phase. Based on inclusion criteria defined (see Table 1) only articles that dealt
with workforce competences, 35 out of the 45, articles were selected.

The closely related (CR) papers were also used to guide the backward/forward
procedure. This second identification allowed to identify other 48 documents specif-
ically dedicated to Industry 4.0 and workforce (skills and competences). From these
48 documents, 14 are classified as grey literature, knowledge artefacts that are not
the product of peer-review process such as the scientific papers [15]. Hence, 83
documents were selected for the subsequent literature analysis.

To organize the many files in a single database, we usedMendeley, and to conduct
the qualitative and quantitative analysis, we use NVivo. Based on the key questions,
we analyzed the data collected by coding the data into categories and subcategories
following the methods proposed by [16]. We applied two methods: descriptive and
simultaneous coding. The descriptive coding allowed us to derive basic codes from
the data gathered. Through this method, we obtained the main categories from the
data. Then, we used the simultaneous coding method to apply multiples codes within
a single datum. Thus, when we identified two meanings in one specific code, the
simultaneous coding was applied to create the subcategories.
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Table 1 Inclusion and exclusion criteria and their explanations

I/E Criteria Criteria explanation Number of papers

Exclusion Search engine reason (SER) A paper has only its title,
abstract, and keywords in
English but not its full-text

1

Without full-text (WF) A paper without full text to be
assessed

19

Loosely related (LR) A paper doesn’t focus on
industry 4.0 and workforce
(skills and competences)

10

Inclusion Partially related (PR) A research about industry 4.0
and workforce (skills and
competences) but focusing only
on Higher Education and not in
the workplace

11

Closely related (CR) The research efforts of a paper
are explicitly and specifically
dedicated to Industry 4.0 and
workforce (skills and
competences)

24

Backward (BW) References of CR papers that
are explicitly and specifically
dedicated to Industry 4.0 and
workforce (skills and
competences)

37

Forward (FW) Papers that cited the CR papers
and are explicitly and
specifically dedicated to
Industry 4.0 and workforce
(skills and competences)

11

3 Results and Discussion

The first contribution on competences regarding Industry 4.0 was found in the
year 2013. Since 2015 the number of contributions has been increasing. Some
contributions were published in the following year (see Fig. 2).

The systematic literature review disclosed a lack of empirical studies. Since the
fourth industrial revolution is at the beginning of its existence, the first appearance of
the subject date from2013 [1],most of the studies are theoretical.Of the 83documents
examined, 35 were classified as literature review, 14 were considered grey literature,
14 conducted a survey, 12 conducted a case study, 2 conducted a research experiment.
The six remains used research methods such as content analysis (3), design science
research (1), simulation (1), and text mining analysis (1).

The analysis also reveals that not only the manufacturing industry is concerned
regarding the fourth industrial revolution and its impacts on the workforce compe-
tences. The following sectors are also conducting studies regarding this subject:
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Fig. 2 Number of articles by year and category

Agriculture [17], Construction [18, 19], Fashion [20], Footwear [21], Maritime [22],
Mining [23] and Textile [21, 24].

In the following, the results of the content analysis are presented, structured
according to the aforementioned research questions.

3.1 What Are the 4IR Technologies?

As can be seen in Table 2, the analysis identified 45 emerging technologies. The
top 5 mentioned in the documents are Artificial intelligence (10 documents), Big
data (13 documents), Cloud computing (10 documents), Cyber-physical systems (13
documents), and Internet of Things (15 documents).

An interesting point to be highlighted is the fact that little is known empirically
about the adoption of these technologies and their real impact on the working envi-
ronment. Themajority of the mentions are based on predictions mainly from the grey
literature [25, 31, 35–37].

3.2 What Challenges Does the 4IR Bring to the Workers?

The biggest challenge the 4IR brings to theworkers lies in copingwith the constant IT
and technology qualification [50, 51]. Since there is a variety of technologies being
adopted (see Table 2), the workers need technology affinity [22, 32, 52]. Workers
need to deal with the 4IR technologies available in their working environment as well
as other emergent technologies that can have been adopted in the future. Besides,
with the adoption of the technologies also emerges the concern about information
security [30].
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Table 2 The 4IR technologies identified

3D Printing [3, 19, 25–27] Cybersecurity [11, 26, 28–30]

5G [31] Digital design [26]

Advanced algorithms [8, 19, 32] Digital Twins technologies [8, 11, 31]

Advanced analytics [8, 19, 26, 29, 33, 34] Energy storage [26, 27, 35]

Advanced human-machine interfaces [19, 34,
36]

High performance computing [26]

Advanced materials [26, 27, 35] In Memory databases [33]

Advanced robotic [3, 11, 26, 27, 29, 32, 35, 37,
38]

Intelligent Automation [29]

Advanced traceability systems [11] Internet of Services [11, 36, 39]

Artificial intelligence [8, 11, 26, 29, 31, 32, 35,
40–42]

Internet of Things [8, 11, 19, 26–29, 31, 33, 36,
38, 39, 41, 43, 44]

Augmented reality [8, 11, 19, 24, 31, 34–36, 44] Location detection technologies [11, 19]

Authentication and fraud detection [19] Mobile devices [11, 19, 23, 27, 29, 32, 33]

Automation [25, 29, 39, 42, 45] Multilevel customer interaction and customer
profiling [19]

Autonomous vehicles [3, 25, 27, 32, 37] Next gen-computing [26, 27, 35]

Big data [8, 11, 19, 25, 27–29, 32–34, 37, 41,
46]

RFID technologies [11, 19, 39]

Biomanufacturing [26] Robot Process Automation [29]

Biotechnology [26, 27, 35] Simulation and integration [11, 25, 26, 37]

Blockchain [26, 31, 35] Smart sensors [8, 11, 19, 24, 32, 36, 37, 39]

Cloud computing [8, 11, 27–29, 31, 33, 39, 43] Social Media [29, 33, 34]

Cloud services [11, 43] Speech recognition [8, 36]

Cognitive automation [26] Ubiquitous computing [31, 35]

Collaborative robots (cobots) [9, 11, 23, 26, 31,
34, 38, 40, 47]

Virtual reality [11, 31, 34–36, 38, 44]

Complex network protocol [11] Wearables [19, 34, 36]

Cyber-physical systems [8, 11, 24, 30, 34, 36,
38, 39, 41, 42, 44, 48, 49]

Another challenge observed is related to the lack of knowledge regarding the
processes followed by theworkers [25].Without this explicit knowledge, it is difficult
for them to understand and also coordinate the efforts necessary to make better use
of 4IR technologies. Besides, a critical challenge also is related to deal with the
existence of parallel work structures: the old way of working and the new way of
working, due to the adoption of the 4IR technologies, that can be built in parallel
with the day-to-day tasks [43].

The diversity of the working environment is also a challenge founded in the
analysis [53, 54]. Due to the demographic changes [26, 31, 37, 55], and also the
globalization [29, 56, 57], more diversity is encountered in the 4IR working envi-
ronment. Besides, since women represent a high percentage of new graduates with
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IT skills developed [27, 36, 51, 58], diversity related to gender also increases. This
situation drives workers to the need for social competences to deal with diversity in
the working environment.

Furthermore, the level and kind of competences required for the workers are
increasing [59]. For instance, a need competency found in the literature is the “Sus-
tainable mindset” [55]. This competence requires that the workers have conscious-
ness regarding the impact on their working on the environment and bring creative
ideas to solve this problem.

3.3 What Competences Are Needed for the 4IR Workforce?

The most cited reference regarding competences is the 21st century required skills
provided by theWorld Economic Forum document [60]. Twenty documents mention
and use it to define the key competencies needed for the 4IRworkforce. Another grey
literature also used with this regard is [51].

A specific overview of 4IR workforce competences is provided by [55]. Other
papers also referenced this article since it provides a significant list of 4IR work-
force competences. The authors classified the competences in four main categories:
personal, social, methodological, and technical.

Towards the personal competence, an important aspect found in the literature, for
all workers’ roles, even operators, was the mention regarding the transformation of
theworkers into “knowledgeworkers” [61]. Thismeans that theworkers need to have
the motivation to learn, flexibility [22, 46, 62], and also be capable of reviewing
their own experience and knowledge continuously [57].

Besides, as already mentioned, the 4IR working environment is more collabora-
tive. Therefore, social competences as communication as well as negotiation are
highly required in this environment [22, 46, 57, 63].

Since 4IR impacts in a more dynamic work environment, the workers need
methodological competences. For instance, it is crucial to have problem solving
competence [22, 46, 57, 63, 64] to deal intelligently and creatively with the chal-
lenges of this environment. Moreover, time management, process management,
and project management are also substantial methodological competences for 4IR
workers.

Finally, because the working environment is surrounded by technology, the 4IR
workers need technical competences [22, 46, 57]. IT affinity competence can
empower the workers and allows them to be more productive and efficient in their
task execution. For instance, knowing how to program smart equipment to auto-
mate a manual task can boost productivity and help to improve engagement and job
satisfaction.
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Fig. 3 Initial schema of the 4IR competence management ontology

3.4 Initial Schema of the 4IR Competence Management
Ontology

An initial schema of the 4IR competence management ontology is developed by
incorporating the identified key conceptsmentioned in the sections above (see Fig. 3).
From an ontological perspective [65], the proposed schema is a conceptualization. It
represents the key concepts of the 4IR competencemanagement and the relationships
among them.

As illustrated, the 4IR technologies impact theworking environmentwhose conse-
quences reflect on the worker. This dynamic environment demands personal compe-
tences from the worker. The worker has a competency level that allows him/her plays
a role to execute him/her process or project tasks. To execute the tasks effectively, the
worker needs methodological competences. The projects are performed by a team,
which leads to the need for social competences. Furthermore, to be capable of dealing
with smart equipment, technical competences are required.

4 Conclusions and Future Recommendations

The new and dynamic work environment impacted by a strong digital and techno-
logical transformation implies to the industry professionals, such as operators, and
managers, a need for continuous learning process throughout their professional life,
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the called “lifelong learning”. This learning process must be supported and promoted
directly on the work environment; the papers name this learning process as “on the
job training”. The learning cycles became shorter and more specific to promote the
acquisition of new skills and competences required, transforming all the industry
workers to “industry knowledge workers”.

Therefore, the biggest challenge regarding competences development in the fourth
industrial revolution is to keep the workers learning. The ontology created provides a
knowledge representation that connects the key concepts of Workforce competences
in Industry 4.0 and their relations in both theoretical and practical aspects.

Although studies mention the workplace impact of 4IR technologies adoption by
the Industries, little is known empirically about how these adoptions are affecting the
role of the workers. Future researches can address this situation by observing how
the adoption of the 4IR technologies is reflecting on the workers’ role.

Also, since there is evidence in the literature regarding the need for lifelong
learning and on the job training, future researches could investigate how these 4IR
technologies adopted to increase productivity could also be used to improve the
qualification of the workers at the workplace.
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tisements. Int. J. Inf. Manage. 50, 416–431 (2020). https://doi.org/10.1016/j.ijinfomgt.2019.
07.014.

13. Moher, D., Liberati, A., Tetzlaff, J., Altman, D.G., Altman, D., Antes, G., Atkins, D., Barbour,
V., Barrowman, N., Berlin, J.A., Clark, J., Clarke, M., Cook, D., D’Amico, R., Deeks, J.J.,
Devereaux, P.J., Dickersin, K., Egger, M., Ernst, E., Gøtzsche, P.C., Grimshaw, J., Guyatt,
G., Higgins, J., Ioannidis, J.P.A., Kleijnen, J., Lang, T., Magrini, N., McNamee, D., Moja,
L., Mulrow, C., Napoli, M., Oxman, A., Pham, B., Rennie, D., Sampson, M., Schulz, K.F.,
Shekelle, P.G., Tovey, D., Tugwell, P.: Preferred reporting items for systematic reviews and
meta-analyses: The PRISMA statement (Chinese edition), (2009). https://doi.org/10.3736/jci
m20090918.

14. Webster, J., Watson, R.T.: Analyzing the Past to Prepare for the Future: Writing a Literature
Review. MIS Q. 26, xiii–xxiii (2002).

15. Adams, R.J., Smart, P., Huff, A.S.: Shades of Grey: Guidelines for Working with the Grey
Literature in Systematic Reviews for Management and Organizational Studies. Int. J. Manag.
Rev. 19, 432–454 (2017). https://doi.org/10.1111/ijmr.12102.

16. Saldaña, J.: The Coding Manual for Qualitative Researchers. SAGE Publications Ltd, London
(2016).

17. Ra, S., Shrestha, U., Khatiwada, S., Yoon, S.W., Kwon, K.: The rise of technology and impact
on skills. Int. J. Train. Res. 17, 26–40 (2019). https://doi.org/10.1080/14480220.2019.1629727.

18. García de Soto, B., Agustí-Juan, I., Joss, S., Hunhevicz, J.: Implications of Construction 4.0
to the workforce and organizational structures. Int. J. Constr. Manag. 1–13 (2019). https://doi.
org/10.1080/15623599.2019.1616414.

19. Low, S.P., Gao, S., Ng, E.W.L.: Future-ready project and facility management graduates in
Singapore for industry 4.0. Eng. Constr. Archit. Manag. ahead-of-p, (2019). https://doi.org/10.
1108/ECAM-08-2018-0322.

20. Wang, B., Ha-Brookshire, J.E.: Exploration of Digital Competency Requirements within the
Fashion Supply Chain with an Anticipation of Industry 4.0. Int. J. Fash. Des. Technol. Educ.
11, 333–342 (2018). https://doi.org/10.1080/17543266.2018.1448459.

21. Martins, J.T.: Relational capabilities to leverage new knowledge. Learn. Organ. 23, 398–414
(2016). https://doi.org/10.1108/TLO-03-2016-0022.

22. Cicek, K., Akyuz, E., Celik, M.: Future Skills Requirements Analysis in Maritime Industry.
Procedia Comput. Sci. 158, 270–274 (2019). https://doi.org/10.1016/j.procs.2019.09.051.

23. Lööw, J., Abrahamsson, L., Johansson, J.: Mining 4.0—the Impact of New Technology from a
Work Place Perspective. Mining, Metall. Explor. 36, 701–707 (2019). https://doi.org/10.1007/
s42461-019-00104-9.

24. Saggiomo, M., Loehrer, M., Kerpen, D., Lemm, J., Gloy, Y.-S.: Human-and Task-Centered
Assistance Systems in Production Processes of the Textile Industry: Determination ofOperator-
Critical Weaving Machine Components for AR-Prototype Development. In: 2016 49th Hawaii
International Conference on System Sciences (HICSS). pp. 560–568. IEEE (2016). https://doi.
org/10.1109/HICSS.2016.76.

25. Aulbur, W., CJ, A., Bigghe, R.: Skill Development for Industry 4.0, (2016).
26. Chenoy, D., Ghosh, S.M., Shukla, S.K.: Skill development for accelerating the manufacturing

sector: the role of ‘new-age’ skills for ‘Make in India.’ Int. J. Train. Res. 17, 112–130 (2019).
https://doi.org/10.1080/14480220.2019.1639294.

https://doi.org/10.1108/SCM-03-2018-0150
https://doi.org/10.1109/ICIT.2016.7475093
https://doi.org/10.24023/FutureJournal/2175-5825/2020.v12i1.473
https://doi.org/10.1016/j.ijinfomgt.2019.07.014
https://doi.org/10.3736/jcim20090918
https://doi.org/10.1111/ijmr.12102
https://doi.org/10.1080/14480220.2019.1629727
https://doi.org/10.1080/15623599.2019.1616414
https://doi.org/10.1108/ECAM-08-2018-0322
https://doi.org/10.1080/17543266.2018.1448459
https://doi.org/10.1108/TLO-03-2016-0022
https://doi.org/10.1016/j.procs.2019.09.051
https://doi.org/10.1007/s42461-019-00104-9
https://doi.org/10.1109/HICSS.2016.76
https://doi.org/10.1080/14480220.2019.1639294


Working in the 4.0 Era: An Ontology for Competence Management … 501

27. Schwab, K., Samans, R.: Global Challenge Insight Report : The Future of Jobs. (2016).
28. Flynn, J., Dance, S., Schaefer, D.: Industry 4.0 and its potential impact on employment demo-

graphics in theUK. In:Advances in TransdisciplinaryEngineering. pp. 239–244 (2017). https://
doi.org/10.3233/978-1-61499-792-4-239.

29. Foerster-Metz, U.S., Marquardt, K., Golowko, N., Kompalla, A., Hell, C.: Digital Transforma-
tion and its Implications on Organizational Behavior. J. EU Res. Bus. 1–14 (2018). https://doi.
org/10.5171/2018.340873.

30. Heynitz, H., Bremicker, M., Amadori, D.M., Reshke, K.: The Factory of the Future: Industry
4.0- The challenges of tomorrow, (2016).

31. Microsoft: 2019 Manufacturing Trends Report. (2018).
32. Frey, C.B., Osborne, M.A.: The future of employment: How susceptible are jobs to comput-

erisation? Technol. Forecast. Soc. Change. 114, 254–280 (2017). https://doi.org/10.1016/j.tec
hfore.2016.08.019.

33. Hecklau, F., Orth, R., Kidschun, F., Kohl, H.: Human Resources Management: Meta-study
- Analysis of Future Competences in Industry 4.0. In: Proceedings of the 13th European
Conference on Management, Leadership and Governance. pp. 163–175 (2017).

34. Romero, D., Stahre, J., Wuest, T., Noran, O., Bernus, P., Fast-Berglund, Å., Gorecky, D.:
Towards an Operator 4.0 Typology: A Human-Centric Perspective on the Fourth Indus-
trial Revolution Technologies Digital learning platform for the smart digital factory, E-
DIG View project TOWARDS AN OPERATOR 4.0 TYPOLOGY: A HUMAN-CENTRIC
PERSPECTIVE ON THE. 29–31 (2016).

35. World Economic Forum: Insight Report: Readiness for the Future of Production Report 2018.
(2018).

36. Gehrke, L., Kühn, A.T., Rule, D., Moore, P., Bellmann, C., Siemes, S., Dawood, D., Singh, L.,
Kutik, J., Standley, M.: A Discussion of Qualifications and Skills in the Factory of the Future:
A German and American Perspective, (2015).

37. Lorenz, M., Rüßmann, M., Strack, R., Lueth, K.L., Bolle, M.: Man and Machine in Industry
4.0. (2015).

38. Richert, A., Shehadeh, M., Plumanns, L., Gros, K., Schuster, K., Jeschke, S.: Educating engi-
neers for industry 4.0: Virtual worlds and human-robot-teams. In: Proc. of IEEE Global Engi-
neering Education Conference (EDUCON). pp. 142–149 (2016). https://doi.org/10.1109/EDU
CON.2016.7474545.

39. Dombrowski, U., Wagner, T.: Mental Strain as Field of Action in the 4th Industrial Revolution.
In: Procedia CIRP. pp. 100–105. Elsevier B.V. (2014). https://doi.org/10.1016/j.procir.2014.
01.077.

40. Kamaruzaman, F.M., Hamid, R., Mutalib, A.A., Rasul, M.S.: Conceptual framework for the
development of 4IR skills for engineering graduates. Glob. J. Eng. Educ. 21, 54–61 (2019).

41. Lieu Tran, T.B., Törngren, M., Nguyen, H.D., Paulen, R., Gleason, N.W., Duong, T.H.: Trends
in preparing cyber-physical systems engineers. Cyber-Physical Syst. 5, 65–91 (2019). https://
doi.org/10.1080/23335777.2019.1600034.

42. Romero, D., Bernus, P., Noran, O., Stahre, J., Berglund, Å.F.: The operator 4.0: Human cyber-
physical systems & adaptive automation towards human-automation symbiosis work systems.
In: IFIP International Conference on Advances in Production Management Systems (APMS).
pp. 677–686 (2016). https://doi.org/10.1007/978-3-319-51133-7_80.

43. Erol, S., Jäger, A., Hold, P., Ott, K., Sihn, W.: Tangible Industry 4.0: A Scenario-Based
Approach to Learning for the Future of Production. In: Procedia CIRP (2016). https://doi.
org/10.1016/j.procir.2016.03.162.

44. Quint, F., Sebastian, K., Gorecky, D.: A Mixed-reality Learning Environment. In: Procedia
Computer Science. pp. 43–48. Elsevier (2015). https://doi.org/10.1016/j.procs.2015.12.199.

45. Manyika, J., Chui, M., Miremadi, M., Bughin, J., George, K., Willmott, P., Dewhurst, M.: A
future that works: Automation, employment, and productivity. (2017).

46. Foerster-Pastor Foerster-Metz, U.S., Golowko, N.: Employability skills for the Romanian
outsourcing industry. Proc. Int. Conf. Bus. Excell. 11, 1068–1080 (2017). https://doi.org/10.
1515/picbe-2017-0110.

https://doi.org/10.3233/978-1-61499-792-4-239
https://doi.org/10.5171/2018.340873
https://doi.org/10.1016/j.techfore.2016.08.019
https://doi.org/10.1109/EDUCON.2016.7474545
https://doi.org/10.1016/j.procir.2014.01.077
https://doi.org/10.1080/23335777.2019.1600034
https://doi.org/10.1007/978-3-319-51133-7_80
https://doi.org/10.1016/j.procir.2016.03.162
https://doi.org/10.1016/j.procs.2015.12.199
https://doi.org/10.1515/picbe-2017-0110


502 R. Francisco et al.

47. Nair, V.V., Kuhn, D., Hummel, V.: Development of an easy teaching and simulation solution
for an autonomous mobile robot system. Procedia Manuf. 31, 270–276 (2019). https://doi.org/
10.1016/j.promfg.2019.03.043.

48. Shamim, S., Cang, S., Yu, H., Li, Y.: Management approaches for Industry 4.0: A human
resource management perspective. In: 2016 IEEE Congress on Evolutionary Computation,
CEC 2016. pp. 5309–5316 (2016). https://doi.org/10.1109/CEC.2016.7748365.

49. Stern, H., Becker, T.: Development of a Model for the Integration of Human Factors in Cyber-
physical Production Systems. Procedia Manuf. (2017). https://doi.org/10.1016/j.promfg.2017.
04.030.

50. Arntz, M., Gregory, T., Zierahn, U.: The Risk of Automation for Jobs in OECD Countries: A
Comparative Analysis. (2016). https://doi.org/10.1787/5jlz9h56dvq7-en.

51. Bakhshi, H., Downing, J.M., Osborne, M.A., Schneider, P.: The Future of skills: Employment
in 2030, (2017).

52. Prifti, L., Knigge, M., Kienegger, H., Krcmar, H.: A Competency Model for “Industrie 4.0”
Employees. In: Proceedings der 13. Interantionalen Tagung Wirtschaftsinformatik. pp. 46–60
(2017).

53. Müller, S., Willicks, F., Stiehm, S., Richert, A., Jeschke, S.: Demography Management in
Industry 4.0: First Results of a Qualitative Study. In: Proceedings of the 12th European
Conference on Management, Leadership and Governance ECMLG (2016).

54. Ilie, L., Bondrea, I.: Changing Labour Market Needs and the Challenges for Academic Lead-
ership. In: ECMLG 2016 - Proceedings of the 12th European Conference on Management,
Leadership and Governance. pp. 80–88 (2016).

55. Hecklau, F., Galeitzke, M., Flachs, S., Kohl, H.: Holistic Approach for Human Resource
Management in Industry 4.0. Procedia CIRP. 54, 1–6 (2016). https://doi.org/10.1016/j.procir.
2016.05.102.

56. Becker, T., Stern, H.: Future Trends inHumanWork areaDesign for Cyber-Physical Production
Systems. In: Procedia CIRP. pp. 404–409. Elsevier B.V. (2016). https://doi.org/10.1016/j.pro
cir.2016.11.070.

57. Régio, M.M. de A., Gaspar, M.R.C., do Carmo Farinha, L.M., De Passos Morgado, M.M.A.:
Industry 4.0 and telecollaboration to promote cooperation networks: A pilot survey in the
portuguese region of castelo branco. Int. J. Mechatronics Appl. Mech. 2017, 243–248 (2017).
https://doi.org/10.17683/ijomam.issue1.40.

58. Jevnaker, B.H., Olaisen, J.: The dynamics of societal and corporate ideas: The knowledge work
design of the future. In: Proceedings of the European Conference on Knowledge Management,
ECKM. pp. 565–573. Academic Conferences Limited (2019). https://doi.org/10.34190/KM.
19.055.

59. European Commission: Communication on new skills agenda, human capital, employability
and competitiveness 2016. (2016).

60. World Economic Forum: The Future of Jobs Report. (2018).
61. Chryssolouris, G., Mavrikios, D., Mourtzis, D.: Manufacturing Systems: Skills & Competen-

cies for the Future. In: Procedia CIRP. pp. 17–24. Elsevier B.V. (2013). https://doi.org/10.1016/
j.procir.2013.05.004.

62. ManpowerGroup: The skills revolution –Digitization andWhySkills andTalentMatter, https://
www.manpowergroup.com/workforce-insights/world-of-work/the-skills-revolution, (2016).

63. Costello, O., Kent, M.D., Kopacek, P.: Integrating Education into Maintenance Operations:
an Irish case study. IFAC-PapersOnLine. 52, 415–420 (2019). https://doi.org/10.1016/j.ifacol.
2019.12.573.

64. Lee, Y., Moon, G.G., Kwon, Y.-K.: Implementing liberal arts education in the era of the Fourth
Industrial Revolution: lessons and implications for Korea’s higher education policy. Int. Rev.
Public Adm. 24, 282–294 (2019). https://doi.org/10.1080/12294659.2019.1700646.

65. Guarino, N., Oberle, D., Staab, S.: What Is an Ontology? In: Handbook on Ontologies. pp. 1–
17. Springer Berlin Heidelberg, Berlin, Heidelberg (2009). https://doi.org/10.1007/978-3-540-
92673-3_0.

https://doi.org/10.1016/j.promfg.2019.03.043
https://doi.org/10.1109/CEC.2016.7748365
https://doi.org/10.1016/j.promfg.2017.04.030
https://doi.org/10.1787/5jlz9h56dvq7-en
https://doi.org/10.1016/j.procir.2016.05.102
https://doi.org/10.1016/j.procir.2016.11.070
https://doi.org/10.17683/ijomam.issue1.40
https://doi.org/10.34190/KM.19.055
https://doi.org/10.1016/j.procir.2013.05.004
https://www.manpowergroup.com/workforce-insights/world-of-work/the-skills-revolution
https://doi.org/10.1016/j.ifacol.2019.12.573
https://doi.org/10.1080/12294659.2019.1700646
https://doi.org/10.1007/978-3-540-92673-3_0


Autonomous Inventory and Capacity
Management in an Omnichannel
Retailing Scenario: A Review

Eduardo C. L. Linhares and Ricardo L. Machado

Abstract Retail is experiencing omnichannel disruption providing a multiple-
choice solution for the consumer. In this scenario, supply chainmanagement becomes
more challenging in meeting demand. The challenge of integrating the capacity and
inventory sizing arises in order to meet the demands generated in the physical and
virtual selling channels. This research aims to understand how the supply chain´s
inventory and capacitymanagement are addressed in the literature, applyingmachine
learning algorithms to reach omnichannel goals. In this sense, a systematic literature
review was carried out firstly in 340 articles published from January 2014 to June
2019. From this initial sample, 94 articles were selected in the final investigation.
Despite increasing publications related to omnichannel retailing, it was found that
there are few machine learning-based models for supply chain management. Also,
a conceptual framework is suggested to integrate shoppers to interaction points and
interaction points to collection points in the omnichannel structure.

Keywords Omnichannel · Supply chain management · Systematic literature
review

1 Introduction

A blended market is growing as an omnichannel framework that coordinates the
integration of fragmented supply chain (SC) processes, aiming to enhance consumer
experience disruptively [1]. In this scenario, conventional and online retailers have
been increasingly changing sales channels using technology and internet resources
to operate stores in an integrated way [2, 3].
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Marchet [4] argue that omnichannel is still evolving due to company adaptation,
considering their operations maturity, product characteristics, consumer needs, and
convenience service [5]. Retailers should adopt new strategies in pricing, purchasing,
and customer relationship to succeed in an omnichannel arrangement [6]. Also, it
is relevant to know how to capture value, provide customer needs, reduce the sales
cycle, and keep a profitable business. Customer decision processes, concerning
pre-purchase, purchase, and post-purchase, can be understood through approaches
such as social media, online communities, big data, and artificial intelligence (AI) [5,
7, 8]. AI adoption in SC management is a path for market differentiation perceived
and valued by the consumers [7], becoming a meaningful way to improve market
share [9].

Omnichannel is strongly related to e-commerce. Coles [10] suggested incor-
porating e-commerce data using a machine learning (ML) algorithm to achieve
improved solutions for initial shipments and replenishments to physical stores and
replenishment shipments.

Companies can increase customer’ variety, retention, profitability, and satisfaction
using touchpoints with personalized content and sales performance measurement
[7]. Hübner et al. [11] state that improving delivery options constitutes a priority for
retailers, including speed and service improvements to meet forward and backward
demands. Also, the authors support that intelligent models have the capability of
self-adapting to a dynamic environment, generating effective solutions for complex
systems [11].

Integration of online with offline channels require a responsive supply chain to
fulfill customer’s expectations. In this context, the optimization of physical and infor-
mation flows to improve SC performance indicators becomes a competitive factor
[12]. Internet of Things (IoT) initiatives are being adopted to integrate information
channels for consumers and purchase channels [13]. IoT devices scattered along the
purchase path generate enormous data that needs to be processed in decision-relevant
information, making big data analytics an essential tool in strategic planning [14].

Melacini and Tappia [15] highlight inventory carrying costs and home delivery as
the most critical stages that impact operations costs and greenhouse gas emissions.
Marchet et al. [16] showed that the integration of the distribution center (DC), store
inventory, and transportation has a direct impact on the total costs of home delivery.

Brick-and-mortar store managers must decide what assortment of products must
be on the space-limited shelves and which product to keep in distribution centers to
match the offline and online customer demand.Hübner [11] proposes amixed-integer
non-linear problem (MINLP) algorithm for improving service level and profitmargin
simultaneously. Chen [17] formulated a mixed-integer program (MIP) to develop
placement decisions and minimize costs.

Xu and Cao [18] developed an analytical model to identify optimal replenishment
and allocation policy. A mixed-integer linear program (MILP) model of the capacity
sharing among existing routes in an omnichannel retail setting is proposed by Paul
et al. [1]. Du et al. [19] designed a model to characterize customer’s behavior. In their
study, they suggest a price policy and physical showroom organization to mitigate
consumer disappointment. One of the main challenges of online sales is small size
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orders, large assortment, varying workloads, and tight delivery schedules [20]. The
order fulfillment strategy in an omnichannel retail environment becomes a hard task.
For this, a heuristic and linear program was used to propose an optimization model
to satisfy both the consumer and retailer objectives [21].

Hübner et al. [22] discuss the implications of different design approaches for last-
mile order fulfillment and the variety of customer preferences and retails features
in different countries. Buldeo et al. [23] demonstrated the impacts caused by the
growing omnichannel scenario on city logistics. Zhang et al. [24] propose an optimal
SC distribution and demand network with minimal cost based on the particle swarm
optimization algorithm.

A stochastic discrete event simulation is used to implement crowdsourced logistics
providers as a solution for last-mile deliveries but has some flip sides as a social
dimension, the uncertainty of demand availability, and transportation diversity [25].
Pereira et al. [26] proposed the use of ML to group customers and ensured better
demand forecasting. Kharfan [27] developed a demand prediction model using store
count, lifecycle, calendar, and product attributes as inputs in an ML algorithm to
forecast seasonal demand. Nuzzolo et al. [28] considered agent-based simulation to
solve freight distribution problems in cities.

Retail omnichannel is already a reality that companies must adapt [29]. Inventory
and capacity management to address assortment planning and integrated replen-
ishment policy in omnichannel retailing appears to have a gap in the literature, as
suggested by Melacini et al. [30]. The development of integrated ML algorithms
solutions is still in early stages [7] and is pointed as a possibility for future research
in ML to cover the store inventory allocation [27]. To meet a competitive service
level for customers, automation and AI will be mandatory [9]. Given the relevance
of the subject, the main objective of this research is to develop a conceptual basis
for an autonomous inventory and capacity management in an omnichannel retailing
scenario.

The article is structured in five sections. The next section presents a review of the
main concepts used in the research. Then, the research methodology is described.
After, models and results from the selected articles are analyzed and discussed.
Finally, conclusions are presented, research limitations are identified, and remaining
gaps for future research are related.

2 Conceptual Background

The omnichannel purchase journey goes through initial product discovery, informa-
tion research, purchase, payment, order fulfillment, and product return [31], granting
customers with multiple possible channels of interaction before, during, and after
purchase, providing a seamless shopping experience [7]. These channels can be
websites, socialmedia,mobile apps, kiosks, correspondence, catalogues, call centers,
gaming consoles, televisions, and many others [32], each one supplying products
information and order fulfillment on the consumer’s preferred channel [33, 34].
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As the retailing experience is vanishing the distinction between brick-and-mortar
and online channels [6], the SC is undergoing a very rapid and disruptive trans-
formation. Omnichannel proposes a unified service experience to customers, with
low variability and high levels of satisfaction through information from interac-
tions and fulfillment operations [35]. Therefore, rethinking strategies is critical for
retailers to maintain competitiveness. Also, customer relationship management must
adopt tools including e-commerce, social media, online interactions, mobile trans-
actions, big data, artificial intelligence algorithms, and augmented reality, tending
to be less human-to-human interactions, attending greater distances, and being time
unrestrained [8].

Progressively,more customers’ information is available, raised fromsmart devices
connected to the internet [7]. Since the data volume is enormous, big data is not
practical in spreadsheets. Thereby, ML algorithms are more accurate in identifying
customers, customizingmarketing, and performing a better return on investment [36].
ML reduces search time and increases sales. There are different types of advice:
items previously viewed or browsed, items inspired by shopping’s trends, items
viewed by customers, similar items, feedback rating systems, and comments. The
predictions consider multiple features such as price, product name, image definition,
product variations, customers memberships, purchase history, sales rank, stock-outs,
geographies, age, gender, marital status, and others [36].

Adoption of ML and Deep Learning (DL) algorithms are proven to be more
accurate in demand predictions in comparison to traditional techniques such as fore-
casting, moving average, and linear regression [10, 37, 38]. Since traditional methods
use historical sales data, they naturally fall behind compared to techniques using
ML, where multiple data sources can be adopted, gaining significant insights from
different variables, as suggested by Kharfan [27]. Also, according to Coles [10], ML
allows keeping customer service levels, operating with lower inventory, and reduced
costs.

3 Research Methodology

Among the several scientific methodological possibilities to solve the research ques-
tions, literature review (LR) was chosen, considering its suitedness for consolidating
emerging trends and research gaps for omnichannel retailing, as suggested byLagorio
et al. [39]. A five-step-based method was structured based on proposals suggested by
Denyer and Tranfield [40] and Mayring [41]. According to these authors, a LR must
perform research question formulation, articles searching, articles selection and eval-
uation, analysis and synthesis of the results obtained in the investigation and reporting
and using the results. Therefore, we propose an evaluation of the methodology and
models reached by publications related to omnichannel retail problems.

SCOPUS and Web of Science (WoS) databases were adopted because they
have the most relevant international peer-reviewed repository for this research. The
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Fig. 1 Number of papers
selected and classified by
year of publication

Fig. 2 Quantity of papers
selected and classified by the
primary methodology
adopted

keywords usedon the search engineswere ‘omnichannel’ and ‘omni-channel’ consid-
ering the title, abstract, or keywords of the articles. The period restriction was defined
fromJanuary 2014 to June2019.A total of 546 articleswas obtained in thefirst search.
An amount of 206 references was excluded from the initial selection because they
were duplicated in the databases studied, leaving 340 papers for selection and anal-
ysis. We considered only papers that adopted LR, optimization, simulation, artificial
intelligence, or ML techniques for research solutions in an omnichannel retailing
scenario in their title, abstract, author keywords, or index keywords. As a result of
this decision, 94 articles were selected for the analysis. The articles were classified
by year of publication and document type, as illustrated in Figs. 1 and 2, respectively.

Figure 1 shows that among the 94 papers selected, 57.4% (corresponding to 54
publications) were published from January 2018 to June 2019, showing a rising trend
of research theme-related optimization, simulation, and AI applied to omnichannel.

The analysis of the primary research methodology present in the articles showed
that authors developed researches in the proposition of models and LR, and less on
strictly conceptual models, as presented in Fig. 2. This gap in the literature motivated
this work to follow in this direction and present a conceptual basis.

It was found that ML for demand forecasting and mathematical optimization for
network design solutions are the most often approached, respectively. Therefore,
we observe an opportunity for research for allocation and assortment problem, and
inventory management, as proposed by this research, addressing ML-based models.
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4 Managerial Implications

Optimizationmodels are representations of a decision-making process for cost reduc-
tion and service level improvement [42]. Freitag [43] discussed marketing coordina-
tion, oriented by a linear optimization model for customer segmentation, selection,
and contact. Modak [44] developed a model using pricing optimizations, delivery,
and stocking policy to achieve profit maximization.

Pricing in an omnichannel retailing multi competitive environment is a complex
context for decision making. Inspiration for optimal price strategies is presented
in literature with the game theory. Zhou [45] suggests a Stackelberg master–slave
game model to describe the equilibrium in price changing. Zhang et al. [46] examine
the return policy and the link with pricing and inventory strategies, revealing that
omnichannel adoption is not advantageous in all circumstances. Harsha et al. [47]
encourage two pricing policies for optimal shared inventory, with a significative
estimated 13.7% increment in revenue at a U.S. retailer.

Gallino et al. [48] discussed the effects of ship-to-store functionality in a U.S.
retailer, where physical stores prioritize carrying inventorywith higher local demand.
Niranjan et al. [49] propose a mixed-integer programming model for fulfillment
decisions. In contrast, Xu and Cao [18] address the replenishment problem with an
analytical model, supporting the managerial decision of the appropriate inventory
for physical store direction and online orders reservation.

A behavior of pseudo-showroom, where a customer inspects a product in physical
store before buying in the online store have an impact on the assortment decision
for obtaining higher profit [50]. In some cases, the retailer induces the pseudo-
showrooming by having a low-demand product on physical stores and sell the related
high demand product exclusively online [51].

Gao andSu [52] stylize amodel for inventory decision and to understand how three
information mechanisms (physical showroom, virtual showrooms, and availability
information) relates to product value and availability uncertainty, andhow it translates
to higher profits. Albeit et al. [53] identify the optimal offline assortment and the
relation on the customer’s shopping preferences in physical stores and total profits
on offline and online channels.

As stated by Gupta et al. [54], the integration of online and offline operations,
increase the need to consider more variables for SC optimization, and the direct
zigzag search method for price and inventory optimization proved more effective
than conventional non-dominated sorting genetic algorithm-II.

The need for responsive last-mile delivery is a factor of competitiveness and
customer retention. With this scope, Faugère and Montreuil [55] present an
optimization-based network design for locker banks with profit maximization. Paul
et al. [1] propose an exact and heuristic model for the decision of which orders to
transfer from a DC to a physical store and which to deliver directly to the customer
with a minimum total cost. Chen et al. [56] propose a method using axiomatic design
and regret/rejoice theory, with promising results validated in a case study.
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Melacini and Tappia [15] use an ABC model to show that carrying costs and
home delivery are the most relevant phases of distribution network design with an
economic and environmental perspective, depending on the level of integration of
DC, store inventory, and transportation operations [16, 49]. Abdulkader et al. [57]
address vehicle routing problem in a fleet that deliveries online orders and replenishes
physical stores.

Millstein and Campbell [58] bring forth managerial insights for profit maximiza-
tion and service level uplift. In contrast, Yadav et al. [59] provide a flexible distri-
bution solution to integrate online stores with local distribution network retailers.
Martino et al. [12] propose a deviation analysis and key performance indicators
(KPIs) impact evaluation. Ovezmyradov and Kurata [60] discuss the customer reac-
tion when facing stockout and the responses of ordering policy and expected profits
with an optimization model.

Hu and Xu [61] investigate optimal decisions of agricultural SCs based on differ-
ential game theory, such as traceability, technology adoption, marketing, growing
efforts, and profit maintenance. Weidinger et al. [20] consider the adoption of mixed
shelves with products positioned randomly across the warehouse and the impact on
the picking route and warehouse productivity. Omnichannel retailing brings vari-
ability of workforce capacity and operability. Ilk, Brusco and Goes [62] put forward
a genetic algorithm for staff-cost minimization framework in a warehouse operation.

ML algorithms adoption for demand forecasting and decision-making processes
are growing on the omnichannel retailing due to the advancement in technology
[27]. Despite Carbonneau et al. [37] did not find statistical evidence of improvement
in ML techniques (neural networks, recurrent neural networks, and support vector
machines) to forecast the bullwhip effect.

Wang [63] proposes the integration of a clustering technique and classification
method to improvemarketing strategies and providemore customized services on the
telecommunications retail industry. Pereira et al. [26] use clustering for the identifi-
cation of customer behavior and subsequently forecast demand of products in online
and offline stores using an artificial neural networks algorithm. Dl is shown to be an
alternative tool for forecast accuracy improvement compared to traditional methods
[37, 64].

Real-time interaction with consumers can enhance the shopping experience and
supporting buying decisions and improve demand prediction using ML algorithms
[65]. In this sense, Qureshi [3] discuss the integration of cognitive radio technology
with ML algorithms to enrich the customer experience, as well as the use of big data
technology and data mining techniques for real-time business data processing [66].

Zhang et al. [67] propose a model using a multi-objective algorithm and the
incorporation of Pareto concept, showing higher effectiveness than the multiple-
objective genetic algorithm, and also introduces a particle swarm optimization-based
model for cost minimization in a high-dimensional solution [24]. Lee [68] proposes
a genetic algorithm to predict the order placement and adopt anticipatory shipping
to the nearest distribution center before the actual purchase to reduce transportation
costs and ensure a seamless customer shopping experience.
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Multiple scenarios and stage evaluation prove to be an effective alternative to
reduce risk in SC decisions [69]. Nuzzolo et al. [28] classify the literature on agent-
based simulation models for urban freight distributions.

Moreover, Tao et al. [70] formulate a system dynamics simulationmodel to under-
stand how omnichannel retailing impacts profits, customer behavior, and service
level. Castillo et al. [25] compare the effectiveness of a crowdsourced logistics (CSL)
to a dedicated courier fleet and show that in most scenarios, dedicated fleets achieve
higher on-time delivery rates and lower total deliveries than CSL.

It is the perceived interest of researchers in the proposition of models that help the
decision-making process present in omnichannel retailing. The optimization models
appear more frequently in the literature. However, models that utilize the available
information from big data through ML algorithms still have a gap of research.

5 Conclusions

Retailing in an omnichannel environment has multiple scenario variables such
as market type, product profile, competition intensity, customer profile, and local
consumer preferences. Thus, there are innumerable possibilities to find optimized
solutions for different scenarios. Given that inventory management and the decision
of how to fulfil online and offline orders are critical points for positioning as an
omnichannel player, we propose a conceptual framework for autonomous inventory
management with simultaneous evaluation of multiple features as location, weather,
competitor price, consumer profile, product demand, and local trends [71].

ML algorithms for decision-making of the path of fulfillment, followed by an
agent-based simulation to optimize the ML parameters and hyperparameters are
recommended. The use of artificial intelligence associatedwith simulationmodelling
has few research publications [12, 26, 28].

Development of an omnichannel model in a real case is recommended for future
research, to compare the performance of the automation solution with traditional SC
management, to identify ML algorithms, and to propose new models integrating AI
with big data to find insights of solutions in other SC problems.
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Measuring the Effectiveness of a Scrum
Training Session Using Psychological
States of Flow

Walter A. Nagai, Rui M. Lima, and Diana Mesquita

Abstract In a globalizedworld and constantly updating economic and technological
activities, engineers should develop competences related to their professional prac-
tice. Initial training in higher education institutions is the key to achieve that purpose.
Project Management is one of the many necessary areas for engineering students,
and Scrum is one of the most used project management frameworks. Lego4Scrum
is a simulation with small blocks to build collaboratively and deliver products that
use teamwork efforts. This work is an exploratory study with preliminary results
focused the level of training participants’ involvement. This paper is described a
training with engineering students using Lego4Scrum framework, the psychological
states of Flow and the first two levels of New Model Kirkpatrick Model. The results
were the training experience chart and the training evaluation using Kirkpatrick
levels’ evaluations. Some results found were the level of participants’ involvement
to build the products permits the maximum capacity of people motivation with high
attention and fully invested in the task, and the participants felt confident in apply
the knowledge obtained in the workplace.
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1 Introduction

Training is a well-known activity that is widely used to train and support transfor-
mation of people into skilled labor for different organizations. In a globalized world
and constantly updating economic and technological activities, it is necessary that
future engineers will be efficient and effective in their jobs. Moreover, according to
Lima et al. [1], Higher Education institutions are responsible to ensure conditions,
resources and learning opportunities for students to develop the competences related
to their professional practice, because initial training is a key moment to achieve that
purpose.

According to Lima et al. [2], Industrial Engineering and Management (IEM) is
based on specialized knowledge and competences from math, physics, and social
sciences integrated with the concepts and methods of the engineering projects. Same
authors present a list of the following professional practice areas integrated in IEM:
Production Management, Automation, Quality, Economics Engineering, Marketing,
Industrial Optimization, Ergonomics and Human Factors, Supply Chain Manage-
ment, Maintenance, Project Management, and Product Design. It is important for
engineers to experience the practice of their profession since their entry into higher
education through interactionswith the labormarket.According toLima et al. [3], this
interaction can be promoted through visits to industries, seminars from professionals,
internships, direct contact between students and professionals or with projects devel-
oped by students for solving real industrial/business problems.Moreover, it is known
that Active Learning strategies are the most effective for competences development.
Despite this knowledge, a lot of work as still to be done regarding the process of
assessment of competences and evaluation of the education processes.

According to PMI [4], Project Management is an area of knowledge that mobi-
lizes management concepts, tools and methods for planning, executing and closing
projects in an efficient way. Being project management one of the areas of prac-
tice of IEM, it is important to select the most up-to-date content and develop and
apply the best-known strategies for learning and assessment in order to improve IEM
education.

Scrum is currently one of the most used project management frameworks, which
is focused on managing projects with frequent changes driven by the client needs
and desires. This frequent feedback cycles are the core of the management technique
and are called sprints. According to Schwaber and Sutherland [5], the Scrum frame-
work consists of Scrum teams associated with roles, events, artifacts and rules. Each
component within the framework serves a specific purpose and is essential to the use
and success of Scrum. Scrum rules integrate roles, events and artifacts, managing the
relationships and interactions between them. Briefly, according to Sliger [6] Scrum
is an agile method of quickly, iterative and incremental delivery of products that uses
frequent feedback and collaborative decision making.

In the work of von Wangenheim [7] are described some teaching strategies of
Scrum in undergraduate courses. All strategies are simulations of real situations and
that involve the engineering students in amanual interaction. One interesting strategy
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is Lego4Scrum where the participants of simulation build a city using Lego blocks
from user stories designed collaboratively between them. According to Krivitsky [8],
Lego4Scrum has some characteristics: (a) collaborative team product backlog; (b)
iterative and increment of product; (c) collaborative teams; (d) measures to assess
the team’s agility; and (e) continuous improvement.

As referred above, being able to assess competences’ development is still an on-
going need. According to Salas et al. [9], training is a systematic process that there
is a right way to design, deliver, and implement a training program that greatly influ-
ence its effectiveness. Thus, measuring the training effectiveness is an important
issue, in order to analyze the impact of the training for the learners and eventu-
ally for the learners’ professional activities. There are mainly 4 questions to be
answered when designing assessment methodologies: what should be assessed, who
is going to assess, how will the assessment be implemented, and when is it going to
happen. In this specific work, an innovative approach is going to be explored, where
the assessment is going to be focused on the level of involvement that trainees are
experiencing.

A high level of participant involvement can be considered a subjective state where
people are completely involved in something to the point of losing awareness of time,
fatigue and everything else, except the activity itself. This state of involvement is
described as Flow, which according to Csikszentmihalyi et al. [10] is the intense
experiential involvement in the moment-to-moment activity, in which the attention
is fully invested in the task in question, and the person is at maximum capacity.

The objective of this work is to develop an exploratory process for measuring a
training effectiveness based on the psychological states of Flow. The training activity
was inspired in the Lego4Scrum and applied to engineering students. Additionally,
the training session was also evaluated using two levels of the Kirkpatrick New
World Model in order to observe other training’s characteristics. In next sections, we
described the training activity, the process of evaluation, some results and discussions
about the findings.

2 Materials and Methods

This section describes the training activity, training assessment and evaluation of
participant experience.

2.1 Training Inspired by Lego4Scrum

The training denoted “Training Scrum Teams with Lego Blocks” was inspired by
Lego4Scrum version 2.0 described in [11]. The training was applied with duration
of three hours, split in three sessions S1, S2, and S3 with fifty minutes each one and
ten minutes of interval between them. Figure 1 shows the schedule of training, the
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Fig. 1 Scrum training plan with three main sessions

activities’ time for each session, and the description of the activities. The training
objectives were that participants will identify and recognize user stories or use cases
for the application of Scrum; analyze and identify tasks to perform Scrum Sprints;
coordinate, organize and plan tasks in Scrum Sprints; evaluate, estimate and validate
Scrum Sprints.

The training was realized with eighteen (18) students of engineering and average
age of 23.67 years. Six (06) of these students are employed or developing supervised
internships and two (02) use agile project management approaches in the workplace.
The trainer acted as the Product Owner of product that was a city with many building
types.

Session S1—“What is the Scrum and how to use?” had three activities to show
the Scrum framework importance, adjust the participants knowledge levels about
Scrum framework, and self-organize the teams. During session S2—“Scheduling,
planning, and estimating”, team members were presented with the problem context,
had to collaboratively create the product backlog, and estimate the cost, or time,
or importance of each product backlog’s task. During the last session S3—“Doing
Scrum”, all teams decided which tasks to do during each Scrum Sprint. In the begin-
ning of session S2, each team chooses a teammember to represent the ScrumMaster
role. The members of each team decided to elect a member with Scrum Master’s
role to speak with the Product Owner. Thus, it was not necessary for everyone to ask
the product owner and Scrum masters could discuss without interruption. In the last
session S3—“Doing Scrum”, the teams were collaboratively building the product in
each Sprint with distinct tasks.

In the end of the training, there was a debriefing with the students. This debriefing
follows a semi-structured questions available in Krivitsky [11].
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2.2 Training Experience

To evaluate the experience was used the Experience Sampling Method (ESM) of
Larson and Csikszentmihalyi [12], that is shortly, a method to ask to individuals
what they do, feel and think daily. According to Cortina [13], when design an ESM
questionnaire, the researcher can use three models: (i) based on signals; (b) restricted
time intervals; (c) restricted event. During and ESM based on signals, the partici-
pants answer the questionnaires according to pre-selected timeline with or without
random time choice, thus serving to capture a representative image throughout the
participant’s day. In an ESM based on restricted time interval, the participants are
questioned at specific and predetermined points throughout the day. These points can
be fixed in time or organized around specific daily occurrences. Finally, for the ESM
based on restricted event, the participants measure themselves, when experiencing
any important event or episode.

For this training, the ESM restricted event was chosen because the training was
divided into sessions and activities. During the training, specifically after the activ-
ities S2.2, S2.3, and S3.1 (see Fig. 1), the participants were invited to respond two
questions: (a) “How do you feel now?” and; (b) “How confident is your answer?”. In
the question (a), the participants choose one option: (i) anxiety (stressed, alert state);
(ii) arousal (alert state and focused); (iii) worry (sad, stress); (iv) control (happy,
confident); (v) apathy (sad, depressive, upset); (vi) boredom (depressive, little satis-
fied); (vii) relaxation (confident, satisfied) and; (viii) flow (happy, focused). In the
question (b), the participants answer a value between one (“I’m not sure”) to ten
(“Absolutely sure”).

The psychological states referred above are Flow states described in [10] and can
be viewed in Fig. 2. According to Csikszentmihalyi et al. [10] for the state flow to
happen, some preconditions are necessary: (a) the activity must have a clear set of
objectives; (b) establishing a balance between the challenges and the perceived skills
and; (c) clear and immediate feedback. Depending on the relationship between skills
and challenges of each participant, the psychological state can be differentiated. In

Fig. 2 Current model of the
Flow psychological states
between skills and
challenges
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Fig. 2, eight states are presented: apathy, worry, anxiety, boredom, arousal, relax-
ation, control and flow. The state flow is experienced when perceived challenges and
skills are above the participant’s average levels; when the levels are below, apathy is
experienced.

2.3 Evaluate Training

According to Kirkpatrick and Kirkpatrick [14], a training could be assessed by four
levels: (a) reaction; (b) learning; (c) behavior and (d) results. Briefly, the levels are
described following: the reaction level considers relevant, involvement and training
importance to participants. The learning level considers skills, attitudes, confidence
and commitment of training’s participants. The behavior level considers the applica-
tion of the knowledge learned by participants in the organization or business. The last
level considers the obtained results by participants in the organization or business
after the training.

Evaluate training is very important for three reasons: (a) improve itself; (b)
improve participants’ learning to improve the organization’s results; (c) show the
training value to organization. Improving the training to become more effective,
permits the participants better results and increase his/her confidence at work.
Finally, when the main results of the organization are reached with performance
improvements of training’s participants, the training was effective.

In this study, training participants should answer some questions of two levels of
[14]: (a) reaction and (b) learning. The questions about the reaction level were: (i)
during the training session did something happen that interfered with your learning?
If so, what?; (ii) describe any part/material of the training that would bemost relevant
to your work; (iii) describe any part/material of the training that was not relevant;
(iv) describe/suggest/comment how the training could be improved and; (v) rating
the characteristics following between a Likert scale (Strongly disagree; Partially
disagree; Neutral; Partially agree; Strongly agree; No opinion): (1) the classroom
environment helped me to learn; (2) my participation was encouraged by the facili-
tator/trainer/teacher; (3) the training topic interested me; (4) what I learned from this
training will help in my work; (5) during the training, we discussed how to apply
what we were learning; (6) I am confident of what is expected of me when I return
to the work of my company/organization/department/institution; (7) I received prior
information regarding the training and (8) I will recommend this training to my
co-workers.

The questions about the learning level were: (a) What are the main concepts you
learned during the training session?; (b) How important is it to apply what has been
learned in your work?; (c) What support do you need to implement what has been
learned?; (d) What barriers could limit the application of what has been learned?;
(e) Could you comment on how confident you feel to apply in your work what has
been learned?; (f) How do you plan to apply what has been learned in your work?;
(g) What is the first thing you plan to apply from what you have learned today?
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The rating follows a Likert scale considering the factors related to the question
“My confidence in what I learned in training is not greater because…”: (1) I do not
have the necessary knowledge and skills; (2) I do not have a clear picture of what
is expected of me; (3) I have other, higher priorities; (4) I do not have the necessary
resources to apply what I learned; (5) I do not have the support to apply what I
learned; (6) I don’t think what I learned will work; (7) There is not an adequate
system of accountability to ensure application of what I learned.

Another question related to learning was “According to the characteristics listed
below, classify each one as contributing to learning in training” that should be scored
on the same Likert scale as the previous level: (1) Knowledge was measured mainly
with exercises training during the training session or with a questionnaire near the
end; (2) I am very confident that I will apply what I have learned in my work; (3) I
will receive the support necessary to successfully apply what I have learned and; (4)
I am committed to applying what I have learned in my work.

3 Results of Training Experience and Evaluation

This section shows some results about the experience and training experience
perceived by the participants during the training’s sessions and activities.

3.1 Training Experience

Table 1 presents the participants’ Flow states in each activity after realized it. The
last column shows the total count of Flow states in all activities.

Considering the last column, the state flow was the psychological state more
frequent during the activities. The second statemore frequent was arousal, thatmeans
that students felt focused and alert state. The third state more frequent was relaxation,

Table 1 Flow states in the activities S2.2, S2.3, and S3.1

Flow state S2.2 S2.3 S3.1 Sprint #1 S3.1 Sprint #2 S3.1 Sprint #3 Total count

Arousal 5 4 2 4 4 19

Flow 4 4 6 6 8 28

Control 2 2 9 1 0 14

Relaxation 1 4 1 6 6 18

Boredom 0 2 0 0 0 2

Apathy 0 0 0 0 0 0

Worry 1 0 0 0 0 1

Anxiety 5 2 0 1 0 8
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Fig. 3 Distribution of total
Flow states in all training
activities

that means the students felt confident and satisfied. On the other hand, the students
never felt state of apathy during the sessions, but one student felt the state of worry
in the S2.2 activity and two students felt state boredom in the S2.3 activity. Figure 3
illustrates the distribution of results presented above with the total psychological
states during all activities analyzed. It can be seen that in the region described in the
Fig. 3, students had skills consistent with the challenges that were presented during
activities.

3.2 Training Evaluation

This section presents and discusses answers about the training levels reaction and
learning collected with the students in the end of Session 3.

Table 2 present the answers to the question about what characteristics have higher
contribution to training reaction level according to Kirkpatrick and Kirkpatrick [14].
The scale “Disagree” sums the scales Strongly disagree and Partially disagree, and
“Agree” is the result of the sum of the scales Strongly agree and Partially agree.

Table 3 show the answers of all students related to the question “My confidence
in what I learned in training is not greater because…”.

Table 4 show the answers to this question “According to the characteristics listed
below, classify each one as contributing to learning in training”.



Measuring the Effectiveness of a Scrum Training Session … 523

Table 2 Contribution characteristics of training reaction level

Disagree Neutral Agree No opinion

Classroom environment helped me to learn 1 1 15 0

My participation was encouraged by the
facilitator/trainer/teacher

0 2 15 0

Training topic interested me 1 0 15 0

What I learned from this training will help in my work 0 0 17 0

During the training, we discussed how to apply what
we were learning

1 2 14 0

I am confident of what is expected of me when I return
to the work of my
company/organization/department/institution

0 3 13 0

I received prior information regarding the training 3 4 10 0

I will recommend this training to my co-workers 0 0 16 0

Table 3 Answers about the question “My confidence in what I learned in training is not greater
because… “

Disagree Neutral Agree No opinion

I do not have the knowledge and skills necessary 9 4 5 0

I do not have a clear perception of what is expected
of me after training

13 4 1 0

I have other higher priorities 13 1 4 0

I do not have the necessary resources to apply what I
learned in training

15 1 1 1

I do not have the necessary support to apply what I
learned in training

12 4 1 1

What I learned will not work for me at work 15 2 0 1

I do not have a responsibility to implement what has
been learned at work

13 1 3 1

Table 4 Answers to question “According to the characteristics listed below, classify each one as
contributing to learning in training”

Disagree Neutral Agree No opinion

Knowledge was measured mainly with exercises
training during the training session or with a
questionnaire near the end

0 0 18 0

I am very confident that I will apply what I have
learned in my work

0 1 17 0

I will receive the support necessary to
successfully apply what I have learned

0 2 16 0

I am committed to applying what I have learned
in my work

0 0 18 0
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4 Discussions

At the end of the training, a debriefingwas conducted with all participants. The use of
Lego4Scrum offered a fun experience according to the students’ opinion, offering an
opportunity to communicate and adjust the pace of each group’s activities. With the
results obtained, some findings can be highlighted: a first finding about the training
that an immersive experience and the participants remained stimulated or flow state
(see Fig. 3) with the challenge presented according to the skills they have.

The second finding, there is a concordance between the experience and the
students’ responses to the Kirkpatrick model, regarding the characteristics that
contributed to Kirkpatrick’s reaction level in Table 2, it can be considered that the
participants feel capable of applying what they have learned in their workplace.
Analyzing the answers to the other questions for reaction level, such as “During
the training session, did something happen that interfered with your learning? If so,
what?”, the participants realized that at the beginning, the training seemed disorga-
nized, but that they felt more motivated during the training, as they were challenged
to divide tasks and to fulfill Sprints’ time, according to the practical application of
Scrum. The answers to the question “Describe any part/training material that is most
relevant to your work” were mostly directed to the organization, planning and esti-
mates of the Sprints, in addition to organizing the Product Backlog and the division
of tasks between the teams. Regarding the question “Describe any part/material of
the training that is not relevant”, the participants answered that no part was irrele-
vant. The last question of the reaction level was “Described/suggested/commented
on how the training could be improved”, the participants suggested improvements
of the training room; reinforce Scrum concepts related to history, roles, organization
of a Sprint and use of tools or materials available for training.

With the data presented at the learning level of Tables 3 and 4, there is a third
finding, participants feel confident and able to use Scrum in the workplace. The
answers to the question “What are the main concepts that you learned during the
training session?” were directed to the scheduling and planning of Scrum; division
of tasks between teams and; management of team members. For the question “How
important is it to apply what has been learned in your work?”, The answers were
related to work improvement, time optimization, goals reach, project global vision,
and teamsmotivatedwith the project subjects. The answers to the question “Comment
on how confident you are in applyingwhat has been learned in yourwork?” reinforces
that participants feel confident in the learning obtained. For questions “How do you
plan to apply what has been learned in your work?” and “What is the first thing you
plan to apply to what you have learned today?”, the answers were specifically to the
workplace, but also to personal and academic life.

Considering all the findings, the students felt able to dowell the Scrum framework
in the workplace. Besides, they identified the missing abilities and improved them
during the training. It means they became more effective to do the Scrum frame-
work during the training sessions. The Lego4Scrum strategy permits the interaction
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and discussions that are very important to organize, schedule e estimate the sprints
between teams, as that to undergraduate students, it is very important to practice this
agile project management.

5 Conclusions

As referred before, the future IEM engineers should be more efficient and effective
in their jobs, and the project management practice is important in their formation.
Participate in a project management training session is important to engineers IEM
formation in Higher Education. In this exploratory study, the participants were engi-
neering students and they needed to be capacitated in the Scrum framework. To train
in the Scrum framework, we used the Lego4Scrum to teach the main concepts and
self-organized learning with Scrum team members.

In the context of undergraduate students, the goal is that they know to apply the
learning after the training. With the findings founded, the students feel that capable
and confident to able to use the Scrum in the workplace. Besides, the phycolog-
ical states of Flow identified during the sessions with the participants permitted the
involvement assessment of the training climate of them. These are the results of the
first training of this exploratory study.

In the next steps of this study, we planned to use an ESM based on signals with a
mobile app, develop a real-time dashboard to use during the training to see the Flow
states, and apply to more engineering students.
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Pedestrian Evacuation Plan on Fire
Situations at a University

Lorena Mazia Enami and Márcia Marcondes Altimari Samed

Abstract The frequency of disasters has increased dramatically in recent years.
This fact highlights the need for planning coordinated response actions to safeguard
the greatest number of people in a vulnerable situation in a timely manner. In these
cases, Humanitarian Logistics has established important concepts that contribute to
decision making in situations of natural disasters or those caused by man. Fires are
examples of a sudden-onset disaster, the main element of which is the planning of
pedestrian evacuation. On the other hand, the literature has shown the effectiveness
of applying mathematical models in the definition of disaster preparedness plans in
Humanitarian Logistics. Based on this, the objective of this article is to define the
evacuation coordination plan in case of fire in a university, using the mathematical
model Set Covering Problem. Four scenarios were considered, based on the degree of
risk of the buildings and the availability and characteristics of the gates for evacuation.
As a result, there is a definition of which gates will cover the set of buildings for
evacuation, in each scenario. Finally, the need to combine this study with evacuation
training with the university community is evident.

Keywords Humanitarian logistics · Evacuation planning · Fire · Set covering
problem

1 Introduction

Disasters may be natural geological, hydrological, climatological, meteorological
and biological phenomena, or caused by men, such as complex conflicts, industrial
accidents, environmental degradation, pollution, fires and traffic accidents [1]. In fire
situations, it is necessary to carry out the assessment of the threat by decision-makers
and to provide an evacuation plan [2].
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In this scenario, an important problem is an evacuation plan, since most build-
ings have limitations capacity in cases of increased traffic at the time of large-scale
emergency evacuation [3]. In addition, old buildings were built in other periods under
more tolerant legislation and for this reason, they need studies about how to guarantee
the safety of people [4]. Other adverse facts are panic situations and crowd behavior
in situations that require evacuation. Thus, environments with large concentrations of
peoplemust be prepared and planned to ensure the safety of the occupants, improving
the chances of survival in critical and emergency situations [5].

In such cases, it is essential to carry out evacuation planning [6] as a result of
its positive influence on relief operations in response situations. Additionally, it is
important to have a preparation stage to allow pedestrians to become aware of routes
and destinations for evacuation from the site, effectively contributing to control and
prevention of disaster [7].

The objective of this article is to define the coordination plan for the evacuation
of pedestrians in the event of fire at a university, using the model of Set Covering
Problem. In this way, we intend to answer the following research question: which
gates will cover the set of buildings for evacuation?

The mathematical model for the Set Covering Problem considers the set of the
location of the demand points (buildings), represented by a graph. A study, based
on distances, helps to define the number and location of the gates needed to cover
buildings, in case of fire evacuation.

For that, we consider four different scenarios: homogeneous risk for buildings;
heterogeneous risk for buildings; heterogeneous risk for buildings and gates exclusive
to pedestrian flows; all gates exclusive for pedestrian flow.

The next sections are organized as follows: Sect. 2 presents concepts related to
the development of the work; Sect. 3 describes the university and definition of the
mathematical model; Sect. 4 describes the application of the mathematical model for
the Set Covering Problem, as well as the results; and, in Sect. 5, we present the final
remarks.

2 Literature Review

The importance of the evacuation problem is related to the abandonment of the
determined zone [3] and consists of the relocation of risk areas to safety areas [8],
varying in scale, object of relocation and level of control by the authorities, which
may be mandatory, recommended or voluntary [2].

To better manage disaster situations, decision-makers can benefit from evacuation
plans for scenarios most likely to happen [9]. In addition, the evacuation plan is
effective tool, being essential to know the dynamics of the crow, as well as, the main
safety standards at the time of its elaboration [10].

In panic situations, people usually move in the same direction, using the same
access used for entry as the exit, causing congestion and bottlenecks. Thus, places
with large number of people are highly likely to experience panic attacks and
evacuations must be completely planned [10].
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Therefore, the relevance of evacuation planning must be emphasized due to its
primary role in emergency situations. Planning must define the evacuation route or
fixe destinations, even before disasters, which helps in emergency management [7].

It should also be considered that the availability of trained and prepared people
to provide assistance and guidance to the public in the rapid identification of the
evacuation plan, leading to significant benefits, such as a better distribution of the
public in various exits, supported by differentiated paths, with less congestion and
reduced evacuation times [10, 11].

In this context, disaster prevention and assistance has recently become a pillar for
social development and the evacuation plan is a key tool to successfully prevent and
provide assistance. Mainly due to the fact that by minimizing the evacuation time,
each individual can choose the nearest exit yielding crowding. In this way, planning
is necessary for each individual to choose the global optimum over the optimum
location [11].

Some authors [11, 12], adapt the set coverage problem for confined spaces evac-
uation, while [13] applies the method to position sensors that should assist in attacks
response. This brief review demonstrates a contemporary topic and the authors are
unaware of the work of applying the pure method for evacuations plan to scenarios
like this, demonstrating a simple use and application of it.

3 Case Study

The university where this study was carried out, occupies the current facility since
1973 and has 1,240,323.00m2. It is estimated that approximately 20 thousand people
attend the university’s campus daily, considering students, teachers and university
agents.

Based on its extension, the university campus is divided into four (4) areas: A, B,
C, and D. Figure 1 represents areas A and B.

These areas are characterized by constructions built in the 1970s, being some
of them, built out of wood. In these areas there are facilities such as classrooms
and laboratories, museum, music house, theater, workshop, ambulatory, pharmacy,
publisher, sanitary buildings, sports courts, gym, bank agency, leisure areas, among
others.

Thus, due to its structural vulnerability, old electrical installations and the large
flow of people, areas A and B represent the portion of the university that is most
prone to fires [14].

According to the Fig. 1, the buildings are represented by numbers (1, 2, 3,…) or
preceded by the letter Q (QE5, Q03,…), while P1, P2, P3, P4, P5, P6, P7 and P8,
represent the gates. Gates P3 and P4 are exclusive for vehicles entering and exiting
and the others are exclusive for pedestrians entering and exiting.

This case study consists of applying the model of the Set Covering Problem to
areas A and B of the university, considering its set of buildings (except the sports
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Fig. 1 Areas A and B of the University campus

court) and the existing gates, in search of the answer to the following question:
in situation of fire, which gates will cover the sets of buildings?

3.1 Set Covering Problem (SCP) Model

The SCP consists of a locationmodel with aspects of maximum distance. In this case,
we consider themaximum distance that separates the occupants of the buildings from
the evacuation gates, as a crucial parameter. An upper limit of time or distance is
defined to determine a physical arrangement that meets all regions at minimum
cost [15]. Since the costs are the same, the objective of the problem becomes the
minimization and the location of the gates necessary to attend all the occupants of
the buildings, respecting the imposed restriction, based on [16].
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We assume that buildings and gates are represented by a finite number of points,
that the minimum distance “buildings-gates” is known, and that the sets of buildings
and gates do not correspond to the same data set. Consequently, the problem is
structured as binary, linear and integer programming.

If s is the established distance limit and dij is the distance from node j to node i,
the set Ni can be defined as Ni = {j /dij ≤ s}. If there are n nodes that represent the
buildings, there will be n sets of Ni, and each set will have at least one member, with
dji being considered 0. Thus, at least one node i, will have the required distance to
find node j [16]. The model is described according to the methodology presented by
authors such as [8, 15, 17] and aims to minimize Z:

z =
∑n

j=1
x j (1)

Each building must be covered by at least one gate at a maximum distance, s, such
as a restriction:

∑
jeNi

x j ≥ 1 (2)

For all nodes i, where Ni is the set of eligible nodes to cover i, we have:

Ni = {
j |d ji ≤ s

}
(3)

x j = (0, 1) (4)

4 Development of SCP Model

After structuring the model, data collection started. The centroides of each building
were represented by nodes i, and the centroides of the gates by nodes j. The dji
variables, which are Euclideans distances, were measured from the centroid of the
buildings to the centroid of the gates, using the AUTOCAD software. The parameter
s was established by calculating the minimum-maximum distance between each
building and the gates.

Then, the binary matrix was described according to the established set of restric-
tions. We assign value 1 if xj meets the building and, otherwise, we assign 0 (the
binary matrix will be omitted in this article due to its large extension). The problem
is solved by programming in Solver-Excel.

The evacuation scenarios consist of four (4) situations, considering: the studied
area with homogeneous risk for buildings; the area studied with heterogeneous risk
for buildings; only pedestrian flow gates; and the use of all pedestrian flow gates
available.
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Table 1 Allocation of buildings to the gates for homogeneous risks

Gates Set of buildings

P1 31 10 13 19 25 24 126 130 18 23 28

38 104 17 40 41 22 27 30 16 26 29

P5 4 5 2 035 036 119 118 1 111 102 110

109 11 12 15 117 123 113 120 108 124 Q02

Q03 101 115 Q05 106

P8 Q06 Q01 QE3 33 32 Q04 6 7 39 8 9

42 QE5 3 103

4.1 Homogeneous Risk for Buildings

After data collection in the field to define the distance matrix, we applied the
maximum distance restriction to be covered as being 195.31 m2, we obtained the
binary matrix. With the execution of the SCP algorithm, we obtained, as a result,
only three (3) gates giving coverage of the set of buildings for evacuation in case of
fire, as showing in Table 1.

In this case, we noticed an imbalance in the number of buildings attributed to each
gate, since P5 is responsible for approximately twice as many buildings in relation to
P8. In addition, this scenario treats the risks as being homogeneous in all buildings,
which disqualifies the result obtained.

4.2 Heterogeneous Risk for Buildings

In addition to the first scenario, we performed the insertion of weights, varying on
a scale from 1 to 5, according to the functionalities of the buildings and the severity
of the occurrence of a fire. Severity segmentation is performed as follows:

Risk 1. Buildings with sporadic flow of people;
Risk 2. Buildings exclusive for toilets;
Risk 3. Buildings for administrative services;
Risk 4. Buildings with big crowds, such as classrooms and fitness center;
Risk 5. Buildings with laboratory activities, such as chemistry laboratories.
For mixed buildings, we assign the highest corresponding value. Chemical labo-

ratories are at risk 5 due to the flammable nature of the components, as well as places
with service to the external community, due to the large flow of people in the place.
With SCP model, we obtained a new configuration of buildings assigned to four (4)
gates for evacuation in case of fire, considering a maximum distance of 145.78 m2.
The results are show in Table 2.

Heterogeneous risks express the need for an additional gate to cover buildings
in case of fire, when compared to the first scenario. We can consider that this result
represents greater safety in the evacuation of pedestrians, since the fire risks were
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Table 2 Allocations of buildings to the gates for heterogeneous risk

Gates Set of buildings

P1 31 13 19 25 24 126 130 18 23 28 38

17 22 27 30 29

P4 104 40 41 110 109 11 12 16 15 26 123

113 120 108 101 115 Q05 106

P6 4 5 2 035 036 119 118 1 111 102 117

124 Q02 Q03

P7 Q06 Q01 QE3 33 32 Q04 6 7 39 8 9

10 42 QE5 3 103

considered according to the functionality of each building and according to the flow
of people. However, the P4 gate covers the entry and exit of vehicles and, if used to
evacuate pedestrians, it can cause a panic situation or lead tomistaken crowd behavior
if pedestrians and drivers are not fully aware of the evacuation plan predetermined.
In this way, a new scenario is proposed.

4.3 Exclusive Pedestrian Gate

In this scenario, we consider scenario 2 (heterogeneous risks), but with the elimina-
tion of vehicle entry and exit gates, keeping only pedestrian gates. In consequence,
gates P3 and P4 were removed and the model was executed again.

The result obtained shows the coverage of the set of buildings for evacuation in
the event of fire being carried out by means of three (3) gates, in which the maximum
distance became 178.01 m2. Table 3 shows the results.

The second and third scenarios can be compared, as both consider heterogeneous
risks. The use of pedestrian-only gates may seem safer as they avoid panic situations,
alongwith, avoiding to induce themistaken behavior of crowds.However, therewas a

Table 3 Allocation of buildings to pedestrian-only gates

Gates Set of buildings

P1 31 13 19 25 24 126 130 18 23 28 38

104 17 40 41 22 27 30 16 26 29

P5 118 111 102 110 109 11 12 15 117 123 113

120 108 124 Q02 Q03 101 115 Q05 106

P7 Q06 Q01 QE3 33 32 Q04 6 7 39 8 9

10 42 QE5 3 103 4 5 2 035 036 119

1
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small increase in themaximum distance to be covered in the evacuation path between
the building and the gate, due to the reduction from four (4) to three (3) gates. In this
case, we have an indication of the relevance of communicating the evacuation plan
to students, teachers and university staff, as well as training evacuation coordination
in case of fires.

4.4 All Pedestrian Gates Available

If we consider an ideal scenario, we would have all pedestrian gates being used for
the evacuation of pedestrians in case of fire in areas A and B of that university. Based
on this consideration, we add the following constraint to the model:

n∑

j=1

x j = p (5)

where, p is the total number of gates to be used. Thus, we executed the PSC model
for the six (6) gates, considering a maximum distance of 178.01 m2.

This scenario has the same maximum distance considered in the third scenario.
However, it minimizes the effective distance from the buildings to the gates, since
the number of gates changes from three (3) to six (6). The results obtained are shown
in Table 4.

Certainly, this scenario is the safest to be adopted in the university’s fire evacua-
tion coordination plan, as the largest number of gates maintains the coverage of all
buildings and still ensures a lower number of pedestrians per gate.

Table 4 Allocations of buildings using all pedestrian gates

Gates Set of buildings

P1 31 13 19 25 24 126 130 18 23 28 38

104 17 22 27 30

P2 40 41 16 15 26 29 106

P5 102 110 109 11 12 123 113 120 108 124 Q02

Q03 101 115 Q05

P6 4 5 2 035 036 119 118 1 111 117

P7 Q04 6 7 39 8 9 10 42 QE5 3 103

P8 Q06 Q01 QE3 33 32
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5 Final Remarks

We carried out an adaptation of the SCP model to define a plan for the evacuation
of pedestrians from the most susceptible areas to fires in a University. Four (4)
scenarios were considered, according to the degree of risk of the buildings and the
characteristics and availability of gates for evacuation.

In the first cycle of execution of the model, composed of two (2) scenarios, we
demonstrated that the application of weights for different functionalities of buildings,
according to the degree of risk, has a positive contribution. However, for the purpose
of executing the model, all gates were considered for pedestrian evacuation in the
event of fire, including gates for vehicles. In order to avoid panic situations and
mistaken crowd behavior, we chose to create new scenarios in which vehicles gates
are excluded from the model.

In the second cycle of execution of the model, also composed of two (2) scenarios,
only gates exclusively for pedestrians were considered, in addition to the risks of
buildings. Two situations were considered, the first in which the SCP defined the
minimum number of gates for evacuation and the second, in which we defined the
number of available gates as a fixed variable of the problem. According to the results
obtained, the last scenario represents the safest andmost viable solution for pedestrian
evacuation, as it minimizes the effective distance traveled by pedestrians between
buildings and gates and, due to the number of gates being fixed at six (6), it is
estimated that the flow of pedestrians at each gate also decreases.

Based on the results, we suggest two contributions to improve this study. The first
is to carry out simulations of removing one of the gates considered in the solution of
the problem, in the event of a possible fire in its immediate vicinity, and to analyze
the behavior of the new distribution of coverage of buildings by the remaining gates.
The second is to propose a simulation of the flow of pedestrians at the evacuation
gates in each scenario, based on the number of people occupying the buildings,
adding to this, the analysis of the crowd behavior and panic factors. This study is an
important contribution for the University to develop an evacuation coordination plan
based on rigorous and accurate methodology. However, we note that the success of a
pedestrian evacuation plan for fire situations, especially in places where people are
very crowded, like this university, depends on the dissemination of the evacuation
plan and the training of the entire university community.
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Economic Production Quantity Model
Considering Items with Distinct Levels
of Imperfection

Sofia Miranda, João Vilela, and Adriana Leiras

Abstract Economic production quantity models are traditionally used in industries.
From the original model, where the possibility of imperfect items in production
is not considered, new developments and improvements were proposed over the
years seeking to make the model as realistic as possible. However, many industries
can benefit from selling these imperfect items at a differentiated value and thereby
reducing their total cost of production. This paper presents an economic production
quantity model that considers items with different degrees of imperfection, with their
selling price varying according to this degree of defect. Thus, this work proposes
an Imperfection-Price curve, relating the level of imperfection of a selected item
to its cost of production, and consequently, to the profit it generates. This work
also presents a numerical example and a sensitivity analysis, allowing for a better
understanding of variable changes and their impact on the total production cost. This
paper shows that an increase in the degree of imperfection leads an increase in total
costs since the more imperfect the product, the lower sale value it will have.

Keywords Economic production quantity · Imperfect quality · Price-imperfection
level curve

1 Introduction

Production management plays a vital role in the effective management of produc-
tion industries such as extractive, intermediate and consumer goods industries. The
classic Economic Production Quantity (EPQ) model, developed by Taft [1], orig-
inated as an extension of the Economic Order Quantity (EOQ) model, developed
by Harris [2], to fill an existing gap and aid production industries in their develop-
ment. Both models seek to minimize inventory-related expenses and are condensed
to two primary costs: acquisition and inventory. Considered assumptions include
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constant and known demand, perfect item production and fixed and known costs.
These assumptions are considered in order to simplify the solution of the problem
when searching for an optimal solution.

However, in the real manufacturing process, production isn’t always perfect. As a
result, imperfect or defective products may also be produced. Imperfect products can
be defined as items with a flaw that does not affect their ultimate functionality. Its
imperfection may vary in intensity, affecting a product on different levels. Defective
products, however, are unable to perform their functions as expected. Depending on
the industry and the type of item being produced, an imperfect item may still be of
interest to the final customer and even open the market to new customers looking for
lower price ranges when purchasing a particular good. An example of this occurrence
happens in the fashion industry, where multiple kinds of imperfections can occur,
affecting products differently, such as: a clothes’ pattern applied differently than
specified, a scratch on the fabric, a pulled thread, and so on. Thus, the selling price
may vary according to the degree of imperfection of the product. These items can be
sold at outlets or through the company website for discounted rates.

Another example of imperfect items can be seen in electronics retailing compa-
nies, such as the American chain Best Buy. These companies often sell three versions
of the same product, those being: (i) perfect version (closed box, never opened and
being the first sale of the object), (ii) open box version (an item that was previously
purchased, opened and returned to the store) and (iii) refurbished version (an item
that was previously purchased and returned due to a found defect. The item is then
repaired by the store’s technology team and put back on sale). Thus, one can define
three states of the same product, each with a distinct degree of imperfection. As a
result, the price of the same product will vary depending on both the current state
and the past history of the item.

Thereby, the motivation of this study is to apply a variable related to the cost of
imperfection in the production process in order to reduce the total cost of an industry’s
production. Thus, we seek to explore the effects of different degrees of imperfections
of a product on its final selling price and total production cost in the EPQ model. Up
to our knowledge, this is the first study to consider different levels of imperfections
in an EPQ model. Thus, this paper fills an existent literature gap by creating a price
curve that is influenced by the imperfection level of the item. This imperfection-price
curve is then applied to themodel created byCunha et al. [3], which already considers
backordering. As a result, the present study displays the effects of cost changes on the
total cost function in an environmentwhere backordering is allowed, enabling a better
understanding of this type of production problem and strategy, while facilitating the
application of the EPQ model in industries with new production characteristics.

2 Literature Review

Literature shows a great effort over the years to have [2] premise of perfect items
revised and refined, as presented by Khan et al. [4] and Hsu and Hsu [5]. The first
work to include discounts on imperfect items in an extended economic order quantity
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model was suggested by Salameh and Jaber [6]. The authors considered that the lots
would always have a random fraction of imperfect items, whichwould be represented
in the model by a known random distribution variable, and that after a complete lot
check, these imperfect items should be removed and sold at a discounted price.

From the model of Salameh and Jaber [6], several works emerged proposing
simplifications, extensions and improvements. Both Chiu [7] and Chan et al. [8]
considered the possibility to repair items in an economic production quantity model.
However, Chen et al. [8] argue that part of these imperfect items could still be sold
at a discount and defective items could be repaired or discarded, while Chiu [7]
advocates repairs to all imperfect items.

Eroglu and Ozdemir [9] and Wee et al. [10] also considered the sale of defective
and imperfect items, respectively, at a discounted price and proposed to add total
backordering to the model. Yu et al. [11] researched the incorporation of partial
backordering with item deterioration and Wee et al. [10] contemplated the option of
partial backordering with lost sales.

The works of Wee et al. [12] and Taleizadeh and Pentico [13], two independent
procedures were developed to obtain the solution of the economic production and
order quantity model, respectively.

Considering stochastic parameters, Roy et al. [14] proposed assigning the demand
as stochastic, in repair of defective items with backlogging. While in Salehi et al.
[15], an economic order model that allows shortages due to stochastic occurrences
of defects was studied. Finally, in Cunha et al. [3], the authors proposed an economic
production quantity model with partial backordering and discount for imperfect
items, where the production time of imperfect batches is stochastic.

This paper seeks to fill a gap in the literature by exploring the effects of varying
the degree of imperfections on a product’s final selling price and total production
cost. This will be applied to the model of Cunha et al. [3] and will follow the same
methodology presented in the work of Salehi and Taleizadeh [15]. Thus, it will be
possible to study the application of a variable discount for products with different
degrees of imperfection in several problems, seeking to bring the state of the art
closer to the reality of production.

3 Problem Description and Mathematical Modelling

The studied production system contemplates two central dynamics: the imperfection
of batch production and the possibility of backordering. The first concerns about
the impact of the degree of imperfection has on the sales price of a product and
consequently, how this is reflected in the total cost of production. In this study, the
production of successive imperfect batches is described by a random variable X and
can increase the total cycle time to T ′ = T (X + 1). This is because the production
cycle time only ends after the production of a perfect batch T [3]. In addition, an
n parameter was added to represent the degree of imperfection that occurred for a
given buyer.
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Table 1 Parameters applied

Parameters

D Demand rate [units per planning period]

C0 Setup cost [cost per time unit]

Ch Cost of stocking a unit [cost per time unit]

Cb Backorder cost of one unit of time [cost per time unit]

Ci Cost of keeping an item backordered per unit of time [cost per time unit]

Cl Cost of losing customer satisfaction from unmet demand

N Degree of imperfection [0 ≤ n ≤ 1]

B Out-of-stock fraction that will be backordered [0 < β < 1]]

X Number of consecutive imperfect batches produced [units per time unit]

P Production rate [production per constant production time unit, 0 < D < P]

Table 2 Decision Variables applied

Decision variables

T Time between two successive productions

T’ Time between two successive perfect productions [T’ = (X + 1) T]

F Fraction of cycle size where stock level is positive [0 < F < 1]

From the perspective of production delays, there are two possible scenarios
depending on the fraction of backorder batches defined by the β parameter and
are mentioned as follows. This entails the formation of two cost portions to include
the costs of sales lost due to the delay, and the costs of the backorder itself, associ-
ated with additional production operations due to the delay. Parameters and decision
variables used in this study are described in Tables 1 and 2.

The main assumptions applied to the model are presented below. Assumptions
1–6 come from the model presented by Cunha et al. [3] and assumption 7 is added
in this work.

1. The planning horizon is finite.
2. The demand rate is known, constant and lower than the production rate.
3. Product shortages are allowed and partially backordered.
4. There is afixedproduction schedulewhere batches are produced at equally spaced

times in terms of T.
5. The probability of each batch being below quality standards (imperfect item) is

independent and random.
6. There is no rework of imperfect items.
7. Every imperfect item can be sold for a discounted amount.

The cost function make-up can be divided into the costs of configuration, storage,
lost sales, backorder, and imperfection. This function is described in Eq. (1) and
varies according to the period between productions T, the time fraction in which the
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stock is positive F, and the number of consecutively produced imperfect batches X.

C(F, T, X) =C0 + Ch · D · T 2 · F2

2

(
1 − D

P

)
+ Cl · D · T · (1 − β) × (1 − F)

+Cb · β · D · T 2 · (1 − F)2

2

(
1 − D

P
· β

)
+ m · log10(n + 1) · X · Ci

(1)

To best represent the cost of imperfection, there was a need for a function that
would show as accurately as possible the results that imperfections have in the price
of a product and, consequently, in its cost of production. Thereby, a function was
created that, when applied to the degree of imperfection of an item, would lead to a
price conversion factor that could vary between 0 and 1. The chosen function was
a logarithm because it represents how much a customer would be willing to pay
for products with different degrees of imperfection. This curve was inspired by the
behavior of a risk-averse consumer in a scenario of uncertainty. These behaviors have
been studied in several areas such as psychology [16] and microeconomics [17], and
try to represent an individual’s view of the possibility of experiencing a financially
unfavorable event, usually linked to loss of equity. Similarly, the unfavorable event
studied in this paper is precisely the level of imperfection that a consumer encounters
in the desired product.

Small degrees of imperfection are expected to lead to a significant variation in
customer price perception, while changes in the level of defect in a highly defective
product will lead to minor variations. An example of this behavior would be the
perception of the value of a jacket where the zipper gets stuck for a 30% discount vs.
a jacket containing either one or two rips, both of which would come out at a similar
80% discount as both have a high degree of imperfection.

This log function is applied to the degree of imperfection n to generate this
behavior, and it is then necessary to analyze the extreme cases of a perfect product
and a completely imperfect product in order to adjust this curve. Considering the
perfect product case, we want the part of the cost equation related to the defect to
be nullified, that is, we want this logarithm to be zero since there is no imperfection
cost linked to it. For this to occur, the logarithm must be applied to (n + 1), so that
when n is zero, we have a logarithm of 1, which is equal to 0. In the case of the
completely imperfect product, we want the conversion factor of price to be 1, so we
need a multiplier factor that, when applied to the log(1 + 1), would give us a unit
value. Thus, this multiplier factor must be 1

log(1+ 1) , which is 1
log(2) (Fig. 1).

The uncertainty of the model is represented by the stochastic parameter X. In this
study, X was defined as a random geometric probability distribution variable, having
ξ [15, 18] as the probability of producing an imperfect batch. The properties of this
distribution are as follows:

X ∼ Geo(ξ) (2)
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Fig. 1 Proposed
imperfection-cost curve
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X = ξ x · (1 − ξ) (3)

E[X ] = ξ

1 − ξ
(4)

E
[
X2

] = ξ · (1 − ξ)

(1 − ξ)2
(5)

Using these properties (2–5), it is possible to calculate the expected cost for a
given cycle. Since only the cost of imperfection depends on X, the same structure of
Eq. (1) can be kept, with only X being substituted for its expected value, arriving at
Eq. (6)

CC(F, T ) =C0 + Ch · D · T 2 · F2

2

(
1 − D

P

)
+ Cl · D · T · (1 − β) · (1 − F)

+Cb · β · D · T 2 · (1 − F)2

2

(
1 − D

P
· β

)
+ m · log10(n + 1) · ξ

1 − ξ
· Ci (6)

Finally, the total production cost can be described by:

TC(F, T ) =CC(F, T )

E[T ′]

=(1 − ξ)

⎡
⎢⎢⎢⎣

C0

T
+ Ch · D · T · F2

2

(
1 − D

P

)
+ Cl · D · (1 − β) · (1 − F)

+ Cb · β · D · T · (1 − F)2

2

(
1 − D

P
· β

)
+ m · log10(n + 1) · ξ

1−ξ
· Ci

T

⎤
⎥⎥⎥⎦ (7)

With the expected time for a cycle being:

E[T ′ ] = E[(X + 1)T ] =
(

ξ

1 − ξ
+ 1

)
T = T

1 − ξ
(8)
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4 Mathematical Model Optimization

According to themethodology presented by Taleizadeh [18], it is possible to simplify
the model’s equation through the use of artificial variables to aid the mathematical
development of the equations. Thus, (7) can be rewritten as:

TC(F, T ) = s0
[ s1
T

+ s2 · T · F2 + s3 · (1 − F) + s4 · T · (1 − F)2 + s5
T

]
(9)

where:

s0 = (1 − ξ) (10)

s1 = C0 (11)

s2 = Ch · D
2

·
(
1 − D

P

)
(12)

s3 = Cl · D · (1 − β) (13)

s4 = Cb · β · D
2

(14)

s5 = 1

log102
· log10(n + 1) ·

(
ξ

1 − ξ

)
· Ci (15)

The first partial derivatives for T and F are used to minimize the total cost [15,
18], as observed in (16) and (17):

F∗(T ) = ∂TC

∂F
= s3 + 2 · s4 · T

2 · s2 · T + 2 · s4 · T (16)

T ∗(F) = ∂TC

∂T
=

√
s1 + s5

s2 · F2 + s4 · (1 − F)2
(17)

To ensure both these equations will have viable results, it is necessary to ensure
that their denominators will not be null. For that to be the case in (16), (s2 + s4),
and T must assume non-null values for the solution to be viable. The former will not
pose an issue since D < P , and Ch , Cb, β, D and P are all positive, which means s2
and s4 will always be positive. And the latter is avoided by the fact that T is always
positive as well. In (17), since the denominator is a quadratic equation, it is necessary
to ensure that there are no possible values of F that could cause it to be null, which
means its discriminant (18) must always be negative:

� = −4 · s2 · s4 (18)
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Using the previous analysis, it is possible to conclude that it always will be
negative. Substituting (16) in (17), the following equation is obtained:

T ∗ =
√
4 · s1 · s2 + 4 · s1 · s4 + 4 · s2 · s5 − s23 + 4 · s4 · s5

4 · s2 · s4 (19)

Finally, having proved the optimality conditions for the derivatives of (9), it is
possible to guarantee that any F applied to (17) minimizes (9) with a resulting T*.
Thereby, it is possible to substitute (17) in (9) to obtain:

TC(F) = s0 ·

⎛
⎜⎜⎜⎜⎝

s1 + s5√
s1 + s5

s2·F2 + s4·(1−F)2

+ (
s2 · F2 + s4 · (1 − F)2

)

·
√

s1 + s5
s2 · F2 + s4 · (1 − F)2

+ s3 · (1 − F)

⎞
⎟⎟⎟⎟⎠ (20)

As previously proven, s2 ·F2 + s4 · (1 − F)2 has a negative discriminant, meaning
it will never be null, which, coupled with the fact that s1 + s5 is always positive,
guarantees the viability of (20). Thus, it is possible to search for the problem’s global
optimum through the first and second-order derivatives presented in the Eqs. (21)
and (22).

∂TC(T ∗)
∂F

= −s0 ·
(
s3 − (2 · s2 · F + s4 · (2 · F − 2) ·

√
s1 + s5

s2 · F2 + s4 · (1 − F)2

)

(21)

∂2TC(T ∗(F))

∂F2
=

(
2 · s0 · s2 · s4 ·

(
s1 + s5

s2·F2 + s4·(F−1)2

) 3
2

)

s1 + s5
(22)

5 Procedure for Finding Optimal Values for T, F and TC

The procedure for finding the optimal values of T, F and TC is described below, as
defined by Salehi et al. [15]. This procedure must be done for each specific case and
will be exemplified in the following example:

8. Calculate the first derivative of TC(F = 1) using (21).
9. If TC′(F = 1) < 0, proceed to the third step. If TC′(F = 1) ≥ 0, proceed to the

fourth step.
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10. Set F = 1 and replace it in (17) to calculate T and then use it to calculate TC
by (7), comparing it to the value of Cl · D. If Cl · D < TC, the optimal values
will be F* = 0 and T* = ∞; if not, F* = 1 and T* is calculated using (17).

11. Determine T* using (19).
12. Replace T* in (16) and find F*.
13. Calculate TC* using (20).

6 Experimental/Numerical Setting

To illustrate the model descripted in Sect. 3, a numerical example and a sensitivity
analysis is presented below, which was developed on Excel 2019. Considering the
following parameters: D = 1500; C0 = 400; Ch = 2; Cb = 4; Cl = 1; Ci = 405;
P = 8000; β = 0.60; ξ = 0.20; n = 0.50

1. Applying Eq. (21) we obtain TC′(F = 1) = 1196.99 > 0.
2. Thus, we go to step 4.
3. By Eq. (19), we find T ∗ = 0.79.
4. Applying Eq. (16), we have F∗(T ) = 0.70.
5. Finally, by Eq. (20), we obtain TC∗ = 1077.31.

To better understand the algorithm’s applicability, a sensitivity analysis was made
using the example above. This analysis illustrates the impact in T ∗, F∗ e TC∗ when
changing parameters and its results are presented below (Table 3).

Analyzing Table 3, we can observe that by increasing the imperfection level of
an item, the related cost also increases, showing a direct correlation between the
imperfection level and its production cost.

Table 3 Sensitivity Analysis for the Imperfection Level

Optimal values Percentage differences

Variable Change (%) Value T* F* TC* T* (%) F* (%) TC* (%)

n −75 0.125 0.746 0.710 1033.442 −5 1 −4

n −60 0.2 0.756 0.708 1043.484 −4 1 −3

n −45 0.275 0.764 0.707 1052.808 −3 1 −2

n −30 0.35 0.772 0.705 1061.506 −2 0 −1

n −15 0.425 0.779 0.704 1069.652 −1 0 −1

n 0 0.5 0.786 0.703 1077.311 0 0 0

n 15 0.575 0.793 0.702 1084.533 1 0 1

n 30 0.65 0.799 0.701 1091.365 2 0 1

n 45 0.725 0.805 0.700 1097.843 2 0 2

n 60 0.8 0.810 0.699 1104.002 3 −1 2

n 75 0.875 0.816 0.698 1109.870 4 −1 3

n 90 0.95 0.821 0.697 1115.472 4 −1 4
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7 Conclusions and Future Research

This paper proposed an extension of theEPQmodel byCunha et al. [3], developing an
economic production lot model that considers partial backordering and a discounted
price relation according to the degree of imperfection of a specific item.A relationship
curve between the imperfection level and a cost conversion factor has been proposed.
This allows for the flexibility of the discount, which varies for each product and its
imperfection level. Thismodel assumes that all imperfect items can be sold, changing
only the discount linked to it, depending on their degree of imperfection. The model
also considered that backorder and the demand rate are deterministic.

For the solution of this model, the total cost was minimized and the framework
of Salehi et al. [15] was applied to find: the optimal time period values between two
successive productions (T*), the optimal fraction of the size cycle where the stock
level is positive (F*) and total production cost (TC*). Additionally, a numerical
example and a sensitivity analysis were performed, varying the parameter values to
analyze their impact on the results.

The degree of imperfection (n) leads to an increase in total costs because the more
imperfect the product, the lower the sale value it will have. It is important to highlight
that while all these parameters increase the total cost, this does not mean that they
all decrease profits.

New approaches and studies can be applied to this work making it more real-
istic and are listed below as suggestions for future research. An example would be
to analyze the possibility of fixing imperfect products vs. simply selling them at
a discounted value. Also, an analysis could be performed to better calibrate the
proposed price-imperfection level curve to further resemble expected consumer
behavior. Another compatible study topic would be to perform a sensitivity anal-
ysis of the proposed model against different price-imperfection curves of varying
natures, according to different characteristics of consumer imperfection aversion.
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Food Security: Location of Assistance
Entities in Poverty Zones

Nathalia Holanda Assumpção and Márcia Marcondes Altimari Samed

Abstract Humanitarian logistics has the essential function of managing responses
in the supply chain of critical materials and services, including demand variation,
uncertain supplies, in a short time and wide scope. The problem of starvation can
be triggered by social inequality, wars, natural events such as drought, economic
policies, among others. Thus, starvation is a humanitarian problem that can affect
people in poverty situations, including death. In Brazil, social inequality means that
on the one hand there is food waste, whose destination is usually garbage. On the
other hand, there is a shortage of food on the table of a large portion of the population.
In this context, food banks have a key role to decrease starvation for people in poverty
situations. This article aims to define a set of entities and their respective locations, to
contribute and promoting food security in poverty zones. For this, we set a location
model based on the Set Covering Problem. The results demonstrate which entities
must cover the poverty zones, given the 5 kmdistance restriction between the distance
of demands and the suppliers. Under these circumstances, this study has the potential
to contribute to increasing the availability, stability, utilization, and access to food
security for people in the poverty situation and, consequently, contributes to the
reduction of food waste.

Keywords Humanitarian logistics · Food bank · Food security · Location
problem · Set covering problem

1 Introduction

The assistance food system is a complex ecosystem that has as a central role: the food
bank, which undertakes the main function of attaining food for agencies and partner
programs such as assistance entities and shelters. In this article we will describe the
study carried out at the food bank suited in a city of the south of Brazil, Maringá.
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The Maringá food bank was funded by the state government in association with
the private initiative, under regulation by the Federal Social Development Office.
The most fundamental task of the food bank is to integrate the food donors of a
supply center (CEASA) to the assistance entities. The entities redirect the acquired
resources to people that are in a food insecurity situation. Yearly, 1,400 tons of food
is destined to this food bank, where it undergoes a strict selection process, which
guarantees safety. This process results in a 63% harnessing of the gross amount,
which benefits, weekly, more than 8 thousand of people in a state of social and
nutritional vulnerability.

The food bank intends on expanding its reach among people in a vulnerable
situation and it already possesses a set of assistance entities that have applied to
receive donated food. However, the food bank requires a strict study to define which
entities should receive donated foods.

The poverty zones of the city were mapped out and established as a starting point.
Based on this map and with accordance to the location of the candidate entities, this
article intends to answer the following question: which assistance entities will give
coverage to the main poverty zones of Maringá, consequently, benefitting social and
nutritional vulnerability people?

In this context, the general objective of this article consists into apply the Set
Covering Problem model to determine which entities (how many and their location)
should be associated with the food bank, as to give coverage to the population in a
vulnerable situation, based on the poverty map of Maringá.

The specific objectives are defined as: to identify candidate entities as well as
the volunteered organizations; to study the map that represents the poverty zone of
Maringá; to model the coverage problem; to develop a coverage model that assures
food distribution to people socially and nutritionally vulnerable.

The present study is structured as follows: Introduction, Literature Review,
Methodology, Results, and Final Remarks.

2 Literature Review

Food security is a concept establishedwhenwe consider that all people, have physical
and economic access to food that is safe, sufficient, and nutritious to meet their needs
and preferences to have an active and healthy life [1]. We may list four main food
security elements: availability, stability, utilization, and access [2, 3]. On the other
hand, food insecurity occurs when any of these elements are at fault, resulting in poor
nutrition or even in large scale starvation [4]. Food crisis begins when starvation and
malnutrition rates increase sharply, be it at a local, national or global scale by effects
of a disruption in food demand as well as in its offer, which generally involves abrupt
price surges [5]. In this context, humanitarian logistics aims to ensure the efficiency
and functionality of the flow of supplies and people, with the primary intent of saving
lives and relieving the vulnerable’s suffering [6].
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Despite all efforts made against poverty and famine, there is still an unacceptable
number of people who have no access to the necessary food required to live actively
and healthily [7]. According to Jones et al. [8], 870million people worldwide present
a caloric intake belowwhat is deemed necessary, directly interfering with mental and
physical health. Meanwhile, about 1.3 billion tons of food are wasted yearly on the
planet, about 30% of the gross production [9].

Thus, an unbalanced throughout the food waste present in the global supply chain
may be observed, food that could otherwise be used in the nutrition of millions
of people [10]. Various recent studies have directed their focus onto food waste
levels, therefore, bringing to light their causes and complexity according to specific
conditions, local context and various regions [11–14].

In 2015, amidst the pursuit of a global solution, the United Nations (UN) accorded
on the Sustainable Development Goals (SDG), which include two goals that are
entirely related to this article, which concerns food waste and world hunger. The
first objective consists in, until 2030, reducing by half food waste per capita at retail
and consumer levels as well as reducing food losses along production and supply
chains, including post-harvest losses [15]. The second objective consists of erad-
icating hunger, achieving food security and improvement nutrition and promoting
sustainable agriculture, until 2030 [16].

In this scenario, it is possible to verify the initiative of many social programs
funded by public entities as well as non-governmental organizations (NGOs). As an
example, we have the food bank model, which concept first appeared in the United
States of America, in the decade of 1960. This concept expanded to many countries
throughout theworld, intensifying awide variety of humanitarian relief organizations
[17, 18].

According to Bacon [19], the rise in the number of food banks in important coun-
tries suggests the attention on how food insecurity needs can be quickly measured,
mapped and matched with access to food assistance.

Food bank operations, originating from retrieval and redistribution of food has its
composition as depicted in Fig. 1.

Food bank supply chain network shares several characteristics with its industrial
counterpart. In fact, multiple relevant location and transportation problems encoun-
tered in the context of food distribution are defined on networks and share a common

Fig. 1 Food bank operations. Source Adapted from Wetherill [24]
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structurewith classical supply chain planning problems. This is possibly explained by
the social purpose of this type of networks can be serve and the specific characteristics
of the numerous organizations that interact with food banks [20].

3 Methodology

According to Voss et al. [21], this article can be characterized as a case study, in
which it is intended to investigate a phenomenon within the context of real life. Thus,
a combined methodology approach between qualitative and quantitative analysis is
established, this combination allows a better comprehension of the research problems
that each approachwouldmake possible in isolation being complementary ideas [22].

In this way, we established a planning for conducting the case study, as illustrated
in Fig. 2.

• Step 1: Develop a map that represents the poverty zones in the city of Maringá.
• Step 2: Define the centroids that represent the points of demand (poverty).
• Step 3: Define the centroids that represent the points of suppliers (assistance

entities).
• Step 4: Calculate the distance matrix between supply and demand points.
• Step 5: Apply the SCP, as described below.

SCP consists of a coverage method with maximum distance parameters. In this
case, we consider the maximum distance that separates the assistance entities and
the poverty zones as a fundamental parameter.

We assume that assistance entities and poverty zones are represented, as a finite
number of points, of which the maximum distance, s, is known moreover the data
sets concerning assistance entities and poverty zones are distinct. Thus, the problem
was structured as a binary, linear, and integer program.

If s is the threshold distance established and dij is the distance between a given j
node and an i node, the set Ni may be defined as:

Ni = {
j/di j ≤ s

}
(1)

If there are n nodes that represent the poverty zones, there will be n sets ofNi, and
each set will have at least one element, with dij considered as 0. Thus, at least one
node i will be of the required distance to find node j. The model has as its objective

Step 1

• Poverty 
map

Step 2

• Demand 
location

Step 3

• Entities 
location

Step 4

• Distance 
matrix

Step 5

• SCP

Step 6

• Solution

Fig. 2 Methodology
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to minimize Z:

z =
n∑

i=1

x j (2)

Each poverty zone needs to be covered for, by at least, one social entity at a given
maximum distance s. As a constraint condition:

∑

j∈Ni

x j ≥ 1 (3)

For every node i, where Ni is the set of nodes that are eligible to cover i, hence:

Ni = {
j/d ji ≤ s

}
, (4)

x j = (0, 1) (5)

• Step 6: Obtain the solution that represents which entities will cover the poverty
zones and will be able to receive donations from the food bank.

4 Results

First, we considered a social parameter available in CENSO/IBGE [23] and selected
the poverty zones ranked as the more precarious ones. Thereupon, we obtained zones
A, D, E, G, H, K, N, O, as shown in Fig. 3.

Afterward, by means of ArcGIS software, we defined the centroid of the areas
selected for the study. The centroids of the poverty zones were defined as demand
points whereas the centroids of the candidate entities were considered as supply
points. Therefore, this resulted in 13 centroids concerning the entities, as the social
entities considered were the candidates and those, which are already set up in these
zones.

Based on the centroids that represent demand (CA, CG, CD, …, CH) and supply
points (E1, E2, E3, …, E13), we calculated the effective distance between each
centroid and, thereby, we attained a distance matrix, which is represented in Table 1.

To transform the distance matrix into a binary matrix, we established a maximum
coverage distance of 5 km,with the support of food bank experts using brainstorming.
Distances under or equal to 5 km were replaced by 1, otherwise, distances higher
than 5 km were replaced by 0.

Accordingly, we applied the successive reduction algorithm of the SCP binary
matrix and acquired supply points that will give coverage to the demand, as to
maximize the service provided. The results are shown in Table 2.
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Fig. 3 Poverty map of Maringá. Source Adapted from CENSO/IBGE [23]

Table 1 Distance between supply and demand points (km)

CA CG CD CE CO CN CK CH

E1 4.88 9.63 5.7 7.59 10.26 11.53 10.18 4.29

E2 1.73 8.45 2.91 4.38 8.32 8.12 7.09 6.16

E3 10.28 3.62 13.04 10.25 4.59 8.01 15.56 9.7

E4 8.84 3.04 11.72 9.76 5.45 9.21 15.02 6.85

E5 11.15 4.42 13.96 11.38 5.86 9.37 16.74 9.91

E6 5.41 6.29 7.91 7.79 7.67 10.15 12.15 1.66

E7 3.88 4.47 6.74 4.91 4.61 6.56 10.04 5.21

E8 6.6 10.92 5.69 4.16 9.14 6.52 3.86 11.57

E9 7.67 10.14 7.65 4.87 7.98 4.63 6.27 12.27

E10 9.81 3.32 12.52 9.63 3.92 7.3 14.88 9.58

E11 2.46 5.97 5.35 4.32 5.96 7.24 9.02 4.89

E12 8.16 13.68 6.94 6.75 11.93 9.13 2.75 13.76

E13 9.5 2.86 12.26 9.54 3.97 7.54 14.88 9.01

Table 2 Entities that cover poverty zones

E11 E4 E2 E8 E3 E9 E8 E1

CA CG CD CE CO CN CK CH
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Fig. 4 Coverage map

The results indicate which active social entities will continue providing relief, as
well as which candidate entity will begin to act as to contribute with food supply to
people located in these poverty zones in a food insecurity situation. As a result, we
developed a map that provides an overview of supply coverage performed by this set
of social entities, as shown in Fig. 4.

According to Fig. 4, it is possible to verify the coverage configuration of the
poverty zones, where the circles represent the radius of 5 km around the centroid of
the entities. It is clear there is an overlap of influence of entities in poverty zones,
however, we can assure that all poverty zones are covered, at least, by one entity.

Herewith, food supply originating from the food bank to the poverty zones can be
achieved by the set of candidate entities E1, E2, E3, and E4 as well as the currently
operating entities, E8, E9, and E11.

5 Final Remarks

This article aimed to define a set of entities and their respective locations, to contribute
to promoting food security in poverty zones. The problem was modeled considering
the map that represents poverty zones in the city of Maringá. A distance matrix
was built with the aid of a geographic positioning tool, based on the location of the
entities, which are already integrated into the food bank as well as a set of candidate
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entities. From the distance matrix, we applied SCP, which resulted in a minimal set
of entities that will cover the main poverty zones of Maringá.

The contribution of this article to the food bank consists of the adoption of a
methodology to select of assistance entities, benefiting people in a social and nutri-
tional vulnerability situation. This article also contributes to people that lives in
poverty zones, who does not have suitable access to food assistance.

The immediate consequence of this study regards the formulation of strategies
that aim at contributing directly with the objectives of the Sustainable Development
Goals, attaining a greater reach of food security through assurance the access to
nourishing food, reducing food waste and, thus, effectively diminishing starvation
in the poverty zones of Maringá.

To complement this study, we intend to investigate the best method to promote
food distribution, considering each entity and the beneficiaries in their respective
coverage areas. A qualitative study will also be carried out to verify if the entities are
assuring the four main elements of food security: availability, stability, utilization,
and access.
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Abstract The present study focuses on the emotional factors and their influence in
the decision-making process for the purchase of green products. To provide theoret-
ical and practical support to existing literature, we evaluating individually the role of
emotions that are part of the Consumption Emotions Set Scale (CES). The majority
of the sample studied preferred to position themselves closer to positive emotions
rather than negative when evaluating purchase decision processes for environmen-
tally sustainable products. Emotions most triggered concerning green products were
sympathy (for people who buy green products), pride (by buying green products),
and joy (by knowing that green products are available). Furthermore, according
to our results, women feel more peacefulness, pride, enthusiasm, surprise, relief,
and serenity in the green product purchase process and less educated respondents
showed more comfort in the process of green product purchase. Regarding the prac-
tical implications of the study, the information provided can be used to develop
advertising campaigns, both for environmental awareness and for the promotion of
environmentally sustainable products.
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1 Introduction

Theories in neuroscience, psychology and sociology recognize the central role of
emotions in human behavior [1, 2]. However, the meaning of emotions has been
neglected in the economic literature in general and, in more recent times, in environ-
mental valuation [3, 4]. Besides that, a common aspect of most economicmodels that
tend to incorporate emotions focuses on the implicit assumption that the cognitive
and emotional dimensions are independent [3, 5].

Scientifically, for a long time, reason and emotionwere opposing forces [6].Never-
theless, researches developed in the fields of psychology and neuroscience show that
the emotional and the cognitive systems are closely interconnected, communicating
with each other and, together, affecting human behavior [1]. Therfore, it can be said
that emotions are not irrational and disruptive for decision-making [4].

In this context, although studies have been performed to investigate the influence
of emotional factors on decision-making processes for the purchase of environmen-
tally sustainable products, there is a need for more research [2, 7, 8]. This perception
is justified since many of the work carried out has focused on one or two self-
conscious emotions [9–13]. Despite self-conscious emotions are ideal predictors of
moral behavior, basic emotions can also affect green purchase decision process [14].

2 Objective

The present study aims to investigate the influence of emotional factors in the
decision-making process for the purchase of green products, having as theoretical
support the cognitive theory of emotions. Specifically, the present studywish provide
theoretical and practical support to existing literature, evaluating individually the role
of emotions that are part of the Consumption Emotions Set Scale (CES), proposed by
Richins [15]. Still, since personal factors tend to influence emotions during decision
making processes [16, 17], variables such as sex, age and level of education have
their interference verified regarding the emotions experienced in purchase processes
of environmentally sustainable products.

3 The CES Scale, Factors and Descriptors

Richins [15] developed a specific scale to measure consumption-related emotions.
The scale named Consumption Emotions Set (CES) is composed of 47 emotion
descriptors, distributed in 17 factors. Although other scales have been developed
afterwards [18–20]. CES presents the most comprehensive structure to measure
emotions throughout the purchase and consumption experiences [21, 22].
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This conclusion is justified on the requirements that oriented the scale’s elabora-
tion: (i) the construction of a scalewithmeasures concise enough to be used in surveys
and field studies; (ii) the identification of emotion descriptors that are familiar and
readily understood by consumers; and (iii) applicability range that covers distinct
purchasing processes.

The CES list of factors and descriptors contemplates both positive and negative
emotions (see Fig. 1). In fact, in studies regarding the structure of feelings, the
distinction between positive and negative emotions constantly emerges as the two
dominant and relatively independent dimensions [23, 24].

4 Method

In light of this study’s objective, we chose to carry out a descriptive research with
quantitative approach. As for the sample and population, we considered the research
universe to be the economically active inhabitants of southern Brazil, selected
through a non-probabilistic quota sample, totaling 138 respondents. In this type
of sampling the interviewer’s judgment is decisive, choosing the respondents in
locations considered relevant for finding the studied public [56].

As for the quota, we considered the variables of gender, age and education. We
sampled, in a balanced way, male and female respondents, in three age intervals
(under 24 years old, between 24 and 35 and over 35 years old), and respondents
with high school, higher education and post graduate education. The data collection
instrument used was a structured questionnaire. To design the questionnaire, after
the reverse translation of the CES, we conducted a linguistic analysis of the expres-
sions in the scale for the Brazilian context. As a result, some factors were substi-
tuted by descriptors. Still, due to the instrument design strategy, which encompassed
bipolarity of emotions, some antonyms were added.

Regarding the data collection procedures, we used both non-personal data collec-
tion (sending the survey via e-mail to people that fit the study’s objective), and
personal (physically approaching people in colleges and shopping malls). Finally,
for the data analysis, initially we performed a general description of frequency,
followed by a bivariate analysis. As for the bivariate analysis, it was possible to
verify whether the demographic variables of sex, age and schooling influenced the
answers (significance of the correlation p > 0.05). Additionally, since we used a
discrete scale (non-normal data), we used a Monte Carlo simulation to identify the
appropriated decision limits in the evaluation of the factors’ significance.
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Anger  Frustrated 
Angry 
Irritated 

When consumers feel anger, the probability of their acting to change 
from this state is high [25-27]. Anger can positively influence the pur-
chase of environmentally sustainable products [7, 28], and be one of 
the resulting feelings towards irresponsible corporative behavior [17, 
29, 30]. 

Discontent Unfulfilled 
Discontented 

According to Oliver et al. [31], consumers undergo two cognitive-
emotional processes when purchasing a product: (i) performance-re-
lated formation of expectations; and (ii) confirmation or disconfirma-
tion of these expectations. If the negative disconfirmation occurs, the 
authors highlight that the consumer will feel unfulfilled.  

Worry Nervous 
Worried 
Tense 

In consumption, worry is directly related to purchase perceived risk. 
Conceptually, perceived risks encompass two main issues: uncer-
tainty and consequences [32]. Therefore, the risk concept requires the 
existence of uncertainty regarding the results of all possible actions 
[33]. Uncertainty measures the subjective probability that a purchase 
will result in undesirable consequences to consumers [34]. 

Sadness Depressed 
Sad 
Miserable 

Bauman [35] state that sadness and depression are emotions stemming 
from the consumer society, characterized by the culture of the ephem-
eral and indebtedness. At the same time, Araña and León [5] found 
that sadness can influence the rule decision type that will be used by 
consumers (whether compensatory or no compensatory).   

Fear Scared 
Afraid 
Panicky 

As it happens with the worry factor, fear also presents strong relation 
with the perceived risk in a given purchase. According to Schiffman 
and Kanuk [36], although researchers have not reached a consensus, 
there are generally six types of perceived risks addressed in the liter-
ature (financial, physical, safety, social, performance and psycholog-
ical). Risks’ degree of importance varies depending on the type of 
product being purchased and depending on demographic and behav-
ioral characteristics of a given group of consumers. Regarding sus-
tainable product consumption, Singh et al. [30] found that fear can 
inhibit the purchase intention. 

Shame Embarrassed 
Ashamed 
Humiliated 

According to Brennan and Binney [37], shame encompasses a wide 
spectrum of distressing emotions such as humiliation and mortifica-
tion, which accompany the feeling of being rejected, ridiculed, ex-
posed, or losing the respect of others. In consumption, shame can ac-
celerate purchase decision process [27].  

Envy Envious 
Jealous 

Envy is characterized by feelings of superiority, desire, resentment, 
and disapproval of emotions, whereas jealousy is characterized by the 
fear of losing, distrust, and anger.  

Loneliness Lonely 
Homesick 

Bauman [35] highlights that loneliness is greatly present in a con-
sumer society, in which the relationships are superfluous and tempo-
rary, and material goods are often purchased in order to fulfill an ex-
istential emptiness.  

Romantic 
Love 

Sexy 
Romantic 
Passionate 

Romantic love emphasizes a controlling perspective of passion, which 
can be related to rationality loss and to the lack of emotional control 
[38, 39]. In consumption, passion and romance are directly related to 
attention, selection and selective retention [40].  

Love Loving 
Sentimental 
Warm hearted 

Commonly ignored in the scales normally used, love was the second 
most cited emotion in a study that aimed to list the feelings experi-
enced when consumers thought of meaningful objects to them, only 
behind happiness [41]. Actually, consumers often use objects they 
claim to “love” as an extension of their personality, that is, these ob-
jects (which are few) play an important role for consumers to under-
stand and describe who they are as persons [42]. 

Factors Descriptors Relevant conceptual issues 

Fig. 1 CES scale factors and descriptors
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Contentment Contented 
Fulfilled 

In consumer behavior research, when supply meets or positively ex-
ceeds consumer expectation, consumers feel fulfilled [31]. 

Optimism Optimistic 
Encouraged 
Hopeful 

Studies indicate that optimism is a personal trait of hopeful people 
[44, 45]. Hope is related to people’s belief in better future results. It is 
detached from the so-called biological emotions [46]. Therefore, hope 
is constituted of a dimension that addresses the perceived probability 
of achieving a desired goal [45]. 

Joy Happy 
Pleased 
Joyful 

Joy and pleasantness comprise an affective potential that is greater 
than satisfaction [47]. Pleasantness is characterized by a combination 
of high pleasure (joy) and high surprise activation [23]. Hwang and 
Kim [14] found that joy can motivate environmentally friendly prod-
uct purchase and repurchase, not out of empathy, but for narcissism. 

Excitement Excited 
Thrilled 
Enthusiastic 

Excitement is directly related to the feeling of pleasure. Purchase and 
consumption excitement are related to success, possession, and 
achievement [48]. 

Surprise Surprised 
Amazed 
Astonished 

Vanhamme [49] describes surprise as a syndrome of reactions char-
acterized by its unobservable manifestations at three levels: behav-
ioral, physiological, and subjective level. According to Kumar [50], 
surprise has an important function of memory expansion. Vanhamme 
[51] emphasizes that surprise can exert the function of amplifying sub-
sequent emotions (having a neutral valence). 

Other items Guilty
Proud 
Eager 
Reeved 

Guilt is an emotion that is related both to post-purchase regret and to 
motivate more socially appropriate behaviors [43]. 
It has a stronger effect on reparative behaviors when compared to 
shame [52]. 
Studies that analyze the choice for sustainable products found that 
liguilt, just as pride, can be very efficient in motivating the choice for 
such products [9-12, 28, 53].  
Eagerness refers to the uncertainty of the success, to the imagined ob-
stacles, to the idealization of the pleasure to be experienced, and to the 
amount of time necessary to reach the goal [46, 54]. Relief can be 
understood as an emotion that follows the satisfaction of expectations. 
It can also be understood as the elimination of motives that could 
cause worry or fear [55].   

Peacefulness Calm 
Peaceful 

Peacefulness is directly related to the absence of cognitive dissonance 
after the purchase. That is, when consumers feel they have made the 
best decision [43].  

Fig. 1 (continued)

5 Results

The sample can be characterized as follows: 66 women and 72 men; 44 people under
24 years old, 49 with ages between 24 and 35, and 45 subjects over 35 years old; 15
have high school, 51 are graduated and 72 post-graduated.

According to the data presented in Table 1, the majority of consumers preferred
to position themselves closer to positive emotions rather than negative, except for
the variables “loneliness/welcomeness” and “eagerness/serenity”, which presented
dichotomy.

Thismeans that a great share of the sample understands that the purchase of a green
product can enable attraction, and approximation [57, 58]. Table 1 also shows that
the emotions most triggered concerning green products were sympathy (for people
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Table 1 Consumer’s emotional positioning toward green products

A -3 -2 -1 0 1 2 3 B
I feel angry in the 
green product 
purchase process 1 1 3 28 27 43 35

I feel 
peacefulness in 

green product 
purchase process

Green products make 
me discontent 1 1 4 26 30 37 39

Green products 
make me feel 
contentment

I feel worried when I 
buy and use green 
products 1 1 8 36 28 36 28

I feel 
unconcerned when I 

buy and use green 
products

I feel sad when I 
realize the products I 
desire are green 0 0 4 20 29 41 44

I feel joy to 
know that green 

products are 
marketed

I fear buying green 
products 1 4 7 17 33 54 22

I trust the 
performance of 
green products

I feel ashamed when I 
buy green products 0 0 2 26 27 38 45

I feel pride when 
buying green 

products
I envy who buys green 
products 0 0 0 28 13 38 59

I sympathize 
with people who 

buy green products
I feel lonely when I 
look for green 
products

1 4 8 56 27 25 17
I feel welcomed 

when I search for 
green products

I hate green products
0 0 4 32 53 21 28

I love to find 
green products in 

the market
I am pessimist about 
the green products 
market

1 3 8 19 26 49 32
I am optimist 

about the green 
products market

I feel disappointed in 
purchases that involve 
green products 0 2 4 32 43 33 24

I feel enthusiasm 
in purchases that 

involve green 
products

I feel frustrated when 
searching for and 
buying green products

0 4 5 33 44 33 19
I am positively 

surprised to find 
green products 

I have contempt for 
green products 0 2 1 43 52 29 11 I have a passion 

for green products
I feel guilty when I 
buy green products 0 0 2 31 49 34 22

I feel relieved 
when I buy green 

products
The process of 
purchasing and using 
green products makes 
me feel eager

0 1 2 50 37 28 20

The process of 
purchasing and 

using green products 
brings me serenity
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who buy green products), pride (by buying green products), and joy (by knowing
that green products are available).

According to the bivariate analysis, women feel more peacefulness, pride, enthu-
siasm, surprise, relief, and serenity in the green product purchase process. They also
manifest greater love and passion in the purchase of environmentally sustainable
products and greater support for those who buy products with such characteris-
tics (Table 2). About education level, our results demonstrate that the less educated

Table 2 Bivariate analysis between gender and emotions
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I feel peacefulness in 
green product purchase 
process

1,17 1,20 1,86 1,21 -0,66 -3,25
Signif.

Green products make me 
feel contentment 1,38 1,12 1,70 1,39 -0,31 -1,43

I feel unconcerned when I 
buy and use green 
products

1,34 1,17 1,59 0,92 -0,67 -3,13
Signif.

I feel joy to know that 
green products are 
marketed

1,10 1,12 1,94 1,54 -0,40 -2,11
Signif.

I trust the performance of 
green products 1,21 1,27 1,61 1,15 -0,45 -2,15 Signif.

I feel pride when buying 
green products 1,01 1,16 2,05 1,40 -0,64 -3,48 Signif.

I sympathize with people 
who buy green products 0,96 1,18 2,29 1,60 -0,69 -3,78 Signif.

I feel welcomed when I 
search for green products 1,50 1,03 0,94 0,65 -0,29 -1,29

I love to find green 
products in the market 1,11 1,04 1,56 1,00 -0,56 -3,06 Signif.

I am optimist about the 
green products market 1,40 1,20 1,68 1,28 -0,40 -1,81

I feel enthusiasm in 
purchases that involve 
green products

1,15 1,11 1,53 1,00 -0,53 -2,75
Signif.

I am positively surprised 
to find green products 1,28 1,03 1,42 0,83 -0,59 -2,97 Signif.

I have a passion for green 
products 0,89 1,04 1,23 0,79 -0,44 -2,64 Signif.

I feel relieved when I buy 
green products 1,02 0,92 1,67 0,99 -0,68 -4,10 Signif.

The process of purchasing 
and using green products 
brings me serenity

1,17 0,95 1,47 0,72 -0,75 -4,11
Signif.
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respondents showed more comfort in the process of green product purchase. Specifi-
cally, regarding the statistically significant aspects, the respondentswith lower educa-
tion level presented greater peacefulness, confidence, pride, and relief in the process
of green product purchase. They also show greater optimism in the development of
green product trade and greater support for those who buy green products (Table 3).
Age is not statistically significant.

Through an adaptation of Richin’s [15] CES Scale, we can affirm that consumers
perceive a greater number of benefits rather than harms when buying green prod-
ucts. Additionally, despite the self-conscious emotions are ideal predictors of moral
behavior (such as environmentally sustainable purchasing) [7], basic emotions, such
as joy, also tends to influence pro-environmental attitudes and behavior. When we
compare the results found in this studywith other studies that investigate emotions,we

Table 3 Bivariate analysis between education and emotions

Green products make me feel 
contentment 1,70 1,15 1,22 1,67 1,53 1,51 0,15 0,33

I feel unconcerned when I 
buy and use green products 1,50 1,35 1,21 1,47 1,14 1,26 0,33 0,80

I feel joy to know that green 
products are marketed 1,12 1,12 1,11 2,00 1,65 1,74 0,35 1,11

I trust the performance of 
green products 0,93 1,19 1,33 1,87 1,29 1,32 0,57 2,00 Signif.

I feel pride when buying 
green products 0,86 1,12 1,15 2,07 1,49 1,79 0,58 2,21 Signif.

I sympathize with people 
who buy green products 0,41 1,17 1,13 2,60 1,76 1,90 0,84 4,91 Signif.

I feel welcomed when I 
search for green products 1,23 1,26 1,30 0,33 0,78 0,89 0,56 1,57

I love to find green products 
in the market 1,12 0,98 1,18 1,40 1,18 1,31 0,22 0,70

I am optimist about the green 
products market 0,91 1,10 1,45 2,00 1,65 1,24 0,76 2,62 Signif.

I feel enthusiasm in 
purchases that involve green 
products

1,18 0,96 1,27 1,40 1,25 1,22 0,18 0,52

I am positively surprised to 
find green products 1,45 1,09 1,20 1,33 1,10 1,08 0,25 0,62

I have a passion for green 
products 0,86 0,91 1,07 0,73 1,06 1,01 0,33 1,27

I feel relieved when I buy 
green products 0,88 1,03 1,01 1,80 1,16 1,32 0,64 2,50 Signif.

The process of purchasing 
and using green products 
brings me serenity

1,29 1,04 1,13 1,33 0,98 1,10 0,35 0,98
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I feel peacefulness in green 
product purchase process 0,99 1,05 1,34 2,00 1,61 1,36 0,64 2,13 Signif.
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find, in general lines, that emotions not previously investigated in purchase scenario
associated with environmentally sustainable products (such as contentment, peace-
fulness, love, optimism, enthusiasm, surprise, passion, relief, unconcern, sympathy
and trust), may happen, positively stimulating decision-making processes.

In addition, inferences can be drawn from the results of the present study and
from other researches developed. The association with anger, for example, occurred,
fundamentally, when consumers were exposed to irresponsible corporate behaviors
[17, 29, 30]. Since when consumers experience anger they are significantly more
likely to act to change from this state than when they experience sadness [25–27],
it is clear why the studies conducted by Harth et al. [28] and Wang and Wu [7]
confirmed that anger can positively influence the purchase of green products.

Additionally, since guilt can induce more appropriate socially behaviors, it is
possible to understand why studies that analyzed the choice for sustainable prod-
ucts confirmed that guilt can be a motivating emotion [9–12, 28, 53]. Actions
directed/controlled by organizations strongly stimulate guilt in subjects and, conse-
quently, stimulate the desired action in terms of sustainability [59].

With reference to personal factors, the results obtained, grouped with those of
other studies already carried out, make it possible to generalize that men tend to have
a greater knowledge on environmental issues when compared to women [60–62].
However, women are more likely to purchase green products and more often partici-
pate in actions that demand behavior change (for example, recycling and energy and
resource conservation) [63, 64]. Comparing the data observed in the present study
with data verified in other studies that related the variable age with the purchase of
green products, we can affirm that there is no consensus on the age of more ecolog-
ically conscious consumers [65, 66]. Finally, about education level, the contrast of
our study with others follows the fact that the majority of the people with low levels
of education in this study were younger, that is, they are still studying, and thus, have
developed ecological awareness and knowledge since early stages of life [67, 68].

6 Conclusions

Regarding the practical implications of the study, the information provided can be
used to develop advertising campaigns, both for environmental awareness and for
the promotion of environmentally sustainable products (sympathy, pride and joy are
examples of factors to be considered in communication). Emotional factors should
also be considered in the planning of the quality attributes to be inserted in green
offerings, especially regarding the peacefulness, contentment, unconcern, joy, and
trust emotions. Still, factors such as unconcern and relief can be used as motivators
for a proper disposal.

As future research, it is suggested to evaluate the influence of CES emotions
factors in green purchasing decision processes for different types of products, that is,
convenience, comparative shopping and specialty goods. Also, due to the existence
of research that seeks to integrate emotion and cognition in the buying behavior,
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future studies can incorporate affective states to the cognitive basis models, a fact
that would increase the analytical capacity, allowing a more consistent and reliable
behavior description.
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Prioritization of Critical Factors
for the Improvement in the Visual Daily
Shop Floor Management
in Manufacturing Using AHP—A Case
Study

J. C. Pereira and M. Bittencourt

Abstract This paper discusses the framework for identifying the critical factors
in the visual daily production management system of an aircraft engine overhaul
company aiming at reaching Operational Excellence with higher effectivity. This
topic is very important because considering the continuous advances in informa-
tion and communication technologies, organizations are generating and dealing with
increasingly amount of data. Managers are often overwhelmed with data reports
collected from multiple systems such as ERP, performance scorecards, and intel-
ligence software. Team involvement around production targets in a volatile global
environment is critical for companies that want to high-perform on managing their
operations. An excellent tool for coordinating the production flow while spreading
the teamwork spirit is the daily visual management. With the support of the ERP
system, and several data collection, it is possible to visually show the dynamics of the
production, processes that areworkingwell, and processes that are bottlenecks,which
need more attention. As a methodological approach, a case study was conducted, by
conducting a survey, based on information obtained from previous literature and in
interviews with employees from the field. As a result, the method revealed that the
most significant factors for the Improvement in the Visual Daily Shop FloorManage-
ment in Manufacturing are: Communication (Meetings with leadership and dialogue
with collaborators); Standardization (a single channel of metrics); Scanning (ADD
technology to sup-port other factors); Participation (Give resources to employees to
participate and give feedback) and Speed (Implement Kanban for identification and
immediate response to problems.
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Keywords Daily shop management · Analytic hierarchy process · Critical
factors · Engine overhaul companies

1 Introduction

Companies are experiencing an aggressive competition, rapid changing scenarios,
implementation of technologies for competitive productivity, macro-market crises,
etc. This challenging scenario needs to be faced with managerial adaptability,
commitment to the results in all hierarchical levels, strategic, tactical and operational.
Operational excellence is a not a new concept.

Previous work dealing with visual Daily Shop Floor Management in Manufac-
turing are, are for instance, the study of Ferro and Gouveia [1], which explained that
visual management importance has been increasing in companies nowadays, mainly
with the goal of staying competitive in the current world of so many uncertainties In
Addition to a good business strategy implemented, companies need to use tools to
reduce risks in the production line.

It is widely known that operational accidents affect the productivity of manu-
facturing industry [2] and evidences show that the adoption of a safety operation
can influence economic performance. Several authors, such as [3–8] focused on
showing that efficient communication and easy-to-read visualization are essential
points for good management of a production line. These authors explained that
visual management has an important role in the education of the production teams
and their managers in order to achieve operational excellence.

Daily Visual Management system connects the objectives and strategies of the
company at all levels, in a simple and intuitive way, seeking the standardization of
products and services, traceability of information, prioritization of non-conformities,
facilitating fast and effective actions to be taken [9, 10]. Considering the contin-
uous advancements in information and communication technologies, and the fast
flow of information in the business environment today, organizations are challenged
to generate and deal with increasingly amount data. The managers are often over-
whelmedwith data reports collected frommultiple systems such asERP, performance
scorecards, and intelligence software. Team involvement around production targets
in a volatile global environment is critical for companies that want to attain high
performance and excellence on managing their operations.

Another important contribution was given by Rusev [11], which made it clear
that the culture of operational excellence aims to seek employee engagement, the
pursuit of continuous improvement, the alignment of strategies to systematically
deliver within the deadline a product or service with the quality that your customer
expects, for operational excellence to work, must be aligned with the whole company
making everyone know why they are doing that task and what is behind it, for this,
the principles of operational excellence must be deeply embedded in the culture of
the organization, when achieved employee engagement, they will be systemically
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Fig. 1 OE Adaptation from
the original of Rusev [11]

stimulated a process of continuous improvement of all processes, aligned with the
strategic thinking of the company aiming at its client.

Daily Visual Management, Communication and Tracking of performance metrics
digitally is a key factor in attaining of operational excellence. Figure 1, which is an
adaptation from the original of Rusev [11] shows the interaction among the different
factors in the development of the process of operational excellence.

Operational Excellence was defined as a consequence of the correct practices
of a company that can be classified under four dimensions [11; Culture, contin-
uous process improvement, business alignment and results, these are fundamental
to achieve operational excellence. Figure 2 shows the dimensions of operational
excellence and its principles, which is an adaptation from the original of Rusev [11].

Daily management was clarified is the ongoing process to ensure that work is
being done in the right way and at the right time so that business success can be
achieved as defined by the company’s strategy [1]. The author elucidated that the
biggest fear of companies is not being able to achieve the established goals, which
was very normal in companies that do not have an effectivemanagement of strategies.
The Daily Management System came precisely to follow up the strategy put in place
much faster and more efficiently, so that actions can occur according to strategic
planning in the shortest possible time, and if there is any non-compliance in the
process the corrective and corrective actions are taken immediately.

Visual Management is the methodology that seeks transparency in the production
system [10] and is considered a very important element of the Lean methodology
that should always be present when implementing the Lean methodology. Visual
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Fig. 2 Dimensions and
principles—Adaptation from
the original of Rusev [11]

management is interpreted as a vehicle to interpret current performance and provide
an opportunity to stop some task or operation that went wrong, so that actions can
be taken [12].

The impact of visual communication on areamanagement can be defined by 5min
on the shop floor instead of 50 min of presentation [13]. Visual Management means
the ability to understand the status of the production area in 5 min or less, through a
simple observation. This author explained that in the shop floor and in the production
lines in general, there are threemain types of communication: visual communication,
verbal communication and written communication (e.g. e-mail), considering that
writing is the least intuitive of them, the same should be as visual as possible. To
facilitate understanding by the receiver, language should be as visual and appropriate
as possible, this maximizes the time of perception and understanding of information
making any communication with any level be it managerial or operational much
more effective.

People are more committed when they see themselves in the process, and can
visually assimilate that they are contributing to something important, with this the
employee is motivated to contribute ideas to improve the process, ideas that come
from people with a great technical knowledge and who have a differentiated view of
people who are in leadership positions or in the strategic core of the company, can
bring fantastic innovations and contributions to the area and even to the company as
a whole [12].

Saaty [14]made his contribution to decisionmaking science by proposingAHP as
ameasurement tool that is used to rankon comparison scales that aid decisionmaking.



Prioritization of Critical Factors for the Improvement … 577

These comparisons should bemade through currentmeasurements or reasoned scales
that reflect preferences between comparisons.

Vargas [15] highlighted that there is a desire in organizations to build clear, objec-
tive and mathematical criteria in order to be able to measure them. Saaty [14] empha-
sized that decision-making is, in its entirety, a cognitivemental process resulting from
the selection of the most appropriate course of action, based on tangible and intan-
gible criteria) arbitrarily chosen by those who make the decision. The author pointed
out that the AHP tool is used in complex decisions, where there are many variables
and criteria to be considered for the prioritization of alternatives.

In order to verify and evaluate the factors that will be analyzed, the numbers are
based on perceptions and judgments of the evaluators who have extensive knowl-
edge about the subject to be evaluated. The great differential of AHP compared to
other comparison techniques is the fact that AHP can transform the often-empirical
comparisons into numerical values that are processed and compared, and these
numerical values allow the evaluation of each of the elements within the defined
hierarchy. This author proposed steps to use AHP, stating that initially, the problem
to be analyzed should be defined and thus set the target to be achieved, after setting
the goal, the goal must be decomposed into hierarchical criteria so that they can be
analyzed and compared independently, with the well-defined criteria. The criteria
should be decomposed into alternatives, from the alternatives, employees with expe-
rience in the subject should systematically evaluate all alternatives through their
own judgment for each criterion. Figure 3 shows and example of AHP, which is an
adaptation from the original of Vargas [15].

None of the previous studies dealt with the critical factors in the use of visual
management in the shop floor of an aeronautical maintenance company. In this paper
a comprehensive study is presented focused on an in-depth analysis of the critical
factors that could impact the success of the operations. It may help manufacturing
engineers and decision makers to deal with these factors and allocate resources

Fig. 3 Example
AHP—Adaptation from the
original of Vargas [15]
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to improve operational excellence. The paper proposes responses to two research
questions:

Research Question 1—What are the most critical factors to be considered in the
Visual Daily Management System of Production that ensure operational excellence
in an aeronautical maintenance company?

ResearchQuestion 2—In response to the second question:What actions should be
taken to implement a Daily Visual Management System that guarantees operational
excellence in an aeronautical maintenance company?

The paper is organized in five Sections. Section 2 presents the objective, Sect. 3
describes the method, Sect. 4 addresses the results and Sect. 5 the conclusion.

2 Objective

This paper proposes a framework for defining and prioritizing the critical factors for
improving the current Daily Management Production System on the shop floor by
using AHP, aiming at reaching Operational Excellence effectively. On the shop floor,
the critical processes require tools that promote rapid and effective actions. This case
study evaluates lack of speed and efficiency in the daily visual management system
of production on the shop floor. This problem can lead to delayed decision making
and even wrong decision making. A system that does not depict the processes with
accuracy and does not work properly when transmitting the message to users, can
also cause disturbances in production, and become a tool without utility.

3 Method

The case study was conducted by analyzing and reviewing previous work on Daily
Production Visual Management applicable to shop floor; by conducting a survey,
based on information obtained from previous literature and in interviews with
employees from the field. Figure 4 shows the flowchart with the steps of the method.

Fig. 4 Steps of methodology
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Table 1 Relative importance
scale

Importance Definition

1 Equal importance

3 Moderate importance

5 Strong importance

7 Very strong importance

9 Absolute extreme importance

2, 4, 6, 8 Intermediate values

After performing interviews and brainstorming sessions with the expert team of
three production leaders, all with more than 10 years of shop experience, it was
decided that the 5 main elements that may impact on effectiveness of the system are
the following: 1—Dashboard Size—Overall size of the visual board inside the shop;
2—Letters Size—Letters size compared to the visual board size; 3—Dashboard
Layout—The shape/design of the fields which the information is displayed; 4—
Dashboard Location—The location/place that the visual board is placed in the shop;
5—Digital Technology used—Use of LCD, leds, instant online information.

Once these 5 elements were defined, a questionnaire was created for field study by
using the software “Google Forms”. Themost significant factors for the improvement
of the Visual Daily ProductionManagement System on the shop floor were identified
from the previous work on the subject and these were analyzed and validated by
experienced individuals in the field. The collected data was analyzed and prioritized
by using AHP. It is an excellent tool to provide weight for the different risk levels,
the first phase is to create a pairwise evaluation matrix (A), as introduced by Saaty
[14] by utilizing the relative importance scale shown in Table 1.

The matrix A represents a pairwise evaluation matrix where each element aij (i,
j = 1, 2,…, n) represents the proportional importance of two compared elements (i
and j). The higher its value, the stronger the preference of first element (i) over the
second (j). The matrix is shown in Eq. (1).

A =

⎡
⎢⎢⎢⎣

1 a12 · · · a1n
a21 1 · · · a2n
...

...
. . .

...

an1 an2 · · · 1

⎤
⎥⎥⎥⎦, aii = 1, a ji = 1

ai j
, ai j �= 0 (1)

Subsequently, the priority weights of each criterion are established with the next
equation:

wi = 1

n

⎛
⎝

n∑
j=1

ai j

⎞
⎠

/(
n∑

k=1

akj

)
(2)
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Table 2 Random consistency index

n 1 2 3 4 5 6 7 8 9

RCI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45

The succeeding step in the AHP method is to demonstrate reliability of data [14].
suggested a basic equation to check if the evaluation pairwise matrix is reliable. The
consistency index (CI) is calculated as follows:

C I = (λmax − n)
/

(n − 1) (3)

where n is the order of the matrix A and λmax is its dominant Eigenvector, which
satisfies the following equation:

n∑
j=1

a jiw j = λmaxwi (4)

A consistency ratio (CR) estimation is then needed to verify the sensible consis-
tency. The CR value can be estimated by Eq. (4). The CR value needs to be equal or
smaller than 0.10 if not the expert elicitation needs be revised to get a reliable result.
In the equation, CRI represents the random consistency index (RCI), presented by
[14].

CR = C I
/
RC I

The RCI assessment table is obtained from Table 2, propose by [14].

4 Results

The survey revealed the factors considered most important by the research partici-
pants to improve the visual production management system, the AHP tool was used
to prioritize critical elements. First, the comparative matrix was constructed, which
each pair of established elements is compared, as to its importance, on a scale from 1
to 9, called Fundamental Scale, proposed by Saaty [14]. Table 3 shows the compara-
tive matrix with the 6 factors considered the most important, and comparisons were
made based on Table 1. Experts recorded all the relative importance between the
elements on a matrix.

Based on the Table 3, the normalized matrix was obtained as shown in Table 4.
With the normalized matrix the next step was to obtain the Eigen Vector, which

was obtained by the sum of values of the lines found in the normalization matrix and
divided by the number of elements. With this, the numbers that provide the weights
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Table 3 Comparative matrix

Table 4 Normalized matrix

were obtained to identify the importance of each of the 6 factors identified. Table 5
presents the normalized matrix with the calculated Eigen Vector.

Once the matrix was completed, the consistency index was calculated and found
to be less than 0.1. This allows the calculations to continue once the data is proved
to be consistent. The AHP showed that the Daily meeting with leaders would be
the element that would highly impact on the effectiveness of the system. The use
of Large table/screen of metrics for meetings would also allow the achievement of
Operational excellence.
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Table 5 Eigen vector matrix

5 Conclusion

The objective of the research is to define and prioritize critical factors for the
improvement in the daily visual management process of production in a mainte-
nance workshop of aeronautical engines using the AHP tool. Considering method-
ological guidelines of publications in the area in question, two research questions
were defined.

In response to the first question related to the most critical factors to consider
in the Daily Visual Production Management System that ensure operational excel-
lence in an aeronautical maintenance company, it can be considered that the anal-
ysis of recent publications, field research, and prioritization of the most critical
elements through the AHP tool provided substance for the response. The most
critical factors to consider are: Communication (Meetings with leadership and
dialogue with employees); use of large table/screen of metrics for meetings; and
Scan frames/screens with touch/voice interaction.

In response to the second question regarding the actions that should be taken to
implement a Daily Visual Production Management System that guarantees opera-
tional excellence in an aeronautical maintenance company, the following actions
should be taken for implementation: 1—Improve communication through daily
performance monitoring meetings with leadership, interacting with visual channels,
including LCD screens and tablets with touch and voice technology, through which
employees can respond to performance problems immediately, passing feedback
to the system, to the team and leadership; 2—Have a visual channel of significant
layout and size (large LCD screen) in central area of production, promoting clearer
and unique communication of daily performance for access and visualization of all in
real time—daily meetings should take place around this screen, which showsmetrics
and performance graphs of the company and each cell in 24 h a day, 7 days a week,
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and can be operated by any of the employees; 3—Implement “App” for performance
monitoring by employees in their respective cells, through tablets or mobile phones
connected to the same central system that accompanies the performance of the entire
production area—employees must have empowerment to be able to address perfor-
mance problems in these channels, passing feedback to the system, to be discussed in
daily meetings and viewed by all on LCD screen in the production area; 4—Imple-
ment visual means such as Kanbans (lights or colour plates) in each work cell in
order to inform remotely and instinctively any potential performance problems, and
thereby give the team immediate response conditions.

The actions highlighted in this study, as response to the second question of the
research, when implemented, will be of important value in the production process.
The company will have direct benefit in its communication, standardization, digiti-
zation, and weighting of its employees, encouraging them to contribute directly to
continuous improvement.

Both the critical factors and the actions for implementation are aligned with
previous studies on the theme of visual management of production, this case study
was developed in a company of maintenance of aeronautical engines, benefiting
from field research with professionals in the area to obtain more data directed to the
improvement of visual production systems in this branch of production. However, it
can also be applied in other fields.

As proposed in the introduction, the study provided responses to the two research
questions. AHP proved to be an effective method to assess and prioritize the critical
factors. The in-depth analysis of current literature about the subject and the opinion
of experienced individuals allowed the identification of critical factors in this process.
This study is very important, because understanding the critical factors can influence
the decision of operational managers, maintenance professionals, safety engineers
and decision makers in companies.

References

1. Ferro J. Gouveia R., Strategy-driven daily management. Planet Lean, disponível em http://pla
net-lean.com/how-to-create-an-effective-daily-management-system (2015).

2. Pereira, J.C., Bordeaux, R., Zotes, L.P., Lima, G.B.A., Quelhas, O.L.G. Probabilistic risk
analysis of safety management system failure and impact on economic performance: The case
of jet enginemanufacturing., International Journal ofManagement andDecisionMaking, 14(4),
pp. 345-372 (2015).

3. Steenkamp L., Hagedorn-Hansen D., Oosthuizen G., Visual management system to manage
manufacturing resources, ScienceDirect (2016).

4. Tezel, A., The functions of visual management. Proceedings of the International Research
Symposium, Salford, UK (2009).

5. Rasmussen N., Chen C.Y., Bansal M., Business dashboards, a visual catalogue for design and
deployment. Hoboke, New Jersey: John Wiley & Sons Inc. (2009).

6. Kawamoto T., Mathers B., Key success factors for a performance dashboard. DM Rev 20–1
(2007).

7. ChenW., Li J., Safety performance monitoring and measurement of civil aviation unit, Journal
of Air Transport Management (2016).

http://planet-lean.com/how-to-create-an-effective-daily-management-system


584 J. C. Pereira and M. Bittencourt

8. Bhasin S., Burcher P., Lean viewed as a philosophy, Journal of Manufacturing Technology
Management, 17(1), 56–72 (2006).

9. Eaidgah Y., ArabMaki A., Kurczewski K., Abdekhodaee A., Visual management, performance
management and continuous improvement, International Journal of Lean Six Sigma (2015).

10. Bateman N., Visual management and shop floor teams – development, implementation and
use, International Journal of Production Research (2017).

11. Rusev, S. J. Konstatinus, Operational Excellence Assessment Framework for Manufacturing
Companies. Procedia CIRP, 55, 272–277 (2016).

12. Liker, J., The Toyota way. New York: McGraw-Hill, p. 37.Iuga (2005).
13. Iuga,M.V.Visual communication in lean organizations. 8th International Conference onManu-

facturing Science and Education –MSE 2017 “Trends in New Industrial Revolution”. MATEC
Web Conf., 121, (2017).

14. Saaty T.L., The analytic hierarchy process: Planning, setting priorities, resource allocation.
New York: McGraw-Hill International Book Co. (1980).

15. Vargas R., Utilizando a programação multicritério (Analytic Hierarchy Process - AHP) para
selecionar e priorizar projetos na gestão de portfólio. PMI Global Congress (2010).



Economic Production Quantity
for Products with Deterioration
and Shortage Under
Advanced-Cash-Credit Payment Scheme

Mariana Alves Londe, Gabriel Calvo Martinez, and Adriana Leiras

Abstract To increase the suitability of the existing models to real-life situations,
this paper proposes a new Economic Production Quantity (EPQ) model for products
with constant deterioration, the possibility of shortages, and Advanced-Cash-Credit
(ACC) payment policy. This policy has three phases: (1) the buyer pays a part before
the items are delivered, (2) payment on the act of delivery, and (3) postponed payment.
This study contributes to the literature with the addition of shortages and its effects
on the profit of the seller to an EPQ with ACC, deterioration, and discounted cash
flow analysis. For this, we calculate both the optimum cycle time and price and
the maximum permissible time for shortages. A sensibility analysis illustrates the
applicability of the proposed approach.We conclude that the demand is the parameter
with the most significant influence in the profit of the model, instead of the many
costs and taxes associated with shortage, deterioration, or backlog.

Keywords EPQ · Shortage · Advanced-cash-credit

1 Introduction

The Economic Production Quantity (EPQ), introduced by Taft [1] and Harris [2],
calculates the optimum value of the production batch of a single product, with
constant demand and costs. Since its introduction, the model has been expanded
in several ways. These addictions intend to augment its realism, thus improving the
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comprehension of the studied phenomenon. The possibilities of deterioration and
postponement of payment are some of the most studied changes [3].

Product deterioration happens to items that lost their quality throughout time
and are, therefore, instable [4]. This deterioration may be due to end of shelf life,
drying, vaporization, and other physicochemical processes [5]. This process occurs,
for example, to food products, medicines, chemical and/ or radioactive products, and
fuels. Deteriorating products are frequently combinedwith the possibility of shortage
[5]. If a product deteriorates in an unforeseen manner and the decision-maker has
not enough time for stock replenishment, a shortage may occur.

For the case of postponed payment, there are several possible policies for study
and implementation. The advanced-cash-credit (ACC) policy considers an advanced
payment of a part of the cost, the immediate payment once the product is received, and
a subsequent delay of the remaining cost [6]. Those characteristicsmake this payment
policy frequently used on situations in which product deterioration is possible [7],
usually with a discounted cash flow analysis [8].

Tsao et al. [9] introduces the EPQ model with deterioration and ACC payment
policy to maximize the profit by defining the selling price of the product and the
optimum cycle time. This study aims to extend the model proposed by Tsao et al.
[9], with the inclusion of the possibility of shortages and backlog. Therefore, we
increase the realism of the EPQmodel and analyze the effect on the profit. In addition
to identifying the optimal selling price and cycle time, this paper determines the
maximum time allowed for product shortages. The contribution of this study is,
then, the introduction of shortages to an EPQ with ACC policy and deterioration,
with discounted cash flow analysis, which, up to our knowledge, has not been studied
before.

After this introductory section, Sect. 2 presents a review of EPQ literature, with
a focus on deterioration, shortage, and trade credits. Section 3 introduces the mathe-
matical model alongside the calculations to maximize profit, with the used algorithm
shown in Sect. 4. In Sect. 5, there is a sensibility analysis of the parameters. Finally,
Sect. 6 presents the concluding remarks.

2 Literature Review

As show in Andriolo et al. [3], the original EPQ model has gone through several
additions and hypotheses relaxations on the hundred years since its introduction.
Of the four most studied areas (imperfect products, trade credits, deterioration, and
variable demand), the deterioration and trade credits are of interest for this work.

The model with product deterioration was first introduced by Ghare and Schrader
[10], with a constant rate of deterioration through time. The model has been exten-
sively studied and gradually developed by researchers such as Dave and Patel [11],
Hariga [12], Chakrabarti and Chaudhuri [13], Chang and Dye [14], and Ouyang
et al. [15].
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Meanwhile, trade credits first appeared on thework ofGoyal [16] andhave become
one of the most studied topics in EPQ models [17–19]. As detailed by Goyal and
Giri [4], one of the tendencies in literature is the combination of trade credits and
deterioration, such as in Chang [20], Chung and Huang [21] and Liao [22].

Furthermore, models that combine deterioration and shortages are also common.
Chang andDye [14], Abad [23],Wu et al. [24],Wu [25] and Begun [26] are examples
of this trend. Taleizadeh and Nematollahi [27] studied an EPQ that combines deterio-
ration with trade credits and backlog, thus combining the three different possibilities
on a single model.

The addition of shortages and backlog is a factor that can increase the truthiness
of the model. Grubbstrom and Erdem [28] implement this approach to the Economic
Order Quantity (EOQ) model. For the EPQ, the model was developed by Cárdenas-
Barrón [29].

Chen and Teng [8] analyze a model with deterioration and trade credits with a
discounted cash flow analysis. The authors defend that this analysis should be used
both in the calculation of costs and revenues and demonstrate that the problem has a
single optimum solution.

The study of Li et al. [6] introduces the optimum solution for the ACC policy
with deteriorating products. Using a discounted cash flow analysis, they obtain the
optimum selling price and cycle time, which is part of a single solution. Moreover,
they reach several conclusions after a sensibility analysis.

The article of Wu et al. [7] incorporates shortages and deterioration to a model
based on ACC to study the optimum cycle time and the fraction of non-faults. They
prove that, again, the model has a single optimal solution.

Li et al. [30] introduce a model in which shortages are possible in a specific time
period,with theACCpayment scheme.Therefore, themodel determines the optimum
selling price, cycle time, and time allowed for product shortages to maximize the
total profit.

At last, the study of Tsao et al. [9] develops the first EPQ with deterioration and
ACC payment scheme. Using discounted cash flow analysis, the authors develop an
algorithm to get an optimal cycle time and selling price, besides a sensibility analysis
of the several parameters.

Thus, it is noticeable that the contribution of this study is an EPQmodelwithACC,
deterioration, and shortages, analyzed with discounted cash flow, that has not been
before discussed in the literature. In particular, the introduction of the possibility of
shortages and backlog has not been done yet to such a model.

3 Mathematical Model

This section presents the calculations of the mathematical model. It starts with
the definition of the parameters, functions, and variables of interest, alongside the
premises so that, then, the model can be fully explained. On Table 1, the parameters
and variables of interest are presented, alongside their representations.
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Table 1 Definition of parameters and variables of interest

Parameter Definition Parameter Definition

α Part of payment advanced O Ordering cost

β Part of payment in cash S Lost sales cost

τ Part of payment postponed B Backorder cost

μ Time for postponement of payment P Production rate

l Time for advance of payment Q Production Quantity in units

r Interest rate per year E Number of backordered
items

θ Deterioration rate A Acquisition cost in -l

λ Fraction of backlogged products HC Present value of holding
cost per cycle

SR Present value of sales revenue per
cycle

CC Present value of capital cost
per cycle

PC Present value of acquisition cost
per cycle

BC Present value of backorder
cost per cycle

OC Present value of ordering cost per
cycle

SC Present value of lost sales
cost per cycle

c Acquisition cost per unit IC Interest paid per year

h Holding cost per unit without
interest

IE Interest earned per year

b Backorder cost per unit Π (p, T, K) Present value of annual total
profit

s Lost sales cost per unit p* Selling price per unit

D(p) Annual demand T* Cycle time in years

I(t) Inventory level on time t K* Fraction of time in which
shortages are not allowed

tp Production time per cycle

This article considers the follow premises, inspired by the ones adopted by Wu
et al. [7] and Tsao et al. [9]:

1. Demand is dependent on the selling price p, so that D(p) = aeγp, and the demand
falls when the price increases.

2. Demand is always smaller than the production rate.
3. Shortages are only allowed after production stops; in other words, KT ≥ tp.
4. The deterioration rate θ is constant.
5. The time horizon is infinite.

Figure 1 illustrates how the payments occur and the relationship between shortage
and production.

The mathematical model is so that a α fraction of A is paid l years before the
delivery of the product. On time 0 the Q items are delivered, and a fraction β of A is
paid. This quantity Q is used to compensate the accumulated backlog E, and becomes
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Fig. 1 Summary of the
relationship between
payments, production time,
and cycle time. In the shown
case, μ is higher than
T—one of the possibilities

zero until KT. Then shortages are partially backlogged with rate λ, until the end of
time T. The contribution of this study is the addition of moment KT, which modifies
the calculations of several costs and parameters.

Therefore, there are three intervals in which the inventory level I(t) must be
analyzed: during production, without production, and with shortages. For the first
and second intervals, the equations were adapted from Tsao et al. [9]. In the first
interval, [0, tp], the variation of the inventory follows the differential equation:

∂ I1(t)

∂t
= (P − D(p)) − θ I1(t) (1)

I1(t) = eθ t
∫ tp

o
(P − D(p))eudu (2)

I1(t) = P − D(p)

θ

(
1 − e−θ t

)
(3)

Similarly, it is possible to obtain the inventory level between [tp, KT]. In this
interval, there is no production, but shortages are also not allowed.

∂ I2(t)

∂t
= −D(p) − θ I2(t) (4)

I2(t) = D(p)

θ

(
e−θ(T−t) − 1

)
(5)

As the values of I1(t) and I2(t)must be the same on time tp, it is possible to define
the production time tp as:

P − D(p)

θ

(
1 − e−θ tp

) = D(p)

θ

(
e−θ(T−tp) − 1

)
(6)

tp = 1

θ
ln

{
1 + D(p)

P

(
eθT − 1

)}
(7)

Going back to the inventory level, on the interval [KT, T] there is the introduction
of the quantity of products on backlog, defined as E.
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E = λD(p)(1 − K )T (8)

∂ I3(t)

∂t
= −D(p) − θ I3(t) − E (9)

I3(t) = D(p) + E

θ

(
e−θ(T−t) − 1

)
(10)

With the values of I(t), it is possible to define the many production costs. Starting
with the ordering cost, and bringing its value to the present as do Tsao et al. [9], we
have:

OC = Oerl (11)

The present value of the acquisition cost uses the three different moments of
payment with the value of A, which depends on the inventory level. Therefore, it is
another offshoot of the introduction of shortages. Thus:

A = c

(∫ tp

0
I1(t)e

−r t dt +
∫ KT

tp

I2(t)e
−r t dt +

∫ T

KT
I3(t)e

−r t dt

)
(12)

PC = αAerl + βA + τ Ae−rμ (13)

The next cost to be analyzed is the holding cost. It is similar to the acquisition
cost and being as such adapted from Tsao et al. [9] with the new member related to
the third inventory period:

HC = h
(∫ tp

0 I1(t)e−r t dt + ∫ KT
tp

I2(t)e−r t dt + ∫ T
KT I3(t)e−r t dt

)
(14)

Following this, the values related to the possibility of shortages are defined, consid-
ering the ones of Wu et al. [7]. The present value of the backlog cost is dependent
on the time in which shortages are allowed and the rate of the partial backlog:

B = 1

2
bλD(p)(1 − K )2T 2 (15)

BC =
∫ T

0
Be−r t dt (16)

The cost of lost sales is similar to the previous one, calculated as:

S = s(1 − λ)D(p)(1 − K )T (17)
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SC =
∫ T

0
Se−r t dt (18)

The amount of interest paid is related to advanced and immediate payments. Thus,
its present value can be defined as:

IC0 = cD(p)T Ic
[∫ tp

−l T e
−r t dt + ∫ tp

0 βe−r t dt
]

+ (α + β)cD(p)Ic
∫ T
tp

(T − t)e−r t dt (19)

The capital cost is related to the earned and paid interest. These values aremodified
by the size of time μ, which can be inserted on four distinct intervals. Therefore, the
capital cost has four possible values:

Case 1: 0 ≤ μ ≤ tp

In this case, μ is smaller than the production time which means that the capital cost
is obtained with the sum between the interest derived from the advanced and cash
payments, and the interest from the credit payment, as shown below:

CC = IC0 + IC1 = cD(p)T Ic
[∫ tp

−l T e
−r t dt + ∫ tp

0 βe−r t dt
]

+(α + β)cD(p)Ic
∫ T
tp

(T − t)e−r t dt

+τcD(p)Ic
[∫ T

tp
(T − t)e−r t dt

]
+(α + β)cD(p)Ic

∫ T
tp

(T − t)e−r t dt

+τcD(p)Ic
[∫ T

tp
(T − t)e−r t dt

]
(20)

Case 2: tp ≤ μ ≤ KT

In this case, the capital cost is obtained with the value of the paid interest for the
advanced andcashpayments added to the interest earnedwith thepostponedpayment.
This cost can be defined as:

CC = IC0 + IC2 − I E1 = cD(p)T Ic
[∫ tp

−l αe
−r t dt + ∫ tp

0 βe−r t dt
]

+(α + β)cD(p)Ic
∫ T
tp

(T − t)e−r t dt

+τcD(p)Ic
[∫ KT

μ
(T − t)e−r t dt

]

−τpD(p)Ie
[∫ μ

tp
(μ − t)e−r t dt

]
(21)

Case 3: KT ≤ μ ≤ T

This case is a sub-product of the contribution of this study, in which the capital cost
is associated with the credit payment and the interest earned on the period in which
shortages are allowed.
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CC = IC0 + IC3 − I E2 = cD(p)T Ic
[∫ tp

−l αe
−r t dt + ∫ tp

0 βe−r t dt
]

+(α + β)cD(p)Ic
∫ T
KT (T − t)e−r t dt

+τcD(p)Ic
[∫ T

μ
(T − t)e−r t dt

]

−τpD(p)Ie
[∫ μ

tp
(μ − t)e−r t dt

]
(22)

Case 4: μ ≥ T

Finally, this case does not have the interest paid for the postponed payment, but only
the interest earned for it. Thus, the capital cost is:

CC = IC0 − I E3 = cD(p)T Ic
[∫ tp

−l αe
−r t dt + ∫ tp

0 βe−r t dt
]

+(α + β)cD(p)Ic
∫ T
tp

(T − t)e−r t dt

−τpD(p)Ie
[∫ T

tp
(T − t)e−r t dt + ∫ μ

T T e−r t dt
] (23)

At last, the sales revenue is inspired on the definition of Wu et al. [7], being
obtained by the equation:

SR = p
∫ T
0 D(p)T [K + λ(1 − K )]e−r t dt (24)

Therefore, the total profit can have one of four values, that depend of the value of
its capital cost. On Eq. 25 the simple form can be observed.

∏
(p, T, K ) = 1

T
(SR − OC − PC − HC − CC − BC − SC) (25)

4 Algorithm

The following algorithm allows solving the equations for the maximum profit. It
sweeps the K*x p* solution space, searching for the point in which the profit is
maximum and obtaining the T* value afterward.

For each of the before defined cases, the algorithm seeks at first the value of K in
which there is the highest profit, what happens between lines 3 and 12. This process
considers small increases in the value of the variable, with ε being small and positive.

Then, as shown between lines 13 and 21, the procedure maximizes the profit with
the selling price value, which is increased by ε increments that are small and positive.
This procedure happens until a higher profit than the previous is found. The algorithm
sweeps the quadrant p* by K* until the highest profit is found for each case i.
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A way to validate the algorithm is to consider K as 1, and the other parameters
related to shortage and backlog as zero. This way, the problem returns to the case
presented by [9]. As a result, the algorithm returned the same profit value in [9],
U$14,256.89, with T* being 0.08631 years and p*, U$19.495.

5 Sensibility Analysis

The sensibility analysis is based on the variation of the parameters to identify the
behavior of the variables of interest. The objective of this analysis is to obtain insights
for industries that have the same characteristics as this problem. Table 2 shows the
results. The initial values were obtained from Wu et al. [7] and Tsao et al. [9].

As a first observation, that is present on all parameters‘ changes, is that K*
followed the same increases and decreases as T*. This finding means that when
the cycle time increases, higher is the period in which shortages are not allowed.
This behavior respects the limitations of production, as it becomes more tolerant to
shortages.

The profit increases when p* and T* decrease, indicating that the higher the
number of potential clients, the higher the profit. The number of possible clients
grows with higher demand, which is inversely proportional to the selling price, and
shorter cycle times, as there would be more cycles per year.

Following the parameters of the table, while the efficiency price γ augments, the
profit and selling price lower, and the cycle time grows. This result shows that, if
the price is subjected to the demand growth, then the cycle time also rises. Also,
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Table 2 Sensibility Analysis

Parameter Change (%) Values p* ($) T*(Years) K* (%) Π* ($)

a −50 1,000 22.650 0.10900 0.52 7,525.80 – *

0 2,000 19.244 0.08530 0.46 12,115.72

+100 4,000 19.339 0.08210 0.42 25,072.50 +*

γ −50 0.025 25.650 0.07794 0.38 27,226.71 +*

0 0.05 19.244 0.08530 0.46 12,115.72

+100 0.1 12.010 0.09207 0.52 6,745.56 – *

c −33 10 19.244 0.08530 0.46 12,115.72 +

0 15 21.220 0.07560 0.41 11,956.42

+33 20 33.720 0.07121 0.38 9,542.34 – *

h −80 1 19.244 0.08530 0.46 12,115.72 –

0 5 23.510 0.07523 0.42 11,974.81

+100 10 26.890 0.06782 0.34 11,902.11 +

μ −50 0.1 19.244 0.08530 0.46 12,115.72 –

0 0.2 19.656 0.08577 0.47 12,189.22

+100 0.3 19.889 0.08587 0.51 12,252.37 +

θ −80 0.01 15.562 0.08542 0.46 12,043.25 –

0 0.05 19.244 0.08530 0.46 12,115.72

+80 0.09 21.522 0.08512 0.45 12,145.72 +

l −50 0.05 18.211 0.08517 0.45 12,102.36 –

0 0.1 19.244 0.08530 0.46 12,115.72

+50 0.15 19.725 0.08538 0.46 12,140.78 +

r −50 0.02 17.892 0.08758 0.47 12,132.84 +

0 0.04 19.244 0.08530 0.46 12,115.72

+100 0.08 21.032 0.08115 0.42 12,107.56 –

P −13 1,300 20.551 0.09010 0.55 12,205.54 +

0 1,500 19.244 0.08530 0.46 12,115.72

+13 1,700 18.795 0.08120 0.40 12,092.72 –

b −62,5 3 22.105 0.09153 0.52 12,892.56 +

0 8 19.244 0.08530 0.46 12,115.72

+50 12 17.884 0.07254 0.37 11,450.35 –

s −50 0.025 20.332 0.08892 0.47 13,002.50 +*

0 0.05 19.244 0.08530 0.46 12,115.72

+100 0.10 18.465 0.07250 0.44 11,560.45 –

λ −60 0.20 25.451 0.08952 0.47 12,803.42 +

0 0.50 19.244 0.08530 0.46 12,115.72

+40 0.70 17.893 0.08221 0.45 11,320.51 –
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comparing with the parameter a, the price efficiency has a higher effect on the total
profit.

If the acquisition cost per unit c increases, then the selling price grows, and,
inversely, the profit and cycle times shrink. This pattern is reasonable, as when the
acquisition cost raises, the selling price must also rise to maintain a profit level.

For a higher holding cost h there are lower values for both total profit and cycle
time. In practice, the holding cost for deteriorating items is considered high, as it
translates the efforts to maintain the item in optimal quality. Therefore, managers
must apply new technologies to reduce energy waste and economize holding costs.

Another aspect can be seen when the supplier concedes a longer credit period μ.
In this case, the producer will increase the cycle time and selling price to benefit
more from this increased period.

Between the specific parameters of this case, a higher rate of deterioration θmeans
that the profit and cycle time reduce, but the selling price increases. Accordingly,
when items can suffer more from deterioration, a higher selling price is needed.

Confronted with a longer advanced payment period l, both the selling price and
the cycle time increase, while the profit also grows. Also, for a higher interest rate, the
selling price will be higher. However, cycle time and profit decreases. For parameter
P, it is not advised to increase production without information about the demand, as
it affects the selling price, profit, and cycle time inversely.

Finally, for the parameters that are related to shortages, b, s, and λ, their growth
can be interpreted as a rise in the loss of profits. Thus, it is translated in a higher
selling price and lower cycle period to compensate for the profit value.

A notable relation is that the 10% highest values for the profit, indicated on the
table with +*, happen when there is a higher demand—related to the parameters a
and γ—or, for a lesser effect, a lower lost sales cost. Similarly, the 10% worst values
for the profit, signed with an -* on the table, occur when demand lowers or, to a
lesser degree, when the acquisition cost increases.

These facts, when combined with the direct and indirect relations detailed before-
hand, show that high demand is an essential factor for a high profit, having the most
dramatic effects on the optimal profits. This way, strategies that can increase this
potential demand are indicated for managers, instead of focusing on technological
improvements or investments that could lower the production costs.

6 Conclusion

This paper presented an Economic Production Quantity model for products with
deterioration, shortages, and advanced-cash-credit payment scheme. As a contribu-
tion, this model introduced the possibility of shortages to the EPQ with the indicated
characteristics, which had not previously appeared in the literature.

The model considers a discounted cash flow analysis to bring different cost vari-
ables to the present time. With this, the four possibilities for the total profit were
analyzed, each one having a different capital cost, as these depend on the proportion
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of the credit period μ in relationship with the other temporal variables. Because of
the many possibilities, we proposed an algorithm to find the optimum value of the
total profit 
*, the selling price p*, the cycle time T*, and the allowed shortage time
K*.

The sensibility analysis not only demonstrated that the algorithm works but also
showed the link between the several parameters and variables. It is of note that the
most radical modifications to the profit are related to the potential product demand.
This finding indicates that managers should focus on ways to raise product search,
instead of investing in lowering the diverse costs or losses with deterioration and
shortages.

For future works, it is suggested that the model be extended for cases in which
deterioration is variable in time, to increase the realism of the model. Another possi-
bility is the application for multiple items, a reality in production systems. At last, it
would be interesting to observe how the model behaves in a total backlog setting.
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Sustainable by Accident: An Analysis
of the Development of the Brazilian
Electricity Sector

Juliana Botelho da Silva and Raoni Rajão

Abstract The Brazil’s leaders present the national electricity sector as one of the
most sustainable in the world. However, in the 21st century, a period in which the
issue of sustainability prevailed, the electricity sector’s policy influenced by this
trend. In this context, we aim to analyze the forces that transformed the Brazilian
electricity sector over time (from 1880 to 2018) and fed institutional inertia in terms
of sustainability. Therefore, the research developed has an explanatory character as
to its objectives, qualitative as to the approach, and documentary as to the technical
procedure used. The New Institutional Theory theoretically bases this research, and
Fligstein’s (1990) approach to the conceptions of control. The result of this study
shows that between 1880 and 1930 an oligopolistic logic prevailed in the country’s
electricity sector, but that between 1930 and 1960 a concept of statist control was
established. This nationalizing worldview also acted synergistically during the mili-
tary regime with a conception of geopolitical control. In the 1990s, however, the
financial management paradigm was in place, but between 2003 and 2018 a timidly
climatic and strongly neodevelopmentist concept prevented it. Thus, although the
demands for sustainability were part of the electricity sector narrative, we conclude
that there was no strengthening of it as an institutional pillar in the development of
planning for the Brazilian electricity sector because there was a perpetuation of an
inefficient nationalist model dominated short-term strategies.
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1 Introduction

The decarbonization of the energy sector has been increasingly critical for develop-
ment that will respond to the mitigation of climate change, given the fact that about
two thirds of the world’s greenhouse gas (GHG) emissions come from its produc-
tion and use. In this context, the global energy system should undergo a profound
transformation, moving from a model based mainly on fossil fuels to another based
on renewable sources [1, 2].

In this scenario,Europehas becomeknown for its efforts to promote theFR, among
which we can mention the strategy of Energiewende in Germany which proposed
a transition to a sustainable energy supply based on clean, excluding nuclear. In
emerging countries, however, China has led the assertions of the transition, aiming
for a radical decrease in the consumption of high-carbon fossil energy [3, 4].

In Brazil, however, there are different views regarding the status of the elec-
tricity sector with regard to the growing demands for sustainability and the national
contribution to the mitigation of climate change. The official narrative of the federal
government, from the end of the 1990s, sought to emphasize the predominance of
hydroelectric sources in the national matrix as an important mitigation mechanism.
In addition, in the 2000s, the implementation of the Incentive Program for Alterna-
tive Sources of Electric Energy enabled the diversification of the national matrix and
had the merit of contributing to the birth and advancement of the wind industry in
the country [5, 6].

At the same time, however, different studies note that the relatively comfort-
able position that Brazil has in its energy matrix is at risk, since there are different
positions on the directions that the government should follow in this area. Broadly
speaking, what is observed is that the electricity sector is undergoing a major trans-
formation, given that an increasing share of electricity has been generated from
carbon-intensive thermal processes, which demonstrates that the current policy has
chosen for investing heavily in fossil fuels [7–9].

Thus, different studies point to the contradictory stance of policy makers in
presenting Brazil as a green power worldwide and in providing a discourse that
suggests that the structure of its matrix was built in line with the dynamics of
sustainability [10, 11]. However, this imminent paradox has already been extensively
analyzed by the literature, which pointed out that even in periods of deep activism,
energy policy was not decisively influenced by sustainability issues [12–17]. In view
of this, it is up to this article, then, to fill two still pressing gaps on this topic. The
first refers to the temporality of the facts (1880 to 2018) and the second relates to
understanding what would explain this institutional inertia in terms of sustainability
specifically in the Brazilian electricity sector.

A research carried out is explanatory as to its objectives, qualitative as to the
approach and uses a documentary research as a technical procedure. The New Insti-
tutional Theory and Fligstein’s [20] approach to conceptions of control complete the
theoretical foundation of this article.



Sustainable by Accident: An Analysis of the Development … 601

The following chapters explain the theoretical foundation (Sect. 2); the method-
ology is explained (Sect. 3); the trajectory of theBrazilian electricity sector is detailed
(Sect. 4); the discussion on the collected data is evidenced (Sect. 5) and then a brief
conclusion (Sect. 6).

2 Neoinstitutional Theory

The study of institutions experienced a revival particularly in late 1970. The new
institutional theory emerged in a context dominated by theories of economic origin,
which presupposes nail m the existence of a rational actor seeking maximize their
utility, usually expressed in financial terms [18].

In reaction to this predominant conception, different researchers in the field of
organizational studies sought to emphasize the values, norms and perceptions of the
actors. They focused on institutions, that is, on a shared system of rules that favored
some groups with interests guaranteed by the prevailing sanctions and rewards [18].

In one of the pioneering studies in this area, Dimaggio and Powel [19] identified
that, due to uncertainty, organizations in the field would tend to become isomorphic
(i.e. Replicate organizational practices and structures). So far, the research on the
diffusion of organizational practices, such as assembly line, were based son purely
rational explanations (i.e. productivity gains). However, Dimaggio and Powel [19]
noted that many of the changes adopted by companies, occurred outside of economic
reason, in a context of coercion and changes in values.

One of the important contributions of institutional theory is to understand the
evolution of sectors of the economy in a context of change. In this sense, the work of
Fligstein [20] on the evolution of corporate management practices in large industrial
conglomerates in the USA is particularly relevant. Within this, the author innovates
by bringing the concept of control design. This approach will be presented in more
detail below.

2.1 Conceptions of Control

In the book “The Transformation of Corporate Control”, Fligstein [20] provided an
institutional account of the changes in the largest US corporations from the late 19th
to the 20th century. His analysis challenged the dominant evolutionary economic
theory that believed that the United States naturally created efficient companies and
managed themaccording to a timeless and universal rationality. In contrast, the author
presented that such organizations have taken their current form due to a succession
of dominant conceptions of control.

Subsequent paragraphs, however, are indented. Thus, according Fligstein [20, 21]
over time, five conceptions of control were established in American industry: direct
control of competition (1880–1900); production control (1900–1925); sales and
marketing control (1925–1955); financial control (1955–1980), and, more recently,
the control of shareholder value.
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It is noteworthy that the conceptions of control did not follow serial steps, that
is, the emergence of one conception of control did not immediately exclude the
other, but gradually became legitimized. This means, for example, that the concept
of production control did not succumb with the advent of the concept of sales and
marketing, but that gradually the strategies that aimed at diversification and increased
consumption were gaining strength at the expense of those that sought to control all
productive chain. Likewise, when managers decided to financially design company
balance sheets to please analysts and institutional investors, they reorganized their
corporations using tactics to sell unrelated product lines, participating in mergers
with similar sector firms [20, 22].

In thisway, themanagerial paradigmsof howbest to solve the competitive problem
faced by large industries would reflect the change in conceptions of control, that is, of
the worldviews that would allow actors to interpret the actions of others. They would
also portray the principles of internal organization, competition and/or cooperation
tactics, and the hierarchy or order of status of companies in a given market, based
on a state ratification that would help to create or not oppose its operation [20].

Consequently, while in a new field there would be the growth of beginning players
and the entry of others that would generate a fluid situation characterized by the exis-
tence of multiple conceptions of control, when stabilized it would reflect a world-
view shared between them and accepted by the state. This demonstrates that the
management paradigms were culturally constructed would create local social worlds
and depend on the government for their legitimation, given that such rules would
compose the result of a collective cognitive construct and that they would be used to
control the interactions between the actors in a field [20, 21].

So informed s by the writings of the New Institutional Theory and Fligstein [20]
on the concepts of control, this research will investigate the s forces that transformed
the power sector since its origin to the present day and fed institutional inertia in terms
of sustainability. To this end, we argue that the process of change in conceptions of
control was conflicting and involved crises resulting from actions taken by the state,
by organizations present in the field and by emerging macroeconomic conditions.

3 Research Methodology

The research problem treated through a qualitative research,which sought to interpret
the analyzed phenomena and assign meanings to them. Regarding its objectives, this
research is explanatory, because its central concern is to identify the factors that
determined or contributed to the occurrence of the phenomena. For Gil [23] this is
the type of research that further deepens the knowledge of reality, because it explains
the reason, the why of things.

Regarding the technical procedures used for data collection, documentary research
used onmaterials that have not received analytical treatment so far. The units of anal-
ysis chosen were the presidential speeches, as they are able to reveal the manage-
ment strategies, the actors supported by the government, the interests involved in
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the actions and the worldviews of the actors. Through the website of the Library
of the Presidency of the Republic, 274 documents selected between the years 1911
to 2017. The criterion for choosing was that the document contained any of these
words: electricity; electric; light.

Then a critical reading carried out in the documents in order to identify the
elements that dealt exclusively with the electricity sector. The reading results were
tabulated in a spreadsheet that contained three categories of analysis: speech identifi-
cation (speech title, president’s name, speech date); overview of the discourse (social,
political and/or economic context); and specific view of the Brazilian electricity
sector. The next section details the results obtained.

4 The Brazilian Electricity Sector

A The use of electricity in Brazil began in the last decade of the imperial period and
its first cycle extended from 1880 to 1929, at which time the country’s economic
base was agro-export and coffee producers were the main financiers in the sector. At
that time, the basic function of the electricity sector was to supply squares, public
buildings and avenues [24].

However, the growing urban population and the crisis of rural producers paved the
way for foreign companies to enter and dominate the electricity sector. Although they
were governed by legislation that regulated the use of hydraulic power in states and
municipalities, concession services and tariff reviews; these organizations, partic-
ularly Light and Amforp, managed to establish bilateral contracts with the local
government and built a regulatory framework that protected them from economic
oscillations [25, 26].

In addition, the knowledgeof international companies in the constructionof hydro-
electric dams and the geological conditions of the country allowed the execution of
the projects close to the consumption centers, favoring the expansion of this source in
the electrical matrix. Although, the beginning of the government of Getúlio Vargas,
in 1930, fostered the structuring of a new legal-regulatory arrangement that aimed
to grant public control and encourage the use of water for energy purposes. These
measures were supported both by the national developmentalist group and by the
military, who considered the electricity sector to be a strategic area for the country
[24, 27, 28].

Still, if during the Estado Novo government control was intensified, the same did
not occur between 1946 and 1963 and, in order to guarantee the necessary electricity
for industrial expansion, there was a new movement favorable to the acquisition
of private resources. Thus, foreign loans and direct investments made by foreign
companies multiplied by 6 between 1950 and the beginning of 1960, of which 22%
went to the electricity sector [29, 30].

Nevertheless, the years that followed marked by serious political and economic
instability, collapsing in the rise of the military under the guarantee of security and
development. Thus, in the early 1960s, a policy of tariff realism was instituted
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that increased the concessionaires’ remuneration rate, and measures to stimulate
the acquisition of foreign loans, which resulted in an increase from 13% to 32%,
between 1967 and 1973, foreign resources in the electricity sector [31, 32].

Thus, through an administration oriented towards urban and industrial supply and
based on the creation of large state-owned companies, a revolution promoted in the
Brazilian electricity sector, through the construction of colossal hydroelectric plants,
the interconnection of the national system and the increase in the number of carbon
intensive thermoelectric plants. However, the consequences of the international oil
crisis, during the 1970s, coupledwith the continuity of a state policy centered on large
investments and misalignment with the new global order in terms of sustainability,
led the electricity sector to bankruptcy, particularly due to the interruption external
credits [33, 34].

In this way, the calamitous political and socioeconomic situation, in which
the country was inserted in the early 1980s, unbalanced the military government,
enabling the reestablishment of the democratic regime. Thus, the subsequent govern-
ments aimed to open up the market so that the private sector could bear the costs
that the government could no longer afford to pay. Thus, aiming to raise funds and
attract investors, the government guaranteed the economic and financial balance of
the contracts through readjustments and tariff reviews, and the freedom was given
to consumers with a load equal to or greater than 3,000 kW to choose their energy
suppliers [35, 36].

However, what was witnessed throughout the 1990s was a climate of insecurity
among investors, given the evident institutional inability of the government to oper-
ationalize the new model established in the electricity sector. To this was added both
the slowness of public agencies to enable planning that would guarantee the expan-
sion of the sector, and a long period of water crisis, resulting in an insufficiency of the
system to supply its consumers. To reverse this situation, the government developed a
rationing policy and several programs that encouraged the expansion of thermoelec-
tric plants powered by fossil fuels, especially natural gas; the resumption of works for
the construction of hydroelectric plants; and the flexibility of environmental licensing
[37, 38].

Consequently, the instability present in the electricity sector served as a political
argument during the presidential campaign that followed and, in 2004, during the
term of ex-president Luiz Inácio Lula da Silva, a new model for the electricity sector
was instituted, whose guidelines were low tariffs, security of supply and universal
service. To achieve these objectives, the government used its power of intervention
and articulation to carry out institutional centralization, promoting the elevation of
the internal energy market and the business of private companies [39, 40].

Nevertheless, although there was an increase in unconventional sources in the
electric matrix and the signing of international agreements to reduce emissions from
the electricity sector (such as the Paris Agreement), the reduced expectation for the
use of carbon-intensive thermoelectric plants has not been realized throughout of the
years, particularly during the government of Dilma Rousseff. In addition, there was



Sustainable by Accident: An Analysis of the Development … 605

an increase in charges and taxes to subsidize energy inclusion programs and fossil
fuels, further to an artificial reduction in electricity tariffs that caused a compromise
in the concessionaires’ budget and the National Treasury [41].

Ultimately, during Michel Temer’s short term as president there were innocuous
attempts to reestablish the electricity sector’s pedictability, including starting a
consortium to redo the mathematical models of water reserves; to enable a reform
that would provide transparency to the abstruse regime of subsidies, tax exemptions,
and incentives paid by consumers; and to review the contracts related to Itaipu royal-
ties [42]. However, the government’s lack of legitimacy in this area, the conflicting
political interests and the intense lobbying of powerful pressure groups have hindered
any negotiating agenda.

5 The Trajectory of Control Conceptions in the Brazilian
Electricity Sector

The decision to introduce electricity inBrazil had as its starting point a deliberation by
the state itself, which initially sought to provide public places with such innovation.
This fact demonstrates that the government used its unique power, which is the
competence to build an organizational field, to found this sector in the country. From
this first movement, the initial rules for its operation were also elaborated [18, 24].

However, the potential of the market attracted the interest of foreign companies.
Among them, Light and Amforp managed to exercise an oligopoly in the electricity
sector that caused a change in the relationship between them and the state, partic-
ularly with regard to the development of rules for the operation of the sector [34].
Thus, it observed that the structuring of the organizational field has been composed
of companies with a power that made them capable of influencing the rules of inter-
action and dependence, according to their interests. As established by Fligstein [21],
circumstances such as this reflect the position of companies in the social structure
of the field and the advantages they obtained for the construction of stable rules that
determined the actions considered legitimate.

But, the concept of oligopolistic control became devitalized throughout the second
half of the 1920s, a period in which Light and Amforp began to carry out divestments
in the country, tariff prices grewby leaps andbounds, and energy rationing occurred in
several regions. At the international level, the crash of the NewYork Stock Exchange
in 1929 devastated the Brazilian economy, mostly dependent on coffee exports [24].

In view of this context, Fligstein [20] approach is used, which demonstrates that
the interdependence between the actors, the internal agreements signed and the facts
outside their domain in the structuring of the organizational field are based on a
political commitment capable of favoring the interaction and stability between its
members and the state. However, these institutional projects can end in disaster as
often as in success, depending on the way in which the state intervenes and on which
side in the configuration of political forces. In the case of the electricity sector,
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socioeconomic tensions resulted in a crisis that made it possible for Getúlio Vargas
to become the president of the republic and changed the direction of the Brazilian
electricity sector.

Thus, with a nationalist government project, Getúlio Vargas removed the granting
power from the municipalities and drafted the Water Code, making the state the
controller of water sources. However, these measures generated regulatory insta-
bility and alienated foreign investment, compromising the development of the elec-
tricity sector throughout the 1930s [28]. It is noteworthy that, although this statist
conception pleased the national developmentalist group and the military, the domi-
nant actors intensified articulation with politicians to delay the implementation of
new regulations.

This frame demonstrates that the state has the power to elaborate the rules of inter-
action and it is the final arbiter of the organizational fields. However, the powerful
actors who initially fail to impose a social order will form political coalitions and
attract the main actors (such as members of the legislative branch) to maintain
their privileges and consolidate the devices necessary to preserve the stability of
the countryside through their worldview [21].

Nevertheless, the statist policies for the control of the electricity sector remained,
but the initiatives taken to strengthen it were not able to prevent its deterioration, in
view of the industrial and urban advance of the time, which required a significant
increase in its installed capacity [30]. This context fostered amovement towards tariff
and institutional restructuring of the electricity sector, demonstrating the difficulty
encountered by the government in reaching a stable set of rules that could determine
its operation.

Thereby, during the 1950s, the government proposed policies to encourage the
construction of hydroelectric, thermoelectric and the first links for the construction
of nuclear plants. In addition, the government inaugurated the National Bank for
Economic and Social Development, with the objective of ordering investments in
the electricity sector; and the Ministry of Mines and Energy, which centralized the
main institutions in the energy area. In addition, the government contracted large
loans with the World Bank for the construction of the Furnas hydroelectric plant and
for expansion to state-owned energy companies [30, 43].

Therefore, the loans contracted by the state made it possible to maintain a
state logic in the electricity sector, enabling the takeover of private companies and
expanding the role of the government throughout its production chain, including
in the basic industry. That said it is identified that the transforming forces of the
field influenced the development of a stable set of understandings that were used to
reinforce the existing order and promote political coalitions [21, 24].

Thus, the institutional arrangement established by themilitary, during the 21 years
in which they ruled the country, appeared in the vicinity of the old field and models
of action were captured, among them the state logic that coexisted with a geopolitical
worldview, which guided the guarantee national sovereignty through the available
political, economic andmaterial resources. In this case, an antagonismwas identified
with the approach presented by Fligstein [20] regarding the permanence of different
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conceptions of control in the same organizational field, because during this period
there was no conflict between them, but a balance.

Thereby, the measures adopted by the government fostered the expansion of the
electricity sector and the reforms carried out leveraged investments in the entire
production chain [34]. In addition, major infrastructure works had the symbolic
power of supremacy, which came from producing rules that defined the positions of
actors in the field and demonstrated government authority. In thisway, the concepts of
geopolitical and state control consolidated the structuring norms and used to interpret
and reinforce the existing logic.

However, the economic context of the 1970s coupled with a strengthening of
international socio-environmental movements promoted the interruption of external
resources, which were essential for maintaining high public investments. In order
to reverse this situation, the government sought to align with the new guidelines of
developed countries and modified the regulatory aspects that governed the issue of
the environment; it also listed as a priority the generation of energy via hydropower
and national fossil fuels, such as coal, demonstrating it central power as a defining
agent of the rules in its organizational field [44].

Although, economic bankruptcy was inevitable and was reflected in the decapi-
talization of concessionaires, in the precariousness of energy supplies and in tariff
deterioration. This generated a process of conflict in the institutional field, because
on the one hand there were actors who sought to maintain the status quo and on
the other there were those who aimed to reform the existing system. In this context
there was a gradual reorientation of the role of the state and the construction of
new political coalitions, which left the state and geopolitical logic aside and led to
the institutionalization of a financial worldview, in which the sanitation of public
accounts and privatizations became priority [36, 45].

In a complementary way, in the first half of the 1990s, international negotiations
in the energy area stopped being carried out in terms of national security risk and
started to be considered as an economic asset. In addition, a movement began in
which thermal power plants started to form a specific expansion program, despite
the government having invested heavily in external advertising to reverse the image
of Brazil as an environmental villain [30].

This context demonstrates that institutionalization was a process dependent on
the government, which had the power to limit the actions of the actors through the
construction of rules. Thus, what can be verified throughout the 1990s was the search
for an alignment with the new globalizing order of economic liberalization, starting
from the creation of a minimally interventionist and competitive environment, in
which the state started to exercise a regulatory function. To this end, legal norms and
specific institutions were built to guarantee the autonomy and independence of the
electricity sector [18, 34].

However, the controversies about the rules of planning, investment, pricing,
quality control and meeting demand have revealed weaknesses and inconsistencies
in the fundamentals of the model proposed by the government. Such elements caused
the generation industry to remain in the hands of the state and the reliability of the
services provided to fall [38, 45].
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If, on the one hand, the performance of the state unintentionally generated a crisis
in the electricity sector, on the other, this scenario of instability strengthened the
adversary group that emerged victorious in the presidential elections. Thus, in the
2000s, the new management proposal for the sector reformulated the rules of the
field and established as guidelines the institution of a hybrid logic composed of a
climate and neodevelopmental worldview that reconfigured political forces.

Thus, there was a state-sponsored intervention in the electricity sector, which
benefited segments of the population and used as a social policy tool and as a driver
of economic growth. Furthermore, therewas a reconstitution of power relations, given
that in order to maintain governance, it was necessary to articulate segments with
initially divergent interests, among them unions, governing coalitions, opposition
politicians, businessmen, and representatives of traditional oligarchies [24].

On the other hand, with regard to socio-environmental issues, the governments
of Lula and Dilma Rousseff went through periods of profound optimism and others
guided by conservative policies. If, during the periodwhenMarina SilvawasMinister
of the Environment, progressive public policies were strengthened, taking Brazil to a
new level in international negotiations and the prohibitions in the North region for the
construction of large hydroelectric plants were intensified; after its shutdown, there
was a reinforcement of the expansionist policy, through carbon-intensive sources and
hydroelectric plants in the Amazon [11, 17].

Therefore, the strategies adopted by the state reflected its power of intervention and
articulation,made possible by public economic capital, to implement the institutional
centralization necessary to foster the internal energy market and private business. To
this end, the neodevelopmental model initiated in 2003 was opposed to traditional
rhetoric and inaugurated a hybrid, complex and aggressive logic that co-opted fields
once seen as competitors.

6 Conclusion

The overall aim of this paper has been to analyze the forces that shaped the Brazilian
electricity sector over time (from 1880 to 2018) and favored its institutional inertia
in terms of sustainability. Therefore, through an in-depth investigation, from 1880
to 2018, this paper demonstrated how, since its inception, government regulation
and pressure from outside agents legitimized its institutional structure leading to the
accidental construction of a hydroelectric matrix complemented by a thermoelectric
infrastructure, which is carbon intensive.

Thus, a paradigm that focuses on sustainability has not managed the Brazilian
electricity sector over the years. Instead, it was initially managed by an oligopolistic
worldview that aimed to promote the implantation and consolidation of the sector
in the country through small hydroelectric plants close to the cargo centers, which
was the technology available at the time. Subsequently, in response to government
policies, which aimed at institutionalizing the electricity sector through a stifling
private initiative, a state logic began and ran in parallel, starting in the 1960s, with
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a conception of geopolitical control, which aimed the expansion of the electricity
sector through the execution of large hydroelectric and thermoelectric projects that
came with a nationalist stance that did not consider socio-environmental constraints.
Then, the country’s economic crisis underpinned the establishment of a financial
worldview, which aimed to increase competition in the sector, based on the improve-
ment of public accounts, the expansion of privatizations and their verticalization.
This trajectory, indeed, was interrupted throughout the 2000s and replaced by a
timid climate initiative, which brought external visibility through the presentation of
projects that encouraged non-conventional sources of energy and the international
commitment to reduce GHG emissions in the country. However, this institutional
logic failed to break with the political agreements defended by the powerful pres-
sure groups that, on the other hand, benefited and supported the institutionalization
of a neo-developmental worldview that expanded subsidies to the electricity sector,
generating an increase in participation of fossil fuels in the electric matrix through
tax exemptions, and encouraged the construction of new and inefficient hydroelectric
plants in the Amazon from the point of view of sustainability.
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Abstract This study aims to create a model, which determines the most influ-
encers SCFs (Success Critical Factors) on the civil construction project management,
utilizing artificial neural networks (ANNs). The usage of ANNs to originate a SCFs
determining model in the Civil Construction Industry appears as the differential of
this study, since it was observed, in the literature, the absence of studies which inves-
tigate extremely dynamic phenomenons similar as SCFs. The PRISMAMethod was
utilized for the questionnaire elaboration and the answers analysis was performed,
initially, by the Relative Importance Index and, posteriorly, by the ANN usage with
theResilient Propagation algorithm.Themost critical factorwas “Unrealistic Inspec-
tion andTestMethods Proposed inContract”, on the projectmanagement area. ANNs
provide insights, which allows to know the adopted input variables relevance, and
are efficient on the knowledge transferring, being characterized as a fast and accu-
rate method of SCF identification. In theory and considering their interdependence,
by proposing the most impactful SCF determination in projects management, the
research provides important information, focused on processes improvement actions,
in the project area. In a practical sight, the analysis contributes, in an applied way,
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management information system.

Keywords Garson algorithm · Resilient propagation · PMBOK guide · Success

M. L. Erpen (B) · D. P. N. Dias
Federal Institute of Tocantins, Gurupi, TO 77410-470, Brazil
e-mail: mauroluiz@ifto.edu.br

A. L. Aquere
University of Brasília, Brasilia, DF 70910-900, Brazil

C. Neumann
University of Brasília, Brasilia, DF 70904-970, Brazil

M. C. B. Coelho
Federal University of Tocantins, Gurupi, TO 77402-970, Brazil

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
A. M. T. Thomé et al. (eds.), Industrial Engineering and Operations Management,
Springer Proceedings in Mathematics & Statistics 337,
https://doi.org/10.1007/978-3-030-56920-4_50

613

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-56920-4_50&domain=pdf
mailto:mauroluiz@ifto.edu.br
https://doi.org/10.1007/978-3-030-56920-4_50


614 M. L. Erpen et al.

1 Introduction

Performance measurement systems should be a support tool for the company’s
management, assisting decisions and helping on the improvement actions identi-
fication. To this extend, the organization is able to measure its performance, not only
in the productive area, but also in the social, economic and environmental perpec-
tives, having the same importance, as well, as analyze the acquired data and adopt
the necessary measures, based on the results [1]. In this context, there are Success
Critical Factors (SCF), which identify the essential set of key areas for the company
to achieve its mission [2]. The SCF determination allows managers to identify which
processes are essential for the business proper functioning. Blanning [3] affirms
the SCF identification provides strategic information and can assist in managers’
decision.

Valença and Ludemir [4] affirm that efficient communication, the “empower-
ment”, changes management, requirements management, preparation to face risks
and support from senior management increase the tendency of projects achieving
success. Kog and Loh [5], at the same time as determining critical factors in project
management, observed a case study in a large world-class Latin American company,
which identified the relevance of business processes constant monitoring, aiming to
better understand the realized activities and to identify potential problems, making
corrections on the processes dynamics, by proposing changes in the methods and
tools applied in project management.

The need for civil construction to remain competitive generated research to
increase efficiency and, therefore, was reflected in the Project Management area
as an interesting motivator: the incorporation of new capacities that allow greater
assertiveness for the project management. In this perspective, the existence of tools
such as the PMBoK guide and the softwares International Competence Baseline
(ICB) Scrum, Projects inControlledEnvironments (PRINCE2); Project Planning and
Project Management (P2M); Association for Project Management (APM) (Ghosh
et al. 2012), when associated with the project management, become into an effi-
cient method for the SCF detecting, as is the case of Artificial Neural Networks
(ANNs), this study’s focus. Artificial neural networks (ANNs) are computational
techniques with a non-linear approach, based on artificial intelligence mathematical
models, which aim to represent or approximate systems [6]. Inmost cases, themodels
are based on real observations and experiments; however, they can also be used as
metamodels, based on other models, as well as computer simulation [7]. Authors
such as [8–11] presented the ANNs’ advantages and applicabilities, however, did
not demonstrate the modeling appliance on the Civil Construction Industry project
management.

Therefore, this research aimed to analyze, based on artificial neural networks
modeling, the main influencers Success Critical Factors on the civil construction
industry projects sucess, according to the perception of professionals in a specific
expert range, in this case, the academic area.
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2 Methodology

Asystematic literature reviewwas carried out on the identification of Success Critical
Factors (SCF), with an emphasis on project management in the Civil Construction
Industry, according to the methodology presented by [12, 13]. This review begins
with the search for qualitative data on the scientific bases Scopus and SciELO. Both
scientific bases act in a complementary way, adjacent to being public and having their
calculation methodologies published. All papers associated to the terms “project
management in the civil construction industry”, “success critical factors” (SCF)
and “artificial neural networks (ANNs) applied in the civil construction industry”
were selected. The scientific bases were accessed through the CAPES/MEC journals
portal, via Federal Institute of Tocantins (IFTO) and University of Brasília (UnB).
The research has counted registers until December 2018 (since the year 2000), limited
to articles and reviews.

In the qualitative phase, the documents analysis was made through PRISMA
method (main items, aiming to report systematic literature review andMeta-analyze),
composedwith four distinct parts: Identification, Selection, Eligibility and Inclusion.

Posteriorly, in the quantitative phase, a pilot questionnaire was sent with a set
of 120 SCFs, selected from the most relevant, determined by [14–16], for profes-
sionals and researchers in the graduate and postgraduate courses ofCivil Engineering,
registered in the Ministry of Education (MEC), totalizing 90 e-mails (about 10%
of the total population), where the 20 most important factors in project manage-
ment were determined. In this aspect, a semi-structured questionnaire was created,
composed of open questions (dissertations) and closed questions (multiple choice,
predefined answers), to assess the effect of each factor [13], consisting on two parts,
where the first procedure refers to the experience time and researches in the civil
construction area related to project management. In the second phase, a set of factors
related to practices were evaluated, in terms of the extent to which the circumstances
affect the companies’ productivity. For the second process, the 5-point Likert scale
was utilized [17] since it is a perception where the experience-based opinion is
required, being the possible answers: very low impact; low impact; medium impact;
high impact; very high impact.

The number of items on the scale is validated by [18], who affirms the five-point
scale had, on average, good precision and proved to be easier and faster than the
seven-point scale. Therefore, for this study, the scale that proved to be the most
adequate was the five points one. The search for respondents was shaped by their
characteristics. Researches were made in all Civil Engineering graduate and post-
graduate courses in higher education institutions (HEIs) registered in the Ministry
of Education (MEC). The sample characterization was based on the questionnaires’
random and heterogeneous feedback, since the sending was intended to reach the
entire described population, and the data collection was performed, exclusively, by
electronic means (google forms), with the sending of a link by e-mail and/or cell
phone (WhatsApp), for virtual filling, between the months of May and June 2018.
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The index is formulated for each specific factor and for each participants’ expe-
rience year, according to [17, 19]. The interview responses from the Relative
Importance Index (RII) (Eq. 1) was calculated:

(RI I%)k = 5(n5)+ 4(n4)+ 3(n3)+ 2(n2)+ n1

5(n1+ n2+ n3+ n4+ n5)
× 100 (1)

where: (RII%)k = annual percentage of relative importance index of each factor
(calculated separately for the categorized respondents’ corresponding experience
year (k)); k = categorized respondents experience years (for first experience year: k
= 1; for the last experience year: k = K); n1, n2, n3, n4 e n5 = are the numbers of
interviewed who chose: “1” for very low impact, “2” for low impact, “3” for medium
impact;”4” for high impact, and “5” for very high impact.

Equation 2was utilized to calculate theGlobal Relative Importance Index (RII) for
all respondents’ each factor, considering all the combined respondents’ experience
years, which is calculated as a weighted average of RIIk.

Global RI I (%) =
∑k=K

k=1 (k × RI Ik)
∑k=K

k=1 k
(2)

where: Global RII (%)= percentage of each factor’s total relative importance index
weighted average (calculated, having as basis all combined interviewee’s experience
years); k= categorized respondents’ experience years (k= 1 for first experience year;
k=K to last experience year:); RIIk = annual percentage experience of each factor’s
Relative Importance Index (calculated separately for the categorized respondents’
corresponding experience year (k)).

ANN was used to evaluate the most significant SCFs, utilizing the Neuro4 soft-
ware (receives the information of each factor’s contributing weight and, with that
information, performs the training process). For the Neuro4 software insertion, an
output value is required for these variables, so the weighted average (Eq. 3) was
chosen.

Vs =
∑n

i=1

(
xi j × GI I j

)

∑n
j=1 GI I j

(3)

where: Vs = output value; xij = each factor’s value per respondent; GIIj = impor-
tance index of each factor. The ANN training consists of the parameters adjusting
iterative process, weights and excitation threshold (plotted with a weight), originated
from examples sets successive presentations to a training algorithm, until a stopping
criterion is achivied, finalizing the process. The propagative training algorithms were
utilized for the supervised learning paradigm-fit ANN training, in other words, the
training algorithm receives a pair of inputs and their respective desired outputs. The
propagation algorithm passes through interactions series, aiming to minimize the
estimation error.
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The utilized algorithm was Resilient Propagation® [20] which, in its conception,
was designed to optimize BackPropagation processes, aiming the satisfactory ANN
obtaining. The data space was separated into two data sets: training and validation.
The used data set, during the training phase, presents calculated error in relation to
training cycles,where data is utilized to test the network during development/training,
by continuallymaking corrections and adjusting network connectionweights, having
as purpose to reduce the error. The validation set is the data part used to validate the
model (s). A network training is finishedwhen a certain stopping criterion is achivied.
In this study, three criteria are used: medium error, cycles number and convergence.
Considering the kth training sample, the quadratic error functionmeasures the output
neuron values (j) performance (Eq. 4):

e(k) = 1

2

n∑

j=1

(
y j
d (k)− y j (k)

)2
(4)

where: y j
d is the desired output value e y j is the network obtained value.

Considering a training set, consisting of p samples, the training algorithm overall
performance can be measured by the medium quadratic error (eM ), or, simply,
medium error (Eq. 5):

eM = 1

p

p∑

k=1

e(k) (5)

A cycle (or period) corresponds to all complete training set presentation elements,
accompanied by adjustments of the net weights. Therefore, a stop criterion, based
on the cycles number, finishes a network training after reaching a certain number
of cycles. The criterion termed as convergence defines the number of cycles after
which, assuming the medium error does not decrease, the training is complete. In
the variables selection, a technique consisted in selecting a subset of the given data
most relevant characteristics, the Garson algorithm, proposed by [21], involves the
connection weights partitioning, between the hidden layer and the output of each
intermediate neuron into associated components to each input neuron. To obtain
each variable relative importance, the algorithm performs the following steps:

1. For each intermediate neuron i, the connection weight absolute value, between
this neuron and an output one is multiplied by the connection weight absolute
value, between the same hidden neuron and an input neuron. This calculus is
done for all jth input layer neurons (Eq. 6).

Pi j = wi j × wi0 (6)

2. For each hidden neuron, Pij is divided by the sum of all Pij, for each input neuron,
obtaining Qij (Eq. 7):
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Qi j = Pi j
∑n

j=1 Pi j
(7)

3. For each input neuron, Qij values are summed to obtain Sj (Eq. 8):

Sj =
n∑

i=1

Qi j (8)

4. Dividing each value of Sj by the sum of all values of Sj, the relative importance
R for each variable j is found (Eq. 9):

R j =
(

Sj
∑n

j=1 Sj

)

× 100 (9)

The Garson algorithm utilizes connection weights absolute values to calculate the
variable contribution, not allowing a change direction analysis of the output variable
when input variables change [4].

3 Results

The following subsections present the results of the systematic literature review and
the perception of Brazilian researchers about the selected SCF.

3.1 Systematic Literature Review

In the literature review phase, where Project Management, Success Critical Factors
(SCF) and Artificial Neural Networks (ANNs) were researched, the results were:
for “Project Management in the Civil Construction Industry (CCI)” a total of 37822
articles (2328 journals), for “Critical Factors and Project Management” were found
977 articles (68 journals), for “Critical Factors andANNs”, 94 articles (in 7 journals),
for “Project Management and ANNs”, 105 articles (in 2 journals) and for “Project
Management, Critical Factors and ANNs”, 4 articles. For the theme “Success in
Civil Construction”, 1903 articles were found and for “Success Critical Factors in
construction”, 157 articles. For “Artificial Neural Network in construction” were
found 2628 documents.

After the selected and contributing archives analysis, the questionnaire elabora-
tion was based on the factors related by [15, 16, 22, 23], also doing a correspon-
dence with the PMBok Guide’s Knowledge Areas, potentially impactful in project
management in the civil construction industry. The study factors identification and
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Table 1 Selected success critical factors relation

Cod Impact factors

F1 Work scope increasing

F2 Ambiguity in specifications and/or conficting interpretation

F3 Rework due to project changing

F4 Unrealistic schedule imposed on contract

F5 Rework due to an execution error

F6 Inaccurate location condition specification

F7 Difficulty accessing information, materials and equipment in project office

F8 Poor coordination between the interested parts (Stakeholders)

F9 Lack of companies’ registration for subcontracts

F10 Engineer’s or architect’s reluctance to change

F11 Conflict between owners and other parts

F12 Obtaining permission from local authorities

F13 Changes in government regulations and laws

F14 Simplicity and clarity in project specification

F15 Poor coordination between project parts

F16 Lack of project information feedback

F17 Lack of quality requirements knowledge

F18 Clear definition of project scope

F19 Lack of experienced project team

F20 Unrealistic inspection and test methods proposed in contract

the questionnaire preparation are an essential phase for the research success, being
listed in Table 1 (selected and adapted from the cited authors’ conclusions).

3.2 Perception of SCF by Researchers at Brazilian HEIs

To colect the perception of Brazilian researchers about the 20 selected SCF, 874
e-mails were sent to all coordination and secretariats of graduate and post-graduate
courses in Civil Engineering at Higher Education Institutions (HEIs) registered on
the e-MEC system to, posteriorly, be forwarded to the faculty, being obtained a
total of 191 respondents, distributed in the 27 Brazilian states. Considering the 191
obtained questionnaires and the 20 SCFs contemplated on the field research, a ques-
tionnaire/variable ratio of 9.55 is obtained, which is higher than the superior limit
suggested by [24] and conforms with [25]. The ratio is still reinforced by Guadagnoli
and Velicer (1988) apud [26], who, in defying Gorsuch’s criterion, argued that no
theoretical or empirical basis exists for the number of participants and the number of
variables relation recommendations.Posterior to the data collection, the states where
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Fig. 1 Respondents by state
and position held in
institutions

the respondents reside can be characterized. The 191 respondents are placed in the
27 Brazilian states, where 70% held the professor/researcher position, 26% were
coordinators, 2% held the Dean position and 1% from Direction and Management,
presenting proportionality in relation to the institutions administrative organization
(Fig. 1).

The factors, according to the responses percentage and considering each respon-
dents’ research times, were classified with weights (Table 2).

Factor 8 achieved a high rate: 88.7%, being the highest index, and was followed
by factor 4: 87%. A similar result to this study was found by [1], who, with the
application of a questionnaire to the professionals involved in civil construction,
obtained, as a result, the efficiency in decision making, the planning effort and the
project management previous experience with SCFs involved.

Similar answers were found by [20], when evaluating influencers SCFs on civil
construction projects performance, who determined four success dimensions (effi-
ciency, operational learning, customer satisfaction and future preparation) and their
project management impactful SCFs. Also, the results obtained by [27], determined
that, in general, the most critical items considered by the team were those related
to planning and managerial support. Jordão et all [28], when evaluating Success
Critical Factors in Civil Construction Projects, utilizing the systematic literature
review and its subsequent validation, found, in respect to the project management

Table 2 Factors
classification in the project
management area

Factor Ind. % Factor Ind. %

F8 88.67 F15 81.55

F4 87.10 F2 81.37

F19 87.07 F6 79.32

F3 86.72 F20 79.11

F5 86.09 F10 78.49



Success Critical Factors on the Civil Construction Projects Management … 621

category, the three most relevant SCF: “project monitoring and feedback”, “project
risk management” and “managing changes to the project”. The previous three cited
factors corroborate this study. Posterior to the Factors classification, according to the
Relative Importance Indexes and found according to Eqs. 2 and 3, the data matrix
(Table 2), to be inserted in NEURO4, was obtained, associated with the output values
(Vs) definition.

For data insertion, utilizing Neuro4, the variables “factors” were characterized as
quantitative and the variable “Vs” as an output variable. In the processing, some soft-
ware structure configuration tests were necessary, being configured for the training
with the number of 100 networks for each configuration.

The stopping criteria setting was due to the average error of 0.0001, considered
a sufficient value for the research objectives, according to [29], and the determined
number of cycles was 3000, as it is a similar value to the obtained data from 4000
cycles. In the structure stoppingparameters configuration, the average error variations
were initially tested and, then, studying this configuration with the number of cycles
variations, clearly was realized that after 3000 cycles, the error convergence does not
present major changes in the average values, considering the processing-tested 100
networks (Fig. 2).

Fig. 2 Variables error average square sum, sum of the residual square, variance and correlation
coefficient for 3000 and 4000 cycles
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Statistical values were obtained for the Error Average Square Sum (EASS),
Variance and SRS (Sum of the Residual Square), obtained with 10 neurons in its
hidden layer (verified the values stabilization), considering the precession ideal
configuration.

After obtaining the best configuration for the training, the data were, again,
inserted on Neuro4, willing to obtain the variables characterization weights. In
this phase Neuro4 was configured to separate 70% of the data (134 respondents),
randomly for the training, and allocating 30% (57 respondents) for validation.

With the selected network weights values extracted from Neuro4, the Garson
algorithm was applied. For this phase, it was necessary to extract each weight’s
values, assigned by the algorithm in the 10 hidden layers. TheGarson algorithm, with
the tested 100 networks results analysis and performing a data scanning, presented
more significant statistical results, with the aid of the Excel Software.

After the factors classification, in descending order (Table 3), in each processing, it
was ascertained that factor No. 20 “Unrealistic inspection and test methods proposed
in contract” was the result that most appeared in the first 4 positions (50 appearances
in 100 networks as the most impactul factor on), 19 times in 2nd place, 8 appearances
in third place and 3 times in fourth place.

Posteriorly, factors 17 and 5, respectively, “Lack of quality requirements knowl-
edge” and “Rework due to an execution error” with 28 and 23 appearances, in the
first 4 positions. Factor 17 appears 6 times in the first position, 9 times in the second
position, 4 times in the third and 9 in the fourth. Factor 5 had 3 appearances in the
first position, 9 times in the second, 4 times in the third and 9 times in the fourth.
Factor 9 “Lack of business registration for subcontracts” also appears: 9 times in the

Table 3 Response matrix for the artificial neural network using

Resp F1 F2 F3 F4 F5 F6 .
.

F12 F13 F14 F15 F16 F17 F18 F19 F20 Vs

1 4 4 5 4 5 5 .
.

5 3 5 4 4 5 4 4 5 4.09

2 5 3 4 4 5 4 .
.

3 3 4 4 5 4 5 5 4 4.30

3 5 3 5 4 3 4 .
.

4 2 4 4 4 4 5 4 5 3.84

. .
.

. .
.

189 3 5 5 4 5 4 .
.

3 2 2 4 4 3 4 2 1 4.07

190 4 5 3 4 5 4 .
.

3 4 5 5 4 5 3 5 3 4.35

191 5 5 5 5 5 2 .
.

5 1 3 4 4 3 3 4 3 4.14
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Table 4 Factors classification by number of appearances as the most impactful

Factors Number of appearances on the
4 first positions

Number of appearances on each position

1º 2º 3º 4º

20 80 50 19 8 3

17 28 6 9 4 9

5 23 3 3 6 11

9 22 9 5 3 5

12 22 1 6 11 4

first position, 5 times in the second, 3 times in the third and 5 times in the fourth. If
only the factors that appear as the most impacting in the 100 selected networks were
considered, factor 20, followed by factor 17, factor 5 and factor 9, respectively, are the
most impactul SCFs on the Civil Construction Industry (CCI) project management
(Table 4).

Theobtained results confirm those foundby [9],who,with the use ofANNsand the
Resilient Propagation algorithm, identified twelve success key factors in construction
management. The results concluded the model allows construction project managers
to focus on success critical factors, reducing construction risk.

Al-zwainy [10] applied modeling, utilizing artificial neural networks and with
the usage of the back-propagation algorithm, to determine the productivity in civil
construction for the marble industry and paving finishing. The autors identified nine
critical factors. The data found by [29], when studying the most impactful SCF on
project management (also with the ANN utilization and the Gauss activation func-
tion for intermediate layers), determined ten project success indicators, divided into
five categories (financial, interaction processes, labor, configurations counterpart and
project characteristic). Kog and Loh [5] determined that the suppliers contract incen-
tive mechanisms, realistic obligations, motivations and contractual incentives are
among the ten most important critical success factors in civil construction projects.
Fortune and White [11] applied ANN, through the neuro-fuzzy adptative method-
ology Inference system (ANFIS), to analyze project risks in the civil construction
industry and concluded that risk management can be studied by modeling the human
experience on judgments and without the specialists presence, having structured and
mathematic methodologies.

It was observed that the ANNs were applied on difficult solution problems, with
the traditional mathematical resources and statistical methods. The study provides
comprehensive ANN reputation in construction engineering and management, for
application in different areas, willing better accuracy and reliable predictions.
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4 Conclusions

The selection of the already consolidated critical factors, in the bibliography, led to
the construction, formulation and application of the questionnaire, which achieved
its objective: providing subsidies for the work analysis.

The ANNs utilization, considering that the entire process was based on the profes-
sionals’ perceptions, related to a formal model, should be recognized with a multidi-
mensional approach (according to the associations that constitute the socio-technical
network, in which the model participates and, constitutively, entangles human and
social elements with formal and technical artifacts). They should not be considered as
a human interpretation attribute or action, nor as an inherent characteristic of design
models.

The classification method by the Relative Importance Index (RII), provided by
[8, 23, 27, 30], contributes as a valid and consistent usage matrix, in the ANNs
processing. The Resilient Propagation algorithm also proved to be effective in the
ANNs training, as it provided a consistent weights matrix, for the Garson Algorithm
application.

Themodel described by 3000 cycles, 100 networks and 10 hidden layers described
the SCFs “unrealistic inspection and test methods proposed in the contract” (20),
“lack of quality requirements knowledge” (17), “rework due to execution error” (5)
and “lack of companies registration for subcontracts” (9), respectively, as the most
impactul on the Civil Construction Industry (CCI) project management.

TheANNsutilization produced subsidies to know the adopted input variables rele-
vance, through later use of the Garsonmethod. The variables’ importance, associated
to the used SCFs, was confirmed.

References

1. Riedmiller M.; Braun, H.: A direct adaptive method for faster backpropagation learning: The
rprop algorithm. proceeding of the IEEE International Conference on Neural Networks, pp
586–591. São Francisco (1993).

2. Santos, P. R.: Santos, M. R.; Shibao, F. Y.: Comparação entre os padrões de gerenciamento de
projetos PMBOK, ICB E PRINCE2. Caderno de Administração, 25 (2), UEM (2017).

3. Blanning, R. W.: Response to Michel, Kleijnen and Permut. Interfaces, 5(3), 24–25 (1975).
4. Valença, M.J.S.: Ludemir, T. B.: Explicando a relação entre as variáveis de uma rede neural:

Iluminando a “Caixa Preta”. In: XVII Simpósio Brasileiro de Recursos Hídricos, ABRH, São
Paulo (2007).

5. Kog, Y. C., Loh, P. K.: Critical Success Factors for Different Components of Construction
Projects. Journal of Construction Engineering and Management, 138(4), 520–528 (2012).

6. HAIR, J. F. Jr. et al.: Multivariate data analysis. New Jersey, Prentice Hall (1998).
7. Barros, V. P.: A Avaliação do Desempenho de Algoritmos de retropropagasção com redes

neurais artificiais para a resolução de problemas não lineares. Master’s Thesis - Universi-
dade Tecnológica Federal do Paraná e Diretoria de pesquisa e pós graduação em ciência da
computação. Ponta Grossa, Paraná (2018).

8. El-Gohary K. and Aziz R.: Factors Influencing Construction Labor Productivity in Egypt. In:
Journal of Management in Engineering, 30 (1), 1–9 (2014).



Success Critical Factors on the Civil Construction Projects Management … 625

9. Apanaviciene, R.; Daugeliene, A.: New Classification of Construction Companies: Overhead
Costs Aspect. Journal of Civil Engineering and Management, 17(4), 457–466 (2011).

10. Al-zwainy F. M. S.: The Use of Artificial Neural Networks for Productivity Estimation of
finishing Stone works for Building Projects. Journal of Engineering and Development. 16(2),
42–60 (2012).

11. Fortune, J., White, D.: Framing of project critical success factors by a systems model. In:
International Journal of Project Management,24(1), 53–65 (2006).

12. Vezzoni, G; Pacagnella, A.C.J. Banzi, A.L.J.; Silva, S.L.: Identificação e análise dos fatores
críticos de sucesso em projetos. Revista Gestão e Projetos, 4(1), 116–137 (2013).

13. FRANÇA, D. C.: Modelagem de umAdaptative Neuro Fuzzy Inference Sistem para análise de
risco em projetos. Master’s Thesis - Universidade Fedral da Paraíba e Centro de Tecnologia.
Programa de pós graduação em Engenharia de produção (2016).

14. Enshassi A., Mohamed, S. AbuMustafa Z. andMayer E.: Factors Affecting Labor Productivity
in Building Projects in the Gaza Strip. Journal of Civil Engineering and Management, 13 (4),
245–254 (2007).

15. Dalmoro, M., & Vieira, K. M.: Dilemas na construção de escalas Tipo Likert: o número de
itens e a disposição influenciam nos resultados?. Revista Gestão Organizacional, 6(3), 161–174
(2013).

16. Meisel, W. S.; Collins, D. C.: Repro-Modeling: An Approach to Efficient Model Utilization
and Interpretation. IEEE Systems, Man and Cybernetics Society, 3(4), 349–358 (1973).

17. Leite, A. C. P.: Fatores Críticos de Sucesso em Projetos de Construção. Dissertation for Escola
Superior de Tecnologia e Gestão Politécnico do Porto. Felgueiras, pp 55 (2018).

18. Cooke-Davies, T. The “real” success factors on projects. International Journal of Project
Management, 20(3), 185–190 (2002).

19. Doloi, H.: Cost overruns and failure in project management - understanding the roles of key
stakeholders in construction projects, Journal of Construction Engineering and Management,
139(3), 267–279 (2013).

20. Morioka, S., & Carvalho, M. M.: Análise de fatores críticos de sucesso de projetos: um estudo
de caso no setor varejista. Produção, 24(1), 132–143 (2014).

21. Freitag, A. E. B.: Fatores críticos de sucesso para adoção da gestão enxuta pela indústria da
construção civil do Estado do Rio de Janeiro. Doctoral Dissertation - Universidade Federal
Fluminense. Niterói, RJ (2015).

22. Colauto, D. R.; Gonçanves, M. C.; Beuren, M. I.; Santos, N. Os Fatores Críticos de Sucesso
como Suporte ao Sistema de Inteligência Competitiva: O Caso de uma Empresa Brasileira,
Revista de Administração Mackenzie, 5(2), 119–146 (2004).

23. Saqib,M., Farooqui, R. U., & Lodi, S. H.: Assessment of Critical Success Factors for Construc-
tion Projects in Pakistan. In: First International Conference on Construction in Developing
Countries, Karachi, pp 392–404 (2008).

24. Lopes,D.:Critérios de avaliação dodesempenhode gerenciamento de projetos: uma abordagem
de estudo de casos. Master’s Thesis - Escola Politécnica da Universidade de São Paulo, São
Paulo (2009).

25. Garson, G.D.: Interpreting neural network connection weights. Artificial Intelligence Expert,
6(4), 47–51 (1991).

26. Laros, J. A.: O Uso da Análise Fatorial: Algumas Diretrizes para Pesquisadores. In: Análise
fatorial para pesquisadores, LabPAM Saber e Tecnologia, Brasília (2012).

27. Jarkas A. and Bitar G.: Factors Affecting Construction Labor Productivity in Kuwait.: Journal
of Construction Engineering and Management, 138(7), 811–820 (2012).

28. Jordão, R.V. D., Pelegrini, F. G., Jordão, A. C.T. and Jeunon, E.: Fatores críticos na gestão de
projetos: um estudo de caso numa grande empresa latino-americana de classe mundial. Gestão
e Produção, 22(2), 280–294 (2015).

29. Asgari, M; Kheyroddin A.; Naderpour, H.: A ProposalModel for Estimation of Project Success
in Terms of Radial Based Neural Networks: A Case Study in Iran., Civil Engineering Journal,
3, (10), 904–919 (2017).

30. Likert R. A technique for the measurement of attitudes. In: Arch Psychol, pp. 1–55. (1932).



Production Planning and Control
in Industry 4.0: Maintenance
or Breakdown of the Principles
and Fundamentals

Paulo Eduardo Pissardini and José Benedito Sacomano

Abstract The PPC presents numerous challenges in terms of command and coordi-
nation of the productive sector with company’s sectors. With the emergence of new
production paradigms, the complexity of planning and controlling production has
increased a lot. In 2011 Industry 4.0 brought with it the need to verify whether there
was amaintenance or rupture of the principles and fundamentals as well as of a whole
theory developed over years of research. To verify the maintenance or rupture of the
fundamentals, a bibliographic review was carried out, identifying the fundamentals
of the PPC in the light of the main authors in the area, making a comparison of these
fundamentals with the functional architecture of the PPC in Industry 4.0. The result
points to the confirmation of the maintenance of a whole theory that underlies the
PPC. Finally, the results of the comparison and the respective suggestions for future
work was shown.

Keywords Production planning and control · Industry 4.0 · Operations
management · Principles and fundamentals

1 Introduction

At the beginning of the 19th century, the emergence of the mass production paradigm
brought with it the alignment with the market’s needs at that time where demand
consumed supply. This paradigm led to the emergence of other paradigms, arising
with the gradual inversion in the demand X supply relationship and the consequent
change in the consumer market’s requirements. Subsequent to mass production, we
went through lean production when the market started to demand quality and after
responsive, agile production and mass customization. The evolution of Strategic
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Paradigms of Manufacturing Management (SPMM) has brought with it an increase
in the complexity of Production Planning and Control systems (PPC).

The transformation of Production Planning and Control systems was due to the
increased need for integration between processes, as the new paradigms emerged.

Godinho Filho [1] presented the classification and structure of five production
paradigms.

In 2011, the existing base of computerized automation and a business vision
focused on digital transformation gave rise the Industry 4.0 concept, whose name
came from a German industry project, called Plattform Industrie 4.0 (Platform
Industry 4.0), at the Hannover fair [2].

Pissardini [3] presented the functional architecture of the five paradigms previ-
ously classified by Godinho Filho [1] using the same methodology to propose a
functional architecture for PPC in Industry 4.0, classifying it as a Strategic Paradigm
of Manufacturing Management.

Based on the production paradigm´s configurations, this studywill seek to analyze
the evolution of PPC systems, from mass manufacturing to industry 4.0 in the light
of the main authors of the area. This study is justified by the intention of assessing
whether there was maintenance or rupture of the principles and foundations of PPC
with the evolution of SPMM.

2 Objectives

This study addresses the principles and fundamentals of PPC. The objective of this
work is to carry out a study of the PPC’s formatting in industry 4.0, checking if there
was a rupture or maintenance of the principles and fundamentals. The principles,
foundations and formatting of industry 4.0 are shown in Sect. 3. The findings are
discussed in Sect. 4 and the final considerations are presented in Sect. 5.

3 Methods

To carry out this work, a systematic bibliographic review was done. According to
Gil [4], a bibliographic research has an exploratory character, as it allows greater
familiarity with the problem, improvement of ideas or discovery of intuitions.

For Kitchenham [5] some of the reasons that contributed to a systematic literature
review are:

• Evidences consolidation and results obtained in previous studies on the interest
topic;

• Identify gaps in theory and recent research as a basis for improving research;
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• Provide models and theoretical models to position new topics and research oppor-
tunities, until even, refute/validate hypotheses, or create hypotheses about a
specific topic for research.

In this way, a wide bibliographic review was carried out in the light of the main
authors in the PPC area between 1979 and 2007 period, seeking to identify the
principles and fundamentals of the conventional PPC.

A proposal of a Functional Architecture for the PPC in the Industry 4.0 SPMM
was presented by Pissardini [3].

It was verified if the principles and foundations of the conventional PPC are
present or not in Industry 4.0, in order to understand whether there was maintenance
or rupture, weaving the final considerations about the current state of the art and the
current and future of the PPC in the 4.0 environment.

4 Results

4.1 Principles and Fundamentals of PPC

For Zaccarelli [6] PPC is configured as a set of interrelated functions that aim to
command the production process and coordinate it with the other sectors of the
company.

Fig. 1 Primary information flow. Source Adapted from Zaccarelli [7]
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Zaccarelli [7] shows the Primary Information Flow (Fig. 1), where we can verify
the guiding principles and foundations of a PPC system.

Burbidge [8] points out that the objective of the PPC is to allow an adequate
resources use, in order that specific products are produced by specific methods, to
meet an approved sales plan.

Contador [9] and Côrrea [10] points to the existence of hierarchical phases in the
PPC’s decision-making process.

Fernandes [11] presents three major functions of the PPC:

1. Master Production Scheduling (MPS);
2. Order Coordination System;
3. Operations Programming.

The PPC, according to Wiendahl et al. [12] is the central logistical control
mechanism of a manufacturing system.

For Stevenson et al. [13] some of the fundamentals of the PPC are:

1. Material Requirements Planning (MRP);
2. Demand Management;
3. Capability Resource Planning (CRP);
4. Scheduling and
5. Sequencing of works.

Vollmann et al. [14] presents three areas that strongly influence the design of the
PPC system:

1. Internationalization degree—the increase in exchanges between countries
increasingly influences the design and execution of PPC systems, generating
adaptation needs, making organizations more internationalized, transparent and
with more effective logistics.

2. Importance of the customer in the system—the new customer’s expectations
generated by the competitiveness between organizations in order to always offer
newproducts and services play a decisive role in the PPC, once these expectations
demonstrate how the company must adapt to the market consumer, guaranteeing
its presence in the market, creating the need to work on meeting requests.

3. Use of information technology—information technology is a response to the
demand for communication and coordination.

For Fernandes and Godinho Filho [15] there is much controversy in the literature
regarding the planning horizons of activities and the PPC scope.

4.2 Functional Architecture of Industry 4.0’s PPC

Pissardini [3] proposed a framework to make the PPC in Industry 4.0 functional
(Fig. 2). The model presents the Architecture containing vertical integration, hori-
zontal integration, the Order Coordination System and the elements that constitute
each of the four pillars of a SPMM.
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4.3 A Comparative Between the Presented Model and It’s
Theory Adherence

The Functional Architecture model for PPC in Industry 4.0 proposed by Pissardini
[3] adheres to the first principle of Zaccarelli [6], presenting a set of interrelated
functions that aim to command the production process and coordinate it with the
other sectors of the company since the Manufacturing Execution Systems (MES),
responsible for the two levels integration, collects information from the production
line, stocks, quality levels, and information from several other sectors and feeds
the Enterprise Resource Planning (ERP), responsible for planning the company’s
resources.

The model also adheres to the Primary Information Flow, proposed by Zaccarelli
[7] from the moment that the MES, responsible for the integration of information
receives data coming from inventory control, sales, and production planning, arising
from the information about product lines and production capacity to generate fore-
casts of expenses, machine load and deadlines, contributing to an effective efficiency
control, costs and deadlines, ensuring the manufacture of the product for delivery to
the final consumer.

The fundamental presented by Wiendahl et al. [12], where affirms that the PPC
is the central logistic control mechanism of a manufacturing system, is present in
the PPC of Industry 4.0 from the moment that it uses MES as a central tool, inte-
grating mechanism of the vertical and horizontal levels of information, making the
PPC become the center of the manufacturing system, receiving information inputs
and providing information outputs (for decision making) and operationalization of
production plans in both levels of integration.

Among the fundamentals presented by Stevenson et al. [13], the MRP, in the
Industry 4.0’s PPC, converts the market’s needs into a language that can be under-
stood by production, generating, for example, production orders, bill of materials,
etc. and MES is responsible for the connection between outputs (from production
planning) and inputs (supplied to production control systems).Demandmanagement,
the second fundamentals of the PPC pointed out by Stevenson et al. [13], according
to the APICS dictionary, is configured as a process linked to the recognition of all
the demands for goods and services necessary to meet the market, imposing the
need to establish an order’s hierarchy to be fulfilled when supply is low, an essen-
tial condition for obtaining profitable business results, reducing costs and increasing
productivity in all organization areas. In the 4.0 environment, demand management
is aided by several elements present in the pillars of Industry 4.0 such as Big Data
Analytics, Cloud Computing, Networked Devices/Sensors and Internet of Things.
Moeuf et al. [16] agreeswith the existenceof this foundation in the Industry 4.0’s PPC,
stating that in all cases, the Industry 4.0 concept is based on the emergence of new
technologies such as cloud computing, Internet of Things, Cyber-Physical Systems
and Big Data. Such technologies should improve the transmission of information
throughout the system, which allows better control and operations to be adapted in
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real time according to different demands. Capacity Planning, the third PPC’s foun-
dation, pointed out by Stevenson et al. [13] is present in an integrated way in the
company’s ERP system, a system that occupies the top of vertical integration, helping
management decision making and providing information to the MES.

Also, due to the great capacity for data acquisition and treatment, the decision-
making process in terms of production capacity investment is more efficient.
Mussbach-Witer et al. [17] point out that based on this coordination between
the various hierarchical levels through complementary IT solutions, efficiency is
increased and production times reduced. The scheduling and sequencing of produc-
tion, fourth and fifth fundamentalsmentioned by Stevenson et al. [13] are also present
in thePPCof the Industry 4.0. This sequencing is aidedbynetworkeddevices/sensors,
Internet of Things and autonomous robotics.

These elements, when working together, allow machine-to-machine (M2M)
communication, making the production system respond the demand in real time,
scheduling and sequencing neworders according to the current state of the production
system, reducing the production pace of machines that have some defect, relocating
products in other lines if necessary, rescheduling orders autonomously. The biggest
difficulty of this system, according to Rossit et al. [18] is to incorporate the human
decision-making process, which is configured as a black box.

In the PPC of other paradigms such as mass production, lean production and
others, all tasks of scheduling and sequencing production as well as resequencing
suffer from a natural inertia, due to the lack of system autonomy and the absence of
machine to machine communication.

Thus, it is possible to verify the presence of scheduling and sequencing activities in
the architecture of Industry 4.0 presented, with the fundamental difference remaining
in terms of reduced inertia and greater efficiency and effectiveness in the PPC of
Industry 4.0 due to the greater information’s accuracy, collected and processed in
real time.

Vollmann et al. [14] also present three fundamentals that strongly influence the
PPC system’s design, the internationalization’s degree, the client importance in the
system and the use of IT. Regarding the degree of internationalization, Vollmann et al.
[14] points to the need for constant adaptations in the system, in line with the increase
in the internationalization degree, transparency and efficient logistics. These needs
pointed out byVollmann et al. [14]meet the elements of high value in the supply chain
and efficient logistics and intelligent supply chains, present in the “Principles” pillar
of the Industry 4.0’s PPC. The importance of the customer in the system is present
in the elements of adaptability and market, which form the “Performance objec-
tives” pillar and which directs the PPC system to meet the customer’s needs. These
elements support the second fundamental presented by Vollmann et al. [14], which
states that customer expectations demonstrate how the company must adapt to the
consumermarket, offering new products and services constantly. The use of informa-
tion technologies, the third foundation pointed out by Vollmann et al. [14] is essential
for the perfect functioning of the PPC in industry 4.0, being numerous constituent
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elements of the PPC of this paradigm, such as Big Data, Cloud Computing, Digi-
talization, Networked Devices/Sensors, RFId, Communication Interface, IoT, Soft-
ware and others. The difference between information technology in other production
paradigms and industry 4.0 is the focus on the integration between systems achieved
through communication interfaces and the Internet of Things.

The lack of a clear definition for issues involving the planning horizons and the
PPC scope, pointed out by Fernandes and Godinho Filho [15], seems to be non-
existent in industry 4.0, since elements such as the communication interface allow
greater synchronization between tools that address the short (Control), medium and
long term (Planning) periods, and the 4.0 environments can extend to supply chains,
bringing a precision level never before imagined.

5 Conclusion

In this work, a bibliographic review was made to identify the PPC’s principles
and foundations in the period before the emergence of the Industry 4.0 paradigm,
verifying then, if these principles and foundations were maintained in Industry 4.0
paradigm. It was verified whether the principles and foundations were found in the
model proposed by Pissardini [3]. The operation’s principles of the fundamentals of
the PPC, in the Industry 4.0 were demonstrated.

The results of this study point out to the maintenance of the fundamentals of the
PPC in the paradigm of Industry 4.0.

The novelty of this work lies in the fact that, although the technology has caused
a great digitalization, with an increase in the mass of data, operation’s accuracy and
decision making, the principles and foundations that guide the PPC in Industry 4.0
remain the same. Thus, the PPC in Industry 4.0 does not mean the discontinuity of
principles and foundations that goes from Zaccarelli [6] to Volmann et al. [14]. This
work could also contribute to fill an existing gap in the theory from the moment that
it points to the elimination of the controversy existing in the literature that addresses
the planning horizons of the PPC.

Furthermore, there are currently some restrictions on the model since it is generic
and presents all elements identified in the literature as simultaneous influencers of
the Industry 4.0’s PPC.

In future research, the base model presented here could be used as a background
for the specific model’s development for the production of goods and services sector.
The existence of a conditional hierarchy of the elements thatmake up the “Principles”
and “Enablers” pillars show also an opportunity for future research once the model
may undergo changes and adaptations to better represent specific sectors such as
metallurgy, food, technology among others.
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Lean Office in the Monitoring of Public
Building Works

Talita Dal’Bosco Re, André Luiz Aquere, and Rui M. Lima

Abstract The article presents how the Lean Office approach can contribute
to improving the process of monitoring public works. The monitoring process
conducted by the National Education Development Fund—FNDE—for the works of
the Proinfância program is adopted as a case study. Based on design science research
as a methodology, the article presents a literature review, survey and analysis of
the data on restrictions and nonconformities collected with the current monitoring
process and, finally, the proposal for a new procedure for data collection. As a result
of the work, a new system is obtained for the collection of data on restrictions and
nonconformities during inspections conducted to monitor the works. The proposed
procedure is applied to 15 works, and the results are analyzed. The results show a
potential for reduction in the processing and overproduction of information by 36%,
contributing to the effectiveness of the analyses by the technical team.

Keywords Lean office ·Monitoring of public works · Quality assurance

1 Introduction

The increasing complexity of markets and the world in general, embodied by major
technological advances and changes in markets and the economic environment,
presents not only opportunities but also challenges [1]. In this environment of accel-
erated and continuous change, organizations need to make constant changes and
allow new management philosophies to be implemented.
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In this context, some methods and techniques of industrial productive environ-
ments, such as Lean Production, are being applied in administrative environments.
The application of Lean concepts in the administrative environment is called Lean
Office, and its importance is linked to the objectives of becoming Lean: eliminating
waste, producing products and providing services with the best possible quality at
the lowest cost, always seeking the satisfaction of customer needs [2].

Public administration faces a similar situation. Given increasing pressure from
citizens and control bodies to deliver better results, public administration needs to
seek solutions for more effective and quality deliveries to the entire population.

According to Radnor and Osborne [3], the concept of lean public administration
can be applied tomaximize advantages, such as increasing the update rate, improving
the use of resources and maintaining the quality of services.

Bruschi and Forcellini [4], in their literature review, observe that Lean philosophy
has been successfully applied in several contexts; however, its application in the scope
of public service is still incipient.

This point is reinforced by Rodgers and Antony [5], who, in addition to iden-
tifying the lack of studies of Lean philosophy in public administration, note that
there is an excessive focus on tools and techniques and less importance placed on a
more holistic approach to implementation through a business process improvement
strategy integrated into work practices.

This research was motivated by the observation, in professional life, of activities
developed in the work environment. During monitoring activities in the construction
works agreed upon between the National Education Development Fund (FNDE) and
the municipalities and the Federal District, it was noted that many works presented a
considerable number of restrictions and executive nonconformities in relation to the
standard project provided.

Over themonths, the absence of amethodology for data collectionwas empirically
identified, which undermined action to improve the process and, above all, a more
careful analysis of the factors that cause these nonconformities and restrictions. In
addition, there was a need to establish a standard procedure for the categorization of
these nonconformities during site inspections.

Thus, the objective of this article is to propose improvements to the data collec-
tion system at construction sites to reduce overprocessing during the data analysis
process in the office. To do so, this research considers as a case study the public
construction of kindergartens in the National Program for Restructuring and Acqui-
sition of Equipment for the Public School Network of Early Childhood Education
(Proinfância) monitored by the National Education Development Fund (FNDE) in
Brazil. This study aims to identify the wastes that occur throughout the process and
propose ways to eliminate them. This research presents a relevant contribution to the
establishment of a procedure for monitoring future works agreed upon by the FNDE.
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2 Literature Review

2.1 Lean Office in the Public Sector

The concept of the Lean Office is based on the principles of Lean Manufacturing
adapted for administrative activities. It means applying to office operations not the
sequential logic of the assembly line but lean production practices [6]. According
to Greef, Freitas and Romanel [7], “the objective of the Lean Office is to reduce or
eliminate waste related to information flows”.

However, in a factory environment, processes are more visible since waste and
rework aremore evident. In the administrative environment,most activities are related
to the generation of information, which makes the identification of waste more
complex. Campos et al. [2] mention that the Lean Office challenge lies precisely
in the abstract nature of the processes. Therefore, removing these concepts from
the industrial area and applying them in an administrative environment requires
considerable caution and attention [8].

Nasato [9] highlights that one of the problems in making offices leaner is the
need for participants to perceive and become more committed to the application of
techniques or tools that differ from those used in the usual way and thus to be forced
to leave their comfort zones. From a practical perspective, Jesus [10] concluded that
the application of LeanOffice concepts showed significant gains in the administrative
processes of the researched institution since the flowchart and the mapping of the
valueflowshowedefficient potential as elements for the identification and elimination
of waste.

The Lean Office brings an adaptation of the seven wastes defined by Taiichi
Ohno for the shop floor to the office space. However, Lareau [11], Oliveira [12]
and Gentil and Terra [13] identified a vast amount of waste in the administrative
environment. For the implementation of the Lean Office, Tapping and Shuker [14]
present seven wastes in administrative environments that need to be identified and
eliminated: overproduction, waiting, overprocessing, inventory, motion, defects, and
transportation.

Bateman et al. [15], who presented the current panorama of Lean philosophy
applied in public service, noted that although this philosophy is rarely used, it can
contribute to the reform of public services provided. In addition, Antony et al. [16]
showed that the application of Lean in public service, in addition to improving the
service provided, provided more focus on the needs of customers.

Siqueira et al. [8], who researched the applicability of Lean Office concepts to the
public sector, concluded that with the necessary adaptations, the methodology can be
successfully applied to improve the service provided to the population. Furthermore,
Bruschi and Forcellini [4] demonstrated that with the implementation of Lean in
public service, it is possible to develop work in a more structured and standardized
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way, reduce waste and increase the quality of services. According to Greef et al. [7],
waste is associated with processes, and one of the reasons for the existence of waste
may be the way the process is designed.

3 Methodology

This article adopts design science as its scientificmethod and design science research
as its research method. According to Vaishnavi et al. [17], this is interpreted as a set
of techniques and methods for performing the mapping of needs for the creation of
an artifact that satisfies a set of functional requirements. Therefore, the researcher is
no longer an observer but an individual who acts in the researched context, seeking
to understand a certain reality in which he uses his creative potential to generate
solutions to real problems or needs [18].

The literature review is exploratory to provide greater familiaritywith the problem
raised and to analyze what has already been published on the subject in addition to
tracing the conceptual structure to support the development of the research. Data
collection was based on several sources of evidence: documentary, interviews and
direct observation.

Proinfância program works with standardized projects called Type B and Type C
[19] were adopted as a case study because of the large volume of completed projects.
Additionally, the research was based on the years 2007 to 2014 since as of 2015, the
Type B and Type C projects were discontinued.

Once the sample was delimited, steps were taken to develop this research, as
shown in Fig. 1.

Fig. 1 The steps of research
development 1 •Choose the application process

2 •Define techniques and tools

3 •Map the current situation

4 •Identify improvements

5 •Implement the improvements

6 • Analyze the results
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4 Case Study

4.1 Proinfância Program

The National Program for the Restructuring and Acquisition of Equipment for the
Public-School Network for Early Childhood Education (Proinfância) aims to act
directly to expand the attendance of early childhood education, mainly by financing
the construction of early childhood education units [20].

According to the data available in the Integrated Monitoring, Execution and
Control System of the Ministry of Education (SIMEC), between 2007 and 2014,
4,914 terms of commitment were signed across the country [21].

These construction works were carried out by the municipalities and the Federal
District according to a standard project, with the FNDE only monitoring the
application of public resources [22].

For the monitoring of these works, the FNDE established two parameters: exec-
utive nonconformities and executive restrictions. Executive nonconformity is any
absence of conformity, divergence, or disagreement between the work carried out at
the construction site and the standard project and does not lead to the interruption of
the transfer of installments. Executive restriction is any noncompliance that repre-
sents a potential risk to the use of the building in terms of both performance and
safety. These risks cause the transfer of installments to stop [22].

However, this method is not very effective during the monitoring of the work.
Because there is no methodology to guide the classification of these parameters, this
classification becomes a discretionary decision of the public technician who inspects
the work.

4.2 Data Collection

The survey and analysis of data on restrictions and nonconformities, extracted from
the SIMEC system, aimed to organize and identify the causes of the identified
nonconformities.

In the initial analysis, stratification of the data in design disciplines was performed
so that it was possible to observe which disciplines involve the largest number of
occurrences. Then, the Ishikawa diagram was drawn up to represent the possible
causes of these divergences.

To assist in the elaboration of the Ishikawa diagram, brainstorming was carried
out with the FNDE technical team responsible for analyzing these data.

Of the 4,914 works agreed upon, as shown in Table 1, only 3,834 works referring
to the sum of completed works (3,554) and works in progress (280) were considered
because only works these could provide the necessary data for the research.
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Table 1 Situation of the constructions agreed upon, 2007–2014

Situation Year of agreement

2007 2008 2009 2010 2011 2012 2013 2014 Total

Completed 470 370 539 497 1.009 503 88 78 3.554

Contract 0 0 0 0 1 5 2 2 10

Execution 1 1 10 12 79 137 13 27 280

Unfinished 32 44 83 84 200 183 14 10 650

Bidding 0 0 1 0 17 12 2 2 34

Canceled 12 33 73 46 46 70 39 18 337

Interrupted 0 0 0 0 20 20 5 4 49

Total 515 448 706 639 1.374 930 162 140 4.914

For the 3,834 works, 83,226 parameters of noncompliance and executive restric-
tions were identified. Of this amount, 62,115 occurrences were considered to be
generated in the construction phase. The others were excluded because they referred
to nonconformities in the documentation, bidding and accountability phases.

The information included in the 62,115 occurrences by the companies supervising
the works was analyzed with the aim of grouping the occurrences of noncompliance
by design disciplines: architecture, structure, hydraulic installations (coldwater, sani-
tary sewage, rainwater and prevention and combatting fire), electrical installations
(electrical, structured cabling and SPDA) and mechanical installations (exhaust, air
conditioning and combustible gas) and subsequently classifying them as not executed
and executed in nonconformity, as shown in Table 2.

To identify the possible causes of the occurrences, a cause and effect diagram
was developed for all project disciplines in brainstorming sessions with the FNDE
technical team.

From the diagram, it was observed that the causes were similar in the different
design disciplines. Therefore, it was decided that this research would incorporate
only the cause and effect diagram of the architecture discipline, which corresponds
to 60.68% of the registered occurrences. This diagram can be seen in Fig. 2.

In another analysis, it was observed that all the causes identified in the occurrences
that were not executed were contained in the occurrences executed in noncompli-
ance. Thus, to obtain the root causes, it was decided that this information would be
combined.

4.3 The Current Monitoring Process

The monitoring of the work is performed through the module “Obras 2.0” of the
Integrated Monitoring, Execution and Control System of the Ministry of Education
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Table 2 Classification of occurrences by design disciplines

Item Design disciplines Not performed Performed with
noncompliance

Total %

1.0 Architecture 12.409 25.284 37.693 60.68

2.0 Structure 2.038 5.285 7.323 11.79

3.0 Hydraulic systems

3.1 Storm water 908 2.776 3.684 5.93

3.2 Sanitary sewer 342 739 1.081 1.74

3.3 Cold water 321 608 929 1.50

3.4 Fire protection 320 436 756 1.22

4.0 Electrical systems

4.1 Lighting protection 953 1.298 2.251 3.62

4.2 Power system 485 1.597 2.082 3.35

4.3 Communication 979 983 1.962 3.15

5.0 Mechanics

5.1 GLP 759 1.072 1.831 2.95

5.2 Ventilation 779 486 1.265 2.04

5.3 Air-conditioning 841 417 1.258 2.03

Total 21.134 40.981 62.115 100.00

Fig. 2 Diagram of cause-effect for architecture—noncompliance

(SIMEC—Obras 2.0). It has several monitoring “tabs” that are released according
to the evolution of the process.

The FNDE team of analysts monitors the evolution of the execution of the work
as follows:
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Fig. 3 Sample of part of the current checklist (in Portuguese)

1. Through the information inserted by the inspection of the federal entities in the
“Inspections” tab;

2. Through the information entered by three supervisory companies, hired by the
FNDE, under the “Surveys” and “Restrictions and Nonconformities” Tabs.

Periodically, the FNDE team defines lots of inspections and sends the supervising
company to verify the status of the work. These lots take into account the percentage
of execution of the work, which are approximately 25, 50, 75 and 100%.

The supervisory companies perform on-site inspections and feed the SIMEC—
Obras 2.0 system by completing a checklist, in the “Inspections” tab, consisting of
24 items. An excerpt from this checklist can be seen in Fig. 3.

Each item in the checklist corresponds to a stage of the work that is structured
according to the agreed-uponbudget spreadsheet. It is at this point that the supervisory
company establishes restrictions and nonconformities in the “Restrictions and Non-
Conformities” tab.

With the mapping of the current situation and the data on restrictions and confor-
mities, it is possible to observe some critical factors in the process, which are
summarized in Table 3.

From Table 3, it is clear that the root causes can be summarized in the lack of
standardized procedures and the need for greater guidance and control by the FNDE.

Nevertheless, it is observed that the waste is mostly concentrated on overpro-
cessing (over-revision due to lack of standardization) and overproduction (excessive
production of information). Therefore, a new procedure is proposed for the collection
of data on restrictions and nonconformities during the monitoring of the works.

The proposed procedure consists of a new quality monitoring process, a new
tool (checklist) for data collection and an inspection guide. The inspection guide is
currently under construction by the FNDE technical team.

This article focuses on the proposed tool to collect data on restrictions and non-
compliances and nonconformities.
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Table 3 Summary of the identified problems

Item Problem Causes Waste type

1 Delayed monitoring Lack of established routine for
monitoring the work in the
“bidding” phase

Defect

2 Poor quality in the fiscal
information provided

Lack of a more detailed checklist
containing qualitative and
quantitative information

Defect

3 Supervisory company does not
provide technical support

Lack of involvement of
supervisory companies;
Lack of established work routine;
Lack of technical assistance leads
to new nonconformities

Overprocessing

4 Lack of standardized procedure
for the information provided by
the supervisory company.

Lack of a more detailed checklist
containing qualitative and
quantitative information

Overprocessing;
Overproduction

5 Checklist completed by the
supervisory company presents
descriptive information

Lack of a more detailed checklist
containing qualitative and
quantitative information

Overprocessing;
Overproduction

6 Single document to overcome all
types of noncompliances

Lack of standardization of
solutions to overcome
noncompliances;
The information is generic or
excessive

Overprocessing;
Overproduction

7 Repeated pointing to outdated
items

Lack of work procedures and
routines;
Lack of alert system

Overproduction

8 Noncompliances not treated by
the federative entity

Lack of control to overcome
noncompliances;
Federated entities are not
concerned with resolving the
identified noncompliances

Inventory

5 Tool for Collecting Restrictions and Noncompliances

A new tool for collecting information is proposed to make it more quantitative and
less descriptive, thus facilitating the technician’s analysis at the FNDE. In addition,
it is necessary to define which nonconformities are likely to be overcome without
the need for technical analysis.

For this, the risk matrix from Eye [23] is used where for each stage of the work,
nonconformities are classified according to their severity index. In his research, Eye
identified the impact and probability of each occurrence, classifying them according
to the criteria of functionality, quality, performance, and safety. The product between
the impact of an occurrence and its probability generates a severity index and, finally,
a priority classification.
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Fig. 4 Sample of part of the proposed checklist for roof tile quality control (in Portuguese)

Based on the FNDE Risk Matrix [24] and on the survey of the historical data on
restrictions and nonconformities described in item 4.2, a new data collection tool
was proposed in which nonconformities classified as low priority are automatically
overcome by the system without the need for analysis by the FNDE technician. A
sample of part of this data collection tool, related to roof tiles, can be seen in Fig. 4.

6 Discussion and Results

Based on the data collection described in item 4.2 and classified in Table 2, it is
observed that the highest number of occurrences is in the disciplines of architecture
and structure, corresponding to 72.47% of the total occurrences.

Using the 5 W technique, it was possible to identify two main causes of the
occurrences, Fig. 2 shows the lack of standardized procedures and the need for
greater guidance and control by the FNDE.

In addition, as shown inTable 3, the problems generated by these causes are related
to their waste. It is possible to observe that the majority of the waste is concentrated
in processing (excess review due to lack of standardization) and overproduction
(excessive information production).

Given this information, a new procedure for the collection of data on restrictions
and nonconformities during the monitoring of the works was presented in item 5.

With the new tool in their hands, FNDE technicians go into the field and perform
inspections. The works that are inspected by supervisory companies in the last ten
days using the current method are used to compare the results. For the survey, 15
workswere inspected. The inspection includedworks that were close to the following
execution percentages: 15, 30, 50, 75 and 95%.
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Table 4 Classification of occurrences by project discipline, current collection system and new
collection tool

It. Design disci-
plines 

Current collection system New collection tool % 

Not per-
formed 

Performed 
in noncom-
pliance 

Total I1 I2 I3 R Total 

1.0 Architecture 152 86 101 47 21 15 18 101 54,89 
2.0 Structure 3 32 35 5 5 8 17 35 19,02 

3.0 Hydraulic Sys-
tems

3.1 Storm Water 2 8 10 2 3 2 3 10 5,43 
3.2 Sanitary Sewer 1 2 3 2 1 3 1,63 
3.3 Cold Water 1 5 6 2 1 2 1 6 3,26 
3.4 Fire Protection 3 3 1 2 3 1,63 

4.0 Electrical Sys-
tems

4.1 Lighting Protec-
tion 2 5 7 1 3 2 1 7 3,80 

4.2 Power System 1 3 4 1 2 1 4 2,17 
4.3 Communication 2 2 2 2 1,09 
5.0 Mechanics 
5.1 GLP 3 2 5 2 2 1 5 2,72 
5.2 Ventilation 1 3 4 2 1 1 4 2,17 
5.3 Air-Conditioning 2 2 4 2 2 4 2,17 

Total 31 153 184 67 38 38 41 184 100 

Of theworks inspected, 184 nonconformitieswere found.According to the current
collection systemand using the proposed checklist, the nonconformities are classified
as shown in Table 4.

Based on the verified works, it was found that in the current report, the FNDE
technicians should verify 184 notes made. In the proposed procedure, the same 184
notes were identified, but only 117 should be analyzed by the technicians since the
67 notes classified as I1—low priority—are automatically overcome by the system.

Additionally, the organization of the new checklist by the criteria of functionality,
quality, performance and safety, as shown in Fig. 4, provides a better categorization
of nonconformities. Through this classification, new improvements can be mapped
and implemented.

It is observed that the highest number of occurrences remains concentrated in
the disciplines of architecture and structure, corresponding to 73.91% of the total
occurrences, which indicates that these should be mapped and improvements should
be implemented.

To assess the effectiveness of the checklist application, an unstructured interview
was conducted with the FNDE technicians who performed the survey. In this discus-
sion environment, the technicians approved the implementation of the new checklist
and asked for improvements in the inspection route to optimize the inspection time.
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7 Conclusion

In this research, waste of overprocessing and overproduction was identified in the
current procedure for monitoringworks.With the new tool, it was possible to observe
a 36% reduction in the volume of nonconformities to be analyzed by the FNDE
technicians, which indicates the elimination of the identified waste.

Considering the 62,115 occurrences presented in Table 2, this represents 22,361
occurrences that do not need to be analyzed at the FNDE office.

Roughly estimating that a technician takes an average of 10 min to analyze each
occurrence, this represents savings of 3,726.9 man-hours, or 426.9 work days at the
office.

This tool is suggested for new works in addition to the analysis of results with
the full implementation of the process redesign and the checklist proposed here. The
same procedure can be used to improve other important processes, such as technical
analysis and accountability processes.
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