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Preface

Optimization is an important and decisive activity in science and engineering.
Engineers will be able to produce better designs when they can save time and
decrease the problem complexity with optimization methods. Many engineering
optimization problems are naturally more complex and difficult to solve by con-
ventional optimization methods such as dynamic programming. In recent years,
more attention has been paid to innovative methods derived from the nature that is
inspired by the social or the natural systems, which have yielded very good results
in solving complex optimization problems. Metaheuristic algorithms are a type of
random algorithm which is used to find the optimal solutions. Metaheuristic
algorithms are able to find good (near-optimal) solutions for complicated opti-
mization problems in a short time. Metaheuristics are one of the approximate types
of optimization algorithms that can better escape from the local optimum points and
can be used in a wide range of problems in engineering.

Recently, several categories of metaheuristic algorithms have been developed.
To date, there has been no clear and comprehensive definition of the term meta-
heuristic, and various definitions have been proposed for this term. But in short, the
main characteristics of metaheuristic methods can be expressed as follows:

• The main purpose of these methods is to effectively and efficiently search for the
solution space instead of simply finding the optimal or near-optimal solutions.

• Metaheuristic algorithms are policies and strategies that guide the search
process.

• Metaheuristic algorithms give approximate and often random solutions.
• These methods may use mechanisms to prevent the search process from being

trapped in local optimizations.
• Metaheuristic algorithms are not dependent on the type of problem; in other

words, they can be used to solve a wide range of optimization problems.

v



In short, it can be said that metaheuristic algorithms are advanced and general
search strategies and suggest steps and criteria that are very effective in escaping
from the trap of local optimizations. Therefore, the main contribution of this book is
to indicate the advantages and importance of metaheuristics in computer and
electrical engineering applications.

Tafresh, Iran Navid Razmjooy
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Preface

Navid Razmjooy

Abstract Meta-heuristics are one of the most significant decision-making methods
concerning especially in the fields of computer and electrical engineering. Most of
the real-world optimizations are highly multimodal and nonlinear, under various
complex constraints. Different objectives are often conflicting. Even for a single
objective, sometimes, optimal solutions may not exist at all. In general, finding an
optimal solution or even sub-optimal solutions is not an easy task.

Keywords Optimization ·Meta-heuristics · Bio-inspired algorithms · Computer
and electrical systems

Optimization techniques are one of the most important decision-making areas
concerning industrial, economics, business, and financial systems. Most real-
world optimizations are highly multimodal and nonlinear, under various complex
constraints. Different objectives are often conflicting. Even for a single objective,
sometimes, optimal solutions may not exist at all. In general, finding an optimal
solution or even sub-optimal solutions is not an easy task. Metaheuristic methods
are a crucial aspect of any complex algorithm, and a very active area of research is
the design of nature-inspired metaheuristics. Many recent metaheuristics, especially
evolutionary algorithms, are inspired by natural systems to solve complex engi-
neering problems in a reasonable amount of time. Computer and electrical systems
analysis and operation are no exception to this.Whoever has implemented a complex
engineering system, knows well that the selection of the initial guess and the conver-
gence criterion are based on heuristics. The objective of the book is to explore the
emergingmeta-heuristics optimization algorithms andmethods in computer and elec-
trical engineering applications. The prospective audience of the book is engineers,
researchers, scientists, as well as industrialists. Chapters 1–15 are each devoted
to a separate algorithm—and they each start with a brief literature review of the
development of the algorithm, and then explain how it has been used for a real-life
problem.

N. Razmjooy (B)
Tafresh, Iran
e-mail: navid.razmjooy@tafreshu.ac.ir

© Springer Nature Switzerland AG 2021
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Jaya Algorithm and Applications:
A Comprehensive Review

Essam H. Houssein, Ahmed G. Gad, and Yaser M. Wazery

Abstract All the population-based optimization algorithms are probabilistic algo-
rithms and require only a few control parameters including number of candidates,
number of iterations, elite size, etc. Besides these control parameters, algorithm-
specific control parameters are required by different algorithms. Either the compu-
tational effort is increased or the local optimal solution is yielded as a result of the
improper tuning of algorithm-specific parameters. Thus, the algorithm which works
without any algorithm-specific parameters such as JayaAlgorithm (JA) iswidespread
among the optimization applications and researchers. JA can be easily implemented
based on not having to tune any algorithm-specific parameters. In order to prove
that JA could be applied to every problem arising in practice, this study presents a
comprehensive review of the advances with JA and its variants. On the other hand,
the performance of JA was evaluated to solve the Himmelblau function against five
well-known optimization algorithms. Therefore, this study is expected to highlight
the JA’s capabilities and performances especially for those researchers who are eager
to explore the algorithm.

Keywords Population-based optimization algorithms · Jaya algorithm ·
Himmelblau function · Optimization · Algorithm-specific parameters

1 Introduction

Optimization methods aims to find the maximum or minimum optimal value for a
given function. To optimize a function, it must have its own behavior, domain, and a
specific number of variables, named design variables. Indeed, some functions with
local minima can lead to the difficulty of obtaining an absolute optimal value [1–3].

E. H. Houssein (B) · Y. M. Wazery
Faculty of Computers and Information, Minia University, Minia, Egypt
e-mail: essam.halim@mu.edu.eg

A. G. Gad
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Deterministic and heuristic approaches are the two main categories of optimization
methods. A function’s analytical properties are exploited in deterministic approaches
[4]. Obtaining the global optimum may become a very complex task in non-convex
or large-scale optimization problems [5, 6]. Therefore, heuristic approaches should
be used due to their flexibility and efficiency over deterministic ones as well as the
high ability to reduce the total computational time required to determine the optimum
[7, 8].

Recently,metaheuristic optimizationmethods aremainly inspired by the evolution
theory or a swarm behavior. Parameter-tuning like number of iterations, population
size, elite size, etc. is required by all evolutionary or swarm-based algorithms. More-
over, various algorithmsmay need tuning of their own algorithm-specific parameters.
The improper tuning of these parameters may adversely affect the performance of
these algorithms. Tuning the number of iterations and population size is also required
[9, 10].

Over the past few years, different metaheuristic optimization algorithms [11] have
been used in several approaches, such as the Particle Swarm Optimization (PSO)
[12], Genetic Algorithm (GA) [13], Artificial Bee Colony (ABC) algorithm [14],
Bat Algorithm (BA) [15], Differential Evolution (DE) [16], Whale Optimization
Algorithm (WOA) [17], Elephant Herding Optimization (EHO) [18], Grasshopper
Optimization Algorithm (GOA) [19], Harris Hawk Optimizer (HHO) [20–22], and
Henry gas solubility optimization [23, 24]. These algorithms have achieved a high
performance by effectively optimizing the system parameters. However, the com-
putational cost optimization of metaheuristic algorithms is still an ongoing research
point that needs further improvement in many areas.

A recently developed algorithm called Jaya, first proposed by Rao [25], takes the
advantage of simplicity and ease to apply in addition to not requiring any algorithm-
specific control parameters. As a result, it has been successfully adapted to solve
benchmark global optimization functions, power flow problems [26] as well as trav-
elling salesman’s problem.

Being parameter-less is the major feature of the JA. Due to this single attribute, a
userwill not needparameter-tuning to get acceptable output.However, controlling the
algorithm-specific control parameters of JA does not look easy. For example, it was
found that tuning the parameters in each iteration is not easy and time-consuming
[27]. Furthermore, because JA is a newly developed algorithm, it is limited in its
application. It stays to be perceived how the algorithm contributes to diverse fields
of research [28].

Jaya is a population-based heuristic algorithm that operates similarly to other
optimization techniques [29, 30]. The foremost goal of this study is to introduce an
updated review of research of JA hybridization, improved, and variants. Also, this
review determines the ability of JA to competitively solve the Himmelblau function
as compared to other five different optimization algorithms. Detailed and compre-
hensive comparisons can be carried out using this test suite because of the huge
amount of data available in literature. To improve the convergence rate, the original
JA formulation is exploited to reduce the number of iterative evaluations required in
the optimization.
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The results of the JA are found competitive to the best solutions available in other
cutting-edge metaheuristic computational methods including variants of BA, GA,
DE, PSO, And CS according to their efficient optimization task. The performance
of JA is investigated in terms of minimum weight, standard deviation and num-
ber of iterative evaluations required in the optimization process. Over independent
optimization runs, a statistical analysis shows superior convergence of the proposed
algorithm in terms of the average, best, worst optimized weights and correspond-
ing standard deviations. With no shadow of doubt, results proved the robustness,
efficiency, and reliability of the JA as compared to other metaheuristic methods.

The rest of the paper is organized as follows: an overview of JA variants in various
fields of engineering optimization is presented in Sect. 3. The structure of JA is
generally described in Sect. 2. Experiments and corresponding results are discussed
in Sect. 4. Finally, Sect. 5 concludes this review.

2 Jaya Algorithm (JA)

For the purpose of solving constrained andunconstrainedoptimization problems,Rao
has developed a novel swarm-based heuristic; Jaya algorithm [31]. Jaya is a Sanskrit
word meaning “Victory”. The algorithm is working based on that the searching
agents or the particles continuously attempt to get closer to the target (i.e., victory)
by keeping away from the worst solution (i.e., failures) in each iteration. Depending
on this mechanism, the searching agent updates basically its position by keeping
only the best position as well as precisely ignoring all worst positions [25]. Hence, by
updating all candidates of JA in each iteration, all solutions resulting from iteration are
higher than the previous worst solution. In JA, every proposed solution or searching
agent is known as a particle (X j,k,i ), every particle is seeking the most effective
solution (JBest ) and keeps away from the worst solution (JWorst ) of the objective or
cost function (J ), in the search area. Figure 1 shows the flowchart of the JA.

This is achieved to optimize the objective function (J ), supposing ‘n’ of candidates
(i.e., k = 1, 2, ..., n) and ‘m’ of design variables or generators (i.e., j = 1, 2, ...,m).
The positions of the particles are mathematically updated as (1) [25]:

X ′
j,k,i = X j,k,i + r1, j,i (X j,best,i − |X j,k,i |) − r2, j,i (X j,worst,i − |X j,k,i |) (1)

where, X j,k,i represents j th variable for the kth candidate during the i th iteration.
r1, j,i and r2, j,i are random numbers with values in the range [0, 1]. The best andworst
candidate values are X j,best,i and X j,worst,i , respectively. X ′

j,k,i are the new value of
X j,k,i . X ′

j,k,i value is kept if it returns the best fitness value compared to X j,k,i . At the
end of each iteration, the cost function values are maintained, and the next iteration
considers these values as input for computation until the optimal solution is obtained.

The pseudocode of JA, outlined in Algorithm 1, is simple to understand.
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Fig. 1 JA flowchart

3 Variants of Jaya Algorithm

Teaching Learning Based Optimization (TLBO), a powerful heuristic algorithm that
is free from algorithm-specific parameters, was introduced by Rao et al. [32]. Opti-
mization researchers have widely used the TLBO algorithm because of its effective-
ness and wide popularity [33, 34]. In [35], mathematical models were optimized
by Rao et al. optimized in terms of input-output process parameters of die cast-
ing, continuous casting, and squeeze casting processes using the recently developed
TLBO algorithm. The TLBO algorithm has achieved a big success that led to another
parameter-less algorithm that has been very recently presented by Rao [25]. How-
ever, the newly presented algorithm is mono-phase and affordable to apply. The new
algorithm is defined as Jaya, and a range of constrained and unconstrained benchmark
functions has been effectively solved using it [25]. All the case studies considered in
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Algorithm 1 JA pseudo code.
Input:

n – Population size or number of candidates
m – Number of design variables or generators
Z – Maximum number of iterations
X – Population

Output:
JBest or Jmin – Best solution of the cost or fitness function (J )
JWorst – Worst solution of the objective or fitness function (J )
Xbest – Best candidate of the fitness function
Xworst – Worst candidate of the fitness function

1: Start
2: for k := 1 to n do � (i.e., population size)
3: for j := 1 to m do � (i.e., design variables)
4: Initialize population (Xi,k )
5: end for
6: end for
7: Evaluate Xbest,1 and Xworst,1 � (Based on the solution of the fitness function)
8: Set i = 1 � (Initialize iteration number)
9: while maximum number of iterations (Z ) is not met do
10: for k := 1 to n do � (i.e., population size)
11: for j := 1 to m do � (i.e., design variables)
12: Set r1, j,i = a random number from [0, 1]
13: Set r2, j,i = a random number from [0, 1]
14: Update Eq. 1
15: end for
16: if solution X ′

j,k,i is better than X j,k,i then � (Based on the solution of the fitness
function)

17: Set X j,k,i+1 = X ′
j,k,i

18: else
19: Set X j,k,i+1 = X j,k,i
20: end if
21: end for
22: Set i = i + 1
23: Update Xbest,1 and Xworst,1
24: end while � maximum iterations or termination criterion satisfied
25: End

diverse casting processes has proven the higher convergence speed of JA as compared
to the TLBO algorithm [36].

The literature is rich enough in addressing variety methods of JA. Generally,
the optimal solution of the search optimization problems is obtained by tuning the
system parameters in the flexible intelligence algorithms [36–39]. Both usual non-
linearity and non-differentiability of practical systems (i.e., power system, aerospace,
robotics, etc.,) make them highly complex [38–40]. In these scenarios, to boost the
performance of searching and obtaining the optimal solution, the researchers have
utilized algorithm-specified parameters in the optimization algorithms. The inertia
weight parameter in PSO [41] and temperature parameter in simulated annealing [42]
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are such few examples. In complex problems, the absence of tuning the algorithm-
specific parameters may cause JA not to converge faster.

Rao et al. [43] developed Multi-Objective Jaya (MO-Jaya) algorithm that: (1)
does not need the algorithm-specific parameters to be tuned by the user, and (2)
is implemented simply since, in single phase, a single equation is used to update
the solutions with low computational cost. To give a high convergence speed to
MO-Jaya, simultaneously, the best and worst solutions are considered in the current
population to avoid trapping into local optima. Based on the fact that the solutions
are relationally non-dominant and with the aid of the ranking mechanism, MO-Jaya
algorithm guides the search process towards the Pareto-optimal set and maintains
the good solutions in every generation. Accordingly, the process engineer can use
the Pareto-efficient solutions provided by MO-Jaya algorithm as ready reference in
order to set the optimal levels of parameter values for best performance of electro-
discharge machining, micro-electro-discharge machining, and plasma arc machining
processes with sustainability.

To solve the Large-scale Urban Traffic Light Scheduling Problem (LUTLSP),
Gao et al. [44] proposed a centralized Mixed Integer Linear Programming (MILP)
formulation. For all vehicles, the aim was to minimize the total delay time of the
network-wise in a time window.A hybrid of three algorithms, including Water Cycle
Algorithm (WCA), Harmony Search (HS), and JA was successfully utilized to solve
the LUTLSP in real time. In experiments with real data in Singapore, the reported
optimizers were used to solve 11 cases with different numbers of intersections. In
order to optimally solve the LUTLSPNew discretization, strategies and improve-
ments in terms of the search mechanism were proposed and applied to the WCA and
the native JA.

In the field of electrical engineering, Singh et al. [45] used a two-area inter-
connected power system to build a Jaya-based controller for Automatic Generation
Control (AGC). The controller was designed based on three different design objec-
tives; tie-line power, the settling times of deviations in frequencies, and Area Control
Errors (ACEs); Integral TimeMultipliedAbsolute Error (ITAE), and peak overshoots
of the deviations of the frequencies. To form a single objective problem, these dif-
ferent objectives were combined using a decision-making tool known as Analytic
Hierarchy Process (AHP). To test the superiority of the proposed controller, it was
compared with five other controllers in consideration of different algorithms. The
robustness of the proposed controller was established based on five diverse cases
of different sets of disturbances ranging from light load to heavy load changes in
the areas. Based on a comparative statistical analysis, the numerical results showed
the effectiveness and superiority of the proposed controller compared to others. For
an AGC problem, the superior nature of the proposed controller was affirmed under
different cases based on the deviations in the frequencies of the areas illustrated by
the time-domain simulations.

In [46], a novel Elite Opposition-based (EO) Jaya algorithm was presented by
Wang et al. for estimating model parameters of photovoltaic (PV) cells. The EO-
Jaya algorithm, similar to the generic JA, was free of algorithm-specific parameters.
For different PVmodels, to steadily and accurately estimate their parameters, another
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Improved Jaya (I-Jaya) algorithm was proposed by Yu et al. [47]. In I-Jaya, a self-
adaptive weight is utilized by the search process to adjust the tendency of avoiding
the worst solution and approaching the best solution. The algorithm uses this weight
to early approach the potential search region and later implement the local search.
On the other hand, to efficiently solve the Maximum Power Point Tracking (MPPT)
problem of PV systems, another novel model-free solution algorithm named as the
natural cubic spline guided Jaya (S-Jaya) algorithm, was proposed by Huang et al.
[48] under partial shading conditions. Comprehensive simulation experiments and
studies were conducted to validate the feasibility and effectiveness of the proposed
MPPT method. MPPT using the generic JA, MPPT using the S-Jaya algorithm, and
well-tuned PSO algorithm performances were compared. Based on the results of
the overall tracking efficiency, the convergence speed, and the oscillations in the
convergence, the S-Jaya algorithm outperformed benchmarking algorithms. Thus,
this finding supports that the proposed S-Jaya algorithm can be used more effectively
and efficiently to track the global MPP (GMPP).

Rao et al. [49] proposed a Self-Adaptive Multi-Population Jaya (SAMP-Jaya)
algorithm. To test and validate the performance of the proposed algorithm, the com-
putational complex problems of the Congress on Evolutionary Computation (CEC)
2015 in addition to constrained and unconstrained benchmark functions were used.
To find the average rank of the algorithm, the Friedman rank test was used, and it was
observed that the other algorithms were located after the proposed approach. More-
over, the proposed method was used to optimize the design problem of a Plate-Fin
Heat Exchanger (PFHE). The search mechanism of the JA was upgraded using the
proposed method with the help of multi-population scheme which depends on the
strength of change in solution to adaptively divide the population into number of sub-
populations. An easy integration can be made between this multi-population-based
scheme and advanced optimization algorithms that is based on single population. As
compared to the recently reported optimization methods of the benchmark functions,
the experimental results achieved by the SAMP-Jaya for the same problems ensured
good agreement. Using the proposed approach, the number of entropy generation
units of the PFHE ha been reduced by by 39.17, 27.49, and 8.11% compared to GA,
PSO, and CS. Similar to the native Jaya, the SAMP-Jaya algorithm is simple and
easy to implement, and it does not require any algorithmic-specific parameters to be
tuned. Therefore, the complicated engineering optimization problems with a number
of design parameters can be solved by SAMP-Jaya.

To solve diverseMulti-ObjectiveOptimal Power Flow (MOOPF) problems,Warid
et al. [50] proposed two novel Jaya-based methods; Modified Jaya (MJaya) and
Quasi-Oppositional Modified Jaya (QOM-Jaya) algorithms. The IEEE 30-bus sys-
temwas used to investigate the effectiveness of the suggested approaches. The results
revealed the potential and applicability of the proposed algorithms to solve different
MOOPF problems. To measure the reliability of the proposed algorithms in solving
the MOOPF problem, a comparison has been held between the solutions obtained
by the considered multi-objective optimization cases and those from other heuristic
optimization algorithms in the literature. The proposed MJaya and QOM-Jaya algo-
rithms has proved distinction and outperformance over diverse aforesaid algorithms
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in producing better well-distributed Pareto optimum fronts and optimal solutions.
Furthermore, the proposed QOM-Jaya algorithm ensured faster convergence to the
global Pareto set than did the MJaya and the considered well-known Neighborhood
Knowledge-basedEvolutionaryAlgorithm (NKEA).Hence, the proposedMJaya and
QOM-Jaya algorithms represent fast, trustworthy, and efficient optimization tools to
solve many MOOPF problems. In practical power systems, the MOOPF problems
can be solved reliably using the proposed QOM-Jaya algorithm in terms of fast
convergence and best solution.

Over the few last years, variants to the JA have been proposed, contributing in
reaching the scientific application areas. In [51], Jaya and Quasi-Oppositional Jaya
(QO-Jaya) algorithms were used to solve optimization problems of Gas Tungsten
ArcWelding (GTAW), Friction StirWelding (FSW), ElectronBeamWelding (EBW),
andSubmergedArcWelding (SAW)processes.Different case studies of optimization
were discussed separately and the results of generic Jaya and QO-Jaya algorithms
were compared to those obtained by other popular optimization algorithms such as
TLBO, SA, and GA. As compared to JA, the use of quasi oppositional-based concept
contributed in a higher convergence speed of QO-Jaya algorithm. However, the QO-
Jaya algorithm required slightly higher computational time than the JA. The Jaya
and QO-Jaya algorithms may be implemented to solve the optimization problems of
other joining processes such as tungsten inert gas welding, laser welding, shielded
metal arc welding, and flux-cored arc welding.

As a matter of urgency, heat flux from electronic devices need to be dissipated,
so Rao et al. [52] tried to optimize the dimensions of Micro-Channel Heat Sink
(MCHS) with using JA. MCHSwas presented in two case studies in order to validate
the performance of JA with TLBO and hybrid Multi-Objective Evolutionary (MOE)
algorithms. Both the case studies considered pumping power and thermal resistance
as the objective functions. Case study 1 expressed design variables in micro-channel
depth, width, and fin width, while case study 2 expressed design variables in micro-
channel depth, width at bottom and top, and finwidth. In case study 1, It was observed
that the JA competes the TLBO algorithm in terms of equal or better optimal results,
and competes the hybrid MOE algorithm in terms of better results. In case study 2,
JA obtained better optimal results than those obtained by TLBO and hybrid MOE
algorithms. In case study 2, the JA has outperformed the TLBO algorithm. Also, JA
obtained better Pareto optimal solutions than those obtained by TLBO and hybrid
MOE algorithms.

In [53], the elitist version of JA (EJA)was proposed byRao et al. for the purpose of
optimizing the design of the shell-and-tube heat exchangers. Three constrained multi
variable heat exchanger design problems were used to investigate the performance of
EJA aiming to minimize the total annual cost. Different combinations of commonly
used control parameters (e.g., elite size, population size, and number of iterations)
were considered to study their influence on JA.

In [54], Rao et al. presented four case studies for optimization of particular thermal
devices viz; honeycomb heat sink, cooling tower, thermo-acoustic prime mover, and
heat pipe. The case studies demonstrated that the selected thermal devices can be opti-
mally designed by the application of the Jaya and self-adaptive Jaya algorithms. The
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Jaya and self-adaptive Jaya algorithms has achieved results that were compared to
those obtained by Grenade Explosion Method (GEM), Niched Pareto Genetic Algo-
rithm (NPGA), Multi-Objective Genetic Algorithm (MOGA) technique for honey-
comb heat sink, Leap-Frog Optimization Program with Constraints (LFOPC) tech-
nique for cooling tower, Response Surface Method (RSM) techniques for thermo-
acoustic primemover, and TLBO techniques for heat pipe. The convergence behavior
of the self-adaptive JA was found more efficient and closer to the global solution as
compared to the generic Jaya and aforesaid algorithms. The function evaluations and
the computational time proved the superiority of the self-adaptive Jaya algorithm
over other optimization algorithms. Also, the design of other thermal devices may
be conveniently optimized using the Jaya and self-adaptive Jaya algorithms. Fur-
thermore, various optimization applications like power optimization of micro-scale
power devices, structural optimization, data clustering, etc. may exploit the proposed
algorithms.

Wang et al. [55] developed an improved system to recognize facial emotion over
human images. The chosen algorithm is a hybrid of Stationary Wavelet Transform
(SWT) entropy used to extract features, single hidden layer Feed-forward Neural
Network (FNN) used as a classifier, and JA that has little requirement over hyper-
parameters and has higher ability of recognition than other popular methods in the
literature which can ensure the classifier training to converge, and not to fall into
local optimum points.

Based on the fact that reducing maintenance costs and prolonging the service life
can be achieved using early damage detection strategy, Du et al. [56] extended the JA
to solve the damage identification optimization problem in order to ensure the safety
and serviceability conditions of existing structures. To define the damage assessment,
the Multiple Damage Location Assurance Criterion (MDLAC) was combined with
criteria based on the difference between the flexibility matrices of both test models
and intact model to formulate the objective function, then, consecutively, the opti-
mization problemwas solved. Single and multiple damage scenarios of three various
structures are numerically considered to evaluate the performance of the proposed
damage identification method. Compared to two other objective functions under the
accuracy of detecting the degree and location of damage, the higher effectiveness of
the proposed hybrid objective function was clear. In spite of the robustness and effi-
ciency of the numerical simulations of the proposed method in assessing structural
damage, it should be pointed out that the study could not cover some aspects of the
method due to both the improper noise simulation of real conditions and the simplic-
ity of the structural damage model. Therefore, using crack model as an example of
complex damage models needs further investigation to examine if the proposed JA
is generally applicable.

Since Carbon Fiber-Reinforced Polymer (CFRP) composites are widespread in
application, mostly in defense, aerospace, and automotive industries, Abhishek et
al. [57] focused on the optimization of the characteristics of machining performance
(i.e. surface roughness, resultant cutting force, and material removal rate) on trying
to turn the CFRP (epoxy) composites. To determine the combinations of the process
parameters, an L9 orthogonal array design was adapted for experimentation to get
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performance ofmultiple characteristics with no need of higher number of experimen-
tal runs as compared to the experiment in full factorial design. Multi-responses were
adaptively summarized as an equivalent single response called Multi-Performance
Characteristic Index (MPCI) using Fuzzy Inference System (FIS). MPCI was imple-
mented in a nonlinear regression model that has been considered as fitness function
for optimization using GA, TLBO, Jaya as well as Imperialist Competitive Algo-
rithm (ICA) algorithms. It was observed that the results provided by JA are reliable
and computed in less time and efforts. The effectiveness of Jaya was also validated
against the TLBO algorithm, and proved similar results. This aims at the possible
application of the proposed optimization method (in combination with JA, nonlin-
ear regression, and FIS) which could well be exploited to control the quality of any
process/product offline.

For the first time ever, Degertekin et al. [58] applied the JA to topology layout, and
sizing design of truss structures. In structural optimization literature, new optimiza-
tion algorithms are commonly evaluated based on the benchmark examples of truss
design problems. JA was validated on three sizing-layout problems having 81 design
variables, aswell as three sizing problems including an average-scale structure having
29 design variables and 200 elements, a fairly large-scale structure having a 942-bar
tower optimized with 59 design variables, and a large-scale structure having a 1938-
bar tower optimized with 204 design variables. Also, Using discrete sizing/layout
variables to optimize the topology was developed. For almost all design examples,
JA got the best design or was one of the best algorithms indicated in literature with
a tiny weight penalty with respect to the global optimum.

In a new creative contribution, Zhang et al. [59] developed a system for Tea-
Category Identification (TCI) to process images captured by a 3 Charge-Coupled
Device (CCD) digital camera for the purpose of tea category determination. A novel
image feature called fractional Fourier entropy was utilized, and proved its ability to
effectively extract features from tea images. JA was combined with FNN to produce
a novel classifier called Jaya-FNN that was used in TCI. TCI system used the least
features, and outperformed other seven well-known algorithms in terms of overall
meanwhile, Average Sensitivity Rate (ASR), and TCI system.

In another contribution, an integrated hybridized model comprising Extreme
Learning Machines (ELM) with Jaya, TLBO, DE, and PSO was proposed by Das et
al. to predict in advance exchange rate of USD to EURO and USD to INR data for
1, 3, 5, 7 and 15days and 1month [60]. By comparing the model with Functional
Link Artificial Neural Network (FLANN) and Neural Network (NN) optimized with
Jaya, TLBO, DE, and PSO, it was clearly observed that the model is able to predict
the open price in addition to guiding the investor to invest in Forex market.

Migallón et al. [61] presented efficient parallel proposals of the JA. A hybrid
Message Passing Interface (MPI)/Open Multi-Processing (OpenMP) algorithm was
developed, exploiting inherent parallelism at two levels; upper level based on par-
allel shared memory platforms, and upper level based on distributed shared mem-
ory platforms. Good scalability results were obtained from algorithms, so a huge
number of processes was ideally used by the hybrid algorithm. Parallel JAs were
tested for memory platforms as heterogeneous, shared, and distributed, reaching
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good parallel performance without changing JA behavior. By using 60 processors,
30 unconstrained functions analyzed parallel performance, obtaining an up to 57.6x
speed-up. JA has proven to be applicable in many science and engineering problems.
Recently, to efficiently exploit cluster computing platforms, Migallón et al. [62] pre-
sented another parallel Jaya-based multi-level algorithm, where, the external layer
of the JA is parallelized to exploit distributed-memory architectures (or multipro-
cessors). Moreover, in internal layers, two more levels of parallelization are added
to exploit shared-memory architectures (or multicores). By using up to 120 and 135
processes, the proposed algorithm obtained 84% average efficiency, and the con-
vergence was slightly accelerated with respect to the original JA. Considering that
engineering problems are usually of high computational cost, the proposed algo-
rithms could improve optimization performance by rapidly resolving these problems
using low-power computing platforms, or supercomputing platforms.

4 Experimental Results and Discussion

AMATLAB code has been developed for the meta-heuristic optimization technique
of JA to solve the Himmelblau function [63]. By executing the predefined number of
iterations, this piece of code should output a text file containing three tab-delimited
columns representing the values of design variables x1 and x2 and the objective
function f (x) values respectively. Then, the last line of code in the main function
called ‘Jaya’ uses the output text file as a parameter to call a function that plots the
relation between x1, x2, and f (x) as exhibited in Fig. 2.

Fig. 2 3-D plot of the objective function f (x) with respect to variables x1 and x2
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4.1 Parameter Settings

BA, DE, PSO, GA, CS and Jaya are the algorithms used in our comparative study.
Table 1 illustrates the parameter settings of these algorithms as used on conducting the
experiment. PS and PM with respect to the GA algorithm refer to Parent Selection
and Population Model, respectively. In fact, the GA used the tournament PS of a
size two and an SS population model for tuning the parameters of the simplified
Proportional Integral Derivative (PID) controller, where the two worst solutions are
replaced by the two best offspring solutions.

Because the discussed algorithms are nature-inspired, the same population size of
n = 10 is used and the same generation numbers of MAX_GEN = 10 is employed
in order to test their efficiency. Consecutively, all algorithms terminate when the
maximum number of fitness function evaluations MAX_FE = 100 is reached. To
determine their stochastic nature, each one of the algorithms considered for the
comparison was run 10 times. For each run, the values obtained from fitness function
for both design variable, as well as the mean values, were recorded.

Table 1 Parameter settings of the competitive algorithms

Algorithm Parameters Value

Bat algorithm Q [0.5, 1.5]
β [0, 1]
ri 0.1

Ai 0.9

Differential evolution F 0.9

CR 0.5

Particle swarm optimization C1 1.0

C2 1.0

W 0.729

v [0, 2]
Genetic algorithm Pc 0.8

Pm 0.01

PS T = 2

PM SS

Cuckoo search α 1.0

γ 1.5

pa 0.1

s 1.0

Jaya algorithm r1 [0, 1]
r2 [0, 1]
i 10

n 10
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The performance of the proposed JA in solving the Himmelblau function has been
found out by comparing the results of the popularly known swarm-based algorithms
according to their efficient optimization task. Amongst them, the most popular ones
are BA, DE, PSO, GA, CS.

4.2 Himmelblau Function and Benchmark Functions

Inmathematical optimization, amulti-modal function, calledHimmelblau function is
accustomed to testing the effectiveness of optimization techniques [64]. The function
can be defined by:

f (x, y) = (x2 + y − 11)2 + (x + y2 − 7)2 (2)

The function can be defined on any input domain, but it is usually evaluated on
xi ∈ [ − 6, 6] for i = 1, 2. Its single local maximum is located at x = −0.270845
and y = −0.923039where f (x, y) = 181.617, and four identicalminima are located
locally at:

• f (3.0, 2.0) = 0.0,
• f (−2.805118, 3.131312) = 0.0,
• f (−3.779310,−3.283168) = 0.0,
• f (3.584428,−1.848126) = 0.0.

Analytically, all the minima can be located. However, writing the expressions
in terms of roots makes them somewhat complicated because they are cubic poly-
nomial radicals. David Mautner Himmelblau (1924–2011) introduced the function
that is named after him [64]. Figure 3 illustrates the complete search space for the
Himmelblau function.

ByobservingFig. 4,we can conclude that theHimmelblau’s function is continuous
and not convex. Also, it is multimodal and defined on the 2-D space.

The performance of the proposed JA is tested on 7 well documented bench-
mark functions in the optimization literature including the Himmelblau function.
These functions can be differentiated in terms of characteristics like regularity/non-
regularity, separability/non-separability, unimodality/multimodality, etc. For each
problem, there is difference in the number and ranges of design variables. Table 2
shows the 7 benchmark functions. The results obtained by JA are compared with
those obtained by other optimization algorithms such as BA, DE, PSO, GA, and CS
to validate the performance of the proposed JA. For diverse algorithms considered
in the comparison, The identical function evaluations are maintained to provide a
common platform. Thus, while comparing the performances of JA and other opti-
mization algorithms, the consistency in the comparison is maintained. However, in
general, the algorithm is said to be better as compared to the other algorithms if it
requires a smaller number of function evaluations to converge to the same best solu-
tion. Accordingly, in this study, themaximum number of function evaluations was set
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Fig. 3 Complete search space for the Himmelblau function

Fig. 4 Contour plot of the
Himmelblau’s function
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Table 2 Comparative performance of different benchmark functions
Functions Statistical

values
BA DE PSO GA CS JA

Ackley Best 0.00E+0 0.00E+0 0.00E+0 1.00E+0 0.00E+0 0.00E+0

Worst 0.00E+0 0.00E+0 0.00E+0 0.00E+0 0.00E+0 0.00E+0

Mean 0.00E+0 0.00E+0 0.00E+0 1.45E+01 0.00E+0 0.00E+0

SD 0.00E+0 0.00E+0 0.00E+0 1.41E−06 0.00E+0 0.00E+0

Bohachevsky 1 Best 8.58E−06 9.72E−06 8.75E−06 8.63E−06 9.51E−06 8.44E−06

Worst 8.79E−06 9.53E−06 8.90E−06 8.93E−06 9.35E−06 8.57E−06

Mean 8.58E−06 9.27E−06 8.77E−06 8.60E−06 9.11E−06 8.44E−06

SD 3.80E−08 3.95E−09 3.82E−09 3.83E−08 3.97E−08 3.79E−08

GoldStein–Price Best 7.66E−05 8.38E−05 8.39E−05 7.39E−05 9.16E−05 6.54E−05

Worst 7.17E−05 7.57E−05 7.58E−05 6.58E−05 10.7E−05 6.82E−05

Mean 7.66E−05 8.39E−05 8.40E−05 5.87E+00 9.16E−05 6.54E−05

SD 8.84E−07 0.00E+0 9.20E−07 1.00E+00 9.4E−07 8.75E−07

Langerman 5 Best 3.82E−07 0.00E+0 4.86E−07 3.96E−07 3.86E−07 3.82E−07

Worst 3.82E−07 0.00E+0 4.86E−07 3.96E−07 3.86E−07 3.82E−07

Mean 3.82E−07 0.00E+0 4.86E−07 2.88E−01 3.86E−07 3.82E−07

SD 0.53E−08 0.00E+0 0.51E−08 5.25E−02 0.57E−08 0.51E−08

Michalewicz 2 Best 0.00E+0 0.00E+0 0.00E+0 −1.00E+0 7.22E−07 0.00E+0

Worst 0.00E+0 0.00E+0 0.00E+0 0.00E+0 8.64E−07 0.00E+0

Mean 0.00E+0 0.00E+0 0.00E+0 −1.80E+00 7.22E−07 0.00E+0

SD 0.00E+0 0.00E+0 0.00E+0 0.00E+0 4.59E−08 0.00E+0

Perm Best 6.48E−06 6.62E−06 6.63E−06 6.86E−06 7.22E−06 6.41E−06

Worst 6.53E−06 6.67E−06 6.68E−06 6.88E−06 7.87E−06 6.46E−06

Mean 6.48E−06 6.62E−06 6.63E−06 6.73E−01 7.71E−06 6.41E−06

SD 0.38E−07 0.79E−07 0.39E−07 1.93E−01 0.49E−07 0.34E−07

Himmelblau Best 1.05E−05 6.28E−05 7.43E−06 1.26E−14 0.00E+0 0.00E+0

Worst 3.61E−01 5.37E−05 6.33E−06 1.38E−14 0.00E+0 0.00E+0

Mean 7.45E−02 2.39E−05 4.65E−07 1.17E−13 2.60E−19 0.00E+0

SD 7.45E−02 1.20E−05 1.63E−08 1.93E−01 5.35E−19 0.00E+0

as 500 for each benchmark function to provide a common experimental platform for
the purpose of maintaining the consistency in the comparison of competitive algo-
rithms. Just like other algorithms, suitable population sizes were chosen to execute
the proposed JA 30 times for each benchmark function and for the same number of
runs, the mean results obtained are compared with the other algorithms.

By executing the benchmark functions in Table 2, it was observed that the JA gives
better performance on solving Himmelblau function than other algorithms using the
above-mentioned test functions.

In order for the comparison to be fair, for each function in Table 2, the optimization
problems have been solved using the same number of populations and iterations. For
each algorithm, Table 1 states the values of algorithm-specific parameters. As given
in Table 2, 50 population size and 500 number of iterations are taken to note the
averageminimumvalues (Jmin) in terms of best, worst,mean, and StandardDeviation
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Fig. 5 Convergence characteristics of different algorithms for Bohachevsky-1 function

(SD) values of these functions by performing a total of 30 independent runs for all
algorithms. Table 2 indicates that JA gives converge performance in terms of the
best, worst, mean and SD as compared to BA, DE, PSO, GA, and CS. The bold mark
in Table 2 mentions the minimum values of the aforementioned statistical variables.

Generally, if the optimization algorithm can converge too fast to the optimum
value, then it is said to be effective. For 50 population size, the convergence graph
of Bohachevsky-1, GoldStein–Price, and Himmelblau functions of their minimum
values (Jmin) against the number of evaluations are plotted in Figs. 5, 6, and 7
respectively. Figures 5 and 6 depict that the JA is relatively converging faster as
compared to other above-mentioned algorithms, while Fig. 7 affirms that the JA is
the fastest converge algorithm to solve the Himmelblau function. Moreover, other
benchmark functions tabulated in Table 2 give similar observations.

4.3 Discussion

Fister et al. [38] have implemented the above-mentioned algorithms in MATLAB
and Simulink Student Suite-Release 2014a. The outcomes are compared in terms of
function value, processing time, convergence rate, and better results. For this purpose,
the objective function had been taken as the Himmelblau function, and the different
parameters like number of design variables, population size, max iterations, etc. are
remaining constant.

Table 2 describes a comparative performance of the proposed JA with BA, DE,
PSO, GA, and CS. In comparison with the BA, DE, PSO, GA, and CS, the JA follows
the pliability in information flow by disregarding the biased culture (i.e., considering
only the best and the worst).
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Fig. 6 Convergence characteristics of different algorithms for GoldStein–Price function

Fig. 7 Convergence characteristics of different algorithms for Himmelblau function

For each run, the best obtained fitness values after controlling for both design vari-
ables and corresponding mean values are presented in Table 3. In the ten independent
runs, the statistical values (i.e. minimum, maximum, average, and SD) obtained are
presented under “Total”. bold indicates the best results.

As can be seen from Table 3, there are more or less similarity in the best results for
the observed algorithms according to the maximum fitness value achieved because,
except JA that obtained themaximumfitness value fmax (y) = 0.9887,which is above
the interval, these curve within the interval fmax (y) ∈ [0.9747, 0.9788]. Taking into
account the average values, the JAalso achieved the best results (i.e., f (ȳ) = 0.9652),
while the CS obtained the worst results (i.e., f (ȳ) = 0.9652). The fifth run juts the
main reason for this laid, where the CS obtained the fitness value f (y) = 0.9474.
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Table 3 Comparison of algorithms with regard to fitness

Run Fitness BA DE PSO GA CS JA

1 Variable-1 0.9729 0.9754 0.9816 0.9804 0.9670 0.9310

Variable-2 0.9726 0.9762 0.9846 0.9600 0.9744 0.9802

Mean 0.9727 0.9758 0.9831 0.9702 0.9707 0.9887

2 Variable-1 0.9795 0.9760 0.9445 0.9729 0.9655 0.9765

Variable-2 0.9497 0.9717 0.9810 0.9556 0.9773 0.9643

Mean 0.9646 0.9738 0.9627 0.9642 0.9714 0.9711

3 Variable-1 0.9702 0.9777 0.9710 0.9726 0.9690 0.9732

Variable-2 0.9847 0.9800 0.9893 0.9845 0.9804 0.9643

Mean 0.9775 0.9788 0.9801 0.9786 0.9747 0.9814

4 Variable-1 0.9757 0.9754 0.9736 0.9455 0.9586 0.9765

Variable-2 0.9802 0.9681 0.9918 0.9653 0.9807 0.9643

Mean 0.9780 0.9717 0.9827 0.9554 0.9696 0.9732

5 Variable-1 0.9778 0.9722 0.9742 0.9638 0.9615 0.9712

Variable-2 0.9592 0.9764 0.9750 0.9443 0.9333 0.9462

Mean 0.9685 0.9743 0.9746 0.9540 0.9474 0.9862

6 Variable-1 0.9724 0.9706 0.9686 0.9782 0.9703 0.9712

Variable-2 0.9790 0.9526 0.9798 0.9640 0.9559 0.9462

Mean 0.9757 0.9616 0.9742 0.9711 0.9559 0.9807

7 Variable-1 0.9746 0.9762 0.9805 0.9752 0.9621 0.9832

Variable-2 0.9810 0.9735 0.9668 0.9727 0.9752 0.9772

Mean 0.9778 0.9749 0.9737 0.9740 0.9687 0.9707

8 Variable-1 0.9647 0.9797 0.9665 0.9774 0.9485 0.9532

Variable-2 0.9887 0.9887 0.9865 0.9409 0.9723 0.9772

Mean 0.9767 0.9709 0.9765 0.9765 0.9604 0.9687

9 Variable-1 0.9787 0.9726 0.9748 0.9721 0.9759 0.9251

Variable-2 0.9733 0.9745 0.9805 0.9569 0.9624 0.9503

Mean 0.9760 0.9736 0.9777 0.9645 0.9692 0.9765

10 Variable-1 0.9748 0.9810 0.9706 0.9662 0.9769 0.9632

Variable-2 0.9430 0.9574 0.9651 0.9568 0.9636 0.9042

Mean 0.9589 0.9692 0.9678 0.9615 0.9636 0.9723

Total Min 0.9589 0.9616 0.9627 0.9540 0.9474 0.9687

Max 0.9780 0.9788 0.9831 0.9786 0.9747 0.9887
Avg 0.9726 0.9725 0.9753 0.9653 0.9653 0.9770
SD 0.0066 0.0066 0.0066 0.0081 0.0079 0.0070

Actually, the results of the tuning process have been negatively affected by eliminat-
ing the algorithm local search improvement strategy.

For the ten independent runs, Fig. 8 illustrates graphically the best obtained fitness
values.
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Fig. 8 The best values of various algorithms during the generations

From Fig. 8, it can be concluded that the initial values of the parameters do not
generally judge reliability of results obtained by the observed reactive nature-inspired
algorithms. However, the CS obtained exceptionally the worst result in the fifth run.
Obviously, initial conditions affects performance of this algorithm.Consequently, the
algorithm could fall in local optima due to the poor initial parameters. Exclusively
and at the first iteration, JA has distinctively achieved better results superior to the
other algorithms.

5 Conclusion

This study presented a literature review of the JA. The major aim of this review is to
summarize an overview of JA variants and applications. Also, we proved the wide
application of JA by reviewing applications in clustering, classification, and other
diverse engineering problems. Furthermore, this review investigated the converge
performance of JA in solving the Himmelblau function in terms of the accuracy and
convergence speed parameters as compared toBA,DE, PSO,GA, andCS algorithms.
The choice of JA is based on the fact that, aside being swarm intelligence technique,
and not more than a decade ago, it has proved to be extremely successful. From the
foregoing discussion, it is obvious that the parameter-less Jaya technique has the
advantage of ease of use as juniors can easily solve optimization problems in scien-
tific and engineering fields without having to worry about strict and time-consuming
parameter settings. In short, it was observed that JA gives better significant results
in minimizing the Himmelblau function than the other hugely popular swarm-based
algorithms. In the future, exploitation and improvement of the JA with other opti-
mization algorithms are recommended for further benefits of solving imperative
optimization problems.
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Abstract In the last decades because of the subsequent rise in the prices of fossil
fuels, the application of sustainable energies like solar energy and wind energy has
been increased. A combined energy generation system containing a wind turbine and
photovoltaic system is studied. Such a hybrid system has more efficiency from the
single wind turbine or a single PV array. In this study, the Maximum Power Point
Tracking (MPPT) system is adopted to get the maximum possible power from the
PV array. The control of the pitch angle in the wind turbine is a popular appliance
to adjust the aerodynamic torque of the turbine once the wind speed is superior
to the considered speed ratio. Formally, pitch control systems usually employ a PI
controller which needs a precise mathematical model of the system. Here, a new
applicable optimization algorithm is utilized to optimize the pitch angle controller.
Test and validation studies with the proposed algorithm are compared with GA and
results are presented with a good agreement.
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1 Introduction

In the last decades, renewable energy systems have been increasingly turned into
a popular solution for supplying energy due to technological progressions and due
to lower pollution than fuel-based energy resources [1]. The contribution of renew-
able energies in power generation is about nineteen percent, with sixteen percent of
global final energy consumption; wind and solar energies as new renewable ener-
gies accounted for another 3% and are growing so fast [2]. Wind and photovoltaic
energies are the most accessible resources among other renewable energies [3].

The total energy production by using photovoltaic (PV) modules is an expensive
technical solution which requires a large surface. Furthermore in winter when the
solar potential is low, large storage capacity units can supply the consumers required
electricity.

Using a hybrid structure for the wind turbine and the PV arrays for supplying
the consumption load demand in the distribution system increases the potential of
the system in all the seasons. The hybrid PV/wind systems have high potency to
supply continuous electricity by lessening the energy storage units and hence, it uses
power conversion and control equipmentmore efficiently than either of the individual
sources.

Typically, different methodologies like graphical construction method [4], prob-
abilistic approach [5] and iterative approaches [6] are proposed by the researchers
to have an optimal configuration of the hybrid systems in terms of economic and
technical analysis.

A fundamental scheme for system dynamics control is to partially slow down the
speed change due to involving the large inertia which hardens the speed control of
power converter is highly variable applications. Pitch control is rather fast; so it can
be used in a better case of tuning the power flow; especially when they are close to
the high-speed limit.

The pitch angle control is a popular appliance to tune the aerodynamic torque
of the wind turbine when the speed is superior rated speed. Typically, most of
the conventional pitch control strategies are based on PI controllers [7–10]. Devel-
oping a hard mathematical model is impossible to get high nonlinearity character-
izing the PV-Wind hybrid system. Deterministic methods like generalized reduced
gradient methods and sequential quadratic programming approaches are not flexible
to assimilate the solution for the problem.

For solving and handling a normal modeling problem, a classical algorithm can
be adopted. This is often done by considering several presumptions which are not
easy to adjust in different conditions.

At the same time, we can achieve a simple and operative controller using evolu-
tionary algorithms. Evolutionary algorithms are turning into useful tools. They can
be employed for solving complex and practical problems in different areas and are
improving exponentially.

In this study, the PI controller is utilized to adjust the speed of the rotor and the
electrical power through the generator torque and the collective pitch angle. The
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world cup optimization algorithm is used as an evolutionary algorithm for optimal
control of the variable speed, pitch-regulated PV-Wind system. World cup optimiza-
tion algorithm is a new optimization algorithm that is inspired by the FIFA world
cup competitions. Despite its recent development, it has illustrated successful results
in a number of practical applications like Control of DC motors [11], optimizing
the power system stabilizer [12], solving ordinary differential equations [13], opti-
mization of the neural networks [14] and even image processing applications [15],
etc.

2 System Configuration

Figure 1 shows the general configuration of the presented stand-alone system. The
system includes a PMSGwind generator and a PV array as primary energy resources
and a battery bank as the backup energy resource.AnAC/DCdiode rectifier is utilized
in the output voltage of the wind turbine to connect the wind turbine and the PV array
through a DC-link voltage. MPPT is also utilized to extract the maximum available
power from the wind turbine. The type of battery bank is Lead-Acid. It is employed
to store the energy (in this work battery section is not pending), for regulating the
DC-Bus voltage through a reversible current DC/DC converter and to supply the load
in the hybrid status when low solar radiation conditions and (or) wind speed [16].
The generated energy for both wind source and (or) PV array is transferred from the
DC-Bus to the house load through a DC/AC inverter and filtered by an LC filter.

AC 

DC 

Wind Generator  
Rectifier 

PV array 

DC 
DC 

Battery Bank 

DC 
DC 

AC 
DC 

Inverter  LC Filter 

Boost Converter 

Bidirectional 
Converter 

Optimal Pitch 
angle control 

MPPT 

Load 

Boost Converter 

Fig. 1 Structure of a hybrid Turbine-PV system
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3 Modeling Approach

In this section, the main configuration of the system and its components have been
explained.

3.1 Photovoltaic System

Photovoltaic units (PVs) produce electricity from the sun and are surprisingly simple,
effective, and durable. These components, with no moving components, can start up
the gadgets, recharge batteries, or generate energy for the power grid [17, 18].

An array of solar cells collects energy through the photovoltaic effect (the same
solar generator). It was discovered in 1839 by the French physicist Alexander
D’Becquerel. In this way, PV cells produce electricity from solar photons. Figure 2
shows the main arrangement of a photovoltaic system.

When the sun hits a PV cell, that cell absorbs a number of photons, and the energy
of these photons in the semiconducting material becomes an electron. By acquiring
energy from a photon, an electron can leave its usual position in the semiconductor
atom and become part of the current in an electric circuit [19–21].

A PV cell is a nonlinear device which can be illustrated as a current source in
parallel with a diode [22]. As can be observed from Fig. 3, the photovoltaic cell is
typically modeled by a one-diode electrical equivalent.

Fig. 2 Structure of a photovoltaic system

Fig. 3 Model of a single PV
cell
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The output current source is the difference between the normal diode current (Id)
and the photocurrent (IPV ) and is directly proportional to the light falling on the cell
[23].

Real PV cell includes the connection of parallel and series interior resistance,
namely Rp and Rs that is formulated as follows:

I = Ipv − Id = Ipv − I0

[
exp

(
V + Rs × I

m × K × Tc

)
− 1

]
(1)

In the above equation Tc, m, and K are temperature, the Boltzmann’s constant
(1.3806503 e−23 J K−1), and the diode quality constant, respectively, I is the output
PV current, Vt is a thermal voltage of array, V is the output PV voltage, and Ipv is
the current that is generated by the incident light (which is directly proportional to
the Sun irradiation) [24]. Ipv can be described as follows:

Ipv = (Ipvn + Ki�t)
G

Gn
(2)

where, Ipvn is the generated current from the light at the nominal condition, Gn is
the integral of the spectral irradiance extended to all wavelengths of interest and is
equal to 1000 Wm−2 [25], and I0 is the diode saturation current as follows:

I0 = Isc+K i×�t

exp( Voc+K v×�t
a×Vt

)
(3)

where, a is the diode ideality constant.
In this research, the BP340 PV data-sheet is utilized. Table 1 illustrates the

parameters of this datasheet.

Table 1 The parameters of BP340 PV module

Parameter Variable Value

Voltage at Pmax Vmpp 17.3 V

Short-circuit current ISC 2.54 A

Open-circuit voltage VOC 21.8 V

Temperature coefficient of open-circuit voltage Kv −(80 ± 10) mV/°C

Maximum power Pmpp 40 W

Current at Pmax Impp 2.31 A

The temperature coefficient of short-circuit current Ki (0.065 ± 0.015)%/°C
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3.1.1 Maximum Power Point Tracking (MPPT) Algorithm

The power output of a PV cell changes with revolves in the direction of the sun,
with solar insulation level and with temperature variation as shown in the Fig. 4
[26]. As can be seen in the PV (power vs. voltage) curve of the module there is
a single maximum of the power; i.e. there is just a peak power corresponding to
a particular voltage and current. The efficiency of the solar PV module is low and
about 13%; therefore, a maximum power point tracker (MPPT) is used to extract
the maximum power from the solar PV module and transferring that power to the
load. The maximum power point tracker (MPPT) algorithm is now customary in
grid-tied photovoltaic power systems and is growing as a more popular in hybrid
systems. Figure 4 shows the nominal P-V and I-V curves of a nominal PV module.

MPPT includes a high-frequency switch-mode DC/DC converter and a controller
interconnecting a PV power source and a load that maximizes the power output from
a PV module or array with different operating conditions and therefore maximizes
the system energy efficiency [27].

Typically, if an MPPT installs in a hybrid system, voltage mismatches get low
and losses are kept to a minimum due to conversion. Albeit, the capacity of MPPT
is installer dependent and can develop operation even though costs are increased
through the MPPT purchase. From Eqs. (4) and (5) and regarding that step-down
converter is used; the resistance corresponding to the peak powerpoint can be
achieved by changing the duty cycle.

Vo = D × Vi (4)

Ro = D2 × Ri (5)

where, Vo describes the output voltage, D is the duty cycle, Vi determines the
input voltage, and Ri and Ro are the input and the output impedances, respectively.

Fig. 4 The nominal PV module characteristic curves a I-V curve, and b P–V curve
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Fig. 5 Change in the module characteristics due to change in insulation (a, b), and level the change
in temperature (c, d)

There are several algorithms that have been proposed to adjust the duty cycle
to achieve peak power. In this research, the sources Perturb and observe (P and O)
method based on the MPPT search algorithm is employed. From Fig. 5, the P and
O algorithm modifies the operating voltage or current of the photovoltaic panel until
we achieve maximum power from it.

Once the steady-state is achieved, the algorithm oscillates around the peak point.
The algorithm is improved such that it adjusts a reference voltage of the module
based on its peak voltage. Afterward, a PI controller has been adopted to move the
operating point of the module into that special level of voltage. P&O is simple but
quick to implement and is still used as a popular algorithm (Fig. 6).

3.1.2 DC/DC Boost Converter

DC/DC boost converters are power converters with an output DC voltage greater
than its input DC voltage which is extremely utilized in regulated switch-mode DC
power supplies. The input of boost converter is a deregulated voltage achieved from
PV array and changes constantly in order to radiation and temperature fluctuant and
the average DC output voltage should be adjusted to be balanced by the desired
value, during the input voltage variation [28]. The circuit diagram of a DC/DC boost
converter with output regulated voltage feedback is shown in Fig. 7 [26].

Figure 8 shows the duty cycle of the boost converter.
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Fig. 6 Flowchart of P&OMPPT algorithm: Pk is the current power and Pk-1 is the previous power

Fig. 7 DC/DC boost converter

The average value of the output voltage in the steady-state is achieved as follows:

Vdd_out = Vdd_in

1 − D
(6)

where,D describes the duty ratio of the switching pulse. For 0 <D < 1, the output
voltage is always higher than the input voltage and this is the reason the circuit is
called a DC/DC boost converter (see Fig. 6). The converter controller is adopted for
adjusting the DC bus voltage in a desirable range. The output voltage is compared
with the reference value; the error signal is processed through a simple PI-based



World Cup Optimization Algorithm: Application for Optimal … 33

0 5 10 15
0.36

0.38

0.4

0.42

0.44

0.46

0.48

0.5

0.52

0.54

Time(seconds)

D
us

ty
 C

yl
e

Fig. 8. Boost converter duty cycle

PWM. The control signal is employed to produce a PWM pulse with the right duty
ratio following the reference value by the output voltage.

3.1.3 DC/AC Inverter

Inverters are power converters that convert the direct current into the alternating
current. Inverters are utilized in different PV system configurations like stand-alone
systems, rechargeable batteries, grid-connected systems, and pumping systems with
no storage batteries.

Typically, the inverter performs an interface between the PV array and the utility
grid. For stand-alone systems, the inverter directs as the grid administrator and feeds
the loads.

In this research, a 3-phase, 12-switch inverter PWM voltage source inverter is
employed to convert the power from DC to AC.

The performance of the inverter (η) is dependent on power. The duty of an inverter
is to keep on theAC side of the voltage constant at the 230V and to efficiently convert
of the input power Pin into the output power Pout . The performance of the inverter is
formulated as follows:

η = Pout
Pin

= Vac × Iac × cosφ

Vac × Iac
⇒ Idc = Vac × Iac × cosφ

η × Vdc
(7)

where, Idc describes the current required by the inverter from the DC side (e.g.
from the controller) regard to be able to keep the rated voltage on the AC side (for
example on the load), Vdc is the input voltage for the inverter transferred by the DC
side. The efficiency of converting in most inverters is about 90 percent [28]. The
main circuit of a 3-phase voltage source inverter (VSI) is shown in Fig. 9.
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Fig. 9 12-pulse line-commutated inverter circuit

3.2 Wind Turbine

Awind turbine is amechanical systemwhich is designed to convert the kinetic energy
of the input wind into the rotary mechanical energy; in more advanced models,
a generator is adopted to convert the rotational energy into the electricity which
is called a wind generator. Wind energy is one of the most popular clean energy
resources [29–32].

Wind power can be produced by a wind turbine. As the wind turbine rotates, the
energy is transmitted by the turbine to the generator, causing it to rotate and then
generate AC power.

The electric power produced by the pneumatic turbine is known as AC dirt.
Because, given the fluctuation in the wind, the electricity generated in the wind
turbine is intentionally in terms of frequency and voltage. To solve this problem, the
electric power of the wind turbine is converted to DC. This is done by a converter.

In the last decade, several types of wind turbines have been designed. Most of
them include a rotor that turns round propelled by lift or drag forces which result
from its interaction with the wind. By considering the position of the rotor axis, wind
turbines are categorized into two types of horizontal-axis and vertical-axis.

Modern wind generators preserve more than 90% of available energy from
the wind compared with fuel efficiency between 30- 40% for a formal coal-fired
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Fig. 10 Structure of a photovoltaic system

station, which basically loses a significant portion of energy through heat loss and
pollution. Figure 10 shows the structure of a photovoltaic system.

Several methods have been proposed to control aerodynamic forces on the turbine
rotor and thus tomanipulate the power in sever wind speeds for protecting the turbine
from damages. There are three kinds of techniques for power control in the industry:
pitch control, stall control, and active stall regulation.

In this research, a 13.5 m/s constant wind speed with a 10 m/s base speed is
assumed and pitch control is selected to control the system. For controlling the pitch
angle, the blades can be turned into or out the wind as the power output becomes too
high or too low, respectively.

Typically, the superiority of pitch control is its assisted startup, proper power
control, emergency stop, and increased energy capture. The mechanical power in the
moving air can be given by Chen and Cheng [33]:

Pw = 1

2
× Cp × ρ × A × V 3

w (8)

A = πd2

4
(9)

Cp = 1

2
×

[
116

λi
− 0.4 × θp − 5

]
× exp

(−21

λi

)
+ 0.0068λ (10)

λ = ωwR

vω
(11)

1

λi
= 1

λ + 0.08θp
− 0.035

θ3
p + 1

(12)

where,ωw is angular velocity of rotor, vω is the wind speed upstream of the rotor,
R is the rotor radius, Cp is the power-efficient, Pw is mechanical power in moving
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air, ρ is the air density and is equal to 2.113 at sea level (T = 25°), A describes the
area swept by the rotor blades exposed to the wind, vw is the wind speed, and θp is
pitch angle [°], that is stand between blade cross-section chord and plane of rotation.

4 World Cup Optimization Algorithm

World Cup Optimization (WCO) algorithm is introduced by Razmjooy et al. [8]. A
new optimization algorithm that is a mimic from the FIFA world cup competition to
reach the Gold Cup.

Like other optimization algorithms, WCO starts with a random population. The
population here is called the team. Each team is generally taking place in the seeds
according to the Ranking table [34]. Rank is one of the most significant cases in the
FIFA competition which is arranged based on the teams wins and fails [35].

Since rank defines what team should be placed in what seed, Tit has a direct effect
on the position of the teams.

After initializing the random teams andfinding the cost of each team (cost function
quantity), n first stronger teams are placed in the first seed, and this seeding continues
till the weakest team.

At the first level, strong teams have been upgraded to the next level with no
competition.

After seeding and initial classification, the main competition starts. In this step,
teams compete with each other to achieve more points based on their wins.

After step 1 competitions, from each seed, two teams by the highest point are
upgraded to the next level and the rest are eliminated.

This algorithm has also another special parameter which is called Play-Off. This
parameter gives a second chance to the third place of the seeds to have one more
opportunity for upgrading to the next level. In this case, the team with the highest
point among the third-place teams has been upgraded.

After competitions, the final challenge is done between two highest point teams
and the winner achieves the gold medal. In the following, the WCO algorithm is
summarized:

Step 1 Initialize the teams.
The teams belong to the countries and the countries are randomly placed in the

M number of continents:

Continent = [countr y1, countr y2, . . . , countr yNvar ] (13)

countr yi = [x1, x2, . . . , xNvar
] (14)

where, Nvar is the optimization problem dimension and xi is the ith team of the
country.
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Rank for each continent can be evaluated by considering the achieved points fr
in a continent (x1, x2, . . . , xNvar

). i.e.

Rank = fr (continent) = fr (x1, x2, . . . , xOvar
) (15)

O = N × M (16)

where, N and M describe the dimension of the variable and the number of
continents, respectively.

The convergence time can be improved by considering an interval of random
values and dividing it into the continents. This feature cause the WCO algorithm to
decrease the convergence time than the other algorithms.

Step 2 Cost function Evaluation.
After the teams compete with each other for the first time, they should be ranked

based on their wins and fails. This ranking in the FIFA rule is not so fair; because
there is maybe a continent that includes the strongest teams which are competed with
each other.

WCO uses a solution to cover this drawback; to do this solution, the mean value
and the standard deviation of the continents should be achieved:

X = 1

n

n∑
i=1

Xi (17)

σ =
√√√√ 1

n − 1

n∑
i=1

(Xi − X)2 (18)

where, n is the members quantity in X and X and σ describe the mean value and
the standard deviation of the continent X.

Step 3 Ranking:

X1 = [X11, . . . X1n]T ,

X2 = [X21, . . . X2n]T ,

. . . ,

X5 = [X51, . . . X5n]T
(19)

XTotal = [X11, . . . X1n, X21, . . . X2n, ..., X51, . . . X5n]T (20)

where, T describes the transpose operator and n is the number of teams.
In this step, two best teams of each continent have been chosen and placed into

the other vector (XRank) to utilize in the next competitions and the optimal values of
XTotal have been considered as the first cup’s winner as follows:
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XRank = [X11, X12, X21, X22, . . . , X51, X52]T (21)

Xchampion = min(XTotal) =
min([X11, . . . X1n, X21, . . . X2n, ..., X51, . . . X5n]T )

(22)

where, Xchampion is the minimum value of the solutions.
Step 4 Next stage competition.
After the initial competition, based on the previous ranking from the competitions

before, new teams and continents have been regenerated.
Here, the WCO perform differently from the real FIFA by considering a vector

with two parts:

Pop = Xtotal = [XBest , XRand ] (23)

where,XRand describes a random quantity in a definite interval, Pop(Xtotal) is the
regenerated teams of the size (N × M) and XBest illustrates a vector as follows:

L < XBest < U (24)

U = 1

2
× ac × (Ub + Lb) (25)

L = 1

2
× ac × (Ub − Lb) (26)

where, ac is a coefficient in the interval [Lb, Ub].
Step 5 Improving the exploration and exploitation in the algorithm.
XRand and XBest describe the exploration and the exploitation, respectively,XBest

is the best position of the previous search space and XRand describes the new random
genesis numbers in the search space.

Step 6) If the termination criteria are satisfied, end the algorithm; otherwise iterate
the algorithm. Figure 11 shows the flowchat diagram of theWorld Cup Optimization
Algorithm.

5 PID Controllers

In over 90% of dynamic controllers, different types of PIDs have been used. PID
controllers for the first time were used in the shipping industry in the early twentieth
century [9]. Today, PID controllers are employed in different applications.

The PID controller is a classical controller that is divided into three basic parts:
proportional, integral, and derivative. This controller is one of the most widely used
controllers in the industry which indicates the importance of this type of controller.
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Fig. 11 Flowchart of world cup optimization algorithm

It is also popular closed-loop control mechanisms which are adopted in several
control applications like pressure control, DC motor speed control, and temperature
control.

The purpose of using the PID algorithm in closed-loop control is to accurately
control the system output under different conditions without knowing the exact
behavior of the system in response to the input [10, 36].

The input signal in PID is a considered error and the output is a designed signal
which performs on the feedback system to minimize that error.

Regardless of the simple concept of these controllers, the designof such controllers
in practice is beyond the control of its three main parameters. Different factors affect
the performance of this controller, including controller structure, process degree,
time constant ratio, process dynamics, actuator element dynamics, derivative filter
type, parameter settling time, system overshoot, nonlinear behavior in System, etc.
Each of these factors can play a role in designing and adjusting the PID controller.

Each of the derivatives, integral and proportional parameters have specific proper-
ties in the control algorithms and each of them is utilized for certain targets. In some
cases, some of these parameters can be neglected due to inefficient performance.

Using the above three parameters, we can design three types of controllers
including P, PI, PD, or PID. In the following, a sample PID structure is shown.
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As seen from the figure above, at first, the feedback has been taken from the
output of the system. This value is entered into the comparator and compared with
the SETPOINT (input). The error results from this comparison are entered as e (t)
into the PID control function, and by applying the P, I, and D coefficients in the
controller output, there is a control signal to improve the system [37].

This signal changes the system behavior and closes the output into the desired
value to equal it. In the following, the characteristics of the PID parameters are
presented.

5.1 Proportional Controller (P)

In the Proportional controller, there is a direct relationship between the output and the
input, with a certain coefficient that is called Gain (Error Signal = Gain × Output).

Of course, the proportional controller is not enough on its own. Because when the
system output goes to the optimal value, the error decreases and the control output
signal decreases as well. Therefore there is always a lasting error between the optimal
amount and the actual output.

This error can be reduced by increasing the controller gain, but it causes system
instability and output oscillation. To solve these problems, a proportional controller
is usually used with derivative and integral controllers.

5.2 Integral Controller (I)

As its name implies, in this configuration, there is an integral relation between inputs
and outputs. This controller is used to compensate for a persistent error, since, as
long as there is an error in the output, the integral statement changes, and as a result,
the output error decreases gradually.

5.3 Partial-Integral Controller (PI)

The PI controller is a combination of integral and proportional configurations that
are connected in parallel. This controller, if properly designed, will have the benefits
of both integrative and proportional control. Sustainability, speed, and no permanent
state error are features of this controller.
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Fig. 12 The step response of the PID controller

5.4 Partial-Distributed Controller (PD)

The PD controller is a parallel combination of two types of derivative and integral
configurations. The derivative controller has this attribute that coordinates itself with
the input changes at once. Therefore, in cases where a fast response is required, such
controllers can be used, but the refinement that the derivative operation enhances
the noise in the process environment, plus the derivatives are only sensitive to the
input changes, so the derivatives are not used alone, but when the derivative property
is required in a process, the controller is constructed as a derivative-proportional or
derivative-integral or derivative-proportional-integral.

5.5 PID Controller

This kind of controller is a parallel combination of proportional, integral and deriva-
tive controllers, and is the most common type of controller in the industry. Figure 12
shows the step response of a PID controller.

6 Control Strategy

As presented in Sect. 3.2, pitch angle adjustment for the blades provides a useful
appliance. This system regulates or limits turbine efficiency in severe winds.

After wind speed confining, the aerodynamic torque sensitivity is very small to
pitch angle. Thus an extortionary controller gain is needed here at higherwind speeds,
where a small variation in pitch angle can have a large effect on the torque.
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Fig. 13 Wind turbine and PI controller of pitch angle with Simulink/Matlab

The torque sensitivity varies almost linearlywith pitch angle frequently, andhence,
it can be compensated by changing the overall gain of the controller linearly in inverse
proportion to the pitch angle. This improvement gainwith anoperatingpoint is termed
as gain scheduling.

In pitch angle control (see Fig. 13), there is a PI controller which has a propor-
tional gain and an integral time constant. The objective of the WCO is to find the
optimal parameters of the PI controller called proportional gain (Kp) and integral
gain constant (Ki), for optimizing some performance measure function (cost func-
tion). Figure 13 shows the simulink model of the wind turbine and PI controller of
pitch angle.

Typically, the PI controller is selected in order to a set of parameters like overshoot
(Mp), settling time (ts), rising time (tr) etc. In this article, the objective is to reduce
time setting and overshoot regards to system characteristics (turbine mechanical
power, electrical power, and pitch angle); hence, a new cost function is described
which is considered below:

I T ASE =
tsim=10∫
0

t × ∣∣�p2m
∣∣ (27)

�Pm = Pm − Pe (28)

where, t is simulation time, Pm and Pe are turbines mechanical and electrical
power respectively.

7 Simulation Results

A 3.5 MW three-phase turbine is adopted in the presented system; the nominal
speed of the wind turbine and wind speed are 11 m/s and 13.5 m/s respectively. The
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Table 2 Parameters of PV array, wind turbine, boost converter and GA parameter used in the
proposed system

PV array Wind turbine and boost
converter

GA parameters WCO parameters

Rs 0.46 Wind base 11 Population
size

35 Play off 2%

Rp 239.41 Lambda Nom 8.11 Crossover
probability

0.9 Alpha (α) 0.5

Iscn 2.54 Cp Nom 0.48 Mutation
probability

0.02 Maximum
iteration

100

Ipvn 2.5448 Switching
frequency

20KHz Maximum
iteration

100 Varmin 1

Vocn 21.8 Inductor 20mH Varmin 1 Varmax 50

T 25 °C Capacitor 6mF Varmax 50

generation power of PV and turbine are 800 KW and 1.5 MW. Transition power is
about 1.5 MW and the other parameters are illustrated in Table 2 [38]:

The PI controller of the system is optimized by using WCO and the results are
compared by GA.

The optimal parameters for both algorithms are illustrated in Tables 3 and 4
illustrates two different operating points that are employed for studying the methods’
performance.

Final achieved values for the controller, overshoot, and settling time for pitch
angle, mechanical power, and electrical power are illustrated below:

From Tables 5 and 6, it is clear that WCO has less overshoot in both operating
points that the GA. It is also seen that the settling time inWCO is faster than the GA.

The results of pitch angle, electrical power, and mechanical power are shown in
Figs. 14, 15 and 16.

Table 3 Optimal parameters
of the pitch angle controller

Kp KI

WCO 6.67 37.73

GA 8.42 33.25

Table 4 The operating points
for the analysis system

Case No CP W(m/s)

1 0.45 9

2 0.40 12
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Table 5 Mechanical power analysis for operating points

Case No WCO GA

Over shoot Setting time (s) Over shoot Setting time (s)

1 0.3092 1.8436 0.5917 2.948

2 0.039 1.1482 0.3447 2.2604

Table 6 Electrical power analysis for operating points in the Results wind turbine

Case No WCO GA

Over shoot Setting time (s) Over shoot Setting time (s)

1 0.6953 2.9746 0.9435 3.6482

2 0.7127 1.9276 0.9907 3.4218
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Fig. 14 Pitch angle for 2 different operating points; solid (WCO), dashed (GA)
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Fig. 15 Mechanical power for 2 different operating points; solid (WCO), dashed (GA)
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Fig. 16 Electrical power for 2 different operating points; solid (WCO), dashed (GA)

8 Conclusion

A hybrid system containing renewable photovoltaic and wind energy is modeled.
The control system is implemented to the wind turbine and consists of the control
of pitch angle and mechanical and electrical power systems. Linear PI controller is
employed to control both the turbine and its parameters initially designed at a specific
operating point. The world cup optimization (WCO) algorithm is used to find the
optimal parameters of the PI controller for the turbine for minimizing the maximum
overshoot and the settling time.

ITASE is selected as the fitness function as a new time-domain function to
measure the performance of the controller. Simulation studies are implemented in
two different operating points where the optimal controller is designed; optimized
values are compared by GA and showed the prominence of WCO. Results show
that the presented algorithm is efficient to achieve the optimal parameters of the PI
controllers and develops the transient efficiency of the wind turbine generator system
over a wide range of operating conditions.
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Abstract Intelligent Transportation Systems (ITS) refer to a range of transportation
applications based on communication and information technology. These systems
by the aid of modern ideas, provide comfortable, efficient and safe services for trans-
portation users. They are located in the linkage of information technology, computer
science, electrical engineering, system analysis, civil engineering, and optimization.
They form a main branch of the smart cities and are fundamental for the develop-
ment of countries. ITS applications, usually, use the capabilities of sensor networks,
electrical devices, and computer processing units to deliver a service, however, they
are not limited to the hardware devices. Instead, the modeling of transportation prob-
lems and solving them efficiently are more challenging problems. Especially, when
they support good ideas for controlling the transportation systems or guiding some
users. In this chapter, the application of optimization models for the transportation
context are discussed. To this end, the models for data collection by a sensor network
are needed. Then, for mining these data and extracting the necessary knowledge
for transportation context awareness, some fundamental models such as regression
analysis, frequent pattern mining, clustering or classification can be applied. These
backgrounds are used to extend the appropriate models of ITS in an integrated archi-
tecture. To solve these models, the classical network and combinatorial optimization
methods, simulation-optimization techniques, and metaheuristic algorithms will be
explained. Then, we categorize the applications of these optimization models in the
different subsystems of ITS architecture. The output of this investigation can be used
to develop different ITS services for the urban and inter-cities networks.
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1 Introduction

Intelligent transportation systems (ITS) have a tremendous impact on optimizing
the benefits of transport infrastructure, travel, passenger and cargo safety, improving
security, enhancing the quality of life and reducing living and environmental costs.
These systems come together in a comprehensive architecture to provide interop-
erability between different departments and provide convenient services to traffic
users. ITS architecture creates a soft infrastructure to facilitate and to communicate
between subsystems. They also change the legalization and support the standards for
infrastructures and services [1, 2].

On the other hand, the services of ITS are very extensive. Just as in some instances,
they manage the traffic flows by modern sensors and controllers. They share some
information for travelers. They collect some data from different detectors, counters,
real-time images, smartphones, GSM antennas, etc. [3, 4]. Because of the big data
that are collected by different transport services, the computational data mining
approaches are exhaustively needed [5].

The data mining approaches can be divided into three parts. In the first part,
we need to define an appropriate data pre-processing plan to clean data, to remove
the outliers and noises, to complete the miss data, to remove irrelevant features, to
reduce the dimensions and to visualize them [6]. Then, we can select a good subset
of features to extract the knowledge from the samples. Sometimes, we also need to
extract some new features for the same purpose [7]. In the second part, we apply
different regressions, pattern recognizers, classifiers or cluster analyzers to find the
relationships of the different components and elements [8]. The third part is making
decisions. In the case of ensemble models, we also need decision fusion based on the
outputs of the mentioned systems to integrate the decisions [9]. Because of the curse
of dimensionality, the big-data analysis has been also focused by many researchers
[10–13].

In addition to the data mining perspective, we need to optimize the usage of the
existing facilities and to improve the quality of service levels. It is usually advisable
to provide a robust mathematical model. Some of the obtained models can be solved
by exact algorithms [14–17]. More models are not solvable in the limited times. In
these cases, metaheuristic algorithms are very useful [18, 19]. In this chapter, we
review some metaheuristic algorithms to solve these problems.

Metaheuristic algorithms can be classified into six parts. The first category is
based on evolutionary computing. The most important example in this part is genetic
algorithm [20]. The second category is tabu-based algorithms [21, 22]. In these
algorithms, a tabu list is added to limit the searching space. The memetic algorithm
[23] also combines an evolutionary algorithm with tabu list. The third category is
based on statistical physics. For example, simulated annealing [24] is a famous
metaheuristic that uses a Boltzmann machine to adapt with metal annealing. The
fourth category is based on swarm intelligence. The ant colony optimization [25]
and particle swarm optimization [26] can be cited as two important examples. The
fifth category includes nature-inspiredmetaheuristic algorithms [27].Hopfield neural
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network [28] and artificial bee colony (ABC) algorithm [29] are two famousmethods
in this category. The sixth category is based on human relationships. For example,
the harmony search [30] mimics the improvisation of music players. Imperialist
competitive algorithm [31] also uses the imperialistic competition among empires
to take possession of their countries.

To study the effects of exact methods and metaheuristic algorithms in transporta-
tion problems, in this chapter, we first review some combinatorial algorithms which
can be directly used for such problems [32]. Then, we present the application of
metaheuristics such as particle swarm optimization that has been used to extract the
features from ITS data [33]. They can also be combined with machine learning algo-
rithms such as neural networks, support vector machines, deep networks to improve
the quality of modern techniques in ITS implementations [34]. Finally, we give some
mathematical programming models that are famous in ITS to show how one can use
them to implement transport services. Then, the simulation-based methods for ITS
will be discussed [34]. Furthermore, the application of optimization models in the
user services of ITS architecture will be presented.

Since, in ITS services, both of the passengers and goods should be managed,
different models for supporting the passengers and managing the commercial trucks
should be taken into account. For example, the routing service is very different for a
user who wishes to travel by own vehicle or by public transit. It is also different for
the transportation of common goods or for hazardous materials [35]. Also, the results
of such systems can be delivered to a specific user when the information is private
or when the solution is specialized. It can be also broadcasted to public users when
there is not a privacy challenge. Just as an example, the navigation by GPS data is a
private service based on the iterative shortest path problem [36], but broadcasting the
Level of Service (LOS) is a public service that can be provided based on the image
processing.

Besides, the type of services are related to the wide range of technologies such as
electrical boards, video surveillance, satellite-based remote data processing, drone
monitoring, Internet of Things (IoT), connected vehicles and smartphones, see e.g.,
[6, 9, 37]. Because of the variety of these technologies, an integration plan can be
used tomake an appropriate decision. Thus, in this chapter, we give some information
regarding the mathematical models for sensor fusion, data fusion and decision fusion
for transport cases [38].

To categories these issues, in this chapter, we discuss on the nine subsystems of
ITS [1] including Advanced Traffic Management System (ATMS), Advanced Travel
Information System (ATIS), Commercial Vehicle Operations (CVO), Advanced
Public Transport System (APTS), Vehicle Safety System (VSS), Emergency
Management System (EMS),Construction,Maintenance andRepair of Infrastructure
(CMRI), Data Archiving System (DAS) and Advanced Human-based Transportation
System (AHTS). For each of these subsystems, we derive the different modeling
approaches and present how these models can be solved by exact or metaheuristic
algorithms. We discuss some models to optimize information system provider (ISP)
to support all of the services [39]. We refer to some models that process the data and
support the drivers by proposing several options. We also present some details about
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the development of a Decision Support System (DSS) for transportation problems,
by the aid of machine learning approaches [35]. At a higher level, maybe an expert
system can be extended to execute a necessary automatic process instead of humans
[40]. Nowadays, such systems have been installed in autonomous vehicles widely.
Since the different restrictions should be considered to evaluate the feasibility of the
different solutions and we need to compare the solutions by at least one objective
function [34], we review some models where some of their parameters or restric-
tions are predicted by appropriate regressions. Then, different linear, nonlinear and
discrete programming problems can be followed to solve them. The most important
objective functions in the ITS problems can be summarized as the following:

1. Improving safety [9]
2. Minimizing travel time [18]
3. Harmonizing the network flow [41]
4. Minimizing the transportation risk [42]
5. Minimizing the shipment cost [43]
6. Minimizing the installation cost [44].

To improve these objective functions, the different approaches have been used. For
example, in [45], a nonlinear programming was used for parking pricing problem. In
[19] a genetic algorithm was used to minimize the shipment cost. In [46] a simulated
annealing algorithm was used to optimize the toll pricing. In [18] an ant colony was
used to solve the routing problem. In [47], for signal setting in the intersections, the
different traffic assignment models were used to predict the drivers’ behavior with
respect to the changes in the signal setting times and then a genetic algorithm was
applied to find the best time setting for the signals of the intersections.

Finally, when the results are extracted from one optimization model, the outputs
can be sent to the specific users or public users through various user interfaces such
as smartphone applications, onboard devices in the vehicles, variable message signs,
etc. In the meantime, the integrity of the vehicles, infrastructures, control centers and
humans is important to present the results. In an architecture plan, usually, we can
define the relationship and the data flow between these components [1].

Following this chapter, the reader can understand the good view about multi-
disciplinary problems in the transportation field, understand how can define a sensor
network to collect the necessary data from the network, mine the data to extract the
necessary knowledge for transportation context awareness, learn how can model the
different concepts and entities of ITS in an integrated form and practice to solve the
corresponding models with powerful and effective optimization models including
the exact and metaheuristic algorithms. The output of this investigation can be used
to develop different ITS services for the urban and inter-cities networks.



Optimization Techniques in Intelligent Transportation Systems 53

2 Data Collection and Data Mining for ITS Developments

Intelligent transportation systems are based on a large network of sensors, identifiers,
detectors, counters and other components of information gathering [48, 49]. A huge
amount of video information is added to this data fromvideo surveillance cameras and
license plate recognition (LPR) cameras. Social networking data and mobile opera-
tors also play important roles here [6, 38]. These data streams require an appropriate
process of data integration and data mining. In data mining textbooks such as [8],
there are different techniques for data pre-processing and data processing. In the
former, data cleaning techniques such as outlier detection, data retrieval, data visual-
ization, and data fusion can be followed. For the latter, regression analysis, frequent
pattern recognition, clustering, and classification can be implemented. Also, some
optimization for feature extraction, feature selection, and feature clustering have been
developed [12, 13]. In ITS contexts, because of the big data problems, some special
attempts have been done to solve the problem with modern techniques [50, 51].

3 Network Optimization Models for ITS Developments

Network models have a great effect on transportation problems [52]. In Fig. 1, a
comparison between three main paradigms for solving the transportation optimiza-
tion problems is given. As one can see, transportation researchers continuously note
to the “network optimization” models, and although in recent years the number
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of scientific reports in this field has been less than “metaheuristics” and “simulation
software” approaches, it has never diminished in importance. Themost famous prob-
lems of network models are the shortest path problem, maximum flow problem, the
minimum cost flow problem, and the multi-commodity flow problem [32]. Contin-
uous and discrete network models with linear and nonlinear constraints are also
very important [53]. Their algorithms have also polynomial, pseudo-polynomial and
exponential complexities. This chapter explains some of the most important aspects
of this issue. A wide range of these models has been proposed for the transportation
of travelers and goods, project management and investment.

In what follows, we consider a network G = (N , A) where N and A denote
the set of nodes and links. n and m are considered as the number of nodes and
links, respectively. We associate some labels for these networks and present some
applicable models. For more study, one can refer to [54] or [55].

3.1 Shortest Path Problem

This problem is defined to determine the shortest path on a network. Each link (i,
j) of the network, is associated with a label ci, j indicating the length, the cost, the
travel time, etc. First, assume that there is a fix node in the network called the source
(s), and the goal is to find the shortest path to all other nodes in the network. To
model this state, the integer variable xi, j is considered for each link (i, j). Assume
that n − 1 agents are located in the source node s. Each agent must find the shortest
path from s to a particular node and stay there. The others continue their paths.
Now consider the variable xi, j equal to the number of agents that pass through link
(i, j).

∑
{ j :(i, j)∈A} xi, j shows the number of agents that exit from i and

∑
{ j :( j,i)∈A} x j,i

displays the number of agents who enter in i. Then, for each of the nodes, except of
the source node, one can state:

∑

{ j :(i, j)∈A}
xi, j −

∑

{ j :( j,i)∈A}
x j,i = −1 (1)

This means that every agents entering the node i goes out except of one who stays
there. The agents try to minimize the traveling costs. Thus, when an agent stays in a
node i, this means that, it finds the shortest path to i.

In addition, for the source node, the input is equal to n − 1 and the output is zero.
On the other hand, the total lengths of the paths is equal to

∑
(i. j)∈A ci. j xi. j and this

value must be minimized. So the problem can be summarized as follows:

min
∑

(i, j)∈A

ci, j xi, j (2)

s.t.
∑

{ j :(i, j)∈A}
xi, j −

∑

{ j :( j,i)∈A}
x j,i =

{
(n − 1) i = s,
−1 i �= s,

(3)
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xi, j ∈ Z≥0 = {0, 1, . . .} (4)

This problem is the base for all of the advanced traveler information systems.
However, when a great number of travelers select the same path, the congestion
on the path increases and this is not useful for traffic management systems. This
problem can be solved by using the K-shortest path problem, iterative paths by
penalty approach, defining some gate points and forcing the routes to cross the gate,
defining the similarity or dissimilarity measures between the paths and minimizing
the similarity and maximizing the dissimilarity between the candidate paths. These
approaches have been used for providing reasonable paths for traffic assignment [56],
multi-commodity flow problem [57], network design [44], and network controlling
problems [41]. Some of the recent works on this model in intelligent transportation
systems are as the following:

• Dynamic decision making for connected vehicles [58]
• Commercial intelligent navigation for transportation management [59]
• Path selection for emergency relief after disasters [60]
• Path planning by using Internet of Things (IoT) [61].

3.2 Maximum Flow Problem

This problem has a structure similar to the shortest path problem except associating
an upper bound for each link (i, j) as the link capacity instead of link cost. In this
problem, we consider two nodes as the source node (s) and the target node (t). The
goal is to find the maximum flow that can be transmitted from the source node to the
target node considering the link capacities. This model can be stated as the following:

max v (5)

s.t.
∑

{ j :(i, j)∈A}
xi, j −

∑

{ j :( j,i)∈A}
x j,i =

⎧
⎨

⎩

v, i = s
0, i �= s, t
−v, i = t

(6)

xi, j ∈ Z≥0 = {0, 1, . . .}, v ≥ 0. (7)

This problem is very useful for network planning and estimating the capacity of
traffic networks. For example, in [62], a maximum-flow problem has been used to
manage multiple incidents in traffic evacuation management. The following present
some recent works based on maximum flow in ITS contexts:

• Dynamic route guidance system by parallel implementation [63]
• Finding the capacity of ride-sharing [64].
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3.3 Minimum Cost Flow Problem

This problem is inherited from both of the shortest path andmaximum flow problems
and provides a complete structure for many flow problems in network optimization
theory [65]. Many other network problems are also generalized from this problem.
Here, we associate a cost ci, j and a capacity ui, j for each link (i, j). The least capacity
li, j can be also considered for this ink. A flow matrix x = [xi, j ] with minimum cost∑

(i, j)∈A ci, j xi, j should satisfy the following:

min
∑

(i, j)∈A

ci, j xi, j (8)

s.t.
∑

{ j :(i, j)∈A}
xi, j −

∑

{ j :( j,i)∈A}
x j,i = bi , i = 1, . . . , n (9)

li, j ≤ xi, j ≤ ui, j ∀(i, j) ∈ A (10)

In this model, xi, j is the number of flows on the link (i, j). bi is positive when
node i is the supplier and is negative when i is the demander. For a transitive node,
bi = 0.Thismodel can be extended for location problem [66] anddispatching [67] for
example. This problem is also extended under uncertainty for public transportation
network design [65]. Also, nonlinear objective functions and piecewise objective
functions for this problem are very applicable. To see more, one can see [14–17, 32].

3.4 Assignment Problem

In this case, n trucks are assigned on m routes. The suitability and fitness of the
trip j by truck i is represented by ci, j . The purpose of this problem is to assign all
the trucks to trips in the best settings. To model this problem, the network G = (N1

∪ N2, A) is defined where N1 is the set of the available trucks and N2 is the set of
trips. A includes the links between N1 and N2. The problem can be presented as the
following network model:

max
∑

i=1,...,n, j=1,...,m

ci, j xi, j (11)

s.t.
∑

i=1,...,n

xi, j = 1, j = 1, . . . ,m (12)

∑

j=1,...,m

xi, j ≥ 1, i = 1, . . . , n (13)

xi, j ∈ {0, 1} ∀i ∈ {1, ..., n},∀ j ∈ {1, ...,m} (14)
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The first constraint ensures that each trip is done by a single truck. The second
limitation imposes that each trip can be assigned to at most a truck. This problem
is very useful for the assignment of the devices of ITS to the urban networks [66].
Also, in [35], the assignment of drivers, trucks, and roads have been discussed.
Furthermore, in [68], a new airline stochastic fleet assignment problem with random
passenger demands under risk aversion has been studied.

3.5 Multi-commodify Flow Problem

This model is also one of the generalizations of the minimum cost flow problem and
can model multiple commodities transportation. This model appears in most of the
issues involved in the transportation of materials, service networks, and telecommu-
nications applications. If the transportation of a commodity does not any effect on
the other commodities, then the problem can be decomposed into some minimum
cost flow problems and each problem can be solved separately. But since the links
are shared between the commodities, the problem cannot be easily solved [32]. The
general form of this problem can be considered as the following:

Min
∑

k=1,...,K

ckxk =
∑

k=1,...,K

∑

(i, j)

cki, j x
k
i, j (15)

s.t.
∑

{ j :(i, j)∈A}
xki, j −

∑

{ j :( j,i)∈A}
xkj,i = bki , ∀i ∈ {1, . . . , n}, ∀k ∈ {1, . . . , K } (16)

∑

k=1,...,K

xki, j ≤ ui, j , ∀(i, j) ∈ A (17)

0 ≤ xki, j ≤ uki, j , ∀k ∈ {1, . . . , K } ∀(i, j) ∈ A (18)

In this model, xki, j is the flow of commodity k on the link (i, j). Also, cki, j represents
the transportation cost of commodity k. The first series of constraints satisfies the
supply-demand equivalency for commodity k. The second meets the link capacity. It
can be simplified as the following:

∑

1≤k≤K

xki, j + si, j = ui, j ∀(i, j) ∈ A (19)

where si, j is the remaining capacity of the link (i, j). This model is very useful to
predict the flow over the links in the urban networks [32]. This problem is also
used to estimate the flow under congestion effects [15]. Solving this problem by
metaheuristic algorithm and two applicable extensions of this model with fuzzy
parameters and fractional objective functions have been stated in [15, 19, 57]. Some
of the recent advantages of this model in ITS topics can be seen in the following:
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• Multi-commodity location-routing problem [69]
• Routing based on congestion monitoring [70].

3.6 Network Problems with Side Constraints

In this type of problem, a basic problem such as the shortest path problem is consid-
ered and the functional constraints are added. For example, the shortest path problem
can be extended by imposing a new constraint to restrict the travel time or travel cost
with an upper bound. To solve these problems, we can use the Lagrangian relaxation
to transfer the bothersome constraints to the objective function. In this case, the struc-
ture of the remained constraints is similar to the constraints of a problem that can be
solved efficiently. Of course, it is necessary to determine the Lagrangian multipliers
(coefficients) by using optimization methods such as gradient-based algorithms [32].
To present some details, return to the multi-commodity minimum cost flow problem
(16)–(19).Asone cannote, the constraints (18) is bothersomeconstraints.Bydefining
the non-negative Lagrangian multiplier λi, j with respect to each constraint of (18),
the objective function (16) can be represented as the following:

Min
∑

k=1,...,K

ckxk =
∑

k=1,...,K

∑

(i, j)∈A

cki, j x
k
i, j +

∑

(i, j)∈A

λi, j

(
∑

k=1,...,K

xki, j − ui, j

)

(20)

Now, we define the following Lagrangian sub-problem:

L
({λi, j : (i, j) ∈ A}) = Min

∑

k=1,...,K

∑

(i, j)∈A

cki, j x
k
i, j +

∑

(i, j)∈A

λi, j

(
∑

k

xki, j − ui, j

)

(21)

s.t. (17) and (19).
For each settings of {λi, j : (i, j) ∈ A}, this problem includes K minimum

cost flow problem which can be solved efficiently. Just, we need to find nonneg-
ative multipliers {λi, j : (i, j) ∈ A} to maximize L

({λi, j : (i, j) ∈ A}). Because
L
({λi, j : (i, j) ∈ A}) is the lower bound of the original objective function (16) and

by maximizing this function, we expect to find the optimal solution for (16). If λ∗
i, j

denotes such optimal solution, the problem (22) can be solved to obtain a feasible
solution of the multi-commodity flow problem. When the objective function (16)

with respect to this feasible solution is equal to L
(
{λ∗

i, j : (i, j) ∈ A}
)
, the obtained

solution is optimal solution of problem (16)–(19) and the problem can be termi-

nated. In this case, we have λ∗
i, j

(∑
k x

k
i, j − ui, j

)
= 0 for all of the links, which is

a representation of the complementary slackness condition. See e.g., [32], page 606
for technical points. To obtain λ∗

i, j , the following iterative descent gradient method
can be used:
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λt+1
i, j = λt

i, j + θ t∇λL
({λi, j : (i, j) ∈ A}), ∀t ∈ {0, 1, ...}, ∀(i, j) ∈ A (22)

where θ t is the step-size and λ0
i, j is a random or an appropriate initial solution. This

can be simplified as:

λt+1
i, j = λt

i, j + θ t

(
∑

k=1,...,K

xki, j − ui, j

)

, ∀t ∈ {0, 1, ...}, ∀(i, j) ∈ A (23)

The step-size is very important. θ t = 1
t is a good option for some real cases.

Also, it is necessary to check non-negativity of λt+1
i, j . When this variable is not non-

negative, usually it is better to substitute this variable with zero. To see modern
approaches to define θ t one can refer to [32]. Some applications of Lagrangian
relaxation in transport studies have been also presented in the literature. Just as an
instance, in [71] a new traffic signal optimization has been proposed to minimize
fuel consumption and emission by the aid of the Lagrangian relaxation approach.

3.7 Traffic Assignment Problem

The traffic assignment model is one of the main issues in transportation studies [56,
72]. This is influencedby factors such as traffic zones, demands and traveler’s utilities.
Network managers are always seeking to find flows to do some control to raise the
level of service. Also to compare some applicable plans, they can simulate the plans
by traffic assignment models to predict the new flows for each plan. Then the rank of
each plan can be evaluated and the best one can be selected [56, 73]. To implement
this issue, it is necessary to analyze the geographical areas. The most important areas
with a sufficiently great population and the same socio-cultural context, are referred
to as traffic zones. For each zone, an important node can be selected to assign the
number of zone populations to the corresponding node. Apart from these nodes,
the network contains some nodes and links corresponding to the intersections and
passages. In most cases, in addition to these points, some virtual nodes are added to
better represent the shape of the transportation network.

Selecting the number and the size of zones is also dependent on a balance between
the simplicity and the accuracy of the traffic assignment model. That is if we consider
a small number of zones with great areas, the analysis is simpler and vice versa. After
balancing, some steps should be followed. In thefirst step, by collecting annual data or
aggregating daily telecommunication data, the number of travels can be determined
between traffic zones. For example, in [74], the demands have been estimated by
using cellular probe data. Then, based on the sample size, the actual travel times
between these points should be predicted. Then, the number of users who wish to
travel on a path is estimated. In this step, the combination of the following criteria
can be minimized:
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• Total travel time in the entire network
• Total mileage by total vehicles
• The amount of fuel consumption
• The amount of environmental pollutants.

But it is difficult to estimate the behavior of users for path selection. Meanwhile,
there has been a lot of effort on the route selection models. In this regard, equilibrium
models are themost important analytical tools to estimate the user paths, see e.g. [75]
for a review on network equilibrium models. These models assume that the users
select the paths based on their perception of the network. To present the perception,
the precise models [76], uncertain models [77] and imprecise models [78] can be
followed.

In the first type, which can be referred to as the user equilibrium, the model
assumes that each user has an accurate understanding of the shortest path. This
requires understanding the length of the paths, how the users select the paths and
where the incidents of the network are. These models also assume that all users have
the same behavior and selection model. Although these assumptions do not satisfy
usually, they have been used in a large number of assignment models because of their
simplicity in implementation [75]. Some of the recent researches on this model can
be followed in:

• System optimal and user equilibrium time-dependent traffic assignment model
[79]

• A risk-averse user equilibrium traffic assignment model [80]
• A bi-objectives dynamic user equilibrium traffic assignment [81]
• Achieving proportionality in user equilibrium traffic assignment [82]
• A ridesharing user equilibrium [83]
• Traffic signal control under dynamic user equilibrium model [84].

In the second model, which is entitled to the stochastic user equilibrium, the
uncertainty in users’ perception is considered. In these cases, the error in the users’
perception can be implemented by some random variables with the normal or other
probability distributions [85]. The term “random error” is interpreted as a misun-
derstanding of travel time in the network based on inaccurate knowledge of passen-
gers from network conditions [86]. In the literature, the following are mentioned to
interpret the random error term:

• Implementing properties of the route that are not considered in the survey
• Computational errors in the variables used in mathematical models
• Personality differences in path selection factors
• Internal difference between travels
• Level of information about network and service level.

By taking these concepts into account, one can obtain a path-selection function for
network users. In such functions, instead of a single path, multiple paths are extracted
for each user and based on a probability distribution, the users are assigned to the
different paths. To present some details, assume the set of origin-destination zones
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� = {(o, d)}. Let Po,d includes all of the paths from the origin zone o to destination
zone d. Let the traveling time of a path p ∈ Po,d can be represented as the following:

cp(x) = FTp(x) + RTp(x) (24)

where FTp(x) and RTp(x) are the free travel time (traveling time when there is not
any congestion) and the random travel time of path p. In both of these parameters,
the flow over the links (x) are considered fixed. Now, to distribute the users who wish
to travel between the pair of origin-destination (o, d), one can define the following
probability distribution for the path p:

Probp(x) = Prob
{
cp(x) ≤ cq(x), ∀q ∈ Po,d

}
(25)

If demo,d denotes the number of traveling demand between (o, d), the number of
the users who wish to select path p for their travel can be estimated as the following:

f p(x) = demo,d .Probp(x), ∀p ∈ Po,d
x = (xi, j ) showes vector of link f lows. (26)

When RTp(x) is represented by a Gumbel distribution with parameter θ , Eq. (26)
can be simplified as the following [87]:

f p(x) = demo,d .
exp

(−θ.FTp(x)
)

∑
q∈Po,d

exp
(−θ.FTp(x)

) , ∀p ∈ Po,d (27)

This model is referred as logit-based traffic assignment model. The path-choice
model (28) is the solution of the following nonlinear programming problem:

minz = 1

θ

∑

(o,d)∈�

∑

p∈Po,d

f p(x)Ln
(
f p(x)

) +
∑

(i, j)∈A

xi, j∫

0

ca(v)dv (28)

s.t.
∑

p∈Po,d

f p(x) = demo,d ∀(o, d) ∈ � (29)

∑

(o,d)∈�

∑

p∈Po,d

f p(x)δp(i, j) = xi, j , ∀(i, j) ∈ A,

δp(i, j) ∈ {0, 1},
δp(i, j) = 1 ⇐⇒ (i, j) belongs p (30)

f p(x) ≥ 0, ∀p ∈ Po,d , (o, d) ∈ �. (31)
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To see the proof, one can see [87]. Some algorithms for finding the logit-based
stochastic user equilibrium assignment can be pursued in [88]. In [89], a multi-
criteria logit-based traffic equilibrium assignment model has been proposed that
uses the advanced traveler information system (ATIS) to guide the users. Toll pricing
problem under logit-based stochastic user equilibrium has been also proposed by
[90]. Some extensions of logit model can be addressed as the generalized nested
logit model [91], the paired combinatorial logit model [92], the generalized nested
logit model [91] and logit-based stochastic user equilibrium with elastic demand
[93]. On the other hand, by using different probability distributions for modeling the
error in the driver’s perception, more choice-model can be defined. Some of these
extensions do not support closed forms. For example, in [94], by using the normal
distribution, a Probit-based time-dependent stochastic user equilibrium has been
studied. As another example, by using Weibull distribution, the weibit stochastic
user equilibrium model has been proposed by [95] that addresses the identically
distributed assumption.

Another direction of research is theway to consider all of the paths between (o, d).
Instead of all path traversing, we can find a set of reasonable paths by usingK-shortest
paths [96], dissimilar paths [97], multi-objective shortest path [98], dynamic shortest
paths [99], stochastic shortest paths [100] and fuzzy shortest path [101]. Also under
uncertainty on the traveling demands, one can note to [56, 102].

3.8 Sensor Network Problem

Sensor networks have great effects on intelligent transportation systems [103]. There
are two basic types of models to consider these problems. The first is to design sensor
networks. In fact, the designer is looking for a suitable location for sensors. When
the number of sensors is high, the sensors can be randomly distributed over the
network and their results will be combined to detect some incidents or to manage
the network [104]. In the case of necessity to find accurate locations for the sensors,
several appropriate criteria can be defined to evaluate their locations. For example,
in [49] multi-objective programming has been used to optimize a sensor network. In
[48] a review on the location of sensors and controllers has been stated.

On the other hand, due to the increased volume of traffic in metropolitan areas, the
estimation of supply and demand between traffic zones has received much attention.
It is very costly and time consuming to determine these values between different
areas of the urban network by traffic counters and sensors on links. To solve this
problem, different location models have been proposed to determine the minimum
number and location of counters. One of the tools used in this field is car license
plate recognition cameras. Because of the good performance of these cameras, there
are several models to find their locations in urban networks. In one of these models,
by adding budget constraints to the location problem, the maximization of the path
coverage is considered. In another model, the goals are maximizing the number of
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scanned paths and minimizing the number of cameras. For more details, one can see
[105].

3.9 Network Control Problem

The route selection and traffic control problems are dependent together. The control
tools such as traffic lights should be designed related to traffic predictions on different
routes. On the other hand, the traffic flows are related to the controlling param-
eters such as signal timings. To model this relationship, two close-up ideas have
been presented by researchers including bi-level programming [106] and mutual
consistency [107].

This first method is analytically related to the nonlinear programming and differ-
ential equations. Let y ∈ S be the vector of independent variables and x(y) be the
dependent variables. In the controlling applications, y includes controlling variables
and x(y) is the flow with respect to y. Usually, we need to minimize the following
controlling problem:

min F(x(y), y) (32)

s.t. y ∈ S. (33)

where the following conditions are met:

f (x, y)(z − x) ≥ 0, ∀x, z ∈ K (y) (34)

In these constraints, K (y) shows the feasible solutions for the dependent variables.
Sometimes, this set is modeled as the following:

K (y) = {x : g(x, y) ≥ 0, h(x, y) = 0} (35)

Really, Eq. (35) present the relationship between independent and dependent vari-
ables, while the constraints given in Eq. (36) limit the values of dependent variables
with respect to any fixed value of y. As indicated by [108], for a fixed y0, the solution
x0 satisfies Eqs. (35)–(36) if there are multipliers π0 and μ0 that

f
(
x0, y0

) − ∇g
(
x0, y0

)
π0 − ∇h

(
x0, y0

)
μ0 = 0 (36)

π0 t g
(
x0, y0

) = 0 (37)

π0 ≥ 0 (38)
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Under some assumptions on
(
x0, y0

)
, Eqs. (37)–(39) can be approximated by the

following first-order approximation:

x(y) ≈ x0 + ∇x
(
y0

)(
y − y0

)
(39)

where∇x
(
y0

) = [Jx ]−1
[−Jy

]
and Jx and Jy are Jacobian of the following nonlinear

system with respect to x and y:

⎛

⎝
f (x, y) − ∇g(x, y)π t − ∇h(x, y)μ

π t g(x, y)
h(x, y)

⎞

⎠ =
⎛

⎝
0
0
0

⎞

⎠ (40)

By substituting Eq. (40) in problem (33)–(34), we obtain a model just with respect
to y. When we solve this newmodel, we can obtain x(y). For more details, see [108].

In the second method, the control variables and equilibrium flows are indepen-
dently defined and they are solved iteratively by assuming fixed values for the other.
For example, optimal controlling has been defined for the constant link flows and the
traffic assignment has been solved based on the constant control variables. These two
problems are solved iteratively to achieve an expected convergence. Meanwhile, by
simulation software, one can imitate the real traffic and so it plays a significant role
in implementing traffic controlling variables. The simulation software can be also
used to predict the flows by solving one of the traffic assignment models. Since the
result of a control variable with the help of a simulator can be easily evaluated, such
methods are very useful. On the other hand, the simulators determine link flows and
so the variations in the problem can be simulated before any change in the problem.
On the other hand, when simulation software is used to optimize a problem, due to
the lack of derivativeness conditions, gradient techniques are not very useful. Instead,
the gradient can be estimated numerically or metaheuristics can be used to optimize
the problemwithout the necessity to the gradient [47]. In the first approach, that does
not guarantee to find the global minima, the following iterative equation is used:

ψk+1 = ψk + α∇ψ z (41)

where z = P I is the performance index of the networkwith respect to the controlling
variable ψ and k counts the time step and α is a step-size. For bth component of ψ ,
the partial derivation can be estimated as the following:

(∇ψ z)b = ∂z(ψ)

∂ψb
= 
z

2
b


z = z
(
ψ1, . . . , ψb + 
b , . . . , ψn

) + z(ψ1, . . . , ψb − 
b , . . . , ψn ) − 2z
(
ψ1, . . . , ψb , . . . , ψn

) (42)

where 
b denotes a small perturbation on the bth component of ψ .
In addition, the performance index of the network with respect to this perturbation

are denoted with z(ψ1, . . . , ψb + 
b, . . . , ψn) and z(ψ1, . . . , ψb − 
b, . . . , ψn).
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In the second idea, which has been followedmore, direct metaheuristic algorithms
such as simulated annealing [109], genetic algorithm [110], etc. are used on the simu-
lation model. To see a comparison between the different metaheuristic algorithms in
transportation contexts, one can see Fig. 2. This figure shows that genetic algorithm,
neural network and partical swarm optimization are very usable in transportation
problems.

Sometimes, the results of the simulation software have been also considered to
develop a meta-model and the optimization has been applied on the meta-model. In
these relevant researches, after collecting the simulation data, one can define a meta-
model such as a spline interpolator, regression, or neural network, and the process of
optimization is performed on themeta-model. For example, in [34] different machine
learning algorithms are used to produce the meta-model and nonlinear optimization
is used to optimize the performance index based on the results of the meta-model.
Again metaheuristic methods can be customized with meta-models to find optimal
global solutions for network controlling problems.
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Fig. 2 Comparison between the different metaheuristic approaches for transportation optimization
problems based on Google scholar statistics
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4 Simulation Optimization for ITS Developments

To investigate the performance of complex systems, analytical models become very
complicated. Because of the complex and stochastic characteristics of these systems,
the simulation is used to analyze their measures [111]. Recently, the optimization of
system parameters with a simulation model was proposed. Such solution-processes
are referred to as simulation optimization. Heuristic optimization methods showed
better performance in this area because they don’t need to differential equations [112,
113]. Ceylan andBell [110] used a genetic algorithmon the simulationmodel directly
to optimize the signal settings in urban networks with stochastic user equilibrium
jointly. But simulation of large-scale networks is very time-consuming. To overcome
the limitation of simulation, meta-modeling was first proposed by Blanning in 1975
[114]. The meta-model is a shape-function that relates the input vectors to the output
vectors. They can be used to predict without the necessity of experimented events.
Among, the different meta-models, we present some details about the fuzzy regres-
sion [115] and artificial neural networks [40]. When the meta-model is created, a
metaheuristic should be selected to optimize the parameters. A genetic algorithm is
a good option, while it can drop in local optimal points in the case of optimizing a
non-convex objective function. Exceeding the size of the initial population is a good
idea but isn’t sufficient. Tabu search proposed by Glover [21, 22], is a better method
that tries to perform a hill-claiming mechanism to get a global extreme point. Thus,
we use a Tabu search to describe the process of simulation-optimization in what
follows.

4.1 Meta-Models

Meta-models play important roles in implementing the effects of independent vari-
ables on dependent variables. These tools are used to evaluate dependent variables
when independent variables change. For example, the cost, price or risk can be imple-
mented by meta-models in terms of demand, supply, maintenance costs, failure rate,
and so on. There are two important kinds of meta-models. In the first one, the meta-
model can model the uncertainty in the parameters. The second kind recognizes the
reality with crisp thresholds or by mathematical functional forms. In the next, we
introduce a fuzzy regression for the first type and a neural network for the second
type.

• Fuzzy Regression

Regression analysis is one of the most widely used statistical techniques for deter-
mining the relationship between variables to describe or to predict some stochastic
phenomena. Fuzzy regression analysis is an extension of the classical regression anal-
ysis, in which some elements of the model are represented by fuzzy numbers. This
category consists of linear and non-linear versions. Generally, by composing neural
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network and fuzzy quantities, we can obtain nonlinear fuzzy regression to learn any
relation between the parameters with more accuracy and by removing the effects
of outliers [115]. For simplicity and without loss of generality, we use fuzzy linear
regression in this part to predict the effect of ITS parameters on the performance
index. The fuzzy linear regression (FLR) model can be stated as follows:

Ỹi
(
X̃i

)
= Ã0 + Ã1 ⊗ X̃i,1 + · · · + Ãn ⊗ X̃i,1 =

∑

j=0,...,n

Ã j ⊗ X̃i, j , i = 1, . . . ,m (43)

where X̃i, j is the fuzzy value of the j th independent variable in the i th observation
and X̃i,0 = 1. The multiplication of ⊗ can be defined exactly or approximately. The
problem of fuzzy regression analysis is to find the fuzzy parameters Ã0, . . . , Ãn such

that Ỹi
(
X̃i

)
is close to Ỹi . Thus, we need to minimize the following:

min
∑

i=1,...,m

∣
∣
∣Ỹi
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∑
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Ã j ⊗ X̃i, j − Ỹi

∣
∣
∣
∣
∣
∣

p

(44)

where p is a positive integer number. Since the parameters are considered as
fuzzy triangular numbers, we can estimate Ã j X̃i, j as a triangular number [116].

By considering just triangular fuzzy numbers Ã j =
(
Ac

j , A
L
j , A

R
j

)
and X̃i, j =

(
Xc
i, j , X

L
i, j , X

R
i, j

)
with the centers Ac

j and Xc
i, j , the left spreads A

L
j and XL

i, j and the

right spreads AR
j and X R

i, j . Let these fuzzy numbers are positive. The multiplication
can be estimated as the following:

Ã j ⊗ X̃i, j
∼= (

Ac
j X

c
i, j , A

c
j X

L
i, j + Xc

i, j A
L
j , A

c
j X

R
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i, j A
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j

)
(45)

Thus, the objective function (32) with respect to the fuzzy observations Ỹi =(
Y c
i ,Y L

i ,Y R
i

)
, can be represented as the following:

min
∑

{i=1,...,m}

∣
∣
∣( OBJci , OBJ Li , OBJ Ri )

∣
∣
∣
p

OBJci =
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i ,

OBJ Ri =
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j=0,...,n

Acj X
R
i, j + Xc

i, j A
R
j + Y L

i (46)
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that is the sum of the norms of fuzzy numbers. To solve this problem, [115] proposed
amulti-objective programming approach.We can also do similar to [117] by defining
some fuzzy goals for each of the objective functions and trying to receive fuzzy goals.
Such models can be solved by metaheuristic algorithms simply. After solving this
model and finding Ã j , we can optimize the performance index of the corresponding
intelligent transportation system. Inwhat follows,we consider p = 1, and try to solve
the following 3-objective function model instead of (34) by using Rommelfanger’s
approach [118] to minimize the most possible case, to maximize the spread of the
optimistic area and to minimize the spread of the pessimistic area:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

min z1 = ∑

{i=1,...,m}

∑

j=0,...,n
|Ac

j X
c
i, j − Y c

i |
max z2 = ∑

{i=1,...,m}

∑

j=0,...,n
|Ac

j X
L
i, j + Xc

i, j A
L
j + Y R

i |
min z3 = ∑

{i=1,...,m}

∑

j=0,...,n
|Ac

j X
R
i, j + Xc

i, j A
R
j + Y L

i |
(47)

Also, the variables X̃i, j =
(
Xc
i, j , X

L
i, j , X

R
i, j

)
should meet some constraints. In

what follows, we present a Tabu search algorithm to solve this model.

• Neural Network

Artificial neural networks are famous tools to learn the relationship in real
phenomena. Among them, a multilayer perceptron has been used as a meta-model
in many studies [40]. A multilayer perceptron with enough number of neurons in a
hidden layer can estimate any functional form in the shallow and deep constructions
[37, 40]. Although there are different optimization methods to train a perceptron
network, the backpropagation algorithm has been proved to be powerful for many
experimental studies. In what follows, we show how a multilayer perceptron can be
used to define a meta-model for a real problem.

4.2 Metaheuristic Optimizer

After getting the data from a simulation software, and developing a meta-model such
as fuzzy regression, neural network, etc., we need to develop an optimizer. As Fig. 2.
shows, the different metaheuristic algorithms are used in transportation studies. Now,
we present some bases of Tabu search. Tabu search is a general heuristic search
procedure devised for finding a global maximum of a function. The modern version
of the algorithm was developed by Glover [21, 22] for large-scale combinatorial
optimization problems. It has a flexible memory to retain the information about the
previous steps of the search, using it to create and to exploit new solutions in the
search space. Initially, Tabu Search (TS) choose a random feasible solution xc with
corresponding objective function θc. The optimal solution xbest and its value θbest are
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supposed to equal to xc and θc, respectively. Also, it selects values for the following
parameters: P (probability threshold), N (number of neighbors), Nmax (themaximal
number of iterations allowed without improvement), NNI (number of non-improved
iterations) = 0.

A step of TS startswith a current solution yc and by applying a simplemodification
to xc, it produces N feasible solutions x1, . . . , xN which are named constructed
neighbors. We use the following procedure to choose the neighbors at each iteration:

• For t = 1, . . . , N and i = 1, . . . , n, select a random number r∼Uni f orm(0, 1).
• If r < P , then, i th component of xt is equal to xc(i), otherwise, select randomly

an integer l �= xc(i) and let xt (i) = l.

Let x1, . . . , xN be sorted with respect to their objective functions θ1, . . . , θN in
descending order. This list is used to move the solution. To avoid a local maximum
in search space, the move to x1 is applied even if x1 is worse than yc, but if θbest < θ1,
set NNI = 0, else set NNI = NNI + 1. However, this can cause the cycling of the
search. To avoid cycling as much as possible, a Tabu list is introduced. The Tabu
list stores all Tabu moves that are not permitted to be applied to the present solu-
tion. The moves stored in the Tabu list are those carried out most frequently and
recently. Therefore, a move is classified as Tabu or not, when some criteria called
Tabu restrictions, are employed. The use of a Tabu list decreases the possibility of
cycling because it prevents the return within a certain number of iterations to a solu-
tion visited recently. After a specified duration (Tabu list size or Tabu period), a Tabu
move is free to be visited again and removed from the Tabu list. This loop is repeated
until a NNI < Nmax. Now, this is applied to any optimization model.

4.3 Details of Implementation of Simulation Optimization

In this part, we consider a problem with n independent variables denoted with X =
(x1, . . . , xn). Based on the restrictions, these variables should satisfy X ∈ F(X).

For example, the feasible set F(X) can be represented by a linear system such as
AX = b or X ∈ {0, 1}n. Now, the objective function should be implemented. As we
discussed deeply, to implement an objective function, the fuzzy or crisp variables
can be considered and then the appropriate meta-model can be defined.

Let the variables be crisp. For example, when the question is about the variable
speed limits in the urban highways, we can define xi (i = 1, …, n) as the speed
in street i . Then, the performance index of the network can be defined in terms of
safety, total travel time, etc. Now, we can create m scenarios X j = (

x j,1, . . . , x j,n
)

( j = 1, . . . ,m) with different speeds x j,i for highway i in the feasible set F(X).
These speeds can be defined for the highways in a simulation software such as
AIMSUN, see e.g. [3, 34]. Then the performance index of the network in terms of
the important criteria can be computed by the simulation software.
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Let z1
(
X j

)
, . . . , zk

(
X j

)
are obtained with respect to any speed variables X j =(

x j,1, . . . , x j,n
)
. Really, we need a meta-model to recognize the relation between X j

and the performance indices
[
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(
X j

)
, . . . , zk

(
X j

)]
. As presented earlier, amultilayer

perceptron can be defined in which the vectors X j ( j = 1, . . . ,m) are inputs and the
vectors

[
z1

(
X j

)
, . . . , zk

(
X j

)]
are the corresponding outputs. Denote N

(
X j

)
as a

neural network that returns the vector of performance indices for any speed variables
X j .

Now, we need to define an optimizer on N
(
X j

)
. By defining θ

(
X j

) = g
(
N

(
X j

))
,

we can obtain a real-value function g
(
N

(
X j

))
to be optimized. For example, by using

weighting parameters w = (w1, . . . , wk), we can present the following function:

θ
(
X j

) =
∑

l=1,...,k

wl Ol
(
N

(
X j

))
(48)

where Ol
(
N

(
X j

))
is the lth output of N (X j ). We are ready to apply Tabu search on

θ
(
X j

)
to find the best speed variables X j = (

x j,1, . . . , x j,n
)
.

Although, we present these details for variable speed limit problem in the urban
networks, all of these steps are generally applicable. Just, we need a simulation
software to evaluate the goodness of the scenarios in some meaningful criteria.
Some examples of simulation-optimization techniques for transportation studies are
presented in the following:

• Optimization of controlling variables [36]
• Optimization of toll pricing problem [34]
• Green intermodal transportation problem [119]
• Sustainable transportation planning [120]
• Collaborative urban freight transportation [121]
• Parking space management [122]
• Dynamic disaster relief distribution [123]
• Road surface maintenance scheme [124]
• Rescheduling the train traffic in uncertain conditions [125]
• Dynamic multimodal freight routing [126]
• Scheduling in stochastic freight transportation [127]
• Managing mass casualty incidents [128]
• Urban transportation demand management [129].

5 Advanced Optimization Solutions for ITS Services

Intelligent transportation systems play a key role in improving the performance of
smart cities and intercity roads.But these systemswork together and serve as a puzzle.
Really, the development of unbalanced intelligent transportation systems often leads
to failed projects and only consumes high costs. It is proved that an integrated plan
for ITS should be followed in each country for ITS development. In Fig. 3, a pyramid
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Fig. 3 Pyramid of ITS
architecture in Iranian
national plan. Adapted from
its.aut.ac.ir/nits

AHTS
AMTS-ATIS
VSS-EMS

APTS-CVO-CMRI-DAS

of ITS services in Iran national plan is presented where these services are commonly
used in the different ITS architecture around the world, see e.g., [1].

The top of this pyramid is an advanced human-based transportation system
(ATMS). This service is supported by two branches of advanced traffic manage-
ment system (ATMS) and advanced travel information system (ATIS). The vehicle
safety system (VSS) and emergency management system (EMS) are in the third
level of importance. Finally, the infrastructure services are considered including
advanced public transportation system (APTS), commercial vehicle operations
(CVO), construction, maintenance and repair of infrastructure (CMRI) and data
archiving system (DAS). In the following, nine-dimensional subsystems of this archi-
tecture are presented and we give some information about the optimization processes
in these subsystems.

5.1 Models of Advanced Human-Based Transportation
System (AHTS)

This service serves different people. These people can be healthy or damaged. For
example, appropriate services for the elderly, children, the blind, the deaf and the
disabled are defined here [130]. For example, users’ safety services, especially for
vulnerable users are supported by this system [131]. Also, we need to prioritize
humans at intersections to cross safely. Really, we need to consider human factors
for extending ITS through the urban and intercity networks [132]. Some of the most
important services for vulnerable users are as the following:

• Users detection using v2x communications [133]
• Pedestrian detection by machine learning approaches [134]
• Collision avoidance systems [135]
• Improving safety and mobility [136]
• Tracking vulnerable road users [137].

In Table 1, some applications of optimization models in this system have been
presented.

http://its.aut.ac.ir/nits
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Table 1 The application of optimization models in AHTS

User service Sample reference Description and process

Alert the user when crossing the
street

[138] Alerting drivers approaching a
pedestrian crossing by utilizing sensors
to detect a movement. The system may
be calibrated to optimize the detection
rate, minimizing false alarm and no
detection

Increased rear view of the biker [139] A vision-based system for rear-end
collision detection has been proposed
to increase the safety of motorcyclists
and to minimize their road fatalities

Safety warning for blind people [140] An indoor navigation support for blind
people has been proposed to identify
the objects within modeled indoor
environments. The user has been
supported by a text-to-speech engine.
The hardware ergonomics of the
module should be optimized

Guidance system for vulnerable
people

[39] For an unknown environment, a
navigation system tailored to the
special needs of blind people has been
developed. The system uses fast
routing algorithms generating lists of
maneuvers, suitable positioning tools
and reliable map-matching algorithms
for route guidance instructions

A priority system for vulnerable
users

Although vulnerable users, such as the elderly or children or
the blind vulnerable users usually need more time to cross
the street compared with the ordinary people, there is still no
industrial development priority system for the vulnerable
users

5.2 Models of Advanced Traffic Management System (ATMS)

This system controls the intersections, highways and arterial streets, along with the
entrance and exit of the passageways, and creates a comprehensive monitoring on
the traffic flow and violations. The main modules of this system are shown in Fig. 4.
The services of this system depend on the type of infrastructure. Of these, all of these
services are developed based on data mining. Thus, network monitoring is the main
core of all of the components of ATMS. For example, an electronic toll collection
module is one of the most important modules of ATMS that uses various automotive
identification technologies to determine when the vehicle enters a zone and how
long it stays there. The toll will be defined based on these data. In Table 2, some
applications of optimization models in ATMS are presented.
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Fig. 4 Main components of ATMS

5.3 Models of Advanced Travel Information System (ATIS)

In this system, travel information is provided to the passengers before trip or during
the trip. This can be shared either inside or outside the vehicle. This system is
completely dependent on ATMS decisions. It also provides a service for traffic
management by guiding the users to some routes. In fact, all transportation data
is being used in a unit called the Information Services Provider (ISP), and it is used
by both of ATMS and ATIS. These two systems collaborate to provide the best
services. In Table 3, the optimization models in ATIS has been mentioned.

5.4 Models of Vehicle Safety System (VSS)

In this system, a series of technologies are designed to improve vehicle control and
safety ofmotion.Modules of this system cover a range of active and passivemethods.
The driving evaluation systems in this category provide appropriate services for
increasing safety and so the different insurance companies and police offices require
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Table 2 The application of optimization models in ATMS

User service Sample reference Description and process

Network monitoring [141] A comprehensive review of wireless
sensor networks for ITS solutions
for traffic optimization and
real-time traffic light control

Controlling the traffic lights [41] Using a combination of network
optimization techniques and
nonlinear programming to optimize
signal settings

Traffic prediction [142] Traffic flow prediction by
minimizing the sensors in the links
to adjust the origin-to-destination
matrices

Lane management [143] A new bi-level formulation for
time-varying lane-based capacity
reversibility problem for traffic
management by using the genetic
algorithm (GA) with the
simulation-based systems

Traffic information broadcasting [144] Broadcasting methods for sending
safety messages and routing
information in a wide and high
mobility vehicular ad hoc networks
by determining the best
communication strategies for each
node according to its neighborhood
density

Traffic incident management [145] Dispatching response units by an
optimization process for multiple
incident response management by
integrating Geographic Information
System (GIS) with traffic
simulation and optimization engines

Electronic toll collection [146] Deployment of electronic toll
collection (ETC) by using a model
to maximize social welfare
associated with a toll plazas

Reducing greenhouse gas emissions [147] To explore the environmental
impact of pooling of supply chains
at the strategic level, an
optimization model has been
developed to reduce emissions for
two transport modes, road, and rail

(continued)
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Table 2 (continued)

User service Sample reference Description and process

Integration of the rails with the roads [148] This reference presented the
problem of optimally locating
rail/road terminals for freight
transport by using a linear 0–1
program that was solved by a
heuristic approach

Smart parking management [149] A recharge scheduling system was
presented for parking lots using a
realistic vehicular mobility/parking
pattern focusing on individual
parking lots

Variable speed limit [150] To maximize recurrent bottleneck
flow, a control strategy for
combining Variable Speed Limits
(VSL) and Coordinated Ramp
Metering (CRM) design, has been
proposed

Dynamic road management [151] Here, time-dependent tolls have
been studied for optimizing the
network performance by a bi-level
optimization problem

Variable message signs [66] Finding an optimal set of locations
was pursued to install a given
number of variable message signs
by a bi-level stochastic integer
programming model

Table 3 The application of optimization models in ATIS

User service Sample reference Description and process

Dynamic path guidance [152] Dynamic route guidance by A* algorithm and
genetic algorithm were presented in this paper

Travel planning [153] It proposed a collective travel planning to find the
least cost route connecting multiple sources, via at
most k meeting points

Dynamic trip-sharing [154] It surveyed bike or car sharing algorithms to
pick-up a vehicle at any location and return it to
any other station

them essentially [7, 9, 36, 38, 155]. The models of optimization for the services of
this system are stated in Table 4.
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Table 4 The application of optimization models in VSS

User service Sample reference Description and process

Safety alert at intersection [156] This paper considers the cooperative
intersection optimization in which
road users, infrastructure, and traffic
control centers can communicate and
coordinate the traffic safely and
efficiently

Advanced vehicle control [157] In this paper, plug-in hybrid electric
vehicles have been used to optimize
the energy flow by generating the
most efficient operating conditions for
a parallel pre-transmission hybrid and
a specific driving cycle. The engine,
electric machine, and transmission
operating modes were then used to
generate a rule-based control strategy

Avoiding collisions at intersections [158] This paper proposed an intersection
system by using cooperative
coordination between vehicles to
adapt the speed for finalizing the
maneuvers both safely and efficiently.
This was solved by a hierarchical
fuzzy rule-based system optimized by
a genetic algorithm (GA)

5.5 Models of Emergency Management System (EMS)

The purpose of this system is to improve the response time to accidents, to increase
the likelihood of survival and to reduce injuries. To reduce the response time, the
communication time between the agents and emergency management center should
be reduced. This system has important implications for reducing casualties and
driving peace. Table 5 shows some optimization models in this system.

5.6 Models of Advanced Public Transport System (APTS)

APTS includes passenger data to improve the operations of public transportation
agents. It supports network design, fleet management, bus and crew scheduling, fare
collection, route guidance, transferring between different modes of transit, etc. These
services can be provided inside or outside of the vehicle. This system also controls the
transit vehicles and can call an advanced service to get a priority in the intersections.
Some of the most related services in this system can be categorized as the following:

• Sampling method to the cluster the patterns of users based on smart card data
[163]



Optimization Techniques in Intelligent Transportation Systems 77

Table 5 The application of optimization models in EMS

User service Sample reference Description and process

Emergency calls and dispatch [67] This paper used a mathematical
formulation for the emergency
medical service system by providing
a quick response to emergencies. It
optimizes the location of the
ambulances and their allocation to
the customers. This model was
solved by the genetic algorithm

Emergency routing [159] This paper involved warehouse
selection, fleet routing, and
scheduling to meet demand in the
strict time window to obtain a
scalable solution based on the route
capacity and location selection
constraints by the aid of a two-level
optimization problem.

Road patrol services [160] This paper optimized the police
patrol services by determining the
important locations and routes based
on the topology of road networks
and cross-entropy approach

Protection of the civil infrastructure [161] This paper proposed a mathematical
decision problem for quantifying the
infrastructure measures congruously
and maximizing their values

Supporting the natural disasters and
reconstruction

[162] This paper developed a plan for
optimizing the resource allocation to
compete for the recovery projects,
quantifying the overall functional
loss of damaged transportation
networks during the recovery efforts,
evaluating the impact of limited
availability of resources on the
reconstruction costs; It also
minimized the performance loss of
transportation networks and
reconstruction costs

• Big data in public transportation [164]
• Time-based transit fares [165]
• Fuzzy dynamic scheduling for public transit [166]
• Bus monitoring system via ZigBee radio network [167]
• Providing service reliability for different public transit services [168]
• Mitigation of disruptions in public transit by bee colony optimization [169].

Table 6 includes some optimization applications in APTS.



78 M. Ghatee

Table 6 The application of optimization models in APTS

User service Sample reference Description and process

Public transportation on fixed
routes

[170] A reliable bus route schedule has been
designed by taking into account the bus
travel time uncertainty and the bus
drivers’ schedule recovery efforts. A
Monte Carlo simulation-based solution
method was used to solve the presented
robust optimization model

Dial-a-ride public transportation
systems

[171] Each customer requirement has been
specified in terms of an origin, a
destination and a time window. This
paper proposed a set of routes, each
assigned to a public vehicle, to satisfy
the requests by maximizing the total
ride time and the total waiting time

Fare collection management [172] The data of the fare collection system
has been used for transit planning in
this paper by estimating the destination
location for each individual boarding a
bus with a smart card

Fleet management [173] A mathematical model has been
studied to consider the relevant
activities at tactical and operational
levels for private companies and public
agencies on passengers and freight
transportation services. In this paper,
the combinatorial optimization
problems, such as vehicle routing and
scheduling have been applied in the
static and dynamic statues

Bus priority at roads [174] This paper formulated transit road
space priority at the network level and
utilized an efficient heuristic method.
A bi-level programming approach is
adapted for this purpose. The upper
level involves an objective function
from the system managers’ perspective,
whereas, at the lower level, a users’
perspective is modeled. Then a genetic
algorithm is used to solve this problem

Bus priority at intersections [175] To implement the transit priority in the
signalized intersections, the major
factors affecting transit priority have
been identified, and the formulation of
both passive and active transit priority
strategies for arterials with coordinated
traffic signals were described

(continued)
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Table 6 (continued)

User service Sample reference Description and process

Public transportation data mining [51] The automated fare collection system
has been used to collect data from
transactions for extracting passenger’s
origin and destination. Such transit
origin data are highly valuable for
transit system planning and route
optimization

5.7 Models of Commercial Vehicle Operations (CVO)

This system includes technologies that are most useful for commercial trucks.
Fleet management, electronic clearance, weighting-in-motion, international border
crossing and freight monitoring are the most important services of this system. Of
course, some of these services are shared by public carriers. This system also contains
some special services for hazardous material transportation [35].

Since the CVO system plays an essential role in the management of commer-
cial vehicles, it has a great effect on the economic development of a country and
increases the efficiency of the transportation network and the national boundaries of
the country. Besides, due to reduced downtime, trucks can reduce shipping costs.
On the other hand, it also plays an important role in creating and improving the
security of the country and preventing theft and smuggling, due to the possibility of
individual tracking of loads and trucks. Table 7 presents some optimization models
for implementing CVO services:

Table 7 The application of optimization models in CVO

User service Sample reference Description and process

Fleet management [176] It defined some heuristics to manage a
fleet of trucks to provide truckload
pickup-and-delivery services under
time windows

Cargo management [177] For cargo port scheduling, a
mathematical model has been
established to minimize the total
service time and make-span. It solved
by a multi-phase particle swarm
optimization (MPPSO) algorithm

Hazardous materials management [35] This paper proposed a decision
support system for routing,
scheduling, and assignment for
hazardous material transportation
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Table 8 The application of optimization models in CMRI

User service Sample reference Description and process

Winter road maintenance [178] This paper survived on the winter road
maintenance operations by considering the
decision-making problems at the strategic,
tactical, operational, and real-time levels

Working zone management [179] This paper proposed an optimization technique
to determine the appropriate work-zone plans to
minimize the total costs including agency costs,
road-user delay costs and accident costs,
subject to working time constraints. This model
has been solved by a modified simulated
annealing algorithm

5.8 Models of Construction, Maintenance and Repair
of Infrastructure (CMRI)

This system works to improve manufacturing, maintenance and repair processes,
optimize the efficiency of existing equipment, protect manpower and accelerate the
process of repairing road bottlenecks. Protecting the work-zone and clearing the
paths in the winter and snow conditions is another function of this system. The
optimization models that are used in this system are reviewed in Table 8.

5.9 Models of Data Archiving System (DAS)

This system includes the mechanisms to create an integrated data center plan to
share the data between intelligent transportation departments and sectors. In fact, it
supports all departments to make decisions based on the provided data. As one can
see in Fig. 5, the different data from the infrastructure that can be collected by ATMS
or CMRI are integrated in the ITS data warehouse. Also, the users’ data that can be
gathered by ATIS, APTS, and ATMS are augmented to the data warehouse. Finally,
the vehicles’ data that are provided by ATMS, APTS, EMS, CVO and CMRI, are
sent to the data warehouse.

In the data warehouse, after integrating the data formats and using cleaning tech-
niques, the data are stored in some data cubes to provide some necessary analysis to
execute queries, searches, processing on the patterns in the streams, visualizing data
and making decisions. The resulted data can be organized in some data marts with
respect to the different business purposes. To see more details, see e.g., [8]. Some of
the references that focus on optimization models in DAS are presented in Table 9.
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Infrastructur
e Data

•Roads Data
•Intersec ons Data
•Work-zone Data
•Sensors/Detectors Data
•Controlling Centers Data

Users Data

•Travellers Data
•Fare Data
•Counters Data
•Survielence Data

Vehicles 
Data

•Private Vehicles Data
•Public Services Data
•Emergency Vehicles Data
•Trucks Data
•Maintenance Vehicle Data

Fig. 5 ITS data warehouse that integrates the different data of transportation systems

Table 9 The application of optimization models in DAS

User service Sample reference Description and process

Management based on data
warehouse

[50] This paper presented a data warehouse
approach with big data analyses for
decision making on intelligent urban
mobility and road transport

Big data analysis [180] This paper optimized the traffic flow by
identifying the vehicles and providing
alternate routes. It concluded that the
big data analysis for real-time traffic
information reduces casualties,
minimizes congestion, and increases
safety across street networks

6 Conclusion and Future Directions

The purpose of the development of Intelligent Transportation Systems (ITS) is to
provide information technology-based solutions and systems analysis to enhance
the quality of transportation, to improve safety, to utilize clean and integrated trans-
portation. Of course, these systems contribute to the promotion of users’ driving
culture, to increase legality, to consider the standards and to control traffic auto-
matically. Therefore, these systems are highly developed in the urban and intercity
networks. These systems can be categorized in nine branches:
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1. Advanced Human-based Transportation System (AHTS)
2. Advanced Traffic Management System (ATMS)
3. Advanced Travel Information System (ATIS)
4. Vehicle Safety System (VSS)
5. Emergency Management System (EMS)
6. Advanced Public Transport System (APTS)
7. Commercial Vehicle Operations (CVO)
8. Construction, Maintenance and Repair of Infrastructure (CMRI)
9. Data Archiving System (DAS).

This chapter focused on these nine systems and presented the applications of
the optimization techniques in these systems. We firstly, considered the data collec-
tion and data cleaning in ITS developments. Some data mining approaches such as
frequent pattern mining, regression analysis, data clustering and data classification
can be used to extract the necessary knowledge from transportation data [10–13].
Then we presented the optimization models. These models can be implemented
by graph and network analysis. Thus, we gave some network optimization models
that can be used for ITS developments. The different models such as shortest path
problem,maximumflowproblem,minimumcost flowproblem, assignment problem,
multi-commodify flowproblem, traffic assignment problem, sensor network problem
and network control problem have been discussed.

Besides, simulation optimization can be followed for ITS developments. Thus,
we presented some details about how one can define meta-models to define a func-
tional forms for simulation data. Among the different methods, we presented the
implementation points about fuzzy regression and neural network. Then, we showed
how a metaheuristic optimizer can be used on a meta-model to find the near optimal
solutions.

As the final part, we presented the advanced optimization solutions for the
considered 9 systems of ITS.

The following scientific gaps have been obtained that can be covered by the next
researches:

1. Although the human-based transportation systems have been neglected in car-
oriented ITS architecture, this is very important to improve a safe life for people.
Thus, Much more effort is needed to identify the real needs of the vulnerable
people, such as the elderly, children, the blind, the deaf and the disabled persons,
and to develop appropriate transportation systems for them by considering their
special needs. The role of optimization models in this area can be crucial in order
to avoid the cost overruns and to develop the comprehensive transport systems
for these people.

2. In transportation management systems (ATMS), imbalanced development
presents many risks. Developing intelligent transportation systems with the
ability to generate high volumes of data without planning how to process them is
useless. In many cities, high volumes of data are collected by detectors, installed
at intersections and they are left unused. Mobile operators are always collecting
huge amounts of users’ data and eventually discarding them. The need to process
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big data collected by trafficmanagement systems including surveillance cameras,
sensors, detectors, and counters is strongly felt. In this regard, optimization
models are very effective for designing low-cost models of data collection, data
analysis, and data compression. Project management techniques that meet the
prerequisites for different systems are another field of optimization that can be
followed by system-developing organizations.

3. In the development ofATIS, the effect of the fusion of data obtained fromdifferent
information sources is very high. This effect is revealed in trip planning and
traveling guidance modules. Today, various data are collected by traffic manage-
ment systems.Mobile data and telecommunications antenna also collect different
kinds of users’ data. Social networks and Internet-of-Things (IoT) are also very
useful to collect transportation data. Providing new and effective fusion methods
that can integrate data collected with different structures is a very challenging
subject. The structures are graphs, time-series, streams of data and so on. Thus
the structured data and non-structured data can be combined in a unified plat-
form. Providing suitable multi-criteria optimization models that can provide an
effective way of integrating data concerning the importance and accuracy of each
data segment is a research expectation. Knowledge extraction methods from this
data also require optimization of machine learning models. Besides, how to opti-
mally present this data to the user as well as how to disseminate the extracted
knowledge is a major challenge. Obviously, if the same data is given to all users,
congestion in the traffic network will increase. Optimization of the transfer of
this knowledge to users according to probabilistic models can be considered in
future optimization researches.

4. In VSS and EMS implementations, there are many issues that require robust opti-
mization. According to the results of the current research, thesemodels have been
extended for these parts very scarcely.While robust optimizationmodels can play
a very important role in achieving appropriate safety responses. Also, due to the
need to simulate very complex scenarios in order to develop programs and stan-
dards for safety and incident management, simulation-optimization methods are
highly recommended to solve the problems in these categories. The possibilities
of tracking cars with the help of IoT and smartphones are not to be overlooked.
Providing online optimization models to solve the problems of VSS and EMS is
also a major challenge.

5. In the APTS, CVO, CMRI, we need gradually to consider the relationship
between vehicles (V2V), between vehicles and infrastructure (V2I) and between
vehicles and people (V2P). Optimization models can help to customize these
technologies to suit the needs of these systems. Since this technology is so expen-
sive, creating a model for optimal use of these systems, optimizing their equip-
ment location and installation, inclusive models for collecting and processing
their data are crucial. Also, unlike autonomous vehicles, the costs of this sector
are mostly dependent on the infrastructure and must be funded by governments.
Thus, it is a need to provide an optimal economic model for the development of
this technology for each country.
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6. The last but not the least, atDAS,wehave enormous challenges in integrating data
and identifying the data cube needed to store data and to analyze them according
to the different needs. In the field of transportation, there are many sectors,
including police departments,municipalities, road agencies, telecommunications
operators, car manufacturing companies, travel and tourism companies, rescue
organizations, national security agencies, borders, ports, terminals, airports and
train stations. Also, people are the most important sector in transportation. All
of these sectors produce transportation data, affect transportation data collection
or use transportation data. The maturity level of the data in this section is not
the same. People’s privacy must also be protected. So it’s very difficult to build
and update a data warehouse in this area. Optimization models can help to make
an appropriate decision about how to manage and to store data by implementing
different stakeholders’ viewswithin themodel constraints andmodel goals. These
models should be able to prevent the privacy of individuals while meeting the
real needs of the sectors involved in this segment. This challenge will remain one
of the major data science challenges in the field of transportation.
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Low Power Hilbert Transformer Design
Using Multi-objective Seeker
Optimization Algorithm

Atul Kumar Dwivedi

Abstract In this paper, a novel design approach using multi-objective evolutionary
seeker optimization algorithm has been proposed, in which the Hilbert transformer
is designed using half band FIR filter. The proposed technique has been analyzed
for Hilbert transformer model in terms of reducing the power consumption, pass-
band error and order simultaneously. The inclusion of power minimization makes
the designed Hilbert transformer portable, low power devices thus increasing battery
life and less heating effect. The pertinence of the proposed technique was analyzed
by comparing the results achieved using the proposed algorithm with other state of
the art evolutionary multi-objective algorithms. Using Virtex-7 FPGA and Xilinx
X-power analyzer, Power consumption was analyzed. In the present work, a novel
EA i.e. hybrid artificial bee colony algorithm has been proposed and further applied
for FIR filter design. The filter design task aims at satisfying the dual objectives of
meeting the desired frequency domain specifications and power minimization.

Keywords Digital FIR filters · Hilbert transformers · Evolutionary algorithms ·
Multi-objective seeker optimization · Low power design

1 Introduction

Hilbert transformers (HT) are class of digital filters which has the characteristic to
shift the input signal by π/2 radians phase. The main importance of the HTs is to
represent real function into analytic function. HT of a signal x(n) is obtained using
summation as given below

H[x(n)] = lim
ε→0

1

π

∑

|s−n|>ε

x(s)

n − s
ds (1)
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The certain operation of signal processing is simplified by complex signals and
is generated by using HTs. It shifts the negative frequencies phase by +90◦ and
positive frequencies phase by −90◦. Therefore, the entire frequency band of HTs
has unity gain but has a phase shift of −180◦ at zero frequency. Practically, HTs
are used in various applications of digital signal processing like radio engineering,
communication systems [1, 2], seismic signals [3], propagation time estimation,
vibration analysis [4], medical signal analysis [5] and image processing [6]. HTs can
be designed either by using Finite impulse response (FIR) half band filters or infinite
impulse response (IIR) half band filters [7]. For synthesizingHilbert transformer, FIR
filters are preferred because FIR filters have exact linear phase, have high stability
as compared to infinite impulse response (IIR) filters and are less sensitive to the
coefficients quantization [8]. HTs can be easily derived from FIR half band filters
[9].

In spite of many improvements in the design techniques for FIR Half band filters,
there still exist many challenges faced by the researchers. Though FIR half band
filters have many advantages over IIR half band filters but they require higher filter
order. The filter order increases withmore stringent specification of HTs, i.e., smaller
PBE and narrower transition width. Therefore, the minimization of Pass Band Error
(PBE), Stop Band Error (SBE) with smaller complexity (order), have been always
challenging. In this regard a number of techniques have been developed in last two
decades for efficient design of HTs which include using frequency response masking
(FRM) based half band filter [10]. In [11], a linear phase FIR filter with piecewise
polynomial sinusoidal techniques. Identical sub filters have been used for multiplier
less HT. An efficient design of FIR HT requires efficient FIR half band filter. For
FIR filter designing, various evolutionary optimization-based algorithms have been
reported because of their capability in converging to the global optima. The tech-
niques published in this regard include simulated annealing [12], Genetic Algorithms
(GA) [13, 14], Differential evolution (DE) [15–18], Particle swarm optimization
(PSO) [19–22], Hybrid differential evolution and PSO (DEPSO) [23], Cat swarm
optimization (CSO) [24], orthogonal harmony search algorithm [25], cat swarm
optimization [24] and artificial bee colony [26, 27] algorithms. However, because
of single objective optimization, a common problem with most of the classical and
optimization-based HT design methods, is that they try to meet a certain objec-
tive therefore lack in fulfilling another requirement of the HTs. For example, HTs
designed with the objective of small error poorly perform in terms of order, i.e., they
require higher order FIR half band filter and vice versa. In smaller order FIR half
band filter, both PBE and SBE can not be minimized simultaneously [28]. In addition
to PBE and SBE this work presents conflicting nature of filter order. The condition
of conflicting nature can be resolved by using a Lagrange’s multiplier which allows
to use different scaling factor for different objectives. However, the choice of scaling
factor is again a big problem. Multi-objective optimization, which takes into account
all possible solutions between conflicting many objectives, can solve such problems.

Unlike evolutionary optimization based single objective technique for HT design,
which provide a set of coefficients, multi-objective technique provides a set of filters,
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from this set of filters a particular filter can be selected based on the requirement of
the application of the HT.

In this work, the objectives are pass band error, stop band error of HT, order of
prototype half band FIRfilter and power consumption inHTs. The inclusion of power
consumption while execution of HT, in addition to the response of HT is motivated
by high operating frequency and device count in modern digital signal processing
devices cause heating effect resulting in higher packaging and cooling related cost
caused because of higher power consumption duringHTexecution.On the other hand
low power devices are portable hence can be easily operated at low power, low cost
and at remote places [29]. Power requirement in HTs can be reduced by improving
prototype half band FIR filter implementation architecture [30] or by reducing tran-
sition activities [31] between filter coefficients in their digital form while execution.
The average signal transition activity can be reduced by reducing information theo-
retic measure entropy [32–34]. The switching activity has been reduced by using
gray code addressing in control path of the embedded processor [35]. The switching
sensitivity has been measure for prototype FIR filters using entropy in DeBrunner
et al. [36]. In the line of these works, in this paper minimization of entropy between
consecutive coefficients of the prototype FIR half band filter, has been utilized in HTs
design which relates to the power consumption. It has been observed using single
objective optimization-based design of HTs optimized for PBE have higher entropy
whereas HTs optimized for entropy have larger PBE. HTs with smaller order have
larger PBE and vice versa. Therefore, the HT design problem with low power can
be solved using multi-objective optimization. Evolutionary optimization approaches
are characterized by population and natural selection determines the new popula-
tion therefore these approaches are potential candidates for providing solution to
multi-objective optimization problems.

Motivated by the capabilities multi-objective evolutionary optimization, in this
work, a recently developedmulti-objective seeker optimization algorithm (MOSOA)
[37]. MOSOA is a meta-heuristic search control parameter which mimics the social
exchange behavior found in a group of seekers. ClassicalMOSOAhas been improved
by adding a chaotic factor to improve its convergence and referred as chaotic
multi-objective seeker optimization algorithm(c-MOSOA). The applicability of the
proposed c-MOSOA has been evaluated by designing low power HTs. The response
of the designed HTs have been compared with the classicalMOSOA and other multi-
objective evolutionary optimization approaches, i.e., non-dominated sorting genetic
(NSGA-II) [38, 39], multi objective particle swarm optimization (MOPSO) [40] and
multi-objective differential evolution (MODE) [41, 42] algorithms.

The major contributions of this work are firstly evolutionary seeker optimization-
based HT design, secondly, formulation of HT as a multi-objective optimization
problem, thirdly, validation of low power consumption using FPGA and Xilinx X-
power analyzer.

The designed filters have been synthesized using Xilinx ISE 14.7. The power has
been analyzed using X-power analyzer. The results of power consumption obtained
using the proposed technique are compared with without power consumption results
in other multi-objective evolutionary optimization algorithms.
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The remaining sections of the manuscript are organized as follows. In the next
section, formulation of HT as a multi-objective optimization problem has been
discussed. Section 3 presentsMOSOAand c-MOSOAstep by step. Section 4 presents
convergence of proposed c-MOSOA using KKT conditions. Section 5, describes the
simulation and comparison of designed HTs with the state-of-the-art multi-objective
optimization algorithms, and finally Sect. 6 concludes the paper.

2 Hilbert Transformer as a Multi-objective Optimization

The impulse response h(n) for n = 0 to L − 1 of HT can be represented as

h(n) =
{ 2

nπ
sin2

(
nπ
2

)
f or n �= 0

0 f or n = 0
(2)

It can be observed from (2) that HTs are unstable as the impulse response is not
absolutely summable. However, approximations to the ideal HTs can be obtained
using half band FIR filters. Further the impulse response of HTs is anti-symmetric
for positive and negative values of therefore FIRHilbert transformers can be designed
either by using FIR half band filters of type III or type IV. Consider a half band FIR
filter of lengthNwith real impulse response coefficients hHB(n), the transfer function
of it is given by

hHB(n) =
N−1∑

n=0

hHB(n) (3)

In z domain, (3) can be represented as

HHB(z) =
2M∑

n=0

hHB(n)z−n (4)

where 2M is the order of FIR half band filter. In this work, a HT is designed using a
half-band filter. Firstly, all the sample having value ½ at n = M, is replaced by the
value 0. For this ½ is subtracted from all the coefficients. The subtraction of the coef-
ficient by ½ shifts H(ω) by ½ downwards. Here, HT is obtained by a shift of π

2 hori-
zontally rightwards. This shift is completed by multiplying remaining coefficients
h(n) by (− j)−n . The transfer function of HTis given as

H(z) = 2
2M∑

n = 0
n �= M

hHB(n)( j z)−n = 2

[
HHB( j z) − 1

2
( j z)−M

]
(5)
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Thus the impulse response of half band FIR filter is related to the impulse response
of HT is given by

�(n) =
{
0; n = 2k + 1,
2(−1)k−1hHB(n); n = 2k with k = 0, 1, 2, . . . ,M

(6)

In this work, to obtain optimized HTs, the design problem has been framed as
multi-objective optimization. In order to formulate HT as amulti-objective optimiza-
tion problem, two different objective functions related to minimization of PBE and
filter order has been formulated. The generalized the multi-objective optimization
problem, with three objectives of HT design, can be stated as

minimize J (h) = { j1(h), j2(h), j3(h)} (7)

subject to:h ∈ H ,where (h1, . . . , hn) represent decision variables (HT prototype
filter coefficients), H ⊂ O , H is the variable space, O is the objective space and
J : H → O , J (h) is the objective vector. The proposed multi-objective algorithm
has been applied to find the set of pareto (globally) optimal HT design solutions,
which combinedly constitute the pareto set (PS). The set of all pareto objectives
vectors, known as pareto front. The pareto front is represented as

PF = { J (h) ∈ O|h ∈ PS} (8)

As discussed in the introduction, the primary requirements of a HT is smaller
PBE at smaller filter order. However, both the objectives can not be achieved simul-
taneously. In this regard, in this paper, HTs have been designed by considering a
multi-objective optimization with the two conflicting objectives. The first objective
has been formulated by using an objective function which quantifies the deviation
in the response of the designed HT from the no error in the pass band. Similarly
the second objective function quantifies the corresponding order of the filter. The
objective functions are represented as

J1(h) = |(max |E(ω)| − δpm) − 1)| f or ω ≤ ωp (9)

J2(h) = M(order of the prototype hal f band F I R f ilter, N − 1) (10)

where δpm are required maximum PBE, E(ω) is the deviation between desired
and designed frequency response.

E(ω) = [
HdHB

(
e jω

) − HIHB
(
e jω

)]
(11)

HdHB
(
e jω

)
and HIHB(e jω) are the frequency responses of the designed and ideal

prototype half band filters for HTs. The desired response for the prototype half band
low pass filter (LPF), is given as
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HdHB
(
e jω

) =
{
1 f or 0 ≤ ω ≤ ωp

0 otherwise
(12)

As discussed in the previous section, motivated by the importance of low power
HT design, the third objective function for HT design has been formulated for power
minimization using entropy of the half band FIR filter coefficients.

J3 =
N∑

i=1

E(C fi ,C fi+1) (13)

where [C f1,C f2,C f3 . . .C fN+1 are the coefficients represented in their IEEE 754
floating point representation, N is the length of the prototype filter. As entropy is
a measure of the randomness carried by set of discrete events observed over time,
the information content of the system can be measured by weighted sum of the
information contents Ci by its occurrence probability Pi .

E(p) =
m∑

i=1

pi log2
1

pi
(14)

where pi is the event occurrence probability which is related to information content
Ci as

Ci = log2

(
1

pi

)
(15)

since 0 ≤ pi ≤ 1, the logarithm term is non negative, therefore Ci ≥ 0. Therefore
(13) reflects the overall switching in the binary values of the successive coefficients
of the prototype half band FIR filter. For a filter having smaller entropy J3 will have
smaller switching activity hence the power consumption while HT execution will be
low. The switching activity in a dynamic digital system is directly related to dynamic
power consumption and given as

Pdy = α0↔1CLV
2
DD fclk (16)

where α0↔1 is the node switching activity factor, CL is the load capacitance, VDD is
the supply voltage and fclk is the operating clock frequency of the system. Thus in
the present workmulti-objective design problem has been formulated by considering
three objectives i.e. J1, J2 and J3. In the next section proposed c-MOSOA for multi-
objective filter design has been discussed and compared with classical MOSOA.
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3 Chaotic Multi-objective Seeker Optimization Algorithm

In this section firstly, classical multi objective MOSOA has been discussed. Then it
is extended to the proposed c-MOSOA is presented. In this work, Pareto dominance
based selection scheme is used for MOSOA. The scalar concept of optimality is not
directly applicable to themulti-objective optimization problems. Therefore, in multi-
objective optimization based techniques, a notion of Pareto optimality is applied. The
concept of Pareto optimality in HT design (7) can be stated as: a HT prototype half
band filter coefficient vector h∗ is said to be Pareto optimal for a multi-objective
filter design problem if all other vectors h ∈ H have a higher value for at least one
of the objective functions Ji , with i = 1, 2, . . . , n or have the same value for all the
objective functions. A Pareto optimum can be defined as [43].

1. A point h∗ is said to be weaker Pareto optimum for the multi-objective optimiza-
tion problem if and only if there is no h ∈ H such that Ji (h) < Ji (h∗) for all
i ∈ {1, 2, . . . , n}.

2. A point h∗ is said to be a strict Pareto optimum or a strict valid solution for
the multi-objective optimization problem if and only if no h ∈ H , such that
Ji (h) < Ji (h∗) for all i ∈ {1, . . . , n} with at least one strict inequality.

3.1 MOSOA

In this section the fundamental steps of the classical MOSOA have been outlined as
below:

1. The initial population of seeker at iteration t, is generated by D dimensional
position vectors.

xi j (t) = [
xi1(t), xi2(t), . . . , xi j (t), . . . , xiD(t)

]
(17)

where i = 1, 2, . . . , S. xi j is the jth element in the population and S is the population
size. The seeker position xi j is best if the fitness obtained using objective functions
(7) is high. The fitness f (xi j ) is given as

f (xi j ) =
{

1
J (xi j )

; i f J (xi j ) > 0

1 + abs
(
J (xi j )

); i f J (xi j ) ≤ 0
(18)

2. The total population is randomly categorized into three subpopulations. In all
sub-populations, for ith seeker at iteration t , a search direction and step length
vector are represented as.
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di (t) = [
di1(t), di2(t), . . . , di j (t), . . . , diD(t)

]
(19)

and

αi (t) = [
αi1(t), αi2(t), . . . , αi j (t), . . . , αi D(t)

]
(20)

respectively, where di (t) ∈ {−1, 0, 1} and αi j (t) ≥ 0.

3. Using step length and direction the jth element of ith seeker position is updated
by

xi j (t + 1) = xi j (t) + αi j (t) · di j (t) (21)

The value of overall search direction αi j (t) is calculated from the behavior of
seekers. Seekers have two extreme types of cooperative behavior. One is egotistic
and another altruistic. The direction associated with this kind of seeker is called
egotistic direction, which is given as

di,ego(t) = sgn
(
pi,best (t) − xi (t)

)
(22)

However, the seekers of altruistic nature co-operate explicitly with each other and
adjust their behaviors in response to others. Seekers can have a local best behavior
(lbest (t)) or global best behavior gbest (t). Hence each seeker i is associated with two
optional altruistic directions which are represented as (Fig. 1)

di,atl1(t) = sgn
(
gi,best (t) − xi (t)

)
(23)

and

di,alt2(t) = sgn
(
li,best (t) − xi (t)

)
(24)

Moreover, seekers also have the properties of proactiveness. Seekers are able to
exhibit a goal-directed behavior. In addition, future behavior can be predicted and
guided by past behavior. To represent this, each seeker is associatedwith an empirical
direction called proactiveness direction.

di,pro(t) = sgn(xi (t1) − xi (t2)) (25)

where t1, t2 ∈ {t, t − 1, t − 2} and xi (t1) is better than xi (t2). According to human
rational judgment, the actual search direction of ith seeker, i.e.,di (t) is a compromise
among the empirical directions (19), (20), (21) and (22).
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Start

Divide into three subpopulations

Initialize population according to 
the size of desired HT (set 
iteration=0)

Evaluate fitness value for each seeker using step 
length and search direction

Find of personal best, neighborhood best and 
historical best positions

Evaluate search 
direction for each 

seeker

Is
termination 
criteria met 

?

Stop

Evaluate Step length 
for each seeker

Update positions of all seekers and calculate the fitness value of 
each seeker selected. Find and update personal best, 

neighborhood best 

Perform non-dominated sorting by combining current seeker 
with parent seeker by assigning them ranks

No

Yes

Fig. 1. Flow chart of proposed MOSOA
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di, j (t) =

⎧
⎪⎨

⎪⎩

0 i f r j < p(0)
j

1 i f p(0)
j < r j ≤ p(0)

j + p(1)
j

−1 i f p(0)
j + p(1)

j < r j ≤ 1

(26)

where i = 1, 2, . . . , s, j = 1, 2, . . . , D. r j is a uniform random number in [01] and
p(m)
j , (m ∈ {0, 1,−1} is defined as follows: in the set{di j,ego, di j,alt1,di j,alt2,di j,pro},

let num(x) be such thatx ∈ {−1, 0, 1}. Then,

p(x)
j = num(x)

4
(27)

The step length in (21) is decided based on fuzzy systems. To design the fuzzy
system, fitness values of all the seekers are sorted in decreasing order and turned
into the sequence numbers from 1 to s as the inputs of fuzzy reasoning. The linear
membership function is used in the conditional part (fuzzification) , i.e., {1, 2, ..., s}
is presented as

μi = μmax − s − Ii
s − 1

(μmax − μmin) (28)

where Ii is the sequence number of xi (t) after sorting the fitness values and μm

axis, the maximum membership degree value that is equal to or a little less than 1.0.
In this work, μmax is considered as 0.96. In the action part (defuzzification), the bell
membership function

μ
(
αi j

) = e
−α2

i j /
(
2δ2j

)

(29)

is used for jth element of ith seeker’s step length. For the bell function, the member-
ship degree values of the input variables beyond

[−3δ j 3δ j
]
are less than 0.0111

(μ ± 3δ j ). The Parameter δ j is the jth element of the array δ = [δ1, δ2, . . . , δD],
which is given by

δ = ωlin · abs(xbest − xrand) (30)

where the term inside absolute provides a array such that each element of the array
is the absolute value of the corresponding element of the input array. Further, the
parameter ω is used to decrease the step length with increasing time step so as to
gradually improve the search quality. In the present work, ω is linearly decreased
from 0.9 to 0.1 during an iteration of the algorithm. In (30), best seeker and at
random chosen seeker are represented as xbest and xrand . The step length of seeker
is calculated by

αi j = δ j

√− log(rand(μi , 1) (31)
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where δ j is the jth element of vector δ. Term inside square root, introduces
ranmomicity in each element of αi j and improve local search capability.

4. Since all the three sub-populations search individually based on their own infor-
mation they can get trapped into local minima. In MOSOA this situation is
avoided using non- dominated sorting approach. In this first step, combined
population is obtained using Rt = Xt ∪ Yt ∪ Zt where Xt , Yt and Zt are three
sub-population.

5. After inter-subpopulation learning operation, the iteration is incremented by 1.
The process from step 2 to 4 is repeated till one of the stopping criterions is met.
Post convergence the algorithm in this work, a set of filter coefficient is obtained
which removes noise from an image till maximum extent.

3.2 c-MOSOA

An evolutionary optimization algorithm must be efficient in exploration. Usually
these have wider exploration in early stage whereas smaller exploration in the later
stage. Based on these criterions, in the classical MOSOA, a linearly decreasing
inertial weight ωlin is considered in (30). However, to maintain exploration capa-
bility linearly varying weight is found to be ineffective. Therefore, with the aim
of increasing the search space in addition to faster convergence. Chaotic searching
behavior has been incorporated by considering chaotic weight

ωlin,c(k) = ωlin(k) × ωc(k) (32)

The chaotic term ωlin,c(k) is evaluated using the widely used chaos theory [44] as

ωc(k + 1) = μ(k) ∗ ωc(k) × (1 − ωc(k)) (33)

whereμ(k) is the parameter that determines the extent of chaos. The initial condition
for (33) is randomly chosen, i.e., 0 ≤ ωc(k) ≤ 1. The chaotic weight includes
ergodicity, irregularity and randomness in MOSOA.

Except change in inertiaweight, remaining all the steps ofMOSOAandc-MOSOA
are same. Because of more diversity represented by chaotic probabilistic inertia
weight, they perform better as compared to their continuous versions. In order to
compare the proposed approach with other state of the art multi-objective opti-
mization approaches (MOEAs) are also considered for filter design. Some of the
other MOEA are non-dominated sorting genetic algorithm (NSGA), multi-objective
particle swarm optimization (MOPSO) and multi-objective differential evolution
(MODE). In the next section, these algorithms have been discussed in brief.
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4 Other Multi-objective Optimization Algorithms Used

Three other state of the art multi-objective optimization algorithm considered for
comparison, i. e., NSGA-II, MOPSO and MODE.

4.1 NSGA-II

NSGA was proposed in [45] was one of the earlier proposed multi-objective algo-
rithms. The algorithm is used for classification of individuals according to their
dominance using ranking. Each individual in the population is assigned a rank on the
basis of non-domination. Each dominance class is assigned with a dummy fitness
value proportional to population size. Since the process of Pareto ranking is repeated
in each run therefore this algorithm is not found to be very inefficient. There is lack of
elitism in the classical NSGA and there is need of specifying a sharing parameter. An
improved version of this technique has been proposed, which is known as NSGA-II
[38].

4.2 MOPSO

This algorithm is based on the study of bird behavior [40]. In MOPSO the initial
population is initialized from random vectors. External archive is also used by
MOPSO to store non-dominated solutions. A special mutation operator is incor-
porated to enhance the exploration capability of the particles. MOPSO is able to
solve multi-modal non-convex optimization problems easily.

4.3 Mode

The multi-objective differential evolution algorithm focus on the concept of devel-
oping the populations over the generations, they are called as individuals [41, 42].
The individuals are encoded as

x
ig = {

x1g, x2g, ..., xDg
}

where i= 1,2,3, ..., Np. A mutated vector vig is generated corresponding to the target
vector xig. The evolution is processed till the best value is obtained starting from
random values.

vi,g = xi,g + F
(
xbest,g − xi,g

) + F
(
xr1,g − xr2,g

)
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In MODE the crossover is performed using a random number for j = 1 to D to
generate a target vector ui,g.

u
j,i,g=

⎧
⎨

⎩
Vj,i,g if (randi,j(0, 1) < Cr

xi, j, g otherwise

where i=1, 2, 3,…,Np.The external archive inMODE is savedusingnon-dominated
sorting-based selection.

5 Results and Discussion

The efficacy of the proposed Hilbert Transformer algorithm has been analyzed in
two phases. In first phase, minimization of PBE and minimization of order has been
evaluated. In the second phase, minimizing power consumption using entropy has
been applied with an additional objective i.e.

Based on reported works [24, 46, 47], for the prototype half band FIR filter of
proposed HT, a large number of pilot runs were executed, the initial parameters for
MOSOA and c-MOSOA are selected as number of iterations 500, population size
50, limits for filter coefficients−1 to 1. The filters have been designed and simulated
using MATLAB/SIMULINK 8.5. Further implemented using Xilinx ISE 14.7 on
device-xc7vx485t-2ffg1761. The dynamic power consumption after implementation,
has been analyzed using Xilinx X-power analyzer.

To evaluate the effectiveness of theproposed chaoticMOSOA, a lowpass half band
FIR filter design following specifications are used: normalized pass band frequency
= 0.45 rad/s, normalized stop band frequency= 0.55 rad/s. Coefficients of filters are
updated iteratively with the aim of minimizing J1 and J2. Figure 2 depicts the Pareto
front obtained post convergence of c-MOSOA with two objectives and compared
with MOSOA. In the Pareto front, each circle represents a set of filter coefficients.

Fig. 2 Pareto front obtained
for LPF design using
MOSOA and c-MOSOA
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From Fig. 2, the dominating solution of proposed technique c-MOSOAas
compared to the conventional MOSOA is clearly reflected. The first filter provides
min. PBE, the second filterprovides min. SBE and the third maintains a compromise
betweenminimumPBEand order (J1 and J2). Themagnitude response of theHilbert
transform design using corresponding filters are given in Fig. 3. These responses
are compared with the magnitude responses of the respective filters obtained using
MOSOA in Table 4.

It can be observed from Fig. 3 that the Hilbert transformer designed from small
PBE filter coefficients is having less PBE whereas the Hilbert transformer designed
using small order filter coefficients has larger SBE.

The proposed c-MOSOA algorithm has also been compared with other state of
the art multi-objective evolutionary techniques: NSGA-II [38, 39], MOPSO [40]
and MODE [48]. In Table 1, selected control parameters are shown. The algorithms
are compared to meet the desired frequency domain specifications. The comparison
has been shown in Table 2. The proposed c-MOSOA is found to outperform other
multi-objective algorithms.

Considering the advantage of low power consumption, as discussed earlier, the
third objective has been included in the multi-objective optimization. All the control
parameters settings have been considered same as earlier. The three-dimensional
Pareto front is shown in Fig. 4. To clarify the relation of J3 with other objective func-
tions J1 and J2, twootherPareto fronts havebeendepicted inFig. 4(b) and4(c) respec-
tively. The efficiency of the quantum inspiredmulti-objective cat swarm optimization
over the classical approach is clearly reflected. The filter coefficients obtained after
convergence are shown in Table 3. The frequency responses of the filters at corners
of Pareto optimal front is depicted in Fig. 5. Figure 5 represents Hilbert transformer
designed by filter coefficients when J1 is minimum. The responses of Hilbert trans-
formers in Fig. 5b–d are obtained by filter coefficients from pareto optimal front
when J2, J3 and J1 + J2 + J3 respectively. The performance comparison is clearer
in two-dimensional Pareto front as compared to three dimensional.

It is clearly visible from the Pareto optimal fronts figure that c-MOSOA performs
better than classicalMOSOA. The tradeoff between frequency domain specifications
and power consumption is clearly reflected from Fig. 4a–c.

In filter execution amount of power consumed using the proposed algorithm has
been compared with the MOSOA in Table 4. The effect of the objective function J3
inclusion is clearly observed in the form of reduction in power consumption during
filter execution.

In this paper, low pass filter design has been discussedwith two and three objective
functions. It can be observed that using multi-objective optimization; the filters can
be designed with smaller errors. The designed filters have been compared with the
classical multi-objective algorithms for filter designing. It has been observed that the
approaches which are effective for low pass filters are equally effective in designing
other filters also. Hence, the proposed quantum algorithm can serve as an excellent
optimizer forHilbert transformer design using prototype half bandFIRfilters (Fig. 5).
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(a)

(b) 

Fig. 3 Normalizedmagnitude responses ofHilbert transformers design of FIRfilters for aminimum
PBE, b minimum order, c compromised between minimum PBE and order
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(c) 

Fig. 3 (continued)

Table 1 Parameters for the applied multi-objective algorithms NSGA-II, MOPSO and MODE

Parameter Algorithms

NSGA-II MODE MOPSO

No. of executions 100 100 100

Population size 100 50 50

Crossover rate 0.80 – –

Mutation rate 0.07 – –

Selection Tournament

Selection probability 1/3 – –

C1,C2 – – 1.5, 1.5

Vmin
i ,Vmax

i – – 0.01, 1.0

Cr , F 0.4, 0.5

6 Conclusions

In this work, a novel approach for Hilbert transformer designing using chaotic
MOSOA has been proposed. The main objective was not only to minimize the
errors in pass band at smaller filter order but also reduce power consumption during
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Table 2 Comparison of Q-MOSOA with other multiobjective optimization approaches

Algorithm J1 J2 Between (J1 and J2)

PBE SBE PBE SBE PBE SBE

NSGA-II 0.059329 0.079769 0.059269 0.079789 0.091049 0.039329

MOPSO 0.039609 0.090479 0.079009 0.059969 0.089609 0.049389

MODE 0.029559 0.092329 0.090149 0.039949 0.089789 0.039869

MOSOA 0.019029 0.097189 0.094639 0.019129 0.069459 0.069459

c-MOSOA 0.009909 0.096549 0.096329 0.009909 0.059789 0.059779

execution of Hilbert transformer. In the previously reported works of HTs optimiza-
tion, the only concentration was on minimizing errors or transition width of HTs.
While the present work is motivated to reduce power loss, minimization of power
was considered as one of the objectives. Using FIR filters, HT design has been
performed. Further, the filter design has been formulated as a multi-objective opti-
mization problemand solved using chaoticMOSOA i.e. c-MOSOA.The use ofmulti-
objectives allows one to select a HT from a set based on requirements or application.
The suitability of the proposed algorithm has been validated by comparing it with the
classicalMOSOAand existingmulti-objective optimization evolutionary algorithms.
c-MOSOA is found to outperform all other algorithms in meeting the specifications.
A tradeoff between pass band errorminimization and power consumption is observed
in the pareto front post convergence i.e. it is practically impossible to design a HT
which minimizes both simultaneously for lower order HT. The tradeoff avoids the
usage of classical optimization methods involving single objective. Further, to verify
the applicability of the proposed algorithm, for real time applications, the designed
filters have been implemented using FPGA Virtex-7(device-xc7vx485t-2ffg1761).
Both the simulated and experimental results conform the usefulness of c-MOSOA
for designing HT with minimum PBE, order and power consumption.
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(a) 

(b) 

(c) 

Fig. 4 Pareto front obtained using MOSOA and c-MOSOA after considering J3 as third objective
function for (a) J1, J2 and J3 (b) J1 and J3 (c) J2 and J3 (d) J1 + J2 and J3



Low Power Hilbert Transformer Design Using Multi-objective … 111

(d) 

Fig. 4 (continued)
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(a) 

(b)

Fig. 5 Normalized frequency responses of hilbert transformers designed using FIR filters. (a )
Minimum PBE, (b ) minimum order, (c ) minimum entropy, d tadeoff between minimum PBE,
order and entropy
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(c)

(d)

Fig. 5 (continued)
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Table 4 Comparison of power consumed during filter execution using MOSOA and c-MOSOA

Filter Name MOSOA c-MOSOA

EN PC (mW) EN PC (mW)

Table 1 (J1) 0.510 0.090 0.590 0.081

Table 2 (J2) 0.230 0.071 2.500 0.0910

Table 3 (J1) 1.131 0.150 1.381 0.070

Table 3 (J2) 2.660 0.110 1.751 0.081

Table 3 (J3) 0.150 0.0351 0.121 0.040
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Metaheuristics Applied to Blood Image
Analysis

Ana Carolina Borges Monteiro , Reinaldo Padilha França ,
Vania V. Estrela , Navid Razmjooy , Yuzo Iano ,
and Pablo David Minango Negrete

Abstract The growing use of digital image processing techniques focused on health
is explicit, helping in the solution and improvements in diagnosis, as well as the
possibility of creating new diagnostic methods. The blood count is the most required
laboratory medical examination, as it is the first examination made to analyze the
general clinical picture of any patient, due to its ability to detect diseases, but its
cost can be considered inaccessible to populations of less favored countries. In short,
a metaheuristic is a heuristic method for generally solving optimization problems,
usually in the area of combinatorial optimization, which is usually applied to prob-
lems for which no efficient algorithm is known. Digital Image Processing allows the
analysis of an image in the various regions, as well as extract quantitative informa-
tion from the image; perform measurements impossible to obtain manually; enable
the integration of various types of data. Metaheuristic techniques have come to be
great tools for image segmentation for digitally segmenting containing red blood
cells, leukocytes, and platelets under detection and counting optics. Metaheuris-
tics will benefit to computational blood image analysis but still face challenges as
cyber-physical systems evolve, and more efficient big data methodologies arrive.
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1 Introduction

Clinical analysis laboratories have a variety of methods and tests that help doctors
diagnose diseases of all kinds. Very common, blood tests are the starting point for
the patient to receive accurate information about any disease that affects him, and
also about the current state of his health. The blood count is the most common and
most used test for the initial screening of some diseases, from which it is possible
to know about the physiology of the patient from his blood. Bone marrow is the site
of blood cell formation: leukocytes (white blood cells), red blood cells (red blood
cells) and platelets. The primary function of the red blood cells is the transport of
oxygen, the leukocytes are the defense of the organism, and the platelets are the
blood coagulation [1].

The blood count provides an analysis of the three major blood compo-
nents (erythrocytes, leukocytes, and platelets) consisting of red blood cell count,
hemoglobin, hematocrit, red cell, leukocyte index (global and differential) and
platelet count. Figure 1 depicts the blood analysis rationale and types of analyt-
ical procedures. Thus, the test evaluates the quantity and quality of red blood cells
(red blood cells that carry oxygen and nutrients to the body), leukocytes (white blood
cells, which act on the immune system), and platelets (which modulate coagulation)
[2].

It is a paramount diagnostic and control test for hematological and systemic
diseases. It is routinely indicated for the evaluation of anemia, hematological malig-
nancies, infectious and inflammatory reactions, follow-up of drug therapies, and
evaluation of platelet disorders. In general, it identifies diseases that mess up the
composition of the blood, such as leukemia, bacterial or viral infections. Allergies

Fig. 1 Blood count methodologies [1–5]
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and bleeding can also be detected with it. The blood count guides the differen-
tiation between viral and bacterial infections, parasitic infections, inflammation,
intoxication and neoplasms through global and differential leukocyte counts and
their morphological evaluation. The blood count is also used to ensure that one can
undergo surgery. Additionally, even for how to check the body’s reaction to specific
treatments [3].

In clinical analysis laboratories, a careful process of collecting, storing, trans-
porting samples, performing, analyzing, typing, and releasing results is fundamental
for the results of these tests to bring a correct interpretation of the patient’s clin-
ical status. As well as an impeccable standardization in all steps of the laboratory
procedures is of fundamental importance to obtain the accuracy and precision of the
results. All of this must also be associated with proper facilities, calibrated equip-
ment, and skilled personnel. It follows that this process is insightful and involves
intense human labor. Even considering the high cost of equipment, which in addition
to needing periodic maintenance, in many scenarios of underdeveloped countries
this reality is nonexistent [4]. Figure 2 displays the whole blood analysis pipeline for
a typical pathology laboratory. Since parts of this laboratory can be geographically
distributed, then it can be associated to a cyber-physical system [7].

Fig. 2 Blood-processing pipeline [1–7]
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Fig. 3 Whole slide imaging [35, 36]

During the last decades, there has been a significant technological evolution in
the accomplishment of these exams, and the manual techniques can and have been
replaced by automated systems that present more precision in the results and in
a shorter time interval. These innovations have changed the routine of laboratories,
making themmore efficient and agile, and presenting a better quality of results. Since
the automation of the processes of these exams has been advantageous, ensuring
the reliability of the hematological tests in all phases, because the standardization
guarantees the efficiency of the results [5].

Technological advances have brought reliability to blood count results. Nonethe-
less, in order to offer the physician greater possibilities for the correct interpretation
of these tests, new methods can be developed with more exceptional technological
support. Given this scenario, metaheuristics provide more excellent stability and
precision, avoiding errors, through artificial intelligence training, an even greater
range of efficiency can be achieved [1–5, 8, 9].

In this sense, and because of themedical fields’ dependence on newdevelopments,
it is clear that it is necessary to develop new technology-based methods, which are
cheaper, thus having a wide range, such as the use of digital blood cell imaging.,
and through image segmentation algorithms that meet the efficiency and reliability
criteria for blood cell detection and counting [10].

Recently, metaheuristic techniques have gained prominence and relevance, where
they have been used to assist in the optimization problem solving, are high-level
procedures designed to search, generate or select a heuristic, which provides a suffi-
ciently right solution for a given problem. A metaheuristic has to coordinate local
search procedures with higher-level strategies, to create a process that can escape
local minimums and perform a robust search in the solution space. In short, a meta-
heuristic is a process that combines concepts of exploration and exploitation, seeking
in large portions of the search space the refinement for a promising solution [11–13].

Metaheuristics are applied to solve problems about which there is little informa-
tion, but once a solution is offered, candidates can be tested. However, they have no
guarantees of optimality. Techniques based on metaheuristics are usually inspired by
some biological strategy or behavior of nature, consisting of simple local searches
and complex learning procedures, even considering that they do not have specific
domains and can be applied to any problem. Briefly described, these are strategies
that guide the search process in search of near-optimal solutions [12].
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Metaheuristics have emerged as possible algorithms for dealing with complex
optimization problems, which are difficult to solve using traditional methods. In
this context, there are several types such as Genetic Algorithms (GAs) [14, 15],
Fuzzy Logic (FL), Particle Swarm Optimization (PSO), Deep Learning [16], Ant
Colony Optimization [17, 18], and Differential Evolution [19], all regarded as highly
promising techniques for optimization and being used in solving various problems in
real-time. Still considering that many times in image processing one finds irregular
forms, difficult to recognize and classify, either by overlap or even the actual contour
of an object of interest in an image. Where all these problems are overcome by
the use of global stochastic optimization metaheuristic techniques designed to solve
complex optimization problems, yet takingmachine learning into account as a strong
ally in this regard. Thus, the application of metaheuristics in image segmentation is
efficient [20].

Therefore, this chapter aims to discussmetaheuristics in discrete-event simulation,
categorizing, and synthesizing the potential of technologies that involves thematic.
Thus, Sect. 2 explains the blood analysis via image digital processing.Metaheuristics
in blood image analysis are explored in Sect. 3. Section 4 shows some case studies.
Lastly, Sect. 5 outlines future trends in technology. Finally, Sect. 6 concludes the
chapter.

2 Blood Analysis via Image Processing

The computer vision seeks to help solve highly complex problems, seeking to mimic
human cognition and the ability of humans to make decisions according to the infor-
mation contained in the image. In this field is the medical image analysis, which is
a fusion of visual examinations and information, since, with them, it is possible to
perform segmentation and identification of areas, regions, and elements in Image, as
well as to perform Extraction of Geometry Characteristics of interest [21].

Digital image processing consists of a set of techniques for capturing, representing
and transforming images with the aid of a computer. The use of these techniques
makes it possible to extract and identify information from the images and to improve
the visual quality of certain structural aspects, facilitating human perception and
automatic interpretation employing machines [22].

In biological imaging, it is commonly used to verify the contour found that the cells
present were correctly classified, even in the case of small regions, in the specific case
of blood images. The analysis or interpretation of images aims to obtain a description
that contains enough information to distinguish between different objects of interest,
reliably and requiring minimal human intervention [23].

A digital image is described by an N×Mmatrix of positive integer pixel (p(x, y))
values, which indicates the tone at each position [x, y] of the image. Image analysis
is typically based on the shape, texture, gray levels, or colors of the objects in the
images. An inherent difficulty in the process of image analysis is its multidisciplinary
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character, in which several domains of knowledge are commonly needed to satis-
factorily solve the problem, such as computational geometry, visualization, science,
psychophysics, statistics, information theory, and many others [24, 25].

This means that for each sampled pixel, the digital image usually has an integer
value corresponding to a shade of gray, or entry number in a color table, or 3 integers
corresponding to the bandsR (red), G (green) andB (blue). The increasing advance of
digital technology, associated with the development of new algorithms, has allowed
expanding the number of pathology applications [24, 25].

Medical diagnostics can be aided with the use of digital imaging, where it is
already known that various fields of medicine have benefited from improved diag-
nostics through imaging, in particular, oncology, in particular, cases blood imaging.
The analysis and interpretation of these images make it easier, for example, to iden-
tify lesions or regions affected by cancer, allowing physicians greater accuracy and
faster diagnosis as well as better planning of treatments and surgeries [26].

A digital image processing system usually possesses a set of steps to yield a result
from the problem domain. Knowledge about this specific problem domain is encoded
in an image processing system in the form of a knowledge base. This knowledge base
is dependent on the solution found, whose size and complexity can vary significantly
and can be used to guide the communication between processing modules in order
to perform this particular task [27].

Normally, a digital image is the result of the acquisition process, which may
generally present imperfections or degradations resulting from lighting conditions
or devices’ characteristics. A preprocessing step ameliorates the image quality by
applying techniques for noise attenuation, contrast or brightness correction, and
smoothing specific image properties [28].

In sequence, generally, the segmentation step performs the extraction and iden-
tification of areas of interest contained in the image, which relies on the detection
of discontinuities (edges) or similarities (regions) in the image. Thus, recognition or
classification is the process that assigns an identifier or label to image objects based
on the characteristics provided by their descriptors [27–33].

The blood test is one of the most widely used clinical analysis procedures for the
full spectrum of anomalies it can detect. Where through the blood cell count, which
is the subject of interest of these examinations, in reality, a manual count is made by
an operator who microscopically examines an eventually treated or colored sample
under the microscope. The shape of blood cell contours, for example, may aid in the
diagnosis of anemia by automatically counting cells in a blood sample. Which from
image processing, this task, as described above, is much more efficient and can reach
high levels of accuracy due to the technological content [1–3].

Thus, image processing techniques are usually based on mathematical methods
that allow the quantitative description of images from various sources. An image
can be described regardless of what it represents and considering all its parameters
which have a two-dimensional or topological feature. In short, in a typical 2-D image,
each object defined in this 2-D space has surface measurements, lengths, thickness,
perimeters, position, among other features that can be measured digitally, and then
deduced statistical quantities in a digitally automatic way [27, 34].
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Whole Slide Imaging (WSI) creates a material that can be stored in hematological
databases as part of PACS [37–42]. These histological repositories can contain images
from a broad range of modalities, multidimensional imageries, as well as asemantic
data. These collections permit evidence-based analysis, health training, and research.
Hematological information retrieval needs suitable procedures to explore the groups
of images with the possibility of handling characteristics similar to the case(s)
of concern. Content-based Image Retrieval (CBIR) is related to image queries to
complement the traditional text-based access to images via visual features, e.g., color,
texture, and shape, as adequate criteria to perform searches [40, 43]. Medical CBIR
is in its infancy when applied to highly multidimensional and multimodality health-
care data. Contemporary biomedical CBIR methodologies are 2-D image retrieval,
3-D or higher-dimensional image retrieval, and semantic (non-image information)
to enrich the blood element retrieval from assorted research groups’ datasets. Blood
smear images can be organized into several categories as a framework for accessing
different pathologies, aiming to the features andmodalities of the knowledge gathered
during laboratory exams, medical image retrieval, and the use of metadata.

3 Metaheuristics in Blood Image Analysis

In short, metaheuristics may encounter useful or even optimal solutions to a given
problem, consisting of the iterative application of a secondary heuristic (local search),
having somemechanism to escape fromgreat places (valleys).Metaheuristics relying
on population searchwith various solutions are those thatmaintain a set of reasonable
solutions and combine them to produce even better solutions, and usually do not
perform refinement procedures, i.e., local search, and so, must maintain a set of
current solutions [44].

3.1 Genetic Algorithms

Genetic Algorithms (GA) are optimization and search methods based on the evolu-
tionary mechanisms of living beings, being algorithms based on the theory of natu-
ralist Darwin, who states that individuals more adapted to their environment have a
higher chance of surviving and generating offspring. These GAs belong to the class
of probabilistic algorithms, but they are not purely random search methods because
they combine directed and stochastic search elements [45].

These algorithms employ a terminology originated from the theory of natural
evolution and genetics, having a logic of operation relative to an individual of a
population is represented by a single chromosome, containing the coding, genotype,
of a candidate to solve the problem, phenotype. A chromosome is usually imple-
mented in the form of a vector as a list of attributes, where each component is known
as a gene. Thus, GAs are particularly applied to complex optimization problems,
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either problem with many constraints or conditions that cannot be represented math-
ematically; whether they have characteristics that need to be combined in search of
the best solution or with several parameters; or problems with large search spaces
[14].

They may straightforwardly solve complex problems and had their methodology
based on a set of some bit strings, 0s and 1s, called individuals. Thus, the system
evolves until the best chromosome meets a specific problem, even without knowing
the characteristics of the problem that is being solved. Furthermore, this solution
is encountered in an automatic and unsupervised way, and the only information
given to the system was adjustments to the chromosome. Several works in digital
image processing encompass the identification and classification of regions, which,
although indispensable, involves a high degree of complexity. Consequently, GA
models for image classification based on the genetic evolution of association rules
from the color and texture attributes of a training sample set can be used [15].

Just as in 2008 an application of a GA in conjunction with a Support Vector
Machine (SVM) was applied to the recognition of blood cells from the aspirated
bone sample image. In this research, the focal task of the GA was to select the
features for the SVM for targeted recognition and final classification, which showed
that applying GA was a powerful tool for selecting diagnostic features, leading
to a significant improvement in overall system accuracy. Since it has been taken
into account that the counting and evaluation of blood cells in the bone marrow of
patients are very informative in clinical practice, there are different cell lines in the
bone marrow, the most important of which are the granulocytic and lymphocytic
series, white blood cells, and erythrocytic, which is red blood cells. Still considering
the geometric features that describe different aspects of cell geometry and using
descriptive parameters for radius, perimeter, area, as well as symmetry, is the differ-
ence between lines that are perpendicular to the central axis and the cell boundary.
Therefore, in this context, it was seen that the application of GA in the selection
of characteristics for recognition of neighboring blood cells. The advantage of GA
was that it increased blood cell recognition accuracy by more than 25% (in relative
terms) [46].

From the previous facts, it was possible, and it is clear the viability of the use of
GAs in image classification. GA image classification opens the way for a wide range
of possibilities in the most diverse knowledge arenas, including the identification
and classification of regions with color or hyperspectral images [14, 15, 45, 47].

3.2 Fuzzy Logic

Fuzzy Logic (FL) can be defined as a tool capable of capturing vague informa-
tion, has applied logic to deal with situations where there is a certain degree of
uncertainty, often achieving better results than classical logic, it fills a gap between
human communication and computational systems, generally described in a natural
language and convert them to a numerical format, easily manipulated by computers
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today. Fuzzy Set theory is the FL building block, and is better suited to addressing
information imperfections than probability theory [48].

While some systems operate using classical logic, where facts/events are true (1)
or false (0), there is nothing between these two options; When using fuzzy logic,
there are new possibilities, as it is possible to use the values between 0 (false) and 1
(true). Traditionally, a logical proposition has two extremes: either it is utterly true or
it is entirely false. Nevertheless, in FL, a premise varies in degree of truth from 0 to 1,
which leads to being partially true or partially false. These associations come about
through membership functions, which can be triangular, trapezoidal and sigmoidal
[49].

The automatic detection of blood components done in 2014 by [50] is a significant
landmark in the field of hematology. Image segmentation allowed grouping the blood
components so that they could be processed separately. This method classified and
segmented blood constituents from microscopic images aka Whole Slide Imaging
(WSI) for automatic analysis, using a general and automatic diffuse approach.During
preprocessing, fuzzy setswere automatically calculated based on the histogrampeaks
relative to the green channel of the RGB image and the Euclidean distance between
the leukocyte nucleus centroids and the remaining pixels, where 530 microscopic
smear images were processed. The results were compared with the results of manual
segmentation by experts and with the accuracy rates of other approaches surveyed.
During processing, the fuzzy process associates the degree of the pertinence of the
gray level of each pixel in the regions defined in the histogram with the proximity
of the centroid of the leukocyte nucleus closest to the pixel. The postprocessing
lessens false positives with the segmentation of leukocytes, considering the included
nucleus and cytoplasm, erythrocytes, and blood plasma. Likewise, fuzzy rules are
applied to the image, ensuing four classification regions: leukocyte nuclei, leukocyte
cytoplasm, erythrocytes, and blood plasma. Demonstrating average accuracy rates of
95.06% for blood plasma, 97.31% for leukocytes and 95.39% for erythrocytes [50].

3.3 Particle Swarm Optimization (PSO)

PSO refers to a family of population metaheuristics for the optimization of functions
built onmechanisms for simulating the social behavior of animals, such as bird flocks.
It uses as a metaphor for the mode of influence on ways of thinking and acting among
human beings: a particle set navigating through the solution space. In this structure,
each particle establishes its trajectory by relating its past experiences with those of
its neighbors, as well as other particles with which they communicate with [51, 52].

PSO has the strengths of being a robust, flexible, simple, and highly distributable
technique with small memory requirements, low processing power, and fast conver-
gence to the optimum. On the other hand, its negative point is the rapid loss of
diversity and premature solution convergence to extrema [53].

In short, the PSO aims to simulate the swarm behavior found in nature in certain
types of animal species, where, when moving from one point to another, there is



126 A. C. B. Monteiro et al.

always one or more pack leaders impelling the movement of the others. Thus, PSO is
considered as an evolutionary computation technique, although it brings in a different
metaphor to the evolution of species [51–53].

In 2005, a resource extraction algorithm constructed on PSO for hyperspectral
images [47] focused on data visualization to extract the resources that generate the
best visualization of an area covered by the blood (blood smear). This research had a
binary PSO version for choosing a subset of wavelengths in the near-infrared region.
In this procedure, the optical blood absorption physiognomies allow extracting
some visual information. A linear image transformation assists features’ selection,
employing two transformation equations that will pick up three and four bands.
The transformed image was evaluated using four different aptitude criteria: entropy,
Euclidean distance, contrast, and correlation. Experimental results showed that
entropy better assessed the amount of visual evidence under the blood layer, and
the four-band transformation formed the better viewing, as well as enhanced images
of extracted features, revealed decent views under the layer of spilled blood [54].

3.4 Watershed Transform

The Watershed Transform (WT) is an image segmentation inspired by the division
of surfaces in watersheds, having several forms of definition and algorithms. WT
proposes a metaheuristic to the image segmentation problem, interpreting them as
surfaces, where each pixel corresponds to a position, and the gray levels determine
the altitudes. This notion prompts the necessity to identify watersheds, defined by
regional minimums and their domain regions. Intuitively, the WT tries to find the
points on a surfacewhere a drop ofwater can drip to two different regionalminimums
[55].

In 2017, the need for reliability, practicality, and agility focused on the creation
of new health tools was considered, taking into account the blood cell count as an
indispensable exam that diagnoses various diseases. Being proposed an algorithm
for counting and recognition of Red Blood Cells (RBC) and White Blood Cells
(WBC) using Matlab software, using the Watershed Transform in the segmentation
and counting of these cells, where its results showed the best performance of 34%
in execution time, as well as a computational performance of 1.98 s [56].

In 2018 it was researched that blood tests have direct help in detecting various
types of diseases using erythrocyte count (erythrocytes) and leukocytes (leukocytes).

Red blood cell and leukocyte evaluation have a direct impact on the diagnosis
of leukemia, anemia, viral, parasitic, and viral infections. In this context and given
the importance and applicability of Watershed Transform and Morphological Oper-
ations, it is possible to perform medical image segmentation. Thus, the developed
WT-MOalgorithmwas used for detection, segmentation, and counting of these blood
cells focusing on the criteria of efficiency and reliability. The Watershed Transform-
based WT-MO algorithm was highly accurate (93%), running on different hardware
platforms with average and processing time of fewer than 3 s per sample. Thus, the
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WT-MO algorithmwas considered accurate and reliable and can be applied as a third
methodology for performing laboratory tests accelerating medical diagnosis [1].

In 2019 itwas seen that it is becomingmore common to use engineering techniques
in health areas aimed at solving simple problems or even creating new diagnostic
methods. Hough Transform has also been studied, which has been used as a tool
for the segmentation of blood smear images for counting blood cells. However,
he noted that the Watershed Transform was applied more efficiently to the same
function.Based on this, amethodology based on theHoughTransformwas developed
focusing on the detection and counting of erythrocytes and leukocytes and subsequent
comparison with a methodology developed with Watershed Transform called WT-
MO [57].

3.5 Deep Learning

Deep Learning is a type of machine learning that trains computers to perform
tasks such as humans, which includes speech recognition, image identification, and
changes. Instead of organizing the data to be executed using standard equations,
either Deep Learning sets the basic values about the data and trains them or pattern
recognition methodologies takes care of various processing steps. It is an emerging
theme within the machine learning subcategory that relates to neural networks to
ameliorate things. This is fast becoming one of the most studied and sought-after
fields within modern computer science [58].

Deep learning techniques have enhanced the ability of computers to classify,
recognize, detect and describe (in a word, understand). Deep learning can classify
images, recognize speech, detect objects, and describe the content. It performs the
training of a computational model so that it can decipher the natural language. This
model relates terms and words to infer meaning from enormous amounts of data
[59].

It takes much computational power to solve deep learning problems because of
the iterative nature of their algorithms, their complexity that grows as the number
of layers increases, and the massive amounts of data required to train networks.
The dynamic nature of deep learning methods presents an excellent opportunity to
introduce more dynamic behaviors to analytics, given their ability to continually
ameliorate and adapt to changes in the underlying information pattern [60].

Using deep learning techniques, it is possible to classify WBC images as long as
the density of leukocytes in our bloodstream provides a glimpse of any potential risks
that the body may be facing as well as visualizing the state of the immune system.
In particular, a dramatic change in cell count is usually a sign that the body is being
affected by an antigen, just as a variation in a specific type of leukocyte is usually
correlated with a specific type of antigen [61].

To do this kind of work with this technique, a data set consisting of n leukocyte
images is required (it is worth noting that the larger the number of images, the higher
will be their accuracy since artificial training will be on top of this dataset). This
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dataset should be labeled by subject matter experts to make training accuracy more
refined. Thus, training is performed by gauging a preprocessing to normalized this
data set and then processing the artificial training [59, 60].

In 2018 was implemented deep learning algorithms, especially Convolutional
Neural Networks (CNN), bring considerable benefits to the medical field, where a
large number of images can be processed and analyzed. This algorithm aimed to
classify blood cells, being one of the most challenging problems in blood diagnosis,
so a CNN-based framework for automatic classification of blood cell images into cell
subtypes was developed. A dataset of 13,000 blood cell images with their subtypes
was used, showing high results regarding the classification [4].

4 Case Studies

While heuristics generate viable solutions of good quality, but without quality assur-
ance, being understood as an approximate method, it is designed based on the struc-
tural properties and characteristics of these problems, with reduced complexity about
that of conventional exact algorithms [62, 63].

In summary, metaheuristics are techniques used in situations where closedmathe-
matical or logical modeling is challenging to get. Computational intelligence entails
the combination of basic heuristics at a higher structure level. These methods are
optimization tools and viable for solving complicated or extensive problems, where
a large number of variables and constraints make the usage of exact methodologies
unfeasible. The combination of random choices and historical medical knowledge
assimilated by the method guides exploration of the search space to the adequate
neighborhoods, which circumvents premature stoppages in poor local optimal loca-
tions.Hybridmethods frequently employ a strategy that guides ormodifies a heuristic
to produce solutions that surpass the quality of those commonly encountered [64–67].

It was made a review based on research on metaheuristic papers in conjunction
with discrete-event technology exploring a historical review and applicability of
techniques data in the last 5 years, with emphasis on publications and indexing in
renowned databases.

In 2014, the application of biological methods and systems together with the
design of engineering systems and modern technologies were studied, combining
mathematical and metaheuristic algorithms to solve and apply these metaheuristics
in medical image segmentation, which plays a fundamental role in medical image
analysis for computer-aided diagnosis and classification [68].

In 2015 a hybrid approach to medical image segmentation was studied, where
its combined region and border-based information with prior knowledge introduced
using deformable registration, using logic and algorithms based on metaheuristics
[69].

In 2016 it was studied the qualitative classification of milled rice grains, being
developed a machine vision system combined with some metaheuristic classifica-
tion approaches, where the presented results can be used for the development of an
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efficient system for fully automated classification and classification of milled rice
grains [70].

In 2017, the problem of trackingmethods and itsmanagement of changes in object
appearance, such as changes in illumination, occlusions, scale and pose variation
during the tracking process, was studied, and a non-occlusion object trackingmethod
was proposed, coupled with a simple adaptive looking model using a metaheuristic
approach, applying the proposal in some videos showing satisfactory results [71].

In 2018, recent rapid advances in medical imaging and automated image analysis
have been studied to make significant improvements in our understanding of life and
disease processes as well as our ability to provide high-quality healthcare in many
processing procedures. Low-level images involve different methods, nature-based or
bio-inspired metaheuristic algorithms can find an almost ideal and global solution
faster than other traditional in the intelligence of nature [72].

Since the logic for a heuristic method lacks complete solid mathematical knowl-
edge about its behavior, i.e., generally vis-à-vis time consumption, it can be applied
to this particular problem, which is designed to have two common features that can
produce a satisfactory solution within a reasonable time [64–67].

Metaheuristic derivatives indicate a higher level, composed of several generic
heuristics that adapt and are directed to the general optimization of a problem and
may contain different heuristic procedures in its structure, being understood as a set
of concepts that can be used in the definition of heuristic methods., which can be
applied to a wide range of different problems. A strategy that tries efficiently explore
the space for workable solutions to this problem, where one has specific knowledge
of the problem and can be used as a heuristic to assist in the process [65, 66].

5 Future Trends

Trends in metaheuristics are probabilistic and population-based algorithms of indi-
viduals such as the Ant Colony Optimization (ACO) meta-heuristic, which mimics
the way real ants find the shortest path between their nest and a source of food.Where
tasks are assigned to an ant colony without a central management unit. ACO is a
metaheuristic to encounter approximate solutions to severe optimization problems,
wherein the artificial algorithm ants build a solution to a combinatorial optimization
problem by traversing a fully connected construction graph. Through the cooperative
and self-adaptive behavior of artificial ants, which pose a specific problem, emerges
an intelligent search system, concurrently collect the necessary information about
the structure of a problem, stochastically make their decisions and build a set of solu-
tions. The information required in eachdecision-making stepmay includepheromone
concentration, problem-specific information, and heuristic function values [17].

ACO can be used for edge detection-oriented digital image processing as one
pixel is connected to each pixel that touches one of its edges or corners; Thus, an
artificial ant cannot move to a pixel if it is not connected to the pixel where the ant is
currently located, so an ant can only move to an adjacent pixel.Where strategies such
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as artificial ants are distributed over the image, aiming at a final pheromone matrix
that reflects edge information, each element in the pheromone matrix corresponds
directly to a pixel in the image and indicates whether a pixel is a border or not [18].

As more specific techniques for deep learning architectures are still very popular
in image processing, such as Multilayer Perceptron Networks, where Perceptron is
a simple algorithm for performing binary classification; that is, it predicts whether
the entry belongs to a particular interest category or not, whether it is a cat or not, for
example. A Perceptron is a linear classifier; that is, it is an algorithm that classifies
the input by separating two categories with a straight line. The input is usually a
resource vector x multiplied by weights w and added to a bias b [73].

Just like Convolutional Neural Networks (ConvNets or CNNs) are deep artificial
neural networks to classify images, group them by similarity (photo search), and
perform object recognition within scenes, provided these algorithms that can identify
faces, individuals, street signs, carrots, platypuses and many other aspects of visual
data. Just as object recognition has recently been studied, it involves the processing
of visual properties through semantic information, considering a computational and
cognitive approach tomodeling these visual and semantic properties through a neural
network [16, 74, 75].

Blob classification and clustering are very intensive computational tasks in terms
of computational load. Metaheuristics are also used with dimensionality reduction
methods [76–79].

Several new soft computing methods appear every day and can help improve the
processing of blood smear images. Some examples:

– World Cup Optimization [80];
– Grey wolf optimization [81];
– Cuckoo search [82];
– Artificial immune systems [83];
– Artificial life (also see digital organism) [84];
– Synergistic fibroblast optimization [85];
– Self-organizing maps [86];
– Bees algorithm [87];
– Whale algorithm [88];
– Firefly algorithm [89]; and
– Harmony search [90].

6 Conclusions

As can be seen throughout this chapter, metaheuristic techniques have had various
applications focused on digital medical image processing, as well as demonstrated
their use in conjunction with digital image processing techniques, having posi-
tive characteristics as the implementation and the exceptional efficiency of these
techniques.
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Developingmethodologies based on techniques based on digital image processing
has great potential for solving various problems and challenges present in themedical
field, whether related to new diagnostic methods or the cheapening of existing
methodologies. As can be seen in the present study, GAs, Fuzzy Logic, PSO, Water-
shed Transform, Deep Learning techniques as well as Ant Colony Optimization
trends have great potential for detecting and counting blood cells, can be seen as
steps towards the effective reduction of the complexity of medical examinations,
where through technology generate social as well as economic benefits.
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Abstract Power companies in the world-wide have been restructuring their electric
power systems from a vertically integrated entity to a deregulated and open-market
environment. In the past, electric utilities usually look for maximizing the social
welfare of the system with distributional equity as their main operational criterion.
The operating paradigm was based on achieving the least-cost system solution while
meeting reliability and security margins. This often resulted in investments in gener-
ating capacity operating at very low capacity factors. Decommissioning of this type
of generating capacity was a natural outcome when the vertically integrated utilities
moved over to deregulated market operations. This paper proposes an optimizing
base and load demand relative binding strategy for generating the power pricing of
different units in the investigated system. Afterward, the congestion effect in this
biding strategy is investigated. The described systems analysis is implemented on 5
and9bus systems and the optimizing technique in this issue is a new improvedversion
of the world cup optimization algorithm. Simulation results have been compared
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with the standard world cup optimization algorithm. Finally, examined systems are
simulated by using the Power World software. Experimental results show that the
proposed technique has a good superiority comparedwith theworld cup optimization
algorithm for congestion management purposes.

Keywords World cup optimization algorithm · Chaos theory · Power market ·
Local marginal price · Power flow · Congestion management

1 Introduction

In recent years, many electric utilities worldwide have been forced to change their
method of business from vertically integrated functioning to open-market systems.
In developing countries, the main issues have been high demand growth associated
with inefficient system management and irrational tariff policies, among others [1].
This affects the availability of a capital investment in generation and transmission
systems. In such a situation, many countries were forced to restructure their power
sectors under the pressure from international funding agencies. On the other hand, in
developed countries, the driving force has been performed to the electricity providers
to provide the customers with electricity at lower prices and to offer them greater
choice in purchasing electricity [2].

In front of the days restructuring, the power grid used to be operated by vertically
integrated utilities, that has control over both generation and transmission appliances
[3].

There are several methods for congestion management. One of these methods
is the capacitance auction. Independent system operator auctions are some of the
determined transmission generally in a short time and typically are transmissions
which happens congestion to them. In the pool markets, load flow and locational
marginal pricing (LMP) have been adopted for congestion management [4].

The Independent System Operator (ISO) is a regulating entity autonomous from
the side of electric companies that optimizes the overall system operation. Spot
pricing theory is used for economic generation and load dispatch. Under the pool
system, locational prices are computed by the marginal cost of optimal power flow
solutions [5, 6].

Themain idea in this paper is to propose an optimizedPower Transfer Distribution
Factors (PTDF) for optimized designing of the IEEE 5-bus and IEEE 9-bus systems
for congestion management purposes.

Here, a newly developed version of the world cup optimization algorithm based
on chaos theory has been utilized. This improvement is performed for improving the
premature convergence of the algorithm.

The designed algorithm is then utilized for investigation the problem and also
to analyze the effect of each unit to the local marginal price. The results of the
proposed method are compared with some different state of the art methods to show
its efficiency.After optimizing the system, the achieved values are utilized to simulate
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the system using Power World software to check the results [7, 8]. In this study
improved version of the world cup optimization (WCO) algorithm is utilized for
optimal bidding strategy in the power market. The evaluation is applied before and
after congestion management.

2 Problem Formulation

The power load flow (Pij) through the transmission line (i − j), is a function of the
line reactance (Xij), the voltage magnitude (Vi, V j) and the phase angle between the
sending and receiving end voltages (δi − δj) is achieved as the following equation.

pi j = Vi Vj

xi j
sin

(
δi − δ j

)
(1)

The Transmission Line Relief (TLR) sensitivity values at all the load buses for
the most overloaded transmission line are regarded and used for calculating the
essential load curtailment for the alleviation of the transmission congestion. The
TLR sensitivity at a bus k for a congested line i − j is Sk

i j and is achieved as follows:

Sk
i j = �Pi j

�Pk
(2)

The excess power flow on transmission line i − j is obtained by:

�Pi j = Pi j − Pi j (3)

where, Pij is the actual power flow through transmission line i − j and Pi j is the
flow limit of transmission line i − j [9, 10]. The new load Pnewk at the bus k can be
achieved as follows:

Pnew
k = Pk − Sk

i j
∑N

i=1 Sl
i j

�Pi j (4)

where, Pnew
k is the load after curtailment at bus k, Pk is the load before curtailment

at bus k, Sk
i j is the power flow sensitivity on line i − j due to load change at bus k,

and N describes the total number of load buses.
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3 Improved World Cup Optimization Algorithm

3.1 World Cup Optimization Algorithm

Optimization is the art of finding the best acceptable solution for a given minimiza-
tion or maximization problem. The algorithm should be considered all the system
dynamics and its constraints. Meta-heuristic algorithms are some kinds of optimiza-
tion algorithms that are inspired by nature, physics, or human’s social reactions and
are used to solve several optimization problems. In most cases, these algorithms can
be adopted in combination with other algorithms to reach the optimal solution or exit
from the local optimum.

Some of these algorithms are genetic algorithm [11–15], particle swarm opti-
mization [16, 17], quantum invasive weed optimization [18], world cup optimization
algorithm [19], and variance reduction of Gaussian distribution [20] which have been
designed for solving different complicated problems.

In recent years, Razmjooy et al. introduced a new meta-heuristic technique
inspired by FIFA world cup competitions. They called the method world cup opti-
mization algorithm (WCO). The method is then utilized in several methods [19,
21–25] to and the results showed the system good efficiency.

The competition is mathematically modeled to provide an optimization tool for
obtaining the global optimum solution. The main idea inWCO is to challenge all the
teams with each other to find the best and strongest team. Each team that achieves
the best value will be the best solution.

WCO algorithm, like most of the other meta-heuristic algorithms, has two impor-
tant parts of exploitation (like team’s ranking and playoff) and exploration (like
random surprising teams which there is no expectation to have a good solution).

In the standard model, WCO starts by a random number of populations which are
called teams to reach the global optimal solution.

By considering N, the number of variable dimensions (Nvar) and M number of
continents for an optimization problem,

Continent =

⎡

⎢
⎢⎢
⎣

xc1,1 xc2,1 · · · xcM,1

xc1,2 xc2,2 · · · xcM,2
...

...
. . .

...

xc1,Nvar xc2,Nvar · · · xcM,Nvar

⎤

⎥
⎥⎥
⎦

(5)

where, xi, j shows the ith team of the jth country.
The scoring of the teams for ranking has been performed by the score function

( fr ) as follows:

fr (continenti ) = fr (xci,1, xci,2, . . . , xi,Nvar
) (6)
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An important parameter in theWCO algorithm is “Rank”. Rank has a great impact
on the solution. After obtaining the rank scores, the first n potent teams are included
in the first seed, the other n weaker teams are included in the second seed, and the
others have been classified as the first and second seeds hierarchically.

The rank scoring in WCO is modeled as follows:

Rank = (β × σ + X)

2
(7)

where, β is a parameter for increasing or decreasing the impact of standard deviation
in the interval [0, 1] and,

X = 1

n

n∑

i=1

Xi (8)

σ =
√√
√√ 1

n − 1

n∑

i=1

(Xi − X)2 (9)

where, n, X and σ are the number population, the mean value and the standard
deviation of the continent X, respectively.

In the WCO algorithm, after raising the first seed directly to the second stage of
competitions, the challenge has been started. The competition commences among
each team separately in their seeds and the winner of the competition improves its
score (rank) and move to the next stage of the competition.

Another important parameter in the WCO algorithm is the “Play-Off”. After
getting the two strong teams in each team to the next level of competition, the rest
teams should be discarded. In the meantime, the third team of each seed can have a
second chance to return to the competition (Play-Off).

For updating the solution for the next iteration (the next competition), it uses
previous information on the competition scores and the team’s ranking. To do so,
WCO uses two-part vector:

Pop = [X Best , X Rand ] (10)

where, Pop is an N ×M matrixwhich describes the new population, X Rand describes
a random value in the problem interval constraints, and X Best is:

1

2
× ac × (Ub − Lb) < X Best <

1

2
× ac × (Ub + Lb) (11)

where,Ub andLb describe the higher and the lower bounds of the problem constraints
and ac is the accuracy parameter between Lb and Ub.
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3.2 Improved World Cup Optimization Algorithm

Chaos theory is a concept that tells us all random values have a determined relation
with each other. There are some complicated dynamical and nonlinear systems whit
chaos nature with randomly and unpredictable behavior.

The main idea behind this theory is to analysis the highly sensitive dynamic
systems which have been affected by even very small variations, i.e. a small change
in the condition, make big changes in the system behavior.

By considering this definition, a large diversity can be generated by the population
for the global optimum improvement and for escaping from the local optimum [26,
27]. A simple definition of chaos behavior can be described as follows:

C M j
i+1 = f (C M j

i )

j = 1, 2, . . . , k (12)

where, k is the map dimension and f (C M j
i ) is the chaotic model generator function.

Themain advantage of using chaos theory in theWCOalgorithm is that can escape
from sticking at the local optimum point. It can also prevent premature convergence.
In the proposed IWCO algorithm, the parameter X Rand is modeled based on the
Singer mechanism [26, 27]. To implement this mechanism, the unknown scale factor
(γ ) is converted into regular formulated value as follows:

X Rand, k+1 = 1.07 × (7.9 × X Rand, k − 23.3 × X2
Rand, k + 28.7 × X3

Rand, k

− 13.3 × X4
Rand, k) (13)

The flowchart of the presented IWCO algorithm is shown in Fig. 1.

4 Bidding Strategy

Bidding strategy is described by suggesting transactions in the market [28]. Energy
selling prices by the power generation units and energy purchasing prices by the
clients are recommended to the power market. The whole market zones try to maxi-
mize the social welfare index. Bidding strategy with no congestion can be presented
as below:

Min fk = min

⎛

⎝
N G∑

j=1

C j (p j ) −
N L∑

i=1

Bi (di )

⎞

⎠ (14)

where
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Initialize Improved Chaos World Cup Optimization 
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population as continents and their countries (teams) 
randomly based on WCO initial values; evaluate the 
objective function of each solution vector 

Initialize an optimization 
function and the algorithm 

The last competition: find the minimum/maximum values 

Rank objective function values based 
on their mean value and standard 
deviation values among their 
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Calculate the objective function of each solution 
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continents. 
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Ranking  

Apply Singer 
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Fig. 1 The flowchart diagram of the proposed IWCO algorithm

Bi (di ) = bi d
t
i − 1/2dt

i p j j (15)

C j ( j) = bi pt
j − 1/2dt

j p j j (16)

subject.to →
N G∑

j=1

p j =
N L∑

i=1

di (17)

pmin
j ≤ p j ≤ pmax

j

where, i describes customers load index, j is generators index, NL is the number of
consumption loads, NG is the number of generators, Bi is the ith customer’s profit
function, Pj is the delivery power of jth unit, Cj is the jth generator’s cost function
and dj is the quantity of consumption power in the jth unit.
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5 Case Studies

5.1 5 Bus System Data

In the following, the simulation results of the proposed method are applied to two
different case studies to show the system capability.

Since the electricity market has been deregulated, the participants have several
choices to develop their standing in the market. A set of different bidding strategies
may be adopted by the participants in order to maximize their profit. In this study,
by neglecting the losses in the load flow, the following purpose is considered:

Min�ptω (18)

∣∣pi j

∣∣ ≤ ∣∣pmax
i j

∣∣ (19)

∑

i∈N G

�pi = 0 (20)

pmin
j ≤ p j ≤ pmax

j (21)

where, ω is a weight matrix (in this study, ω is advised a 3 × 3 uniform identity
matrix), and �p = [�p1 . . . �pn].

The required power of consumption loads vector is described based on loads of
power differences consumption.

In this section, 5 bus systems by 3 generator units, 2 customers (loads), and
6 transmission lines is analyzed. Table 1 illustrates the Cost functions and profits
to the presented system are described in. For a suitable analysis of the costs, two
different states are demonstrated to the system.

For analyzingmethods, the transmission lines arefirst assumedwithout congestion
and the relative analysis on the 5 bus system has been implemented. Afterward,
optimized congestion management has been applied and the analysis executed to

Table 1 Related data for cost
functions in 5 bus system

Generators Cost function pmin
j

Genco.1. 0.003(p1)2 + 7.2p1 + 640 0 (MW)

Genco.2. 0.002(p2)2 + 6.3p2 + 360 0 (MW)

Genco.3. 0.004(p3)2 + 6.8p3 + 120 0 (MW)

Loads Profit function Peak load

Customer1. 110d1 − 0.18(d1)2 150 (MW)

Customer2. 120d2 − 0.16(d2)2 60 (MW)
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the system. Bidding values and obtained cost using IWCO and the standard WCO
algorithms are illustrated in Table 2.

Table 2 shows higher social welfare for the proposed improved WCO algorithm
than the standard WCO algorithm.

Table 3 shows the line flows before and after congestion management on bus 5.
From Table 3, inline 5, the line flow is about 6 MW more than the limited value
which is decreased to 45 MW after congestion management.

From Table 3 it is observed that after bidding strategy, line 5 has some overloads.
Simulation results show that in order to remove the congestion, the output power of
generator 3 is decreased. In brief, generators in bus 2 for consumption load ensuring
are faced to genesis growing. Also, the acquired social welfare index in the IWCO
is desirable rather than the standard WCO. Notice that transmission lines losses are
also calculated in this analysis. Table 4 shows the simulation results.

Table 2 Social welfare index before congestion management

Algorithm IWCO WCO

Output (Gen (MW)) Cost ($) Output (Gen (MW)) Cost ($)

Generators

Gen.1 92.3274 1330.3303 115.6827 1513.0573

Gen.2 64.8405 776.9037 43.9748 640.9088

Gen.3 52.831 490.4152 50.340 472.4844

Total cost for
generators

210 (MW) 2597.6492 ($) 210 (MW) 2626.4505 ($)

Customers

Cust.1 150 (MW) 16,095 150 (MW) 16,095

Cust.2 60 (MW) 6624 60 (MW) 6624

Total benefit for
customers

210 (MW) 22,719 ($) 210 (MW) 22,719 ($)

Social welfare
($)

20,121.35 20,092.54

Table 3 Line flow before and after congestion management for the 5 bus system

# Line Line flow after bidding
strategy (MW)

Line flow limit (MW) Line flow after congestion
management (MW)

1 46.6 50 43.4

2 24.1 150 13.3

3 19.9 50 17

4 21.6 100 20.7

5 55.9 50 44.9

6 128.4 150 129.3
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Table 4 Simulation results of the social welfare index after congestion management for 5 bus
system

Algorithm IWCO WCO

Generator No. Gen.1 Gen.2 Gen.3 Gen.1 Gen.2 Gen.3

Output generators without
congestion management
(MW)

92.3274 64.8405 52.831 115.6827 43.9748 50.340

Output generators with
congestion management
(MW)

30.5743 90.8562 80.1937 35.5470 95.4652 85.2842

Curtailed output (MW) −61.7531 26.01 27.3627 −80.357 51.4904 34.9392

Total cost for generators
($)

2502.88 2608.40

Total benefit for customers
($)

22,719 22,719

Social welfare ($) 20,216.12 20,110.6

5.2 9 Bus System Data

Since the electricity market has been deregulated, the participants have a variety of
choices to improve their standing in the market. A set of different bidding strategies
may be adopted by the participants in order to maximize their profit. In this system
assessment, by spot the losses in the load flow, the purpose is:

min F = 1

FL × FG
(22)

FL =
k∏

i=1

Fline f low (23)

FG =
p∏

q=1

Fgenerationpower (24)

where, k is the number of transmission line and p is the number of generators in the
9 bus system.

The requirement power of consumption loads vector is described by consumption
loads power differences.

In this case study, the 9 bus system structure by 3 generator units, 3 customers
(loads), and 6 transmission lines is analyzed. Cost functions and profits to the
presented system are illustrated in Table 5.

For a suitable analysis, at first, transmission lines before congestion assumed and
the relative analysis on the 9 bus system implemented. Afterward, congestion also
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Table 5 Related data for 9
bus system

Generators Cost function pmin
j pmax

j

Genco.1. 0.001562(p1)2 + 7.92p1
+ 560

0 (MW) 200 (MW)

Genco.2. 0.00194(p2)2 + 8.5p2 +
310

0 (MW) 150 (MW)

Genco.3. 0.00482(p3)2 + 7.97p3
+ 78

0 (MW) 150 (MW)

Loads Profit function Peak load

Customer1. 100d1 − 0.175(d1)2 125 (MW)

Customer2. 110d2 − 0.15(d2)2 100 (MW)

Customer3. 90d3 − 0.14(d3)2 90 (MW)

implemented and the analysis executed on the system again. Bid values and attaining
cost using WCO and IWCO are described in Table 6 and the results show a higher
performance for the IWCO algorithm toward standard WCO.

Table 7 illustrates the line flow before and after congestion management at 9
bus system. From Table 7, inline 3, the line flow is about 50 MW which is more
than the limited value. The line flow is then decreased to 47.6 MW after congestion
management.

From Table 7 it is observed that after bidding strategy, line 3 has found some
overloads. Simulation results show that in order to remove the congestion, the output
of generator 2 is decreased. In brief generators in bus 3 for consumption load ensuring
are faced to genesis growing. Also, the acquired social welfare index in the IWCO

Table 6 Simulation results of the social welfare index after congestion management for 9 bus
system

Algorithm IWCO WCO

Output (Gen (MW)) Cost ($) Output (Gen (MW)) Cost ($)

Generators

Gen.1 151.4101 1794.97 136.1708 1667.4361

Gen.2 110.1704 1198.38 135.9245 1412.85

Gen.3 88.4195 820.38 77.9047 728.15

Total cost for
generators

350 2734.73 350 3808.43

Customers

Cust.1 125 (MW) 9765 125 (MW) 9765

Cust.2 100 (MW) 6000 100 (MW) 6000

Cust.3 90 (MW) 6966 90 (MW) 6966

Total benefit for
customers

315 (MW) 22,731 315 (MW) 22,731

Social welfare ($) 19,996.27 18,922.57
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Table 7 Line flow before and after congestion management for the 9 bus system

# Line Line flow after bidding strategy Line flow limit Line flow after congestion
management (MW)

1 105 150 123.6

2 17.7 50 19.4

3 52.9 50 47.6

4 146.3 150 135.9

5 204.2 250 197.1

6 48.2 150 42

Table 8 Simulation results of the social welfare index after congestion management for 9 bus
system

Algorithm IWCO WCO

Generator No. Gen.1 Gen.2 Generator No. Gen.1

Output generators without congestion
management (MW)

151.4101 110.1704 88.4195 136.1708

Output generators with congestion
management (MW)

166.372 50.25 150 177.43

Curtailed output (MW) 14.9619 −59.9204 61.5805 41.2592

Total cost for generators ($) 2615.36 2783.54

Total benefit for customers ($) 22,731 22,731

Social welfare ($) 20,115.64 19,947.46

is desirable rather than the standard WCO. Notice that transmission lines losses are
also calculated in this analysis. Table 8 shows the simulation results for the 9 bus
system.

6 Simulation Results

6.1 5 Bus System

Simulation results of 5 bus system using Power World software shows that the line
transmission 5 (the line that is between bus 2 and bus 4) has overload which by
declining the value of generated power on generator 3 (to 65MW) and increasing the
generated power of generator 2, congestion of line 5 (using the sensitivity decreasing
method) is decreased (rather than the flow power of transmission lines). Figures 2
and 3 show the results.

As you can see in Fig. 3, by increasing the output power of generator 2 into
100 MW congestion in the transmission line (the line which is between bus 2 and
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Fig. 2 Mimic diagram of 5 bus system and power flow before congestion management-Power
World software

Fig. 3 Mimic diagram of 5 bus system and power flow after congestion management-PowerWorld
software
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Fig. 4 Mimic diagram of 9 bus system and power flow before congestion management-Power
World software

bus 4) is decreased. And the output power value on generator 3 is raised for the
consumption load security.

6.2 9 Bus System

Simulation results of 9 bus system using Power World software shows that the line
transmission 3 (the line that is between bus 4 and bus 5) has overload which by
declining the value of generated power on generator 2 (to 153MW) and increasing the
generated power of generator 3, congestion of line 3 (using the sensitivity decreasing
method) is decreased (rather than the flow power of transmission lines). Figures 4
and 5 show the analysis.

As can be seen in Fig. 4, by increasing the output power of generator 3 of 85–
105 MW congestion in the transmission line (the line which is between bus 4 and
bus 5) is decreased and the output power value on generator 3 is raised for the
consumption load security.

7 Conclusions

Depending on the structure and objectives of the electricity market, different conges-
tion management methods are put into practice. Effective congestion management
will help mitigate the effects of market power in electricity markets. In this work,
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Fig. 5 Mimic diagram of 9 bus system and power flow after congestion management-PowerWorld
software

the application of the Invasive Weed Optimization algorithm (IWCO) is presented to
congestion management in the bidding strategy; experimental results are compared
by the Genetic Algorithm (WCO). It is considered that in IWCO, the output power
of generators and also social welfare indexes have more performance than theWCO.
These two algorithms are implemented on 5 and 9 bus systems and transmission
line losses are envisaged. With regard to more boundaries and to problems of power
flow implementation by Gauss–Seidel and Newton–Raphson methods, power world
software is used. The OPF inPower World simulator provides the ability to optimally
dispatch the generation in an area or group of areas while enforcing the transmis-
sion line limits. Final results show that using IWO in power flow systems and for
congestion management purposes is a proper technique.
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Speed Control of a DC Motor Using PID
Controller Based on Improved Whale
Optimization Algorithm

Navid Razmjooy , Zahra Vahedi, Vania V. Estrela , Reinaldo Padilha ,
and Ana Carolina Borges Monteiro

Abstract In this paper, a newoptimizedmethod is introduced for the optimal control
of a DC motor based on a proportional-integral-derivative (PID) controller. In this
study, an improved version of the whale optimization algorithm has been adopted
for optimal selection of the PID controller parameters for optimal control of the
DC motor speed along with minimum settling time. Unlike the other control algo-
rithms, the PID controller can give more accurate and stable control by tuning the
process outputs based on the history and rate of change of the error signal. The
proposed approach has a premier specification, including easy application, stable
convergence characteristics and high-efficiency computational performances. The
DCmotor designing by optimized PID controller is modeled based on the MATLAB
platform. The results of the proposed method are compared with the standard whale
optimization algorithm to show the proposed algorithm’s efficiency. Final results
show that the proposed approach is better in improving the speed loop response
stability, the steady-state error is decreased, and the disturbances do not affect the
performances of driving motor with no overtaking.

Keywords Optimal control · DC motor · PID controller · Whale optimization
algorithm · Improved
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1 Introduction

One of the principal advantages of a DCmotor is the high start torque characteristics,
high response performance and easier to be linear control [1]. Typically, the speed
of a DC motor can be tuned to a great extent so as to provide easy control and high
performance [2]. There are several methods for controlling the DCmotor speed at its
executing various tasks like PID Controller [3], Fuzzy Logic Controller [4], or the
combination between them like PID-Particle Swarm Optimization [5], the optimal
Fuzzy Logic controller using the different strategy [6], etc. [7].

PID controllers are widely used in industrial plants due to their simplicity and
robustness. With appending some zeros to a closed-loop transfer function using a
differential controller, the transient response will be improved and with appending
some poles to it using an integral controller, the steady-state error will be decreased
[8]. Selecting the proper tuning parameters is essential to have a good performance
of PID controllers. Several methods have been developed to determine the PID
controller parameters for single input single output (SISO) systems. Ziegler-Nichols
(Z-N) [9], the Cohen-Coon method [10], are some well-known examples of these
methods. Ziegler andNichols utilized transient response characteristics of given plant
rules for adjusting the PID controllers [11].

Jin et al. [12] proposed a method based on the model reduction method for
designing PID controllers. Tumari et al. [13] presented a model-free approach for
optimizing the parameters of a controller. Leva et al. [14] described several PID
controller methods for industrial control systems. Adjusting of PID is performed by
some expert humans empirically which is often an expensive and difficult activity.
Evolutionary Algorithms like GA and PSO have demonstrated their superiority in
achieving better results by improving the characteristics and efficiency of the steady-
state. In this study, an improved version of the whale optimization algorithm is
proposed for the optimal design of the PID controller in a DC motor. A comparison
is then performed between the proposedmethod and the standard whale optimization
algorithm to show the superiority of the proposed method. One of the most important
factors on DC motors stability is their output speed.

Whale optimization algorithm (WOA) is a new optimization technique that
belongs to this category of the so-called nature-inspired algorithm and is based on
the whales hunting process [15].

In the whale optimization algorithm, the fitness function of a given optimization
problem is depended on the whales’ hunting process to achieve effective optimal
solutions. The achieved results from the whale optimization algorithm are finally
comparedwith the standardwhale optimization algorithm.Experimental results show
that for this purpose, the WOA has higher performance.
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2 Model of Brushed DC Motor

Typically, a DC motor consists of a stator, a rotor, and a commutator. The stator is
the cover of the motor and contains a magnet, bearing, etc. The rotor is the movable
component of themotor and comprises a coil ofwire throughwhich current flows.The
wire coil through the rotor connects to the commutator and captures current through
brushes. The commutator warranties that the current flow in the appropriate direction
while the rotor turns. DCmotor procreates torque directly fromDC power covered to
themotor by handling internal commutation, static permanent or electromagnets, and
rotating electrical magnets. Profits of a brushed DC motor include high reliability,
low initial cost, and easy motor speed control. Figure 1 shows the equivalent model
of the brushed DC motor with a PID controller.

The transfer function of a PID controller is presented as follows:

P I D = Kp + Ki

s
+ Kds (1)

where,Kp is the proportional tuning constant,Ki is the integral adjusting constant,
andKd is the derivative tuning constant. The process of specifying the PID controller
parameters Kp, Ki, and Kd to get high and consistent performance characteristics
is known as controller adjusting. A low-pass filter (LPF) is also applied to noise
elimination. The real model of the DC motor for Simulink is shown in Fig. 2.

In this paper, an efficient and fast adjusting method based on a new improved
version of the whale optimization algorithm is proposed to find the optimal param-
eters of the PID controller so that the desired system features are convinced. To
illustrate the presented method efficiency, the step responses of the closed-loop

Controlled
Output 

Gp Gc 

r(t) 
e(t) u(t)PID

Controller
Plant 

(DC Motor)

y(t)

Reference 
Input 

Fig. 1 Equivalent circuit of DC motor with PID Controller

Fig. 2 Model of the DC Motor in Simulink
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Table 1 Parameters of the
motor

0.4 � Ra

2.7 H La

0.0004 kg.m2 J

0.0022 N m s/rad B

15e−3 kg m/A K

0.05 V s Kb

system are compared with the standard whale optimization algorithm based PID.
The parameters of the motor used for simulation are presented in Table1.

3 Improved Whale Optimization Algorithm

3.1 The Standard Whale Optimization Algorithm

Humpbackwhales are some kinds of the largest whales in theworld. An adult is about
the size of a school bus. Small fish groups are the favorite food for them. The most
interesting thing about humpback whales is their particular way of hunting. This
exploratory behavior is known as the bubble feeding method. Humpback whales
prefer to hunt bunches of small creatures or fish near the water’s surface. It has been
observed that this exploration is accomplished by generating index bubbles along a
circle or paths [16–18].

TheWOA is one of the nature-inspired optimization algorithms that is inspired by
the bubble net hunting process of the humpback whales and can be used in different
optimization problems [19–21].

The algorithm starts with a randomvector of variables as thewhale’s population to
find the global solution for the optimization problem. The bubble-net feeding process
of the humpback whale is A mathematically modeled as follows:

Z(t + 1) =
{
Z∗(t) − AD, p < 0.5
D′ebl cos(2π t) + Z∗(t), p ≥ 0.5

(2)

D′ = ∣∣CZ∗(t) − Z(t)
∣∣ (3)

A = 2ar − a (4)

C = 2r (5)

where, l describes a random variable in the interval [−1, 1], a is a decent integer
from 2 to 0 linearly over the iteration, r and p describe random constants in the
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interval [0, 1], b defines the logarithmic shape of the spiral motion, t is the current
iteration, and D′ describes the distance of ith whale from the best solution.

Here, the convergence of the method will be guaranteed if |Z | > 1. the algorithm
exploration is an improvement by the following formula:

D′ = |CZrand(t) − Z(t)| (6)

Z(t + 1) =
{
Zrand(t) − AD, p < 0.5
D′ebl cos(2π t) + Zrand(t), p ≥ 0.5

(7)

The main idea of using the whale optimization algorithm is that although it is
a new optimization algorithm, it has been used for different applications due to its
good exploration capability. One problem of the whale optimization algorithm is its
premature convergence.

3.2 Improved Whale Optimization Algorithm (IWOA)

In this study, chaos theory has been for improving the system efficiency in terms
of convergence. This conception has various applications in science such as mathe-
matics and physics. Its simple meaning is rooted in human early perceptions of the
universe. In chaos theory, complex systems have a purely turbulent appearance and,
as a result, appear irregular and random, while they may be subordinate to a given
process with a specific mathematical formula [22, 23]. A simple formulation for the
chaos behavior is illustrated below:

CM j
i+1 = f

(
CM j

i

)
, j = 1, 2, . . . , k (8)

where, k describes the map dimension and f
(
CM j

i

)
represents the chaotic model

generator function. Using chaos behavior can improve the system convergence and
speed which improves the population diversity to escape from the local optimum trap
[22, 23]. In this subsection, an improved version of the WOA is utilized based on
the Singer mechanism [24–26]. To implement this mechanism, the unknown scale
factor (γ) is converted into regular formulated value as follows:

Xi+1
Rand,k = 1.07

(
7.9 × Xi

Rand,k − 23.3 × (
Xi

Rand,k

)2
+28.7 × (

Xi
Rand,k

)3 − 13.3 × (
Xi

Rand,k

)4)
(9)

The flowchart of the presented IWOA is shown in Fig. 3.
Table 2 illustrates some significant advantages and disadvantages of the proposed

IWOA.
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Yes

Start

Generate: number of whales, 
dimension, and maximum 

iteration (maximum iteration) 

Generate initial whale population

Evaluate the Fitness function 

Generate the Sinusoidal Mapping

For each Whale

Find X* and F*

i=i+1

While (i< max_iter) 

No

Display Find X* and F* 

Singer 
mechanism 

Fig. 3 The block diagram of the proposed improved whale optimization algorithm

Table 2 Advantages and disadvantages of IWOA

Advantages Disadvantage

Has higher convergence speed Has the long computational time

Can be robust Initial value settings are required

Have higher probability and efficiency in finding the
global optima

Ability to search for local is weak

Can be efficient for solving problems presenting difficulty
to find accurate mathematical models

Has a high dimensional problem

Can be used for large problems Have a difficult theoretical analysis
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According to the results, the proposed Chaos Whale Optimization Algorithm has
a simple structure and the only difference between the original WOA and the Chaos
WOA is that utilizes a logistic map for updating the algorithm. As a result, the
convergence speed is improved. However, the proposed algorithm has the limitation
of the high computational effort in terms of methodology and application.

4 Fitness Function

The general fitness function for the PID control system is as follows:

I ST SE = 10 ×
∫

t2sim× e2dt + (Os)2 (10)

where, tsim is the simulation time, the variable e(t) represents the tracking error
which is the difference between the purposed input value and the actual output. This
error signal will be sent to the PID controller and the controller calculates both the
derivative and the integral of this error signal and OS is the overshoot. In the PID
control designing approaches, the most popular performance criteria are integrated
absolute error (IAE), the integrated of timeweight square error (ITSE), the integrated
squared of time weight and square error (ISTSE), and integrated of squared error
(ISE) that can be evaluated analytically in the frequency domain.

These five integral performance metrics in the frequency domain have their own
profits and drawbacks. For example, the drawback of the IAE and ISE metrics is
that their minimization can result in a response with respectively small overshoot
but a long settling time because of the ISE performance criterion weights all errors
equally independent of time. However, the ITSE performance metric can domi-
nate the drawbacks of the ISE metric. The derivation processes of the analytical
formula are complex and time-consuming. The formulation for the IAE, ISE, and
ITSE performance criterion formulas are as follows:

I AE =
∫

|e(t)|dt (11)

I SE =
∫

e2(t)dt (12)

I T SE = 1000 ×
∫

t.e2(t)dt (13)

I ST SE = 10000 ×
∫

t2e2(t)dt (14)

FD = (14 × OS2) + (t2s ) (15)
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Reference 
Speed 

PID DC Motor

IWOA KP

KI

KD

Objective 
Function

PID Controller

Output Speed

Fig. 4 The block diagram of the proposed PID Controller with IWOA

Table 3 IWOA and WOA
PID controller parameters

Characteristic KP KI KD

IWOA-PID 1.5767 0.4297 0.0574

WOA-PID 1.4358 1.6726 0.0416

5 Proposed IWOA Based PID Controller

In this work, a PID controller based on an improved version of thewhale optimization
algorithm is employed to achieve the optimal parameters of the DC Motor speed
control system.

The mechanism of the PID controller with IWOA is shown in Fig. 4. IWOA is
applied to the fitness function in order to control the speed of the DC motor. A group
of good parameters including K and Resistance determines a proper step response
that will result in performance criteria minimization in the time domain. Table 3
illustrates the performance of the IWOA and standard WOA based PID controllers.

6 Simulation Results

Toevaluate the performance of the proposed IWOA-PIDcontroller and its robustness,
different operating points are tested in the time domain. To prove the efficiency of
the proposed method, a comparison is performed with the designed PID controller
with the standard WOA method. Controller Time domain performance is simulated
using the model given in Sect. 2. To do so, the operating points of Table 4 are used
by considering the changes in electrical resistance and K parameters. Evaluating
operation points are shown in Table 4.

The Output speed of DC motor system per operating points without and with
considering the step disturbance’s effectiveness is shown in Figs. 5, 6, 7, 8, 9, 10, 11
and 12.
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Table 4 Operation points Case no Ra (Resistance) K

1 0.3 0.012

2 0.4 0.015

3 0.1 0.013

4 0.2 0.010
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Fig. 5 Output speed system for the operating point (1): solid (IWOA), dashed (WOA)

From the simulation results, it is obvious that the proposed system achieved
its stability for all of the operation points. it also results that the WOA-PID
controller could reduce the oscillation damping in an admissible value, but increases
the damping time and setting time; whereas IWOA-PID controller has a good
performance in both time and oscillation damping value.

Tables 5, 6, 7 and 8 present the numerical results for each performance indexes.
The value of the indexes’ efficiency in IWOA-PID is less than WOA-PID. There-
fore, overshoot, settling time andmotor speed refraction are reduced by the proposed
approach. With regard to the steady-state condition changes and with describing
different assessment points, the PID controller is implemented. For the system
robustness analysis, simulation is applied forRa = (0.1…0.4), andK = (0.01…0.15).
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Fig. 6 Output speed system for the operating point (2): solid (IWOA), dashed (WOA)
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Fig. 7 Output speed system for the operating point (3): solid (IWOA), dashed (WOA)
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Fig. 8 Output speed system for the operating point (4): solid (IWOA), dashed (WOA)
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Fig. 9 Output speed system with step disturbance (10%) for the operating point (1): solid (IWOA),
dashed (WOA)
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Fig. 10 Output speed systemwith step disturbance (10%) for the operating point (2): solid (IWOA),
dashed (WOA)
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Fig. 11 Output speed systemwith step disturbance (10%) for the operating point (3): solid (IWOA),
dashed (WOA)
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Fig. 12 Output speed systemwith step disturbance (10%) for the operating point (4): solid (IWOA),
dashed (WOA)

Table 5 The results of analysis DC motor system without step disturbance for operating points

Case no IAE ISE ITSE ISTSE

IWOA WOA IWOA WOA IWOA WOA IWOA WOA

1 0.0518 0.0642 0.028 0.0259 0.6168 0.6572 0.03048 1.9169

2 0.524 0.0654 0.0263 0.0238 0.5477 0.650 0.2817 2.5867

3 0.0583 0.0739 0.275 0.0253 0.6332 0.8325 1.1063 3.9347

4 0.0531 0.0718 0.0298 0.0278 0.6788 0.8155 0.3268 2.8663

Table 6 The characteristics of output response systemwithout step disturbance for operating points

Case no OS ts FD

IWOA WOA IWOA WOA IWOA WOA

1 0.0041 00.0215 0.1824 0.4798 0.033 0.2393

2 0.0016 0.0281 0.1617 0.5631 0.0262 0.3281

3 0.0053 0.0358 0.1677 0.7731 0.0285 0.6156

4 0.0022 0.0311 0.1866 0.6435 0.0349 0.4277
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Table 7 The results of analysis DC motor system with step disturbance (0.1) for operating points

Case no IAE ISE ITSE ISTSE

IWOA WOA IWOA WOA IWOA WOA IWOA WOA

1 0.1255 0.1136 0.0293 0.0273 2.9 2.4 42 17

2 0.1202 0.1088 0.0274 0.0253 2.7 2.2 39 16

3 0.1395 0.1241 0.0296 0.0277 3.9 2.9 58 22

4 0.1321 0.1213 0.0312 0.0299 3.3 2.7 47 19

Table 8 The characteristics of output response system with step disturbance (0.1) for operating
points

Case no OS ts FD

IWOA WOA IWOA WOA IWOA WOA

1 0.0398 0.0829 1.9531 1.3996 3.8370 2.0551

2 0.0386 0.0799 1.8881 1.4193 3.5860 2.1039

3 0.0476 0.0939 2.2478 1.5194 5.084 2.4323

4 0.0421 0.0892 2.0714 1.4585 4.3156 2.2388

7 Conclusions

In this study, the optimal control of the DC motor with different variations for the
resistance and K is analyzed. The purpose is to provide a trade-off between optimal
and robust solution for the system control.

Here, a newoptimizedmethod is proposed to determine the optimal PID controller
parameters. For this purpose, a new version of the whale optimization algorithm is
proposed for improving the algorithmconvergence. Theproposedwhale optimization
algorithm based PID is applied to the DC Motor drive for optimal control of the
system with the minimum settling time and overshoot. Simulation results showed
that the proposed technique can efficiently perform for achieving an optimal PID
controller. By comparison with the standard WOA-PID controller, it shows that this
method can develop the dynamic performance of the system in a better way.
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and Gabriel Gomes de Oliveira

Abstract One of the applications of image processing and computer vision is to
detect the skin regions for a wide range of human–computer interaction and content
based utilizations. Detecting nude parts in the movies, face detection, tracking of
human body parts, and people recognizing in multimedia databases are a small part
of its applications. Therefore, designing an efficient technique for skin area detection
can help a lot to the determined applications. The grasshopper optimization algorithm
is a new optimization algorithm evolutionary algorithm which is recently introduced
to solve optimization problems. The main purpose of this paper is to propose a newly
developed version of this algorithm to optimize the weights of the backpropagation
neural network to design a good segmentation tool for skin area segmentation. The
method has been compared with the traditional multi-layer perception and the ICA-
MLP to declare the proposed method’s efficiency.

Keywords Skin segmentation · Artificial neural network · Grasshopper
optimization algorithm · Modified · Mathematical morphology
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1 Introduction

The science of image processing is one of the most useful sciences in engineering
applications and has been extensively studied and researched in the field for many
years. The speed of these advances has been so rapid, that now, after a short period
of time, the impact of image processing can be clearly seen in many sciences and
industries. While some of these applications are dependent on image processing,
they cannot be used without it. As the science of image processing is integrated
and specialized in today’s world, it is becoming more and more important. Recently,
human skin area detection has found awide rangeof applications in imageprocessing.
This field has several utilizations in the human–computer interaction domains [1].
Applications such as face detection [2], detecting and tracking of human body parts
[3], naked people detection [4], and people retrieval in multimedia databases [5],
all benefit from skin detection [6]. Also, color-based skin detection gains attention
in contributing to blocking objectionable images or video content on the Internet
automatically [7].

Using the color-based skin detection has an advantage toward grayscale-based
one due to the extra dimensions of color such that it may happen a situation in which
two objects have similar gray tones but different color space textures. This shows
that human skin has a feature for easily recognizing the humans [2]. The color-space
features are pixel-based characteristics that need no spatial context which improves
its orientation and size invariant and the processing period.

In the recent decade, the applications of artificial neural networks have been
increasing exponentially due to its potency in modeling complicated systems [6–8].
Using an artificial neural network (ANN) classifiers for skin-like pixels segmentation
is a principal step of skin detection that requires a suitable insulator between the skin
and the environment. Among different types of ANNs, a multi-layer perceptron
(MLP) network have a wide application due to its simplicity and good efficiency.
The connection weights and biases of the MLP networks have been trained normally
by a backpropagation learning algorithm [9].

The backpropagation learning algorithm is a classic learning algorithm which is
so complicated for big networks. It also has a big problem with trapping in the local
minimum to find the minimum error. Several approaches have been used in solving
this problem. One of the useful approaches is to use meta-heuristic algorithms. There
are different types of meta-heuristics such as Genetic Algorithm (GA) [10], world
cup optimization algorithm (WCO) [11], variance reduction of Gaussian distribu-
tion (VRGD) algorithm [12], humpback whale optimization (HWO) algorithm [13],
Emperor penguin optimizer (EPO) [14]. Meta-heuristic algorithms can improve the
ANN efficiency by applying to the different levels such as weight training, learning
rules, architecture adaptation (for determining the number of hidden layers, and a
number of node transfer functions and hidden neurons).

This study focuses on the weight optimization of ANN to propose an opti-
mized algorithm for better classification of the skin pixels detection. To do so, a
new improved meta-heuristic technique called modified grasshopper optimization
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algorithm has been utilized for optimizing the weights of Multilayer Perceptron
(MLP).

2 RGB Color Space

The purpose of selecting a color model is to facilitate the identification of colors in
a standard. In essence, the color model defines a three-dimensional and sub-spatial
coordinate system within that system in which each color system is expressed by a
single point. Most color models now in use tend toward hardware such as monitors
and color printers or applications that aim toworkwith color, such as producing color
graphics for animation. RGB model (blue, red, green) is one of the most common
hardware-oriented models for color screens. This model is based on the Cartesian
coordinate system. Because of the cube’s favorite color space is the image below.
In the RGB model, the gray range from black to white is along the line and origin
of these two points, and the other colors are points on or inside the cube defined by
vectors passing through the origin. To simplify the model, it is assumed that all color
values are aligned such that the image cube is below the unit cube, meaning that all
values of G, R and B are in the range of [0, 255].

Each image in the RGB color model has three separate pages, each page being
the primary color. When these three pages are given to the RGB display, they are
combined on the phosphor screen to produce a color image.

So when the images themselves are naturally expressed in terms of three color
pages, it makes sense to use the RGB model for image processing. Also, most color
cameras use this format for digital imaging, which makes the RGB model an impor-
tant model in image processing. As can be seen in Fig. 1, the RGB color space is a

Fig. 1 The RGB color cube



172 N. Razmjooy et al.

Fig. 2 Analysis of skin colors in the RGB color-space: 3D-plot of skin (blue), 3D-plot of non-skin
(red); the skin colors approximately distributed in a linear fashion in the RGB color space

single cube and each axis represents one of the primary colors. The coordinate origin
is where the cube lacks three primary colors and this dot represents black, while the
opposite vertex is the combination of three primary colors, and this dot in the cube
represents white.

The other vertices represent the cyan, purple and yellow secondary colors, each of
which comes froma combination of two primary colors. In thismodel, all other colors
within the cube are specified by three components, each point specifying the number
of primary colors needed to create a particular color. Each of these components is
usually specified by one byte. For example, light red has the value [255, 0, 0] and
light yellow the value [255, 255, 0]. Since red, blue and green can be independently
assigned, 2563 colors can be produced with three main colors. In the image file,
three pages, or rather three matrices, each page is the same color, is used to store
each image. Since each pixel is indicated by three bytes, the image depth is 24 bits,
and the size of each color image is three times the size of a gray-level image. RGB
color images are also known as true color or 24-bit images. Figure 1 shows the RGB
Color Cube.

A sample of the 3D plot for skin and non-skin pixels in this space is shown in
Fig. 2.

3 Skin Color Feature Extraction

The main application of machine learning algorithms is to extract or learn from
existing data. Like a child who learns by observing people and parental recommen-
dations. For example, he or she can figure out whether the heater is hot or should not
go down the street alone. In fact, machine learning algorithms work to find a summa-
rize of data or to actually create a model of data in any way. As you know, a model
always contains a summary of the data. The World Map, for example, is a model of
the world that models countries and roads without much detail (for example, what
shop is on the street).
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Fig. 3 Steps in supervised classification

Supervised classification is a type of machine learning in which input and output
are specified and there is a so-called supervisor that provides information to the
learner, thereby trying to learn a function from input to output. After extracting the
RGB color information from the input image for skin region detection, it should
be used as input data for the classifier to the classification. Image classification is a
principal tool in image processing with different applications. This tool can be also
utilized for image segmentation which is our purpose in this study. The classifier
system divides the input data into two parts of the training and testing categories.
In this study, 60% of data has been utilized for training and the 40% remained data
have been selected as the testing set. Figure 3 shows the steps of classification.

4 The Improved Grasshopper Optimization Algorithm

4.1 The Standard Grasshopper Optimization Algorithm

The grasshopper optimization algorithm (GOA) is a new swarm-based optimization
algorithm that is derived from grasshopper insect behavior [15].

In this algorithm, the population includes a collective of grasshoppers which is
called a swarm. Each member of the swarm is a probable solution to the problem.
The first step is started by generating a random swarm as the initial solution to the
problem [16]. Then, the cost of each grasshopper is determined by obtaining the
value of the cost function.

The process is continuous by absorbing the swarm via considered grasshoppers
into their location to attract the grasshoppers tomove into the considered grasshopper.
Here, two main behaviors of the grasshoppers are considered: the tiny and slow
movement of the larval grasshoppers in order to the long-range and no sequence
movement drive adults and food searching process which is divided into two separate
parts of exploitation and exploration.
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The development of the ith grasshopper next to the target grasshopper is defined
by Pi and is obtained as below:

Pi = R1SAi + R2GFi + R3W Ai (1)

where, GFi describes the gravity force on the ith grasshopper, W Ai is the wind
advection, and SAi describes the social interaction, and R1, R2, and R3 are random
constants in the interval [0, 1].

The social interaction of the ith grasshopper (SAi ) related to the social forces
between two grasshoppers and is a repulsion force to stop collisions and an attraction
force purpose over a small length scale.

SAk =
N∑

l=1
l �=i

S A(Dlk)D̂lk (2)

Dlk = Xk − Xl (3)

D̂lk = Xk − Xl

Dlk
(4)

where, Dlk describes the length of the Euclidian of the kth with the lth position
grasshopper, and D̂lk represents the present unit vector between the lth grasshopper
and the kth grasshopper.

The intensity attraction strength is modeled by the following formula:

Xd
k = c

⎛

⎜⎝
N∑

l=1
l �=1

c
Ud

B − Ld
B

2
SF

(∣∣Xd
l − Xd

k

∣∣) Xl − Xk

Dlk

⎞

⎟⎠ + ∧
Td (5)

where, SF determines the strong point of the social forces that are evaluated by the
following:

SF(R) = fi e
−R/L − e−R (6)

where, L describes the length scale of attraction, and f i is the intensity force of
attraction.

GF is another parameter of the algorithm that is achieved as follows:

GFi = −GFe
∧

g (7)
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where, Gi describes a constant for the gravity force, and e
∧

g is a direction for unity
vector alongside the wind.

The wind advection model (WAi) is finally obtained as follows:

W Ai = Ue
∧

g (8)

where, U describes the drift constant.
The gravity assumptions and wind effects can be formulated as follows:

xdl = c

⎛

⎜⎝
N∑

l=1
l �=1

c
Ud

B − Ld
B

2
SF

(∣∣Xd
k − Xd

l

∣∣) Xl − Xk

Dlk

⎞

⎟⎠ + ∧
Td (9)

c = cmax − l
cmax − cmin

L
(10)

where, N is the grasshoppers quantity, LBd and UBd are the lower and the upper

limitations in the dth dimension, respectively,
∧
Td acts objective magnitude of dth

dimension by the objective grasshopper, c describes the reducing factor to the proper
area of the repulsion region and attraction region, cmax and cmin are the highest value
and the lowest value of the factor c, respectively, and finally, l and L are the current
iteration and the total number of iteration, respectively.

4.2 Improved Grasshopper Optimization Algorithm Based
on Chaos Theory

In this subsection, a technique is proposed for modifying the essential parameters of
the Grasshopper optimization algorithm to improve its convergence speed. The keys
parameters of Grasshopper optimization algorithm convergence are R1, R2, R3, and
U. the modification is applied based on chaos theory.

Chaos theory is the study of unpredictable and random processes. The main idea
of the chaos theory is to study the highly sensitive dynamic systems that can be
affected by any small variations.

By the explanations above, a large diversity can bemade for the swarm generation
in GOA to improve the diversity of the algorithm.

This part improves the GOA algorithm capability from the point of the conver-
gence speed and also for escaping from falling into the local optimal point [17, 18].
A general form for the chaos theory is formulated below:

CM j
i+1 = f (CM j

i )

j = 1, 2, . . . , k (11)
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where, k describes the map dimension, and f (CM j
i ) is the chaotic model generator

function.
In the presented GOA, the parameters R1, R2, R3, and U are modeled based on

the Singer mechanism chaotic map as follows:

R( j,i+1) = 1.07 × (
7.9R( j,i) − 23.3R2

( j,i) + 28.7R3
( j,i) − 13.3R4

( j,i)

)

U(i+1) = 1.07 × (
7.9Ri − 23.3R2

i + 28.7R3
i − 13.3R4

i

)

R( j,0) = rand(), j = 1, 2, 3,

U0 = rand() (12)

where, k is the number of iteration.
Figure 4 shows the flowchart diagram of the presented CGOA.

Fig. 4 The diagram
flowchart of the CGOA
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4.3 Validation of the CGOA

For performance analysis of the presentedmethod, 4 standard test functions have been
studied. Experimental simulation s of the presented CGOA are compared with some
different popular and newly introduced algorithms including genetic algorithm (GA)
[10], shark smell optimization (SSO) algorithm [19], particle swarm optimization
algorithm (PSO) [20],world cupoptimization algorithm (WCO) [11], and the original
grasshopper optimization algorithm (GOA) [16].

The simulations are established based on MATLAB R2017b platform on a laptop
computer with processor Intel® CoreTM i7-4720 HQ CPU@2.60 GHz with 16 GB
RAM. Table 1 demonstrates the results of the simulation.

The results of the mean deviation (MD) and the standard deviation (SD) values
of the methods for the analyzed benchmarks are illustrated in Table 2.

Table 1 The utilized benchmarks for efficiency analysis

Benchmark Formula Constraints Dimension

Rastrigin
f1(x) = 10D +

D∑
i=1

(
x2i − 10 cos(2πxi )

) [−512, 512] 30–50

Rosenbrock
f2(x) =

D−1∑
i=1

(
100

(
x2i − xi+1

) + (xi − 1)2
) [−2.045, 2.045] 30–50

Ackley

f3(x) = −20 exp

⎛

⎝−0.2

√√√√ 1

D

D∑

i=1

x2i

⎞

⎠

− exp

(
1

D

D∑

i=1

cos(2πxi )

)
+ 20 + e

[−10, 10] 30–50

Sphere
f4(x) =

D∑
i=1

x2i
[−512, 512] 30–50

Table 2 The results of the efficiency analysis by considering 30-dimensions

Benchmark CGOA GA [10] PSO [20] WCO [11] GOA

f 1 MD 0.00 70.61 74.24 2.19 3.53

SD 0.00 1.66 8.96 4.35 3.47

f 2 MD 9.53 35.41 200.1 13.16 9.71

SD 2.87 27.15 59.00 4.62 3.86

f 3 MD 0.00 3.19e−2 8.26 3.14e−3 5.19e−17

SD 0.00 2.14e−2 1.19 1.12e−3 0.00

f 4 MD 0.00 1.15e−4 8.27e−4 6.19e−9 0.00

SD 0.00 3.14e−5 5.12e−4 3.28e−9 0.00
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The results from Table 2 show that in all four benchmarks, the proposed CFSO
algorithm gives satisfying results toward the other methods, especially the original
FSO algorithm.

5 Artificial Neural Network

Theveryhigh speed andprocessingpower of the humanbrain goback to the very large
interconnections that exist between the brain-forming cells, and basically, without
these communication links, the humanbrainwould be reduced to a normal systemand
certainly not have the current capabilities. After all, the brain’s excellent performance
in solving a variety of problems and its high performance has made brain simulation
and its capabilities the most important goal of hardware and software architects. In
fact, if there is a day (but apparently not too far away) that we can build a computer
with the same capabilities of the human brain, there will surely be a major revolution
in science, industry, and of course, human life. Since the decades that computers
have enabled computational algorithms to simulate human computational behavior,
much research has been undertaken by computer scientists, engineers, and mathe-
maticians, whose results are in the field of artificial intelligence and it is classified
under the subcategory of computational intelligence as the topic of “Artificial Neural
Networks”. In the field of artificial neural networks, numerous mathematical and
software models have been proposed to inspire the human brain which is applied to
solve a wide range of scientific, engineering and practical problems in various fields.

Several types of computational models have been introduced as generic artificial
neural networks, each ofwhich can be used for a variety of applications, each inspired
by a particular aspect of the capabilities and properties of the human brain. In all of
these models, a mathematical structure is assumed to be graphically presentable and
has a set of adjustable parameters. This general structure is adjusted and optimized
by a training algorithm so that it can exhibit good behavior. A look at the learning
process in the human brain also shows that we actually experience a similar process
in the brain and all of our skills, knowledge, and memories are shaped by the weak-
ening or strengthening of the communication between neurons. This reinforcement
and weakening in mathematical language model and describe itself as a parameter
(called Weight). One of the most basic neural models available is the Multi-Layer
Perceptron (MLP) model that simulates the transient function of the human brain.
In this type of neural network, most of the network behavior of the human brain
and its signal propagation has been taken into account, and hence are sometimes
referred to as Feedforward Networks. Each of the neurons in the human brain, called
neurons, processes it after receiving input (from one neuronal or non-neuronal cell)
and transmits the result to another cell (neuronal or non-neuronal). This behavior
continues until a definite result is reached, which may eventually lead to a decision,
process, thought, or move. The most popular method in the feed-forward networks
is backpropagation (BP). This method evaluates the error on all of the training pairs
and adjusts the weights to fit the desired output. To do so, several epochs have been
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considered and the process continues until achieving the minimum value for the total
error on the training set or until the termination criteria are reached.

This method adopts supervised learning to train the network using the data for
which inputs, as well as target outputs, are noticed. After training, the weights of the
networks are fixed and can be employed for evaluating the output values of the new
given samples.

BP is a method based on gradient descent algorithm on the error space that
sometimes gets trapped into the local minimum, succeeded it entirely dependent on
initial (weight) settings. This drawback can be covered by an exploration searching
capability of the evolutionary algorithms.

6 ANNWeights Evolution Using CGOA

Due tomodeling by artificial neural networks, they can obtain the desired precision to
determine the optimal network architecture by receiving feedback from the network
and the test process and time consuming, but this increases the hidden layers and
the complexity of the neural network architecture. CGOA can be used as a method
to find optimal values of different neural network parameters. This algorithm starts
the search with a primitive set of random solutions called the initial population
and can perform multilaterally and user searches on a population of variables that
increase the likelihood of finding the global optimal point. This algorithm can then
simultaneously determine the optimal network structure andweights using a function
that is a measure of the optimal performance quality of the response produced.
The method of optimal parameter selection of the weights based on the proposed
grasshopper optimization algorithm can be formulated as follows:

1. Start algorithm
2. Generate N number of initial random grasshoppers as the weight of the network
3. Calculate the cost of the network based on each grasshopper
4. Apply the CGOA operators to each of the grasshoppers to generate the next

generation
5. If the termination condition is reached, go (5), else go (2)
6. End of algorithm.

Consider a simple multi-layer perceptron network with its weights (w) and biases
(b):

H∑

i=1

wi f

⎛

⎝
d∑

j=1

w j x j + b

⎞

⎠ (13)
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where, H is the number of neurons in the hidden layer, w describes the weights of
the network, b denotes the bias value and f is the activation function of each neuron
which in this case is considered as sigmoid.

The network can be optimized by optimal selection of the weights and biases
based on minimizing the mean squared error of the network (MSE) as follows:

MSE = 1

2

g∑

k=1

m∑

j=1

(
Y j (k) − Tj (k)

)2
(14)

where, m describes the output nodes number, g represents the number of training
samples, Y j (k) is the desired output, and Tj (k) describes the real output.

7 Dataset Description

We used the Bao dataset to show our proposed method; this database includes 370
face images from various races, with 221 images with multiple people and other
149 images of one person mostly from Asia, with a wide range of size, lighting and
background. In this paper, Bao Face Database has been utilized. This database is
introduced by Frischholz that includes 370 face images from different races, mostly
from Asia, with a wide range of size, lighting and background [21]. The database
has no using or distribution policies or license.

8 Simulation Results

This study considers two categories including skin and non-skin classes. The method
is based on pixels information that uses this information for classifying the skin-like
and non-skin-like pixels one by one. This method reduces the image information into
objects of interest, like faces or hands during skin pixels detection.

The input of the proposed classifier is a matrix of 3× n pixel coefficients from the
images either skin or non-skin image which n determines the number of neurons in
the hidden layer. Since the employed transfer function is sigmoid, the output image
gives different values in the range 0 and 255 (uint8 mode).

Since we need two labels in the final output (skin or non-skin), the output of the
neural classifier should be thresholded so that it is either 0 or 1. In this study, Otsu
thresholding has been used for this purpose, such that the output values of the neural
network have been classified into two categories of 0 and 1 [22].

After thresholding the output, mathematical morphology has been applied to
remove the extra parts. In this study, three operators have been utilized including
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opening, closing and filing holes [23]. Figure 5 shows the impact of themathematical
morphology on the images.

For validating the efficiency in the proposed system, three performance indices
have been employed. The first metric is the false acceptance rate (FAR) that defines
the ratio of the identificationmoments inwhich false acceptance happens. The second
index is the false rejection rate (FRR) which is the percentage of the identification
moments in which false rejection happens and the final index is the correct detection
rate (CDR) which shows the correctly classified pixels to the total pixels.

CDR = No. of Pixels Correctly Classi f ied

T otal Pi xels in the T est Dataset
(15)

FAR = No. of non − skin Pixels Classi f ied as skin Pixels Classi f ied

T otal Pi xels in the T est Dataset
(16)

Fig. 5 a Original image, b skin region segmentation and thresholding, c applying mathematical
morphology, d skin area detection
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Fig. 6 Test set: A skin sets,
B non-skin sets

Table 3 The performance of
the skin region detection for
the methods

Algorithm CDR FRR FAR

CGOA-ANN 82.15 7.45 10.4

HNN-ICA 70.84 4.16 25

MLP 68.42 5.2 26.38

FRR = No. of skin Pixels Classi f ied as non − skin Pixels Classi f ied

T otal Pi xels in the T est Dataset
(17)

Figure 6 shows the utilized test set from the skin and the non-skin to measure the
metric efficiency.

Here, the least mean square errorminimization has been utilized for improving the
networkweights between the desired and the real outputs of the network. Comparison
results of the proposed method with basic MLP and HNN-ICA [6] are tabulated in
Table 3. As can be observed, the proposed optimized network performs better and
gives a higher correct detection rate.

Figures 7 and 8 show the extent of the match between the measured and predicted
skin rate of the train set and validation phases by CGOA-ANN in terms of a scatter
diagram.

For more clarification, some sample outputs have been shown in Fig. 9. As can
be observed, using the proposed CGOA-ANN classifier gives satisfying results for
skin regions detection including face, hands, and neck.

9 Conclusion

This paper proposed a new optimized method for skin area classification. A new
improved version of the grasshopper optimization algorithmwas adopted to decrease
the mean square error of the neural network to escape from the local minimum. Here,
RGB color space was utilized for decreasing the computational cost. The proposed
algorithm reduces the number of false detection ratio toward a gradient descent
algorithm. The skin region detection method based on CGOA-ANN is compared
with some methods to validate and analyze the efficiency.
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Fig. 7 Real output and CGOA-ANN network output for the training data

Fig. 8 Real output and CGOA-ANN network output for the test data



184 N. Razmjooy et al.

Fig. 9 Experimental results for skin region detection: a original image, b skin segmented result
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A New Design for Robust Control
of Power System Stabilizer Based
on Moth Search Algorithm

Navid Razmjooy , Saeid Razmjooy , Zahra Vahedi, Vania V. Estrela ,
and Gabriel Gomes de Oliveira

Abstract This paper presents a new optimal design for the stability and control of
the synchronous machine connected to an infinite bus. The model of the synchronous
machine is 4th order linear Philips-Heffron synchronousmachine. In this study, a PID
controller is utilized for stability and its parameters have been achieved optimally by
minimizing a fitness function to removes the unstable Eigen-values to the left-hand
side of the imaginary axis. The considered parameters of the PID controller are opti-
mized based on a new nature-inspired, called moth search algorithm. The proposed
system is then compared with the particle swarm optimization as a high-performance
and popular algorithm for different operating points. Final results show that using a
moth search algorithm gives better efficiency toward the compared particle swarm
optimization.

Keywords Power system stabilizer · Philips-Heffron model · Single machine ·
Infinite bus · Moth search algorithm
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1 Introduction

In recent decades, the stability of the synchronous machine has great attention and it
will receive additive attention in the future [1, 2]. Once an error occurs, it is depended
on the synchronous machine dealing after implementing. The stability problem has
been analyzed from two directions: steady-state stability and transient state stability
[3]. Steady-state stability analysis is to study the power system and its generators
in strictly steady-state conditions and try to find the maximum possible generator
load that can be transmitted without losing the synchronism of any other generator
[4]. Transient stability is the ability of the power system to guarantee synchronism
when subjected to a sudden and large disturbance in limited time such as a fault on
transmission facilities, loss of a large load or loss of generation [5].

In this study, a new nature-inspired, called moth search algorithm (MSO) is
presented and adopted for optimal selection of the PID controller parameters in
the power system stabilizer. MSO algorithm is a new optimization algorithm that
is introduced for solving the optimization problems [6]. This algorithm, like other
nature-inspired algorithms, doesn’t require the gradient of the function in its opti-
mization process. MSO is a mathematical inspiration and the computer modeling of
the behavior of moths. MSO algorithm starts with a set of the random population as
solutions agents (moths). These moths have moved around in the search space based
on the algorithm formulas.

In this study, for optimal selection of the PID parameters, the fitness function
is designed such that it shifts Eigenvalues into the left side of the real axis. Eigen-
value analysis is applied to evaluate the impact of the optimized PSSs to damp the
electromechanical modes of oscillations and improve the system dynamic stability.
The efficiency of the MSO algorithm is compared with the particle swarm opti-
mization is a widely used algorithm to show the proposed method’s advantages and
disadvantages.

2 Single Machine Infinite Bus (SMIB) Model

In this study, a single machine connected to an infinite bus system is studied through
a transmission line including resistance re and inductance xe. The system structure
has been shown in Fig. 1.

Synchronous machines are major sources of electricity in power systems. The
problem with power system stability is mainly to maintain a synchronized state
between interconnected synchronous machines. Therefore, characteristic under-
standing and accurate modeling of their dynamic response are of great importance
in studying the stability of power systems. Since frequency stability and voltage are
important factors in determining the quality of the power source, real power control
and reactive power in the satisfactory performance of power systems. A general
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Fig. 1 Single machine infinite bus model

Fig. 2 Heffron- Philips model of synchronous machine

model of a synchronous machine connected to the infinite bus through the transmis-
sion network can be modeled by Thevenin’s equivalent. In this study, a 4-ordered
linear Heffron-Philips synchronous machine has been studied (Fig. 2).

In this model, there are six constants (K1–K6) for a synchronous generator which
can represent the interaction between the voltage and the speed control equations of
the machine. Except for K3, the other five constants are dependent on the active and
the reactive loading of the machine. The formulation of this model is given in the
following:

�δ̇ = ω0�ω (1)

�ω̇ = 1

M

(−K1�δ − D�ω − K2�e′
q

)
(2)

�ė′
q = 1

T ′
do

(
−K4�δ − �e′

q

K3
+ �e f d

)
(3)
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�ė f d = 1

Te

(−KeK5�δ − KeK6�e′
q − �e f d + Keu

)
(4)

where, ω0 represents the synchronous speed, ω is the rotor speed per unit (p.u.), δ

describes the angular position if the in the synchronous generator to a reference axis,
M is the inertia In the rotor, D describes the damping coefficient of the rotor motion,
T ′
do represents d-axis open circuit field time constant, �e′

q is the change of q-axis
internal voltage, e f d describes the field voltage, u describes the control vector, Ke

and Te are exciter gain and time constants, respectively.
Equations (1)–(4) can be represented in the state space representation by the

following:

ẋ = Ax + Bu (5)

where, A describes the system coefficient matrix and B is the input matrix. The
general state-space model of the system without any controller is described below:

⎡
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⎢
⎣
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⎤
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⎣
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Te

⎤

⎥⎥
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⎦

[
�Pm
�Vref

]
(6)

where, Vref describes the reference input voltage and Pm is the mechanical power
input to the machine.

3 Particle Swarm Optimization Algorithm

Among different kinds of nature-inspired algorithms, particle swarm optimization
(PSO) algorithm is one of thewidely used and popular optimization algorithmswhich
is introduced by Kennedy and Eberhart. PSO inspired by the social behavior of birds
swarm and fish swarm [7, 8]. Indeed, PSO is the mathematical model of the bird’s
behavior searching for food, for escaping from the hunters, and formate searching. In
recent years, the PSO algorithm has been employed in several varieties of problems
classical mathematical programming problems to scientific optimization problems
and highly specialized engineering [9, 10].

The particle swarm optimization algorithm starts with an initial population (called
swarm) of the search agents (called particles). These particles move around the
search-space due to some mathematical models and formulas. The particle move-
ments are pursued by their best-achieved position in the search-space as well as the
swarms’ best-known position [11].

After obtaining the best positions by particles, they come to guide the swarm
movements. The process is repeated and by doing so it is hoped, but not guaranteed,
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that a promising solution will eventually be detected. The particles updating formula
is as follows:

vt+1
i = w.vt

i + c1r1(p
t
i − xti ) + c2r2(g

t
i − xti ), (7)

xt+1
i = xti + vt+1

i

i = 1, 2, . . . , n
(8)

where, n describes the number of particles, t represents the iteration number, pi
describes the best position of the ith particle, gi is the best particle among the group
members, w represents the weighted inertia, C1 and C2 are the positive constants,
and r1 and r2 are two random numbers distributed in the interval [0, 1], respectively.

By considering Eq. (5) for updating the velocity of the particle according to their
previous velocity and distances to their current position from the best historical
position of themselves and the best positions of the neighbors in every iteration step,
and then they fly towards a new position specified by Eq. (6). The pseudo-code of a
PSO Algorithm is given below.

Step 1: initializing the maximum iteration (Imax ) and algorithm parameters.
Step 2: Initialize particles in the population.
Step 3: Evaluate the fitness value of the particles.
Step 4: Update the position of the particle-based on fitness value with piand gi .
Step 5: If I = Imax , go to step 7, otherwise, go to the next step.
Step 6: Update velocity and position by Eqs. (5) and (6)
Step 7: Display the global best solution

4 Moth Search Algorithm

Nowadays, the tendency to use nature-inspired algorithms based on animal intelli-
gence is very much appreciated, especially in the optimization techniques of these
algorithms. nature-inspired algorithms such as artificial bee algorithm [12–14], firefly
algorithm [15, 16], world cup optimization algorithm [17], quantum invasive weed
optimization algorithm [18, 19], Variance Reduction of Gaussian Distribution algo-
rithm give us more advantages than conventional algorithms. Optimization is the
highest goal of many applications such as scientific, engineering, and industrial
design. The purpose of optimization is to minimize the complexity and the costs and
to maximize profit, output, performance, the efficiency of the problem.

Many nature-inspired techniques have been introduced in the last two decades.
Nature-inspired algorithms have been the focus of researchers because of their
simplicity, flexibility, no need to derive and escape local optimization. But there
is no proof of nature-inspired techniques to solve all the optimization problems. In
other words, a particular nature-inspired may show promising results for solving a
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series of problems, but the same algorithmmay show poor performance for a number
of other problems.

Based on the Phototaxis behavior, moths are attracted to fly into the light source.
This phenomenon is still a mystery. There are different hypotheses for explaining
this phenomenon. A reasonable model considers that the angle between the light
source and moth holds on changing, but it mostly escapes from observation due to
the long distance. In addition, if a moth uses a close light source for navigation, the
variations in angle will be obvious. The moth flights continuously to select the best
orientation so as to move towards the light source. This phenomenon leads to a spiral
path for flight to get closer to the light source [20].

The second behavior in moth is the Lévy flight phenomenon. It is a widely used
Non-Gaussian, heavy-tailed statistic to model the random movements. Lévy flight
describes a class of random walks with Lévy distribution steps. By considering a
smaller distance for the moths from the best one, they will fly around it in the form
of Lévy flights, i.e. the location will be updated based on the Lévy flights process.
This can be formulated as below:

xt+1
i = xti + βL(s) (9)

where, i describes the number of moths, t represents the present generation, xt+1
i

and xti are the updated and the original position of generation t, respectively, L(s)
describes Lévy flights step down, and β is the scale factor and is achieved as follows:

β = Smax/t
2 (10)

where, Smax represents the max walk step.
The Lévy flights step drawn is achieved by the following equation:

L(s) =
(α − 1)�(α − 1) sin

(
π(α−1)

2

)

πsα
(11)

where, s > 0, α = 1.5, and �(i) describes the gamma function.
In some cases, moths which have a long distance from the source of light fly

towards it. This motion is formulated below:

xt+1
i = γ

(
xti + ρ

(
xtbest − xti

))
(12)

where, ρ describes acceleration factor, xtbest represents the best moth of the current
generation (t), γ is a scale factor. Sometimes it is possible for the moth to fly towards
the final position which far from the source of light. This can be formulated by the
following equation:

xt+1
i = γ

(
xti + 1

ρ

(
xtbest − xti

))
(13)
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The process of the above two updating models is shown in Fig. 3.
In Fig. 4 xi (start point), best (endpoint), and xi, new (light source) are the original,

the best, and the updated position for moth i, respectively.
The population size and the maximum number of the iteration are set 120.

EndStart 
a

Start End
b

Fig. 3 A simple model of the rectilinear flight with a xbest (right) and b xbest (middle)

No

Start 

Initializing MSA parameters 

Evaluate each moth individuals based on their position 

Implement parameters  

Phototaxis Lévy flights

Yes

Termination 
satisfied? 

Stop 

Define Algorithm Parameters Constraints 

Update 
agents 
positio

Fig. 4 The flowchart diagram of the proposed MSA
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5 PID Based Power System Stabilizer

One of the widely used systems to control the low-frequency oscillations is to
use power system stabilizers (PSS). This system is employed for improving the
synchronous machine damping [13, 21].

Several control methods have been developed for PSS design. One of the popular
methods for PSS is PID based stabilizers, because of their simple structure, high
flexibility, and easy implementation. The structure of a PSS is such that its gain
regulation is usually kept constant under certain conditions of power system perfor-
mance. It is clear that the power system operating point changes with load changes
and thus the designed system loses its sustainability. That is why classical stabilizers
do not perform well in practice.

After years of research on PSSs, stabilizers were introduced, which adjusted their
parameters simultaneously with changing power system operating conditions, which
were known as PSSs with adaptive controllers [22–24].

However, the use of these types of controllers due to high computation time to
implement the required PSS parameters as well as the difficulty of training them and
sometimes requiring prior knowledge of system performance can affect the speed
and accuracy of the controller performance [25].

In this study, PID parameters (kp, ki , kd ) will be tuned by using the MSA (and
also PSO for comparison). The considered stabilizing signal for the co-ordinated
controller can be obtained by the following equation:

UPSS = [kp + ki
s

+ kds] �ω + �u (20)

The design starts with connecting the PID controller with the washout filter in the
system matrix discussed in Eq. (5) to form the augmented A matrix as follows:

A =

⎡

⎢⎢
⎢⎢⎢⎢⎢⎢
⎣

0 ω0 0 0 0
−k1
M 0 −k2

M 0 0
−k4
Td0

′ 0 −1
k3 Td0

′
1

Td0
′ 0

Mke

(
−k5 +Mki/ω0

−kd k1

)

MTe

ke kp
Te

−Mk6 ke − k2 ke kd
MT e

−1
Te

ke
Te

Mki/ω0
−kd k1

MTw

kp
Tw

−k2 kd
MTw

0 −1
Tw

⎤

⎥⎥
⎥⎥⎥⎥⎥⎥
⎦

(21)

The system data is given in the appendix.
In this study, a robust mechanism is required to develop the system damping over

a wide range of operating conditions and configuration of the power system. This
reason makes us provide an Eigen value-based cost function for PSS. The block
diagram of the power system stabilizer is shown in the following.

The cost function of the system is given in the following [1]:
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J = max Re(λi ) (22)

where, Re (λi ) is the real part of the ith electromechanical mode Eigenvalue and Kp,
Ki and Ki describe the proportional, integrator and derivative coefficients of the PID
controller.

Since considered Eigenvalue is extracted from λi = σi ± j ωi , the final cost
function and the parameter constraints are illustrated as follows:

J = max σi

0 ≤ Kp, Ki ≤ 50

0 ≤ Kd ≤ 10

(23)

The main idea of the optimization of J is to transfer the poorly damped Eigen-
value into the D-shape in s-plane. Optimization constraints are the limitations of the
optimized parameters which contain PID coefficients.

As aforementioned, in the presented study, a PID controller is adopted. In this
method, the rotor speed changes are selected as the input signal of the PSS. Washout
filter is also used for eliminating the controller effects in the steady-state. Indeed, the
system oscillations are damped due to PSS. It generates a control signal to the AVR
loop after the disturbance occurs.

6 Simulations and Results

In this study, the changes for the active power (P) and reactive power (Q) have been
considered such that P = (0.1, 0.2…1) and Q = (−0.3, −0.2…1). To analyze the
system reliability toward different conditions, the following operating points from
Table 1 have been considered.

The optimized values for the parameters of the PID controller based on the
described algorithms are given in Table 2. It is clear from Figs. 6, 7, 8, 9, 10 and 11
that the promising value for MSA has higher efficiency than the PSO.

It can be considered that the designed synchronous generator is connected to the
infinite bus along with the power system stabilizer. In the presented system, there are

Table 1 Operating points Case no. P Q

1 1 0.5

2 0.5 0.2

3 0.7 − 0.1

4 0.8 0

5 0.8 0.4

6 1 1
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Table 2 Controller
coefficients for the PID

Algorithm kP kI kD

MSA 49.13 44.53 8.12

PSO 47.26 3.83 9.32

Fig. 5 The block diagram of
the power system stabilizer
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Fig. 6 Operation points: P = 1, Q = 0.5 (Solid (MSA), Dashed (PSO))

some important parameters such as electrical active power (P) and electrical reactive
power (Q) for the system (operating points for synchronous generator) which can be
used as the operating points to design the PID controller.

The control mechanism is applied with MSA to control the system oscillations.
The output speed changes for the operating points of the system are shown in Figs. 6,
7, 8, 9, 10 and 11 (Tables 3 and 4).
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Fig. 7 Operation points: P = 0.5, Q = 0.2 (Solid (MSA), Dashed (PSO))
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Fig. 8 Operation points: P = 0.7, Q = −0.1 (Solid (MSA), Dashed (PSO))

7 Conclusion

In this study, a new optimization algorithm called moth search algorithm (MSA) is
presented to select optimal parameters of the PID controller in a power stabilizer
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Fig. 9 Operation points: P = 0.8, Q = 0 (Solid (MSA), Dashed (PSO))
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Fig. 10 Operation points: P = 0.8, Q = 0.4 (Solid (MSA), Dashed (PSO))
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Fig. 11 Operation points: P = 1, Q = 1 (Solid (MSA), Dashed (PSO))

Table 3 Results of the response analysis in the considered operating points

Case no. MSA PSO

Over shoot Under shoot Over shoot Under shoot

1 0.000861 0 0.000926 −0.0000124

2 0.001 0 0.0015 0

3 0.000815 −0.000041 0.000864 −0.0000397

4 0.0007953 −0.000035 0.0008349 −0.0000473

5 0.0009057 0 0.0009627 0

Table 4 Achieved results of the algorithms for the PSS

MSA PSO

Number of seeds Pmax Iteration Pop size C1, C2 Iteration

20 15 50 50 2 20

system. The system stabilization is considered as a principal application of the algo-
rithm. To develop the system stability and to provide good damping characteristics to
electromechanical modes oscillations, a cost function based on Eigenvalue has been
designed. The method efficiency is validated on a single machine infinite bus power
system for stability improvement. The system efficiency of the presented dynamic
MSA-PSS design is comparedwith theMSA-PSS design as a popular technique. The
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simulation results showed that the proposedMSAbasedmethodgives better solutions
compared with PSO based method. It has also high convergence with less iteration.
The simulation results have been analyzed on a single-machine power system and it
has been found that the proposed method improved the system dynamic stability.

Appendixes

System data:
Machine (pu):
xd = 1.6, xd

′ = 0.32, xq = 1.55.
vt0 = 1.05, w0 = 314(rad/s), Td0′ = 6.0 (s).
D = 0; M = 10.
P, Q = Electrical active and reactive power of output machine (pu).
Transmission Line (Pu):
re = 0; xe = 0.4
Exciter:
Ke = 50; Te = 0.05 (s).
Washout Filter:
Tw = 5 (s).
The function of k-parameters and other data are presented below:
iq0 = (P * vt0)/sqrt((P * xq) 2 + (vt02 + Q * xq) 2);
vd0 = iq0 * xq;
vq0 = ((vt02) − (vd02)) 0.5;
id0 = (Q + xq*(iq02))/vq0;
Eq0 = vq0 + id0*xq;
E0 = sqrt((vd0 + iq0 * xe)2 + (vq0-id0 * xe)2);
delta = tan−1((vd0 + iq0*xe)/(vq0 − id0*xe));
K1 = (((xq− xd′)/(xe+ xd′))*(iq0 * E0 * sin(delta)))+ ((Eq0 * E0 * cos(delta))/(xe

+ xq));
K2 = (E0 * sin(delta))/(xe + xd);
K3 = (xe + xd’)/(xe + xd);
K4 = ((xd − xd′)/(xe + xd

′
)) * (E0 * sin(delta));

K5 = ((xq * vd0 * E0 * cos(delta))/((xe + xq) * vt0)) − ((xd
′
* vd0 * E0

* sin(delta))/((xe + xd
′
) * vt0));

K6 = (xe * vq0)/((xe + xd
′
) * vt0);
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Design of Self-adaptive Fuzzy Logic
Droop Controller for Hybrid Units
in Islanded Microgrids

V. S. Vakula and B. Damodar Rao

Abstract In the present paper, aMulti-Segment P/f DroopControl Strategy is devel-
oped to achieve localized control, coordination and power management of different
sources in an islanded microgrid which consists of two PV/Battery storage Hybrid
units and a droop unit. Separate control loops are designed, each for PV power
production control, Battery charging and discharging level control, and Droop unit
operation control based on multi-segment P/f Droop characteristics. The conven-
tional PI controllers can be used in the control loop design as they are very simple
for implementation and give a better dynamic response. But their performance dete-
riorates when the complexity in the system increases due to disturbances like load
variations and intermittent sources. Fuzzy Logic Control (FLC) technique is model-
independent and a flexible tool. It can deal with complex systems such as micro-
grids with different types of imprecise inputs and variables particularly if the power
is supplied by intermittent sources and is also consumed by varying and unpre-
dictable loads during sudden disturbances. The Membership functions (MF) of a
conventional FLC are determined by trial and error method. This method is time-
consuming and does not guarantee an optimal controller. In the present paper, a
Self-Adaptive Fuzzy Logic Droop Controller (SAFLDC) is proposed, whose input–
output MFs are made adaptive by obtaining the cluster centers using Self-Organizing
Maps (SOM) Algorithm. The paper aims to follow a systematic approach to propose
an effective SAFLDC with optimal MFs whose parameters are tuned using Hybrid
GA-PSO. The developed strategy has been validated using detailed switchingmodels
in MATLAB/SIMULINK tool and the behavior of key variables in the strategy is
illustrated.
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1 Introduction

Solar energy is clean and green energy and it can be converted to electrical energy
using Photovoltaic (PV) cells. PV power production is of non-continuous nature
because it depends on solar irradiance and temperature at the installed location. PV
arrays need the support of battery storage to increase system reliability and effectivity
by regulating load voltage [1]. PV unit in addition to battery storage is collectively
referred to as aHybrid unit. The combination of hybrid units, dispatchable droop units
and local loads constitute a Microgrid. Droop units can ensure continuity of supply,
voltage regulation and frequency regulation. Therefore, comprehensive coordination
between all the hybrid units, and droop units is required for the effective and reliable
operation of a microgrid. Thus, for proper coordination, the following three issues (i)
PV array and battery operation during the failure of droop units, (ii) battery operation
only at peak loads and (iii) load sharing nature of all units, has to be resolved.
This coordination problem can be solved with the application of centralized control
strategies that need effective communications between each hybrid unit, droop unit
and a centralized energy management system (EMS) [2, 3]. Any communication
failure affects microgrid operation because some units, at which the failure occurs,
may become invisible to the EMS [4]. To avoid dependence on communications
and centralized management of units, decentralized power management for islanded
microgrids can be used [5–12]. The control strategies used in [5–7] are limited
to microgrids where the frequency is strictly regulated by a single battery unit. The
strategy in [8] has focused on the external power flowbetween the PV/battery unit and
the microgrid without considering dedicated controllers for the DC-DC converters
and the PV curtailment.

In [9], separate controllers were developed for the PV source and battery, instead
of including into a single hybrid unit.Moreover, the control strategies presented in [5–
9], have not resolved coordination in the presence of droop controlled units. But it is
more important to consider the droop controlled units to improve the performance of
PV and battery systems in widely adopted droop controlled microgrids. Du et al. [10]
proposed a strategy without management of battery storage and [11–13] employed
adaptive P/f characteristics at each unit but the application of the proposed strategies
is specifically limited to a single PV unit with a single battery unit [11].

The utilization of adaptive slope droop control for PV units was proposed in [12]
to provide fully autonomous power management of PV units in islanded microgrids.
However, the strategy in [12] may result in unnecessary discharging of the battery at
low levels of PV power production.

Hybrid PV/battery systems provide more flexibility in power management as the
local control system has access to the battery state of charge (SOC) estimate, as
well as the PV power measurements. Hybrid units [13–15] in a combination of PV,
battery, and other energy sources require a central control system [13] to coordinate
the hybrid unit operation with a diesel generator to maintain the power balance in the
microgrid under certain operating scenarios. On the other hand, only a single hybrid
unit which is used in [14, 15], made the system controlled standalone power supply.
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These drawbacks are eliminated in [16] by designing localized control units at
each Hybrid unit based on P/f droop control strategy. The performance of the control
unit with the use of conventional PI controllers deteriorates when the complexity
of the system increases due to wide disturbances like load variations. It does not
give a smooth transition between step changes of load and there are considerable
fluctuations in power and voltage for every step change of load.

Fuzzy Logic Control (FLC) is a flexible tool that can deal with complex systems
such as microgrids with different types of imprecise inputs, variables particularly
if the power is supplied by intermittent sources and is also consumed by varying
and unpredictable load during sudden disturbances. FLC [17] proposed individual
controls for battery unit only to keep the SOC and power within its maximum and
minimum limits regardless of variation in load and intermittent nature of PV sources
in an islandedmicrogrid. Further, the PV source and battery are controlled separately
and are not taken as a single hybrid unit. Generally, the membership functions (MF)
of a conventional FLC are determined by trial and error method. This method is
time-consuming and does not guarantee an optimal controller.

In the present paper, an islanded microgrid consisting of PV/battery hybrid
systems and droop units along with a control system for voltage source converter
(VSC) is adopted from [16]. ThePI controller used in the reference generator of PWM
in theVSCcontroller [16] is replacedwith aFuzzyLogicController (FLC).Themajor
advantage of the fuzzy logic controller is itsmodel independency. In the present paper,
a Self-Adaptive FuzzyLogicDroopController (SAFLDC) is proposed, whose input–
output MFs are made adaptive by obtaining the cluster centers using Self-organizing
maps Algorithm. The inputs to proposed SAFLDC are error, E (Vref − fre f ), change
in error, CE

(
�

(
Vref − fre f

))
to obtain the required output (Vdq_re f ).

The evolutionary computing techniques have exposed a significant interest in
optimization for many years. Where exact and analytical methods cannot be applied,
global optimization algorithms are the main concern for finding optimum solutions
through evolutionary programming (EP) [18] and genetic algorithms (GA) [19].
Recently, particle swarm optimization (PSO) [20] and Differential Evolution Algo-
rithm (DEA) [21] have been introduced and PSO has received increased interest
among them.

In the present work, the Hybrid GA-PSO is used to tune the parameters of the PI
controller [22]. This algorithm is a combination of GA and PSO and utilizes features
of both the algorithms. This was developed to overcome the limitations of GA and
PSO. Thus the present work concentrates on designing a Hybrid SAFLDC with self-
organized membership functions in which its parameters are tuned by using hybrid
GA-PSO.

This paper is organized into five sections as follows. SystemOverview and Droop
Control Strategy is presented in Sect. 2. The proposed control strategy is presented in
Sect. 3. Simulation results that validate the efficacy of the proposed control strategy
are presented in Sect. 4, followed by conclusions from the presented work in Sect. 5.
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2 System Overview and Droop Control Strategy

The islanded microgrid system with two PV/Battery hybrid units and one droop unit
considered in this paper is as shown in Fig. 1. Figure 2 shows the PV/battery hybrid
systemwith the proposed control strategy. PVunit consists of a unidirectionalDC/DC
converter that controls the PV array output voltage to achieveMaximum Power Point
Tracking (MPPT) in all instants. Bidirectional DC/DC converter of battery regulates
the DC link voltage. The Droop unit used here is a constant DC source. A DC/AC
inverter, i.e., Voltage source converter (VSC) is provided at the droop unit to control
the power generation of it according to the requirements of themicrogrid bus (Fig. 3).

The control system of the VSC is operated as a voltage source that follows the
multi-segment P/f droop characteristic curve, Fig. 4 [16]. The P/f characteristics are
divided into three segments in the frequency range of nominal frequency ( fo) and
minimum frequency ( fmin) of the microgrid. The segments are PV Segment ( f pv),
Droop segment ( fD), and Battery segment ( fB), which are defined over the ranges
of [ fo, fD], [ fD , fB], and [ fB , fmin], respectively. The proposed P/f characteristics
are chosen such that the main objective of the hybrid unit is to charge the battery
whenever possible, and to discharge when all units reach their generation limits, or

Fig. 1 Microgrid structure
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Fig. 2 The architecture of the proposed control system for PV/battery hybrid unit

Fig. 3 The proposed structure of hybrid SOM based fuzzy logic controller
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Fig. 4 General structure of the proposed multi-segment P/f characteristics [16]

during low PV production and peak load periods [16]. Also, the priority of charging
should be given first to that battery which has lower SOC.

The adaptive change in the P/f characteristics, and the transition of the P/f oper-
ating point along with these characteristics, is determined by control loops based on
three variables: power supplied by the hybrid unit to the microgrid (PH ), charging
power reference (Pch) of the batteries, and power produced by the PV array (PPV )

[16].
PPV is equal to the maximum available power only when the PV array operates

at the maximum power point (MPP). The reference Pch is generated by the Charging
controller, as a function of the battery SOC.A charging curve similar to that proposed
in [16] and shown in Fig. 5 is adopted here.

3 Design of Self-adaptive Fuzzy Logic Droop Controller

The parameters of the controllers used in the proposed control strategy are to be
tuned such that effective autonomous coordination is achieved between multiple
PV/Battery hybrid units and droop units in an islanded microgrid. In this paper, a
Self-Adaptive Fuzzy Logic Droop Controller (SAFLDC) is proposed. The input–
output MFs of SAFLDC are made adaptive by obtaining the cluster centers using
the Self-organizing maps algorithm. The inputs to proposed SAFLDC are defined
as an error (E = Vref − fre f ), change in error

(
CE = �

(
Vref − fre f

))
to obtain the

required output (U = Vdq_re f ).
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Fig. 5 Battery charging curve [16]

3.1 Fuzzy Logic Controller

The fuzzy logic control technique has been a good replacement for conventional
control techniques,which require highly complicatedmodels. Fuzzy logic controllers
are first implemented by King and Mamdani [23] on the basis of the fuzzy logic
system which is generalized from the fuzzy set theory. The theory of fuzzy sets was
introduced by Zadeh [24]. It has appeared to offer a feasible solution to various
control problems. The fuzzy sets have been applied to different areas of science.
Its use in engineering disciplines has been widely spread such that commercial and
industrial fuzzy systems have been successfully developed in the last few years.
The main attraction undoubtedly lies in the unique characteristics of fuzzy systems.
They are capable of handling complex, nonlinear, and sometimes mathematically
intangible dynamic systems using simple solutions [25].

The use of the concept of fuzzy logic control in the real-time application was
started by Mamdani and Assilian in 1975. These controllers have the potential for
robust control in the face of a system parameter and load uncertainties. In general,
Fuzzy Logic Controllers (FLC) are suitable for plants that cannot be described
precisely by a mathematical formulation. It is realized that fuzzy logic control can
perform very effectivelywhen the operating conditions change rapidly and alsowhen
the system nonlinearities are significant. These features make up very attractive for
power system applications since the power system is a highly non-linear and chaotic
system [26]. Conventional controllers designed for one operating condition are not
effective for strong non-linear systems and over a wide range of operating conditions.



210 V. S. Vakula and B. D. Rao

3.1.1 Design of Fuzzy Logic Controller (FLC)

Figure 6 shows the basic structure of the Fuzzy Logic Controller. The steps involved
in the design of a fuzzy logic control system using Fuzzy Inference System are as
follows [27].

1. Identify the inputs and outputs using linguistic variables (Fuzzification).
2. Assign membership functions to the selected variables (Inference mechanism).
3. Frame the rule base (Knowledgebase).
4. Calculate the crispy control action (Defuzzification).

The linguistic variables, membership functions, and rule base can be suitably
developed from the experience. A large rule base gives smooth control; however,
it increases the control complexity. It is, therefore required to keep the rule base
reasonably sized.

1. Fuzzification
Different input andoutput variables, their numerical range and linguistic variables
for membership functions are to be selected. The first operation to be performed
is fuzzification. It involves transferring of the range of the inputs and output
of the FLC into their corresponding Universe of Discourse (UOD). The second
operation is to divide the respective inputs into suitable linguistic variables. The
parameters of the fuzzification module depend on the shape of the membership
functions (MF). Triangular and trapezoidal MFs are selected for simplicity [27].

2. Fuzzy Inference Mechanism
The interface mechanism plays a vital role in designing FLC. The member-
ship values, obtained in the Fuzzification step, are combined to obtain the
firing strength of each rule. Each rule characterizes the control goal and control
policy of the domain experts by means of a set of linguistic control rules. Then
depending on firing strength, the consequent part of each qualified rule is gener-
ated. The most commonly used interface mechanisms are 1. Mamdani type and
2. Takagi–Sugeno type.

3. Knowledgebase

Fig. 6 Structure of a fuzzy logic controller [27]
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The knowledge base of an FLC consists of a database, whose basic function is to
provide, the necessary information for the proper functioning of the fuzzification
module, the inference engine, and the de-fuzzification module.
The necessary information includes:

• Fuzzy sets (membership) representing the meaning of the linguistic values of
the process state and the control output variables.

• Physical domains and their normalized counter-parts together with the
normalization (scaling) factors.

4. Defuzzification
The following are the functions of the Defuzzification:

• It converts the set of modified control output values into a non-fuzzy control
action.

• It performs an output de-normalization which maps the range of values of
fuzzy sets to the physical domain.

The commonly used strategies for defuzzification [27] are

(a) Min-Max method: OR operator is used on the output of each rule to obtain the
final output as shown below:

μout = μMF1(.)ORμMF2(.)ORμMF3(.)

(b) The center of areas: Strategy generates the center of gravity of the possibility
distribution of control action. In the case of a discrete domain, this method
defers. Using the centroid method defuzzified output is found using Eq. (1)
[28].

U =

∑
{
Membership value of input ∗ output corresponding to the

membership value of input

}

∑ {membership value of input}

U =
∑

V (Ai , Bi )∑
μ(Ai , Bi )

(1)

(c) Height or Mean of maximum method: It is the simplified form of a center
of gravity method, where the only highest point at the center of each MF is
considered for finding the crispy output.
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FLC Fuzzification Module

Two variables error (e = E·Kp) and change in error (ce = CE·Ki ) are used as input
signals. The output signal is U. Kp and Ki transform the scaled real values to the
desired value in the decision limit and are tuned using Hybrid GAPSO.

The three similar fuzzy sets defining the two inputs of the FLCare given byEq. (2).
The MF of these is defined by µp(.), µN(.) andµZ(.) orµ1(.)µ−1(.) andµ0(.) [21].

error (e) = {N (Negative), Z (Zero), P (Positive)} (2)

Similarly for change in error (ce).
Let the number of fuzzy sets of the inputs and theirMFbe identical. If themembers

of the input fuzzy set N, Z and P, are X−1 (.), X0 (.), X1 (.) respectively, then the
output function is derived using the control rules, where i, j and k can take any value
from −1, 0, +1.

The fuzzy control rule design involves writing rules that relate the input variables
to the output model properties. These rules are expressed in an English like language
with the syntax [22] such as

IF {error ‘e’ is xi and change in error ‘ce’ is x j} THEN {control output is
U−(i+ j+k)}.

The above fuzzy rule is called a linear control rule because the linear function is
employed to relate the indices of the input fuzzy sets to the index of the output fuzzy
set. Based on this concept the rules are framed. Such a group of rules forms a fuzzy
control rule base.

FLC Rule Module

The number of membership functions of the input fuzzy is taken as 3, and are defined
as {N (Negative), Z (Zero), P (Positive)}. The number of membership functions of
the output fuzzy is taken as 5, and are defined as U = {NL (negative large), NS
(negative small), Z (Zero), PS (positive small), PL (positive large)}.

These membership functions are considered and partitioned within the UOD
(Universe of Discourse) in the desired range for the outputs. The decisions in a
fuzzy logic-based approach are made by forming a series of rules which relate the
inputs to outputs by IF-THEN statements.

FLC Defuzzification Module

To achieve crisp numerical values, the input variables are related to the output vari-
able, the fuzzy results are defuzzified using the Centroid method which is called
Defuzzification Process. Using the Centroid method the defuzzified output is found
using Eq. (3) [28].
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Table 1 Rules for two
input—three membership
functions

Rule E (i/p) CE (i/p 2) o/p

1 P P PL

2 P N NS

3 P Z PS

4 N P NS

5 N N NL

6 N Z NS

7 Z P PS

8 Z N NS

9 Z Z Z

U =
∑n

i, j, k=1 v(i, j, k)
∑n

i, j, k=1 μ(i, j, k)
(3)

where i, j, k are the ith, jth, kth membership functions of inputs respectively. The
output corresponding to themembership value of a particular input is found inEq. (4),
if the input does not lie in the overlapping region of two membership functions.
Otherwise, it is found as in Eq. (5) [28],

μU = Min
[
μi (e), μ j (ce)

]
(4)

μU = Max[μU1, μU2] (5)

where, µU1,µU2 are the output membership values of input in region 1 and region
2 respectively and v(i, j, k) in Eq. (3) is the incremental control output contributed
by any fuzzy control rule in Table 1. Zadeh fuzzy logic ‘and’ is used to execute the
IF side of the fuzzy control rule that is

μ(i, j) = Min
[
μi (e), μ j (ce)

]
(6)

The Fuzzy Logic Toolbox provides tools for the user to create and edit fuzzy
inference systems within the framework ofMATLAB. Users can also integrate fuzzy
systems into simulations with Simulink models.

3.1.2 Characteristics and Limitations of FLC

Characteristics

The advantages of using fuzzy control usually fall into one of the following categories
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• Robust nonlinear control—The most attractive feature of a fuzzy logic controller
is that it generally has a non-linear transfer function.

• For the conventional Proportional Integral (PI) controllers, a substantial parameter
changes for amajor external disturbance. In the presence of such a disturbance, the
conventional PI controller fails. In this case, the fuzzy controller offers to imple-
ment simple but robust solutions that convert a wide range of system parameters
and can cope with major disturbances.

• Fuzzy control offers a method of implementing an expert’s Knowledge.

Limitations

Although FLC introduces a good tool to deal with complicated, nonlinear and ill-
defined systems, it suffers from the following drawbacks.

• The black box approach of FLCmakes the design procedure of FLC complicated.
• The proper decision rules cannot easily be derived by human expertise for the too

complex control system.
• Rule base formation for large nonlinear systems requires knowledge and is time-

consuming.

3.2 Design of SOM Based FLC

In recent years, the fuzzymodeling technique has become an active research area due
to its successful application to the complex system model, where classical methods
such as mathematical and model-free methods are difficult to apply because of lack
of sufficient knowledge. The Fuzzy Logic model is empirically based and relying on
an operator’s experience rather than their technical understanding of the system.

For a little more complex system, but for which significant data exist, model-free
methods such as neural networks provide a powerful and robustmeans to reduce some
uncertainty through learning, based on patterns in the available data. For the most
complex system where few numerical data exist and only ambiguous or imprecise
information may be available, fuzzy reasoning provides a way to understand system
behavior by allowing us to interpolate approximately between observed input and
output situation [28]. The imprecision in fuzzy models is therefore, generally quite
high. Fuzzy systems can implement crisp input and output, and produce a non-linear
functional mapping. Depending on the system, it may not be necessary to evaluate
every possible input combination since some may rarely or never occur. This will
increase the number of fuzzy rules and complexity but may also increase the quality
of the control. Obtaining an optimal set of membership functions and rules for FLC
is not an easy task. In most fuzzy control systems, the membership functions and
fuzzy rules are derived and tuned by human experts. It requires time, experience,
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and skills of the operator for the tedious fuzzy design and tuning exercise, and the
obtained FLCs may not be optimal [25].

Recently, there has been an extensive amount concentrated on the membership
function development and the rule construction in FLC design. Clustering algorithms
are used in the design of an FLC by optimizing the fuzzy sets and the fuzzy control
rules from the operating data of the controlled plant or system. Clustering algorithms
permit the classification of the data in distinct groups using distance and/or similarity
functions. These groups can later be used directly in selecting appropriate fuzzy set
boundaries. Also, the algorithms can automatically combine similar objects (data
entries) in order to reduce the global size of the data. Finally, the clustering algorithms
let us easily detect potential outliers (clusters containing one or very few data entries).
This feature is taken into consideration to design a fuzzy controller.

In the design process of the FLC, fuzzy rules are defined for two input variables,
the error (e) and the change in error (ce), and a single output variable. With the PI
controller operate the system in steps over its full range of operation and at each step,
record the values of the variables of the system control units [29].

3.2.1 Self-organizing Maps (SOM)

The combination of the theory of neural networks and fuzzy sets are termed asNeuro-
fuzzy systems [30]. Kohonen’s Self-OrganizingMap is one of the best-known neural
networkmodels. It is also known asKohonenNeural Network. SOMcould be applied
to a number of approaches [31].

In today’s data-driven world, it has become increasingly important to analyze
huge amounts of data for extracting information from it. There are two types of such
data analysis namely exploratory and confirmatory [32].

One of the dominant techniques of exploratory data analysis is Cluster analysis.
It aims to group a collection of objects into clusters. In the process of grouping,
those samples which are more closely related to one another are assigned to different
clusters. Clusteringmethods are classified as hierarchical and partitioning clustering.
Partitioning clustering method is again classified as K-Means clustering and Self-
Organizing Maps where the former is an iterative descent clustering algorithm and
the latter is a constrained version of K-Means clustering. SOMs have the advantage
that it is possible to easily displace the output as a 2-D grid of samples [32].

The basic idea of a SOM is to map the data patterns onto an n-dimensional grid of
neurons or units. That grid formswhat is known as the output space, as opposed to the
input space where the data patterns are. This mapping tries to preserve topological
relations, i.e., patterns that are close in the input space will be mapped to units that
are close in the output space, and vice-versa. So as to allow an easy visualization,
the output space is usually 1 or 2 dimensional [33].

SOM is less prone to local optima [31]. The search space is better explored by
SOM. This is due to the effect of the neighborhood parameter which forces units to
move according to eachother in the early stages of the process [33]. This is a technique
that reduces the dimensions of large data with the use of self-organizing neural



216 V. S. Vakula and B. D. Rao

networks. SOM training happens using unsupervised learning to produce a two-
dimensional, discretized representation of the input space of the training samples.
The trained samples are called maps. The way of representing the multi-dimensional
data in one or two-dimensional spaces is called vector quantization. This is a process
of reducing the dimensionality of vectors and a data compression technique [31].

In unsupervised learning, the training of the network is entirely data-driven and no
target results are provided for the input data vector. The unsupervised learning type,
such as SOM, is used for clustering the input data. SOMs operate in two modes: (i)
training: builds the map using input examples, (ii) mapping: mapping automatically
classifies a new input vector. The network is trained with the SOM batch algorithm
[33].

SOM Algorithm for Clustering

Let the number of samples in the large data be ‘i’ and the number of variables in
each sample is ‘j’ and clusters are termed as ‘a, b, c, etc.’

Step 1: Initialize cluster centroids by random selection from the samples.

Step 2: Finding of Winning Cluster.
Consider a sample ‘i’. Calculate the distance from each cluster ‘a’ to the sample

‘i’. The winning cluster is that which has a minimum Euclidean distance from the
selected sample. The considered sample goes to the winning cluster.

dai =
⎧
⎨

⎩

n∑

j=1

(
xaj − xi j

)2
⎫
⎬

⎭

1/p

(7)

where, p = 2 for Euclidean distance and x is the value of the variable in a sample.

Step 3: Updating of Centroid values.
Each variable in the cluster is updated using Eq. (8)

G |
aj = xaj + xi j

2
(8)

Step 4: Repeat step 2 and step 3 for all the samples from i = 1 to m.

Step 5: Finally we will get all the updated values of cluster centroids.
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3.2.2 SOM Based FLC

In the present work, self-tuned adaptive MFs are designed, using the SOM clustering
technique [34]. Inputs to SOM based FLC are error (e = E·Kp) and change in error
(ce = CE·Ki ) where,

E = Vref − fre f (9)

CE = �
(
Vref − fre f

)
(10)

To implement SOM clustering, the samples of Microgrid voltage, frequency,
Hybrid unit power, Battery power and PV array power are collected at different
loading conditions on the test system. These samples are clustered into an equal
number of clusters and MFs for each input variable. From the clustered samples,
each cluster results in a minimum value, maximum value and its cluster center. Self-
tuned MFs are formulated such that minimum, center and maximum values give the
lower, center and upper values of the triangular MF respectively. With these values,
the triangular MFs are formulated. The MF’s of the inputs are given in Eqs. (11) and
(12).

e = {N (Negative), Z (Zero), P (Positive)} (11)

ce = {N (Negative), Z (Zero), P (Positive)} (12)

The relationship between the two inputs (e, ce) of fuzzy controller is derived, by
dividing the two inputs into intervals defined by Cluster centers formed by the SOM
algorithm. Each input has three triangular membership functions. The triangular
membership functions (N, Z, P) as in Fig. 7a partitioned within the Universe of
discourse in the range [−0.5, +0.5]. The number of membership functions of the
output (U = Vdq_re f ) are taken as 5, and are defined as follows:

U = {NL , NS, Z , PS, PL} (13)

The membership functions of output are considered as in Fig. 7b and are parti-
tionedwithin theUOD in the range [−0.5,+0.5]. The decisions in a fuzzy logic-based
approach are made by forming a series of rules, which relate the inputs to outputs
by IF-THEN statements. In this case, the number of control rules to cover all the
possible combinations of the three membership functions of each input variable are
3 × 3 (9). These rules are composed as in Table 1 for the proposed and designed
SAFLDC.

Defuzzification Process is performed to achieve crisp numerical values for the
formation of Fuzzy rules. Using the Centroid method the defuzzified output is found
using Eq. (3). The output corresponding to the membership value of a particular
input is found as in Eqs. (4) and (5). After Defuzzification for each combination of
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Fig. 7 a Triangular MFs for inputs—error (E) and change in error (CE), b output MFs

MFs of the two inputs, the corresponding MFs of the output are calculated and are
shown in Table 1.

The complete step by step flow of operation of the proposed SAFLDC is given in
Fig. 8.

3.2.3 Optimal Parameter Tuning for the Proposed SAFLDC

The evolutionary computing techniques have exposed a significant interest in opti-
mization for many years. Where an exact and analytical methods cannot be applied,
global optimization algorithms are the main concern for finding optimum solutions
through Evolutionary Programming (EP) [18] and Genetic Algorithms (GA) [19].
Recently, Particle Swarm Optimization (PSO) [20] and Differential Evolution Algo-
rithm (DEA) [21] have been introduced and PSO has received increased interest
among them.

Genetic Algorithm

Genetic algorithm (GA) is an optimizationmethod based on themechanics of natural
selection and natural genetics. Its fundamental principle is that the fittest member of
the population has the highest probability for survival. GA is a parallel and global
search technique. The GA works with objective function information in a search for
the optimal parameter set [19].
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Fig. 8 Flowchart for the
operation of SAFLDC

It begins with a set of solutions called population. Solutions from one population
are taken and used to form a new population with hope, that the new population will
be better than the old one. Solutions that are then selected to form new solutions are
selected according to their fitness. This is repeated until some condition is satisfied.

Genetic Algorithms are playing an increasingly important role in studies of
complex adaptive systems. Applications of GA include load flow, optimal power
flow, economic dispatch, optimal reactive power dispatch, Optimal multistage plan-
ning of distribution networks, unit commitment, etc. GA is also used for optimal
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tuning of controller parameters while designing an optimal controller. It involves
the minimization of the objective function (performance index) of the controllers.
The control of a microgrid is a nonlinear complex problem such that a well efficient
heuristic method like GA should be employed to solve it in reasonable computation
time.

GAeffectively exploremany search space rather than a single region andhence it is
less sensitive to a local minimum. But there are some deficiencies in GA performance
like premature convergence which again degrades its efficiency and reduces the
search capability.

Particle Swarm Optimization (PSO)

PSO is one of the newly developed optimization techniques with many attractive
features. It has many applications in science and technology. It is a population-based
approach. It is developed through simulation of bird flocking in multi-dimensional
space [20].

It is similar to the genetic algorithm technique for optimization. In PSO, a popu-
lation of individuals called the swarm is considered instead of concentrating on a
single individual implementation. The algorithm then, rather than moving a single
individual around, will move the population around looking for a potential solution.
This is an example of a heuristic approach, in which there is no guarantee of an
optimal solution.

In PSO, the coordinates of each particle represent a possible solution associated
with two vectors, the position and velocity vectors. The particles of swarmfly through
the feasible solution space to explore points where optimal solutions exist. During
their search, particles interact with each other in a certain way to optimize their
search experience. In each iteration, the particle with the best solution shares its
position coordinates information i.e., global best with the rest of the swarm. Then,
each particle updates its coordinates based on its own best search experience as well
as the global best. It searches the optimal solution through continuous iteration, and
it finally employs the size of the value of the objective function, or the function to
be optimized, in order to evaluate the quality of the solution [20].

Unlike many other metaheuristic techniques, PSO has fewer parameters to tune
and adjust. PSO algorithm is simple to comprehend, and easy to implement and to
program since it utilizes simplemathematical andBoolean logic operations. LikeGA,
PSO is also less susceptible to getting trapped on local optimum [35]. Its applications
include function optimization, artificial neural network training, proportional and
integral fuzzy system control, and other near-optimal search and optimization areas
where GA can be applied.
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Hybrid GA PSO

In the present work, the hybrid GA-PSO is used to tune the parameters of the PI
controller [22]. This algorithm is the combination of GA and PSO algorithm that
utilizes the features of both algorithms and overcomes the limitations of GA and
PSO. This algorithm is better in terms of convergence, robustness and precision.
One of the disadvantages of PSO is that the swarm may converge to the point which
is not guaranteed for a local optimum [35]. This pointmay be the line between particle
best and global best. This problemmay also be caused by the fast rate of information
flow between particles, this increases the possibility of being trapped in local optima
due to a loss in diversity. Another drawback of this type of stochastic approach is
problem-dependent performance. This problem-dependent performance is caused
by the parameter setting requirement of such type of algorithms can be addressed
by combining advantages of different approaches through the hybrid mechanism. A
hybrid algorithm with GA was proposed to overcome the limitations of PSO. Thus
combined hybrid GA-PSO algorithm will have merits of PSO along with GAmerits.
One major advantage of PSO over GA is it can be easily applied to a wide range of
problems and has the ability to control convergence.

One simple way to combine the GA and PSO techniques is an initial population
of PSO is assigned by the solution of GA. The total number of iterations is equally
shared byGA and PSO. The first half of the iterations are run byGA and the solutions
are given as initial population of PSO and the remaining iterations are run by PSO.
The steps followed in solving HGA-PSO is shown using a flow chart of Fig. 9.

In the present formulation, the model of the proposed SAFLDC has two variables
e (= E·Kp) and ce (=CE·Ki ) that are used as input signals and the output signal is U
(= Vdq−re f ). The overall tuning of SAFLDC is defined as an optimization problem
to control VSC pulse signals in order to match the generation and load demand in
the considered islanded microgrid. Tuning is done by considering the parameters
of SAFLDC as linearly equivalent to conventional PI controller gains using Hybrid
GA-PSO Algorithm. Kp and Ki transform the scaled real values to the desired value
in the decision limit and are tuned using Hybrid GAPSO.

The controller gains are tuned using Hybrid GA-PSO by minimizing the Objec-
tive Function; Integral Squared Error in Eq. (14) while satisfying the equality and
inequality constraints.

J =
T∫

0

(PG − PL)
2 + (� f )2 + (�V )2dt (14)

The constraints include:

1. Power Balance Constraint:

∑
PG =

∑
PL (15)
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Fig. 9 Flow chart for the hybrid GA PSO algorithm

2. Voltage Constraint:

Vmin ≤ V (t) ≤ Vmax (16)

3. Unit Power Generation Constraint:

Pmin,i ≤ Pi (t) ≤ Pmax,i (17)

4. Battery Capacity Constraints:

PB,min ≤ PB(t) ≤ PB,max (18)

The proposed SAFLDC has Kp and Ki as the two scaling factors of the inputs.
HGA-PSO technique is mainly utilized to determine their optimal values such that
a controlled system obtains the better coordination and power management among
all power sources in the islanded microgrid.
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4 Results and Analysis

A detailed switching model of a microgrid test system with two hybrid units and one
droop unit is simulated separately with the PI controller and the proposed control
strategy, in MATLAB/Simulink. The microgrid specifications and controller param-
eters are listed in Appendix. The performance of microgrid in response to variations
in load, SOC and irradiance is studied using the obtained waveforms. The microgrid
response with both the controllers is also compared.

1. Performance of microgrid in response to variations in the load

The charging power is determined based on the respective battery SOCwhich is 85%
in the hybrid unit 2, and 60% in the hybrid unit 1. The behavior of the key variables in
the developed strategy is illustrated in Fig. 10. The operation of units in a microgrid
is as follows.

Up to 0.1 s the hybrid units share the load equally and at the same time charge
their batteries from their own PV power. The charging power is determined based on
the respective battery SOC which is 85% in the hybrid unit 2, and 60% in the hybrid
unit 1. Both units are initially giving less than maximum PV power by adjusting their
PV array voltages above the maximum power voltage (vmppt ), as shown in Fig. 10.

0 0.1 0.2 0.3 0.4 0.5 0.6
220

240

260

V
ol

ta
ge

s 
(V

)

0 0.1 0.2 0.3 0.4 0.5 0.6
59.6

59.8

60

60.2

t (s)

F
re

qu
en

cy
 (

H
z)

0 0.1 0.2 0.3 0.4 0.5 0.6
-1000

0

1000

2000

3000

4000

5000

6000

P
ow

er
 (

W
)

PL

PH1

PH2

PB1

PB2

PD

Vpv2

Vpv1

Fig. 10 Microgrid response to variations in the load



224 V. S. Vakula and B. D. Rao

Up to 0.1 s, the entire microgrid is in the PV segment, so the droop unit is in a
non-operating state.

At t = 0.1 s, Hybrid unit 1 reaches its limit Ppv1 − |Pch |, and starts operating at
MPP. For an increase in the load, hybrid unit 1 keeps its output at its MPP, while
hybrid Unit 2 supplies the increased load.

At t= 0.15 s, hybrid unit 2 reaches its power limit and starts operating MPP. Now
the droop unit comes into action by feeding the extra load. The microgrid operates
in the droop segment.

At t = 0.25 s, the droop unit reaches its maximum power limit at f = fB , and the
hybrid units start operating as voltage sources and the load frequency is constant.
Between t = 0.25 s and t = 0.325 s, the hybrid units supply the peak load. As a
hybrid unit has higher SOC, it starts discharging first and hybrid unit 1 continues
charging at a reduced rate. After t = 0.325 s, the microgrid starts operating in the
droop segment in response to the load decrease.

With SAFLDC, Fig. 11a–c prove that the variations in power at hybrid units,
batteries, and droop units respectively are smooth compared to that of with PI
controller. As these are used as references for other controllers and power converters,
the operation of them can be smooth and effective. From Fig. 11b, it can be observed
that there is no unwanted charging or discharging of batteries. Fluctuations or ripple
in PV array voltages are minimized, see Fig. 11d, e.

2. Microgrid response to variations in SOC and load
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SOCref is set to 71%. In this case, the charging reference |Pch | starts dropping
significantly once SOC2 exceeds 70% at t= 0.08 s. Accordingly, the Power limiting
controller starts increasing the output power, while the droop unit output power
decreases until it reaches zero at t= 0.3 s. At this point, the Power limiting controller
reaches its operating range limit, and therefore, hybrid unit 2 starts operating as a
droop unit in the PV segment. Accordingly, the Charging controller starts curtailing
PV power production to follow the decreasing reference |Pch | (Fig. 12).

Similarly, when SOC1 exceeds 70%, the Power limiting controller starts
increasing the output power until t = 0.5 s, when both hybrid units start operating as
droop units in the PV segment while sharing the load equally. Accordingly, hybrid
unit 1 starts curtailing PV power to follow the decreasing reference |Pch |.

At t = 0.7 s, the increased load is supplied by the hybrid units until both units
reach their maximum available power again at t = 0.75 s. Beyond this point, the
further increase in the load is supplied by the droop unit until it reaches its maximum
limit at t = 1 s. Thereafter, any increase in the load is supplied by the hybrid units.

The operation of the droop unit with SAFLDC is instantaneous as shown in
Fig. 13c when compared to that of with PI controller. As observed in Fig. 13d,
batteries are charging smoothly. This eliminates the burden on them and improves
their life. With PI controller, the ripples in PV array voltages are continuous for
continuous step changes in load but with SAFLDC they are minimized (Fig. 13e, f).

3. Microgrid response to solar irradiance and temperature variations



226 V. S. Vakula and B. D. Rao

0 0.2 0.4 0.6 0.8 1 1.2
0

500

1000

1500

2000

2500
Hybrid Unit 1

t (s)

P
ow

er
 (

W
)

0 0.2 0.4 0.6 0.8 1 1.2
0

500

1000

1500

2000

2500
Hybrid Unit 2

t (s)
P

ow
er

 (
W

)

0 0.2 0.4 0.6 0.8 1 1.2
69

69.5

70

70.5

71

71.5

72

72.5

73
SOC of Batteries

t (s)

S
O

C
 %

0 0.2 0.4 0.6 0.8 1 1.2

0

500

1000

1500

2000

2500

3000
Droop Unit

t (s)

P
ow

er
 (

W
)

0 0.2 0.4 0.6 0.8 1 1.2
210

215

220

225

230

235

240

245

250
PV array of Hybrid Unit 1

t (s)

V
ol

ta
ge

 (
V

)

0 0.2 0.4 0.6 0.8 1 1.2
210

220

230

240

250

260
PV array of Hybrid Unit 2

t (s)
V

ol
ta

ge
s 

(V
)

0.26 0.265 0.27
226

226.5

227

with PI Controller

with SAFLDC

with PI Controller

with SAFLDC

with PI Controller

with SAFLDC

SOC2 with SAFLDC

SOC1 with SAFLDC

SOC2 with PI Controller

SOC1 with PI Controller

Vpv1 with PI Controller

Vpv1 with SAFLDC

Vpv2 with PI Controller

Vpv2 with SAFLDC

Fig. 13 Comparison of microgrid response for SOC and load variations for PI controller and
SAFLDC

A hybrid unit 1, solar irradiance is dropped from 1000 W/m2 to 750 W/m2, and
500 W/m2, at t = 0.45 s, and 0.55 s, respectively. At the same time, the temperature
increases linearly from 25° at t = 0 s to 60° at t = 0.70 s. At t = 0.45 s, Hybrid Unit
1 enables the MPPT algorithm and starts tracking the new Maximum Power Point,
drops the unit output power to the new limit. And again at t = 0.55 s, above step
repeats and PV power production reduces, hybrid unit 1 starts importing power to
support charging the battery and droop unit comes into action (Fig. 14).

It can be observed from Fig. 15, that the proposed SAFLDC controller is also
responding quite effectively for temperature and irradiance variations and taking
necessary control actions. Thus, it eliminates the disadvantages due to the intermittent
nature of PV sources.

5 Conclusions

The proposed multi-segment P/f droop control strategy with SAFLDC for islanded
microgrid has been simulated in MATLAB/Simulink environment. The proposed
SAFLDC provides more effective localized VSC control for autonomous power
balance maintenance in islanded microgrids. It overcomes the disadvantages that
occurred with the use of conventional PI controllers. It uses optimum values



Design of Self-adaptive Fuzzy Logic Droop Controller for Hybrid … 227

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
-2000

-1000

0

1000

2000

3000

4000
P

ow
er

 (
W

)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
200

250

300

V
ol

ta
ge

s 
(V

)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0

500

1000

t (s)

Ir
ra

di
an

ce
 (

w
/m

2
)

PL

PH2

PH1

PB1

PB2

PD

Vpv1

Vpv2

Fig. 14 Microgrid response to the variations in solar irradiance and temperature

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
-1000

-500

0

500

1000

1500

2000

t (s)

P
ow

er
 (

W
)

Hybrid units

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
-1200

-1000

-800

-600

-400

-200

0

200

t (s)

P
ow

er
 (

W
)

Battery units

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
-500

0

500

1000

1500

2000
Droop unit

t (s)

P
ow

er
 (

W
)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
210

220

230

240

250

260

270

280

290

300
PV Array of Hybrid unit 1

t (s)

V
ol

ta
ge

 (
V

)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
210

220

230

240

250

260

270

280

290

300
PV Array of Hybrid unit 2

t (s)

V
ol

ta
ge

 (
V

)

PH2 with PI Controller

PH2 with SAFLDC

PH1 with PI Controller

PH1 with SAFLDC

with PI Controller

with SAFLDC

with PI Controller

with SAFLDC

with PI Controller

with SAFLDC

PB1 with PI Controller

PB2 with PI Controller

PB1 with SAFLDC

PB2 with SAFLDC

Fig. 15 Comparison of microgrid response for solar irradiance and temperature variations for PI
controller and SAFLDC



228 V. S. Vakula and B. D. Rao

of controller parameters by tuning using Hybrid GA-PSO and adaptive fuzzy
membership function tuning and optimal fuzzy rule base using a SOM clustering
algorithm.

In case 1 of load variations, curtailment of PV generation occurs for fewer loads.
The operation of droop units is in action only when available PV power reaches its
maximum. For high peak loads, when PV sources and droop units together could
not meet the demand, batteries are supplying the power by discharging. Thus an
autonomous power balance is being maintained in the islanded microgrid. All these
control actions are local without the need for communications between units and also
for a centralized energy management control unit. These local voltage controllers are
acting based on the adaptive P/f droop characteristic curves. These curves are adjusted
locally for various operating conditions.

From case 2, the results obtained show that a priority of charging is being given to
the batteries which have lower SOC and the hybrid units reach an equal SOC finally.
From case 3, the results show that the proposed control strategy also keep tracking
the variations in environmental factors like irradiance and temperature effects, and
taking the necessary control actions.

For the conventional PI controllers, there is a substantial change in parameters for
a major external disturbance. In the presence of such a disturbance, the conventional
PI controller fails. In this case, the fuzzy controller offers to implement simple but
robust solutions that convert a wide range of system parameters and can handle major
disturbances.

With the use of SAFLDC, there are smooth variations in power and voltages as can
be seen from the obtained waveforms. There are fewer ripples in the voltages wave-
forms. Thus this control strategy acts more sensitively to the variations in load, SOC,
irradiance and temperature. Thus it can be concluded that the proposed SAFLDC
technique for the control of the Voltage source converter is considerably effective
than the conventional PI controllers.

The main focus in this work is on real power management while reactive power-
sharing can be performed using the conventional reactive power/voltage droop
control technique. Here in this work, only two hybrid units and one droop unit are
considered. The same control technique can be applied to any number of hybrid units
and droop units effectively. Other sources of distributed generation like Fuel cells,
Wind turbines, etc. can also be installed in the Hybrid unit. Other applications, such
as market participation and economic dispatch can be done using communications
among units and centralized algorithms.

Appendix

See Table 2.
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Table 2 Microgrid
specifications and controller
parameters

Description Parameter Value

Nominal frequency fo 60 Hz

Minimum frequency fmin 59.7 Hz

PV segment � fPV 0.1 Hz

Droop segment � fD 0.1 Hz

Battery segment � fB 0.1 Hz

Battery capacity Cbat 10 Ah

Battery converter rating PB−max 1000 W

PV array power rating Ppv−m 2 kW

Droop unit power rating PD−m 2 kW

Power limiting controller

Proportional gain Kp 0.001 Hz/W

Integral gain Ki 0.005 Hz/(W s)

Battery limiting controller

Proportional gain Kp 0.001 Hz/W

Integral gain Ki 0.005 Hz/(W s)

Charging controller

Proportional gain Kp 0.05 V/W

Integral gain Ki 0.625 V/(W s)
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Skin Melanoma Segmentation Using
Neural Networks Optimized by Quantum
Invasive Weed Optimization Algorithm

Navid Razmjooy and Saeid Razmjooy

Abstract Early detection of skin cancermakes a high chance for the patient to escape
from the malady and cure him/her at initial stages. In other words, by early detection
of skin cancer, the quality of human life improves. In recent years, a wide range of
dermatology clinics and hospitals employed systems based on image processing and
computer vision for early detection of skin cancer. In this paper, a new method based
on the optimized artificial neural network is presented to recognize the malignant
lesion of skin cancer from benign lesions. To do this purpose, at first, a number of
pre-processing operations are applied to the input image to filter noise and unwanted
parts. Afterward, the proposed optimized neural network based onQuantum Invasive
Weed Optimization Algorithm is applied to the filtered image for separating the skin
lesion regions. To analysis the system performance, it has been applied to the DermIS
Database and Dermquest Database. Experimental results show that the proposed
method has a good efficiency for the skin lesion segmentation.

Keywords Medical image processing · Melanoma · Skin cancer · Artificial neural
network · Quantum invasive weed optimization algorithm

1 Introduction

Skin cancer is the most common malignant cancer in the human body. It is estimated
that more than one million people in the world every year suffer from skin cancer.
Skin cancer has a variety of different types; the main difference among them is the
type of cell that is cancerous [10].

Three main types of skin cancers are Basal Cell Carcinoma, Squamous Cell
Carcinoma, and Malignant Melanoma.
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Long exposure to sunlight is the main cause of skin cancer, especially if it causes
sunburn and blistering.

Other factors that are less important are frequentmedical or occupational exposure
(in factories) with X-rays, scarring of diseases and burns, and occupational expo-
sure to some chemicals such as coal and arsenic. Skin cancer may have a heritable
background, so in some families, the incidence of skin cancer is higher [23].

Skin cancer, especially in the early stages, may not be very similar to cancerous
lesions but is more like ordinary skin lesions.

For this reason, any chronic andunusual lesions shouldbe taken into consideration.
Particularly any change in size, color, shape or thickness of the mole should be
monitored. Try to understand the symptoms of skin cancer so that they can be detected
in a timely manner in the event of a suspicious change [17].

Malignant skin cancer first occurs with pre-cancerous lesions. Pre-cancerous
lesions are skin lesions that are not cancerous but become cancerous over time.
If anyone knows the signs of skin cancer warning, it can cure the disease at the very
beginning stage, as skin cancer can be cured if it is diagnosed promptly.

Malignant melanoma is the deadliest type of skin cancer that originates from skin
pigmentation cells (melanocytes).

In this disease, cancer cells continue to pigmentation, so in this type of cancer,
shades of brown, brown or black are seen in different colors, of co [24].

Currently, the only definitive way to diagnose skin cancer is to do a biopsy, in
which physicians perform the removal of suspected skin lesions, and then examine the
tissues stained with cancer cells under a microscope. Detection and examination of
melanoma can sometimes be white or red. Malignant melanoma has a high tendency
for dissemination to other organs of the body, so diagnosis and treatment are very
important in the early stages to sample skin lesions are inappropriate; however, for
each discovery and diagnosis of skin cancer, about 25 negative biochemical samples
are taken. That’s estimated at $ 6 billion for the US healthcare system, according to
estimates by researchers.

With the development of science in recent years, digital dermatoscopes have
been replaced by conventional dermoscopy with the ability to capture and store
dermatological images.

Therefore, it is possible to provide commercial software packages to help iden-
tify some skin lesions, create databases, and create resume therapy for each patient
(Fig. 1).

Studies show that the most effective step in the processing of dermatoscopic
images of melanocytic lesions is to marginalize the lesion. In fact, the extent of
the lesion, the shape of the border, the amount of tzarysis within the gap between
the lesion and the background are considered as key parameters in the diagnosis of
cancer [13].

Since eye diagnosis is precisely the exact boundary of the lesion, especially in
the early stages of the onset of the disease, it is very difficult and in some cases
that is impossible, and on the other hand, the onset of the treatment process has a
direct effect on reducing mortality from skin cancer, so the processing techniques
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Fig. 1 Some varieties of melanoma

that improve the boundaries is always a matter of interest in the recent researches
[6].

This skin imaging technique compares to traditional clinical methods, which
makes the underlying structures of the skin more visible. This, in turn, reduces
the coverage error and increases the resolution in some cases such as obscurantist
complications.

In microscopy, a non-invasive diagnostic method for observing the inside of the
body to examine skin lesions [14].

Masked images have a high potential for early diagnosis of malignant melanoma,
but their interpretation is even time-consuming for dermatologists. So now, special
attention has been paid to the advancement of computer-based diagnostic systems,
which can be of great help in analyzing dermatologists.

To reduce the diagnostic error caused by human perceptual and visual factors, the
development of computerized image analysis is of great importance.

Automatic border detection is often considered as the first step in the automatic
analysis of images inmicroscopy.Usually, the standardmethod for automatic analysis
of macroscopic images consists of three steps:

1. Image segmentation
2. Feature extraction
3. Cancer classification.

The segmentation stage is one of the most important parts, due to its high impact
on the accuracy of the next steps.
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Although segmentation is difficult due to the image’s different shapes, sizes, and
colors among different types of cancerous tissues. In addition, some cancers have
an uncertain border and in some cases, there is a very mild area between skin and
cancer. One of the other problems is the dependence of the black hair that covers the
cancerous areas and the presence of reflection in the images.

To overcome this problem, different algorithms have been proposed. These
methods are generally classified based on thresholding, edge-based methods, and
district-based methods. One example of thresholding methods can be found in Erkol
et al. [9]; in this method, a hybrid method including global thresholds, comparative
thresholds and clustering are used.

When there is a good contrast between skin and cancer, thresholdingmethods yield
good results, but these methods become problematic when the two areas overlap.
Among the edge-based methods, there are a number of active contour techniques,
such as gradient flow.

Edge-based methods work poorly in situations where borders are not well distin-
guished, in other words, when the boundary between cancer and skin cannot be
distinguished. In these situations, the edges have a gap and the contour may be
leaked between them.

Another problem is the presence of fake edges that do not relate to the main edge
of cancer. This problem is due to the presence of artifacts such as hair, reflection,
or even disorientation in the skin tissue that prevents the correct detection of the
boundary of cancer.

Region-based methods are also used to diagnose cancer. One of these methods
is the Morphological Flood Model [29] and the Accurate Markov Accidental Field
Accuracy Algorithm [11]. When there is cancer or skin region of varying colors,
region-based methods face a big problem that makes the segmentation inappropriate
and excessive.

In [7], an unsupervised method was used based on a modified model of the JSEG
algorithm for border detection. In [8], the use of algorithms for the integration of
statistical areas based on the growth of the regions and their integration separates
the problem from the background image. In [32], the GVF Snake method has been
used to divide skin cancer images by using a decent filter to de-duplicate it and then
segment the image using the GVF Snake multi-directional.

In 2013, another study was conducted that examined the diagnosis of skin cancer
using both global and local methods [22]. The research has pursued two goals,
determining the best detection method (national or local) and determining the best
features (color or texture properties).

In the designed experiments, three different classifications were used, and a
combination of different features was considered, with significant results obtained.

The results show that good results can be achieved using a simpleKnn stratigraphy,
and also the color properties have a better performance than texture properties. Also,
a small number of features are sufficient for high-precision classification and ensures
an increase in system generality (rather than the use of a large number of features).

The results also show that with both detection methods (national and local), good
results can be achieved, with the difference that the local method needs more time.
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In another study that was conducted in 2013, the role of shape features in classifying
images in microscopy has been investigated [4].

In 2017, an automatic lesion segmentation based on using convolutional networks
[21] with Jaccard Distance.

They presented an automatic method for lesion segmentation using 19-layer
deep convolutional neural networks that are trained end-to-end and do not rely on
prior knowledge of the data. Final results showed that their approach has a higher
performance than the state-of-the-art algorithms [35].

Venkatesh et al. [33] proposed another automaticmethod for lesion region segmen-
tation based on multi-scale residual connections based on UNet. They lost the
information in the encoder stages due to the max-pooling layer at each level is
preserved through the multi-scale residual connections. For performance analysis,
they employed ISIC 2017 challenge dataset without using any external dermatologic
image set [33].

In this paper, a new optimized method is proposed based on applying a newly
introduced optimization algorithm, called Quantum Invasive Weed Optimization
Algorithm on the multi-layer perceptron neural network. The proposed method is
performed under MATLAB 2017 platform.

The rest of the paper is detailed as follows: in Sect. 2, pre-processing of the input
images has been explained; in Sects. 3 and 4, ANN and QIWO are introduced as
soft computing tools for medical image segmentation. In Sect. 5, the method for
optimizing ANN based on QIWO is described. Section 6 explains the mathematical
morphology in brief. Section 7 introduces the main dataset utilized in the research.
Section 8 shows the final experimental results.

Finally, research findings are concluded in Sect. 8. The flowchart diagram of the
suggested lesion diagnosis is shown in Fig. 2.

Dermoscopy 
Image

NN based Lesion 
Segmenta onPreprocessing

Cancer Region 
Detected

QIWO

Fig. 2 Flowchart of the designed lesion detects system
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2 Input Image Pre-processing

2.1 Histogram Equalization

Given that the histogram of an image is the probability density function of the gray
levels of the image, it is possible to determine the brightness level in the image. If
the image histogram is distributed around finite gray levels, then this function can
be used with the help of information theory [12].

In such a way that the form of the distribution function (histogram) is uniform.
Sometimes certain parts of the image are to be processed. For this purpose, a local-
ization of a histogram with a Gaussian function is obtained which shows better
results than the rest of the functions [16, 18–20]. As a result of this operation, image
differentiation improves.

Histogram equalization is a method for adjusting the image intensity to get better
results in contrast. Assume f as a given image described by a matrix with a size of
[mr × mc] of integer pixel intensities which is spread in the interval [0, L − 1] [30].

L presents the number of possible intensity values and is usually considered 256. Let
p describes the normalized histogram of f with a bin for all possible intensities,

Pn = number of pi xels wi th intensi t y n

total number of pi xels
, n = 0, 1, . . . , L − 1 (1)

In this case, the adjusted image (g) can be presented as follows:

gi, j = f loor

⎛
⎝L − 1

fi, j∑
n=0

pn

⎞
⎠ (2)

where, floor(.) rounds the value down into the closest integer. In other words, pixel
intensities transformation, k, of f based on the following formula.

T (k) = f loor

(
L − 1

k∑
n=0

pn

)
(3)

Transformation here is utilized to consider the intensities of f and g as random and
continuous variables X, Y between 0 and L − 1. Y can be described as the following
formula:

Y = T (X) = (L − 1)

X∫

0

px(x)dx, (4)
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Fig. 3 Histogram equalization and it histogram before (a) and after (b) image after histogram
equalization

where px is the histogram of f . T illustrates the cumulative distributive function of
X multiplied by (L − 1). In this study, T is assumed invertible and differentiable. A
simple example of the Histogram equalization and it histogram before and after
image after histogram equalization is shown in Fig. 3.

2.2 Digital Noise Removal Using Median Filter

The median filter is a low pass filter, which requires more processing time than
other filters. The median low pass filter uses a neighborhood of m × n to arrange all
neighborhoods in ascending order and consider the mean value of them to replace in
the central pixel [5].

y[m, n] = median{x[i, j], (i, j) ∈ ω} (5)

where, ω describes a neighborhood centered around position (m, n) of the image.
It should be noted that the low-pass filter for removing salty pepper can be used.

In this project, the median filter is employed for removing the digital noise [34].
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Fig. 4 Input image noise removal: a input image with pepper and salt noise (density = 0.08),
b image after noise reduction

For this, a medium filter with 5 × 5 masks is applied to the image. The bigger the
size of the mask, the better the noise reduction, of course with the loss of the edges.

In Fig. 4, a noisy image with its filtering by the median filter is shown.

3 Artificial Neural Network

An artificial neural network (ANN) is a machine learning system that simulates
human brains processing for solving nonlinear and complicated problems. In ANN,
based on good programming knowledge, a data configuration is designed to act like
a human brain’s neuron.

This is called a node. Then, each network can be trained by generating nodes and
combining them based on a learning algorithm [1–3].

Each memory of the neural network has one of active (on or 1) or inactive (off or
0) mode. The modeled synapse for ANN as an edge connects the nodes to each other
within a weighted value. Edges with positive weight activate the next inactive nodes,
and edges with negative weighted make the next connected node inactive (when it is
active).

Generally, ANN is a parallel computational system that generates a lot of simple
connected elements to each other in a specific way to apply a specific task. ANN has
a superpower computing capability that can generalize and learn from training data
that simplifies the programming.

A neuron’s network function f(x) can be mathematically presented as a form of
other functions gi(x), that can be described additionally as a composition of other
functions.

One of the popular types of composition in ANNs is the nonlinear weighted sum
which is described below:

f (x) = K

(∑
i

ωi gi (x)

)
(6)
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where, K describes a pre-defined function, such as hyperbolic tangent and g =
(g1…gn) is referred to a collection of functions gi as simply as a vector.

The backpropagation (BP) algorithm is a popular method in feedforward
networks. It calculates the error of all training pairs and then the weights are adjusted
for fitting the desired output. This process is applied after some iterations until the
total training set error becomes small enough or when the error stops to descend.

Afterward, the network is ready to evaluate the output values for the considered
samples. Unfortunately, the BP algorithm based on its nature is a gradient-based
method which makes it trapped into the local minimum. Since the success of it fully
depends on the initial (weight) adjusting. In this paper for compensating for this
problem, the QIWO algorithm is employed.

4 Quantum Invasive Weed Optimization Algorithm

Recently, meta-heuristic algorithms that are inspired by various phenomena turned
into popular methods for solving complicated problems. The phenomena inspired
by social, natural, etc. [15, 19, 27]. One of the new popular met heuristic methods is
an Invasive weed optimization algorithm (IWO) [25, 31].

IWO was first introduced by Mehrabian and Lucas in 2006. This algorithm was
motivated by the natural behavior of weeds in colonizing and discovering a suitable
place for reproduction and growth. This method is inspired based on the colonization
of invasive weeds. Weeds have illustrated a very adaptive and robust nature. This
makes them inappropriate plants in agriculture.

In 2014, Razmjooy proposed an improved version of IWO based on quantum
computing. The significant concept for the Quantum based IWO is that improves the
exploration part in a quantum search space. In the following the concept of quantum,
IWO is detailed.

4.1 Initialization

In quantum computing, the smallest unit is a quantum bit or Q-bit. A Q-bit, unlike
traditional bits, maybe in the state “1”, state “0” or in any superposition between these
two. In order to enhance the stochastic model for initializing the seeds (population),
each seed is defined as one Q-bit that is called Q-seed (Fig. 5).

The position of Q-bits (�) can be achieved as follows:

� =
n⋃
j=1

∣∣ψ j (t)
〉 = [α j β

j
]T

j = 1, 2, . . . , n (7)



242 N. Razmjooy and S. Razmjooy

Fig. 5 Polar plot for q-seeds

where α and β include random integers that characterize the probability of the related
states. |α|2 and |β|2 are the probability that the Q-bit |ψ〉 can be reached in the “0”
and “1” positions, respectively. Therefore, they satisfy the relation |α|2 + |β|2 = 1.

Quantum InvasiveWeedOptimization (Q-IWO), like any other optimization algo-
rithm, depends on the illustration of the population, the fitness function, and the
population dynamics.

In the initialization step, the quantummedian value of the interval [0, 1] is selected
as one of the initial population. So, the initializing step is made by a kind of pseudo-
scholastic method.

ψ1 = 1√
2
[ 1 1 ] (8)

Next step us to normalize the randomly generated seeds in the interval [0, 1]:

|ψ〉[0,1] = |ψ〉 − min(|ψ〉)
Max(|ψ〉) − min(|ψ〉) (9)

where, Max(|ψ〉) and min(|ψ〉) describe the upper and the lower bounds respec-
tively. Each individual can be obtained as follows:

β j (t) =
√
1 − α j (t)2 (10)

where, rand describes a random value between 0 and 1.
In the ordinary IWO, the possible positions for the seeds generate a vector space

of dimensions; that is there is only one possible state. However, in a QIWO, the
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obtained state space has dimensions. It is this exponential growth of the state space
with the number of population that puts in a proposal a possible exponential speed-up
of calculation on quantum computers over classical computers [27].

4.2 Quantum Gates

Quantum gates are usually presented as matrices. The quantity for Q-bits in the input
and the output of the gate should be equal. In this work for single Q-bits, the Pauli-X
gate is employed which can be considered as the quantum equivalent of a NOT gate.
It maps |0〉 to |1〉 and |1〉 to |0〉 as follows:

|ψ〉 =
[

α j

β j

]

〈ψ | = I2×1 −
[

α j

β j

]
=

[
β j

α j

]
(11)

where, |ψ〉 and 〈ψ | are the initial and the explored Q-seeds.
After applying the quantum computation into the seeds, they should be trans-

formed into the state to continue with the standard IWO. To transform the Q-seeds
into standard seeds, we used quantum measurement technique as follows:

P(m) = ‖ψ‖2 (12)

Afterward, the algorithm uses the following formula to put the result it in the
considered range as [a, b]:

� = a + (b − a) × � (13)

This flowchart of the QIWO is given in Fig. 6.

5 Optimizing ANNWeights Based on QIWO Algorithm

For the optimal selection of the neural network’s weights, an exploration search
problem can be modeled. The optimal quantity of the weights may be described
as being a train with a particular length and the network is wholly encoded by
approximation of the values of the weights in the network in the weed.

For achieving the optimizedweights in neural networks, the following steps should
be applied:

1. Procreate the initial weeds of N number of weights.
2. Calculate the cost for the EANN.
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1) Start
2) Initializing the quantum weeds
3) Calculate the cost function for the weeds
4) Transformation to the quantum space
5) Apply fast non-dominated sorting
6) Procreate weeds based on tournament selection and IWO 

parameters
7) Calculate the cost values of the child weeds
8) Merge parent and child weeds
9) Apply fast non-dominated sorting
10) Generate next generation based on crowding distance and rank
11) Go to 7

End
12) Transformation to the normal space
13)

Fig. 6 Flowchart of the QIWO

3. Due to the fitness function and adopting proper selection methods, regenerate
some seeds for the weeds in the present generation.

4. Perform QIWO parameters to the generated seeds and achieve the next genera-
tion.

5. Check whether the network has obtained the needed error rate or the special
numbers of generations have been obtained then go to step 3.

6. End.

Consider a two-layered network which is formulated as below:

H∑
i=1

wi f

⎛
⎝

d∑
j=1

w j x j + b

⎞
⎠ (14)

where, w and b are weights and bias of the network, H is the quantity of the neurons
in the hidden layer, and f determines the activation function for the neurons which
in this case is considered as sigmoid.

The optimization algorithm is adopted to select the optimal vale of weights to the
nodes’ interconnection and bias terms until the achieved values for the output layer
neurons are as close as possible to the actual outputs. The mean squared error (MSE)
for the network is formulated in the following.

MSE = 1

2

g∑
k=1

m∑
j=1

(
Y j (k) − Tj (k)

)2
(15)

where, Y j (k) describes the desired output, Tj (k) is the real output, andm determines
the number of output nodes, g is the number of training samples.
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6 Mathematical Morphology

The termmorphology generally refers to a branch of science that speaks of the shape
and structure of the body. Here the term is used with the content of mathematical
morphology and as a tool for extraction of image components. This tool is very useful
in presenting and describing the shape of areas and features such as borders, skeleton
and body convex [26, 28].

One reason for the use of gray-level morphology operations is to make threshold
level selection easier to a binary image. This eliminates the noise or dark artifacts in
the image.

In this research, some different mathematical morphology such as region filling,
area opening, and closing are utilized to eliminate the suspect defects. Here, the
mathematical filling is made by combining some different operations including dila-
tion, complementation, and intersections. The formulation for this operation is given
below:

Xk = (Xk−1 ⊕ B) ∩ Ac, k = 1, 2, 3 . . . (16)

where, B and A describe the structuring element and the set of boundaries,
respectively. The operation stops when Xk = Xk−1.

The opening of A by B is performed based on a dilation followed by erosion, i.e.

A ◦ B = (A�B) ⊕ B (17)

Area opening is utilized to remove small area blemishes which can be not
considered by the cancer images.

The closing operator smoothes the counters, removes small holes, fuses narrow
breaks, fills gaps in the contour, and long thin gulfs. The closing of setA by structuring
element B described by A · B and mixed thin distances as below:

A · B = (A ⊕ B)�B (18)

Closing then might result in mixtures of disconnected components that generate
new holes. Note that in this paper, the structural element is selected as a single 5 ×
5 cube.

7 Input Datasets

To do this research, we have used images from two databases that are among the
standard and valid information sources in this field:

1. DermIS Digital Database: An authoritative source for using by the medical
research community in the image analysis. This database is the largest online
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Fig. 7 The diversity of TLM and XLM images

information service available on the Internet which provides elaborate images
with differential diagnosis and diagnosis, and more information on almost all
skin conditions.

2. Dermquest Database: Online medical resources for dermatologists and
dermatologist-based healthcare professionals. All images of this website are
reviewed and approved by the famous international editorial board. Figure 7
shows some examples of different images for TLM and XLM.

8 Experimental Results

As it is presented, DermIS and Dermquest are employed as the popular skin cancer
databases. The main idea in this study is to recognize the melanoma region in the
skin from the input dermoscopy images. Figure 8 shows some examples of the
simulated operation sequence and the final stage of identifying the cancer region for
the input images. As indicated in Fig. 8, the proposed method performs the detection

Fig. 8 Some of the results of the proposed algorithm
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function satisfactorily. The presented method is applied to multimodal skin cancer
images. From Fig. 8, we can see that the proposed system illustrates good results
for most of the different databases. To check the accuracy of the proposed method,
four parameters have been selected: The first parameter is the correct detection rate
(CDR) whose formula is shown below:

CDR = Number of corrected classi f ied pi xels

T otal number of Pixels o f the test dataset
(19)

The second parameter is the FAR, which is the percentage of selected elements
that have been mistakenly selected. In other words, in this project, images that are
not cancerous but are mistakenly identified as cancerous. This rate is obtained by the
following formula:

FAR = Number of non−cancer pi xels classi f ied as cancer

T otal number of Pixels o f the test dataset
(20)

The last measurement parameter is the FRR. This parameter basically represents
the images that had a cancerous lesion, but the system did not recognize them. The
formula for this parameter is as follows:

FRR = Number of cancer pi xels classi f ied as non−cancer

T otal number of Pixels o f the test dataset
(21)

For evaluating the presented algorithm performance, we compare the proposed
QIWO based algorithm by the ordinary neural network and also PSO based neural
network.

From Table 1, it is clear that final results are very acceptable and have a low error
rate. The accuracy of the proposed model is suitable and therefore its reliability is
high. It should be noted that the proposed model for early diagnosis of skin cancer is
very useful for specialists and radiologists and can help them determine the location
of the lesions. The performance accuracy of the proposed segmentation algorithm is
illustrated in Table 1.

Table 1 shows the results from the comparison. In this comparison, the proposed
algorithm has better performance than the ordinary ANN and the optimized ANN

Table 1 Performance comparison for the QIWO based, PSO based and ordinary neural networks

Metric Performance evaluation
based on QIWO based
technique

Performance evaluation
based on PSO based
technique

Performance evaluation
based on ordinary neural
network

CDR (%) 87 85.3 80

FAR (%) 8.5 7.7 13.3

FRR (%) 4.5 7 6.3
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by the popular PSO algorithm. The results also show that the algorithm has higher
precision for complex images.

9 Conclusion

Skin cancer is one of the most commonly diagnosed diseases in the world. In this
paper, based on the necessity of early and timely diagnosis of this disease, a new
method based on an optimized neural network has been proposed which is used to
diagnose and determine the exact location of the cancerous area. According to the
proposed model, the masses are completely separated from other parts of the image
and their quality and brightness have been increases so that the location and size
of the mass in a given image are clearly and precisely determined. The final results
showed acceptable accuracy for the presented method.

To improve the presented segmentationmethod at its best, neural network weights
are optimized using the QIWO algorithm. The final results are compared with the
ordinary neural network and the PSO algorithm optimized neural network as awidely
used method to show the system efficiency.
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A Computational Intelligence Perspective
on Multimodal Image Registration
for Unmanned Aerial Vehicles (UAVs)

Vania V. Estrela , Navid Razmjooy , Ana Carolina Borges Monteiro ,
Reinaldo Padilha França , Maria A. de Jesus , and Yuzo Iano

Abstract Remote Sensing (RS) applications generally require robustness, stability,
accuracy, promptness, and a high autonomy level to simplify the Big Data (BD)
processing in real-time. Image Registration (ImR) is among the most employed
RS tasks. ImR transforms different groups of images into a coordinate system that
allows overlaying two or more images from the same scene acquired with various
sensors and/or taken at different times and angles. The original imageries must be
normalized and geometrically aligned to create an ample image containing informa-
tion from all the separate images. ImR is a crucial step when one has several views
and a myriad of sensors that must be fused. The BD aspect of Multimodal Image
Registration (MIR) is related to the idea of multispectral and hyperspectral imaging,
which involve a vast amount of frequency bands. BD from different sources assist the
decision-making processes and create additional more massive datasets for the long-
term tracking of various phenomena. This chapter focuses on the MIR from infrared
and optical sensors relying on the Particle Swarm Optimization (PSO) class of algo-
rithms. These computational intelligence procedures circumvent problems related
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to multiresolution methods and the high computational cost of hard optimization
methods.

Keywords Multimodal image registration · Remote sensing · Intelligent agents ·
Hybrid algorithms · Unmanned aerial vehicle · Particle swarm optimization ·
Surveillance · Image fusion

1 Introduction

Ideally, Remote Sensing (RS) applications require accuracy, stability, robustness,
speed, and a high level of autonomy to expedite the processing of enormous volumes
of data in real-time [1–4].

Image Registration (ImR) is the procedure of transforming different image sets
into a suitable and more general coordinate system. This strategy permits to overlay
two or more images from various probing equipment or sensors at different times and
angles, or the same scene to geometrically normalize and align them for analysis is a
crucial step where information frommultiple images must be combined everywhere.
When the images and objects they represent have different scales and viewpoints,
they are registered, after geometrical transformations for alignment and merging.
This technique is widely used with the objective of automatically find the pixel
transformation from the original data into the normalized reference images, to match
them according to their features. Moreover, the interpolation of values between these
feature pointsmust refer to the same anatomical point (feature point correspondence).

In medical imaging, Multimodal Image Registration (MIR) allows the combina-
tion of data from many modalities, such as Computed Tomography (CT), Magnetic
Resonance (MR), Single Photon Emission Computed Tomography (SPECT) or
Positron-Emission Tomography (PET). Having information from different types of
sensors helps to expand the patient’s medical knowledge. A typical example consists
of monitoring the growth of a tumor for treatment assessment, appraising improve-
ments in interventions, or even comparing patient data with an anatomical atlas.
Still considering its importance in this area since with the increasing number of
different types of data acquisition devices and their increasing availability, the option
of creating a disease database is viable.

ImR contributes to the combination of the more patient’s health evidence from
different modalities or platforms (e.g., CT and SPECT) covering anatomical, func-
tional or molecular methodological aspects of imaging. Furthermore, multimodal
imaging gives a better estimate of volumes, body functions, morphology, and
anatomy, enabling the characterization of tissues, intra-cardiac masses, pericardial
diseases, and other diseases.

Additionally, multimodality imaging plays an essential role in the exact identifi-
cation of diseased and healthy tissues utilized for treatment planning with superior
soft tissue definition (MRI) and is useful in the identification of disease at metabolic
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level (PET) even before being visible on MRI. The image registration proves to be
valuable for treatment planning purposes.

Multimodality imaging joins different probing modalities with a better solution
to circumvent the limitations of independent techniques by providing a wealth of
material for each preclinical experiment. The need for combining morpho-functional
information can be addressed by obtaining images at different times (asynchronous)
or even simultaneous (synchronous) image acquisition, for automatic merging.

Hyperspectral imaging (HSI) is an increasingly popular imaging practice that
employs analytical tools combined with the 2-D visualization of objects gotten by
optical imaging [5]. HSI analyzes a broad spectrum of light rather than merely
assigning the red, green, and blue primary colors to a pixel. An image pixel encloses
spectral evidence, which can help to recuperate the third dimension (depth) of values
to the 2-D spatial image, thereby generating a 3-D data cube, called a hypercube or
image cube.

In HSI image acquisition, where each pixel has a set of information data within
certain spectral bands. Where this set of images carries the pro-pixel information
close to the collected one, and can then create multidimensional maps of total
hemoglobin concentration or even hemoglobin oxygen saturation. It is imperative to
note that anHSI image differs fromaMultispectral (MSI) image by its high resolution
and a more substantial amount of frequency bands, where the second gets images of
particular parts of the electromagnetic spectrum, and the first collects object images
within a series of spectral windows.

Therefore, this chapter aims to provide an updated computational intelligence
perspective related to multimodal image registration present in drone technology,
categorizing, and synthesizing the potential of technologies that involve thematic.
Thus, Sect. 2 explains Image Registration. Multimodal Image Registration (MIR)
is analyzed in Sect. 3. Section 4 talks over the MIR for Visible as well as Infrared
Images in Unmanned Aerial Vehicles (UAVs). Section 5 examines the algorithms
regarding computational intelligence in ImR. Lastly, Sect. 6 discusses research, and
Sect. 7 outlines future trends in technology. Finally, Sect. 8 closes the chapter.

2 Image Registration

ImR aligns two or more images, among them or relative to another data source,
like a map containing vector data for instance. A mathematical transformation stan-
dardizes geometric differences (normalization) in imageries to implement this align-
ment. To be registered, images should encompass overlapping views of matching
ground features. In the underlying case, one image may need to be translated only,
or translated with rotation for the sake of image alignment. ImR entails locating
and matching equivalent regions from imageries to be registered. In manual ImR, an
operator performs the assignments visually with interactive software. Unfortunately,
in RS, computerized procedures are not dependable and correct all the time, which
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leads to manual registration quite often. The user extracts distinctive locations from
both images (aka Control Points (CPs), reference points or tie-points).

First, the CPs from both images (and datasets) arematched interactively to accom-
plish correspondence. Next, corresponding CPs help to figure out the parameters
of the necessary geometric transformation. Most existing commercial frameworks
follow this ImR methodology. Manual CP selection represents, however, a repeti-
tive, painstaking, and time-intensive task that comes to be prohibitive for massive
amounts of data. Likewise, since the interactive selection of CPs in satellite images is
occasionally tricky thanks to excessively few points, inexact points, or ill-distributed
points. Manual ImR can augment registration errors.

The foremost ImR goal is to raise the accurateness, robustness, and efficiency of
entirely automatic, algorithmic approaches to the imagery fusion problem. Usually,
automatic ImR algorithms embrace three phases [6]:

(1) Extraction/identification of distinct sections, or characteristics, to be matched.
(2) Finding equivalent features (feature matching) that is the transformation

responsible for the best imagery alignment.
(3) Resampling an imagery to obtain a new one in the normalized coordinate system

grounded on the computed transformation.

Automatic ImR differs from manual ImR in several ways. One algorithm may
mine simple features but perform this task via a complex matching scheme, while
another may utilize rather intricate features, but then work with a relatively simple
matching strategy. When several data sources are fused, the resampling step can
be replaced or supplemented by the ImR process. Finally, automatic strategies may
comprise two resampling stages. Employing a temporary stage during matching
augments the similarity among image patches, but its outcomes can be thrown away
while a second, more accurate code segment delivers the final image product.

Ideally, RS applications require accuracy, stability, robustness, speed, and a high
level of autonomy that will ease the processing of outsized amounts of records in
real-time. This chapter examines the specific concerns associated to InR for UAVs,
and to describe the recommended methods to solve these issues [6].

2.1 Image Normalization and Orthorectification

Normalization aligns and warps MTI data in a generic anatomical model, where it is
usually performed with knowledge from multiple subjects. It is a more painstaking
process since evidence fromvarious subjectsmust be alignedwith orwithout substan-
tial image warping and deformations (which often occur while trying to squeeze
different profiles into a common model or reference space). To make an analogy,
it is similar to folding clothes into a suitcase. Consequently, a model for each
organ requires transformations in size, shape, and dimensions by normalization
(or warping) to a template with standard dimensions in addition to coordinates.
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Most researchers rely on these transformations when reporting their results, so these
dimensions and coordinates can also be called standardized space.

In medical ImR and fusion, processes are considered a valuable assistant to
medical specialists, as these processes may assist specialists in diagnostics, empow-
ering them to monitor disease progress and create decision-making power in the
necessary therapies regarding the patient’s condition.

It is routine that numerous functional and anatomical functions of the images
appear throughout disease investigation, where the images show organs in different
orientations due to the variable positioning of the subject, being possible a visual or
numerical comparison of these heterogeneous images. Thus, superior outcomes can
result from the transport of all imageries to a common frame of reference starting
the current evaluation with corresponding images. If ImR is viable, then the matches
the produce more informative and better descriptive images.

ImR and recording outcomes become a way to assist and extract meaning
from imagery in many application areas, e.g., from biomedical engineering, and
geographic information (GIS) in machine vision domains to weather forecasting in
RS systems. These processes interpret routine multiple functional and anatomical
images acquired in several stages of a disease investigation.

Once the imageries reference a common space, then it is possible to evaluate the
results on a pixel-by-pixel basis. Among the leading available fusion options, one
has

– Alpha blending, with an exchange of isocontours;
– Moving spyglass;
– Rendering of the final ImR obtained from a combination of several fused images;
– Overlay of image parts above a threshold set by the operator;
– Rendering of fused images with possible rotation and different viewpoints;
– Fused and original synchronized images visualized in parallel;
– Volume-of-Interest (VOI) definition straightforwardly from fused images and,

ultimately, saving fused images as DICOM objects for later research.

2.2 Similarity Metrics

An Image Similarity (IS) measure quantifies the similarity between intensity patterns
within related images. The choice of an IS measure is contingent on the sensing
modality. Common IS examples include cross-correlation,Mutual Information (MI),
the sum of squared intensity differences, and ratio image uniformity.MI andNormal-
ized MI (NMI) are the most prevalent IS metrics for multimodal ImR. The other
metrics are utilized for ImR within the same modality.

Figure 1 shows that many new features result from cost functions associated with
matching methods via large deformations.

Given a reference image, I1(x, y), and an acquired image I2(x, y), find themapping
(Tp, g) that best transforms I1 into I2, i.e., where Tp denotes spatial mapping and g
denotes a radiometric mapping.
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Fig. 1 The rationale behind
UAV image registration

• Spatial transformations such as (translation, rigid, affine, projective, and
perspective).

• Radiometric transformations (resampling):

– Bilinear, nearest neighbor, cubic convolution, spline

I2(x, y) = g(I1(T p(x, y), T p(x, y))), (1)

– Minimize the Sum of Squared Errors (SSD) along the overlapping sub-images

SSD(x, y) =
M∑

m=1

N∑

n=1

[I(m, n) − I′(m − x, n − y)]
2

. (2)

• Cross-correlation:

– Maximize cross-correlation along the overlapping sub-images. It represents
how correlated (in the least squares sense) the two data sets are. It is defined
as:

CC =

M∑
i=1

N∑
j=1

[I(i, j) − µI ]
[
I ′(i, j) − µI ′

]

√
M∑
i=1

N∑
j=1

[I(i, j) − µI ]
2

√
M∑
i=1

N∑
j=1

[
I ′(i, j) − µI ′

]2
(3)

where µI and µI ′ are the mean of images of I(i,j) and I′ (i,j), respectively. The
maximum absolute value of CC is 1 and signifies perfect correlation.

• Normalized cross-correlation (NCC):

– Maximize normalized cross-correlation
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NCC(x, y) =
∑

m,n

[
I(m, n) − Ix,y

][
I′(m − x, n − y) − I

′]

{∑
m,n

[
f (m, n) − f y

]2 ∑
m,n

[
I′(m − x, n − y) − I

′]2
} 1

2

.

(4)

• Mutual Information (MI):

– Maximizes the degree of statistical dependence between the images

MI(I, I′) =
∑∑

pI,I′ log

[
pI,I′

pI′ pI′

]
(5)

where M is the sum of all histogram entries, i.e., the number of pixels in the
overlapping sub-images.

3 Multimodal Image Registration

Multimodal Image Registration (MIR) integrates data from different sources for
the decision-making process and to attain more massive datasets for the long-term
tracking of various phenomena. Change detection over time or scale is only possible
if multi-sensor and multi-temporal data are correctly calibrated during registration
and data can be extrapolated throughout some scales, whether spatially, spectrally,
or temporally [6]. MIR is indispensable for UAVs, which are often equipped with
radars, video/image cameras, and several types of sensors.MIR can provide situation
understanding to avoid potential danger or threat and often relies on networked
settings like the Internet of Things (IoT), and sensor networks. Typical mining tasks
include semantic extraction, object recognition, tracking, and so on [7–9].

Fig. 2 Image registration framework
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Figure 2 illustrates the ImR reasoning. A pre-processing stage ameliorates the
contrast of each input imagery modality removing artifacts or poor contrast that
may degrade diagnosis [10]. The regularly applied pre-processing algorithms rely
on histogram methodologies, transform-based tactics, unsharp masking techniques,
and filtering-based algorithms.

MIR combines an evolving imagery I2 with a reference picture I1 to obtain data
that are more detailed or some specific features and it comprises three steps [6]:

(1) Extraction of distinct regions (sub-images), or features, to be matched taken
with distinct modalities for better decision and management,

(2) Matching of the features by searching for a transformation T = (Tp, g) that best
aligns them. Given I1(x, y) and I2(x, y) find the spatial mapping Tp, and the
radiometric (resampling) mapping g that best transforms I1 into I2, such as

I2(x, y) = g(I1(T p(x, y), T p(x, y)))

This work handles a rigid transformation model [i, g] that includes linear
global transformations, such as rotation, scaling, translation, and other affine
transforms, expressed by

TGlobal = Rx + t,

where the 4 × 4 matrix R carries all the necessary facts to linearly map the I2 to
a standard form representation, x is a set of coordinates, and TGlobal is a vector
containing homogeneous coordinates (refer to Fig. 3).

(3) Resampling one imagery to create a new one in the coordinate system of the
other, based on the computed T (refer to Fig. 2). Then, I1 and I2 help to calculate
a parameter set iteratively to optimize the cost function F, aka IS Metric (ISM),
to compare the images registered under the current parameter set T. If the images

(a) Domain 1                                              (b) Domain 2 

Fig. 3 2-D rigid transformation from the spatial domain to other domain
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Fig. 4 Combination of infrared and color cameras

are not registered, an optimization scheme will correct the parameters, and a
fresh iteration will commence as displayed in Fig. 2 [10] (Fig. 4).

An ISM quantifies similarities among images [11], its choice affects the cost
function, and it is contingent on the images’ modalities to be registered. This work
uses theMutual Information (MI) as the SM, and itmaximizes the degree of statistical
dependence between the images:

MI(I1, I2) =
∑

g1

∑

g2

pI1,I2(g1, g2) · log

(
pI1,I2(g1, g2)

pI1(g1) · pI2(g2)
)
,

where g1 and g2 are overlapping sub-images [12, 13] (Fig. 5).
MIR has two main problems: (i) the choice of optimization methods, and (ii)

the need of very decent initial values and optimization constraints to evade the
local minimum because the transformation parameters are usually nonconvex and
irregular.
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Fig. 5 Overlapping sub-images

Particle Swarm Optimization (PSO) remains a widespread alternative for solving
intricate problems such as ImR [14], which are otherwise hard to solve by tradi-
tional optimization algorithms. This chapter scrutinizes the PSO algorithm family
and, particularly, one of its hybrid varieties. Hybridization means combining two
(or more) practices sensibly. Then, the consequential algorithm holds the positive
characteristics of both (or all) the original procedures. Thought-provoking techniques
worth using in hybridization embrace many local and global search schemes. Results
from the usage of ImR are shown for the PSO and the HPSO algorithms [15].

4 Multimodal ImR for Visible and Infrared Images in UAVs

Various sensing categories capture different evidence for a UAV to help to under-
stand events [16, 17]. Satellite image fusion can render images with more detailed
geomorphic information, and multi-focus image fusion can produce a clearer image.

Visual and Infrared (VI) ImR (VIIR) can be widely used in surveillance systems.
The visible images are fit for the Human Vision System (HVS) and possess a high
spatial resolution but perform poorly without sufficient lighting (Fig. 4). The infrared
data often reveals invisible details of objects to help comprehend the whole scene.
Therefore, the ideal VIIR result should not only substantially integrate the significant
infrared image features to reveal the potentially suspicious objects, but also preserve
much rudimentary knowledge for a better scene perception, creation of augmented
realities and remediate occlusion.

Algorithms to extract the salient features from VI images in some kind of scale-
space can be integrated to produce the final IR image whose results are usually
pleasant for theHVS.However, these algorithms often have a blurring effect or visual
detail loss, which would influence the visual quality of the resulting fused images.
Infrared and visual imagery fusion is mostly in need of supervising the low-light
circumstance, under which the optical image encloses much visible material from
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Infrared Image  

Visible Image 

Fused Image  

Fig. 6 General framework for the image registration algorithm

the surveyed scene, and the infrared map usually detects few invisible but critical
data. Moreover, under the low light, the infrared and the visual images will often
have low correlation, thus an intuitive way to combine both images is by directly
injecting the bright infrared features to the visual image.

Following the effective infrared feature recovery in addition to ImR strategies, the
produced fusion image could well join in the proper bright features from the infrared
image. Most optical image information from also needs preservation. Figure 6
clarifies the basic idea underneath the proposed algorithm framework [16–18].

Numerous papers describing PSO UAV applications are present in the literature.
Motion planning and control, path planning, UAV running, collective UAV search,
unsupervised UAV learning, obstacle avoidance, UAV swarms, vision in UAVs, and
environment mapping.

5 Computational Intelligence in ImR

Many metaheuristics [19, 20] techniques have been suggested to handle IR. Among
them, Particle Swarm Optimization (PSO) as it is an arduous problem to unravel
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by traditional optimization algorithms. Subsequently, two variants of PSO are
scrutinized [21–27].

5.1 Classical Particle Swarm Optimization (CPSO)

CPSO is a simple population-based optimization structure, which involves minimal
computational effort [21]. It employs a search motivated by a paradigm of social
influence and collective learning. Individuals emulate the achievements of their
neighbors.

Consider a present diffuse population of size S known as a swarm. Each swarm
member is dubbed a particle and it as a point belonging to the search space. A particle
group has a tendency to cluster at an optimized position (maximum or minimum).
Each particle corrects itself by comparing its previous SM to the SMs of its neighbors
to reach the best result [21].

If f (xik): R
n → R is the cost functional to be minimized, then the real number

output corresponds to the result of the optimized fitness function, where xi is the
parameter vector to be estimated. Given an unknown gradient f of f , an optimum
solution x* for which f (x*)≤ f (y), for all y in the search space, is sought. At iteration
k, xi ∈R

n is the position vector of the i-th particle in the search spacewhose velocity is
vi ∈R

n, pbesti is the best xi for particle i, gbest is the global best-known position among
all particles of the entire swarm, and w means the weight. c1 and c2 are acceleration
constants whose pdfs are uniformly distributed in the interval sandwiched between
0 and 1. pbesti is the maximum cost functional f (xik) for each particle, and gbest
corresponds to the best cluster.

5.1.1 CPSO-based ImR Algorithm

(1) Initialize the swarm randomly with initial values for variables xi0, vi0, pbesti,
gbest

(2) For each particle i, repeat until the whole population has been analyzed:
(3) Set initial values for variables xi0, vi0, pbesti, gbest
(4) vk+1

i = wvki + c1 rand
[
pbest i − xk

i

] + c2 rand
[
gbest − xk

i

]
.

(5) w(k+1) = wk + dw.
(6) dw = (wmin−wmax )

T .

(7) x (k+1)
i = xki + vk+1

i .
(8) If f (xik) > f (pbesti) then pbesti = xik.
(9) If f (xik) > f (gbest) then gbest = xik.
(10) If it converges, then stop.
(11) If the maximum number of iterations is not reached then go to step 2.
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The stopping criterion can be a maximum number of iterations, and/or a solution
with adequate MI value. The parameters w, c1, and c2 are chosen by the developer
and adjust the performance and effectiveness of the CPSO method.

5.2 Hybrid PSO (HPSO) Algorithm for ImR

PSO is an effective optimization technique that has been applied to an ample range of
optimization problems. Still, its performance can be improved by employing certain
variants called Hybrid PSOs (HPSOs). The PSO changes can be done in one of the
stages below-mentioned, or they can involve a combination of these strategies.

PSO methods can be associated with other algorithms as follows. (1) One proce-
dure works as a pre-optimizer for the preliminary population of the next algorithm;
(2) The entire population is divided into subpopulations, which evolve using PSO
and other algorithms; and (3) The unique operators of an algorithm are inserted as
local search improvement for the other algorithm.

PSO has been effective for ImR [28–30]. When conventional GA and PSO find
problems to determine the global optimum, then HPSO approaches relying on two
GA concepts: subpopulation and crossover. They are incorporated into the CPSO
method to improve the accuracy of that conventional GA and CPSO since these
traditional procedures cannot find the global optimum when there is a huge number
of parameters to be estimated.

The particles are split into m = 1, …, M subpopulations, where each one has its
personal best optimum gsub-best-m. The PSOprocess is applied for each subpopulation.
If gsub-best-m is better than gbest, then gbest, is replaced by the gsub-best-m wherem is the
subpopulation number.

The gsub-best-i are organized in ascending order of fitness function values. The
top two gsub-best-i are taken as parents (xi, and xj) for a crossover with i and j as
their corresponding subpopulation number. The offspring are produced for each by
arithmetic crossover, using the relationships

x′
i = rxi + (1 − r)x j , and (6)

x′
j = rx j + (1 − r)xi , (7)

with velocities

v′
i = vi V, (8)

v′
j = v j V, and (9)

V = (
vi + v j

)
/
∣∣∣∣vi + v j

∣∣∣∣, (10)
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where r is uniformly distributed between 0 and 1. The offspring replaces the worst
particle in the same subpopulation.

5.2.1 HPSO-Based ImR Algorithm

(1) Initialize the swarm randomly with initial values for variables xi0, vi0, pbesti,
gbest

(2) For each particle i, repeat until the whole population has been analyzed:
(3) Set initial values for variables xi0, vi0, pbesti, gbest
(4) Generate M subpopulations
(5) Perform crossover
(6) If f (xik) > f (pbesti) then pbesti = xik

(7) Compute gsub-best-m for each subpopulation m
(8) If f (xik) > f (gbest) then gbest = xik

(9) If it converges, then stop.
(10) If the maximum number of iterations is not reached, then go to step 2.
(11) Stop.

6 Discussion

Image recording and analysis is widely used in the fields of safety, medicine,
astronomy, geology, and mechanics, among others. They are everyday image
processing tasks, necessitating image comparisons grounded on similarity metrics,
and limited to the specific region of each image.

Likewise, ISMs can perform a quantitative assessment of the similarity among
image regions or even two images. These techniques are generally employed as a
basis for ImR methodologies because they afford knowledge to indicate when the
ImR course goes in the right direction with excellent outcomes.

In medical image and computer vision realms, a large number of Image Similarity
Metrics exist. There is no right image similarity but a set of metrics appropriate for
particular applications. However, one should bear in mind that metrics are undoubt-
edly the most critical constituent of an ImR problem, where they define what the
process objective is, measuring how well the target resembles the reference object
after the transform has been applied to it. Furthermore, just as some metrics have
a rather huge capture region relating in general large capture areas are associated
with low precision. Other metrics can deliver high precision ImR. Nevertheless, in
general, initialization must be close to the optimal value.

Regrettably, there are no flawless rules about similarity metric selection, although
in some cases it could be an advantage to employ a particular metric to achieve an
initial approximation of the looked-for transformation, and, then, shift to another
metric with greater sensitivity to accomplish better precision.
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The experimental performance of the probed algorithms relied on optical and
infrared imageries from these databases (see Figs. 6, 7, 8 and 9): MX-15 dataset
[31], RGB-NIR scene—IVRL [32], and the OSU Color-Thermal [33]. Tables 1, 2,
and 3 display MIR success rates for image pairs 1, 2 and 3.

• MIR challenges:

(A) Initial conditions impact the PSO performance. Poor initialization leaves the
algorithm examining an objectionable area, and tarnish the optimal solution.
The performance of CPSO is sensitive to the initialization of the swarms.

(B) The randomweights governing theCPSOparametersmay provoke an explo-
sion as the particles’ velocities, in addition to positional coordinates esca-
lating towards infinity. This caveat has been traditionally restricted by a
superior limit on the particle velocity, or to the step-size. Despite all the
protective measures, the implementation of a good constriction factor can
inhibit the explosion and improve convergence to local optima.

Fig. 7 Image pairs corresponding to visible (left) and infrared (right) images. Frame 1

Fig. 8 Image pairs corresponding to visible (left) and infrared (right) images. Frame 2
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Fig. 9 Image pairs corresponding to visible (left) and infrared (right) images. Frame 3

(C) The inertia weight (w) balances the exploration–exploitation trade-off. A
big value of w upsurges the exploration, and a minor value strengthens the
exploitation.

(D) The mutation operator augments the performance of PSO and permits
evading the local minima. Different PSO alternatives utilizing the muta-
tion of the global best particle together with the mutation of the local best
particle were suggested to prevent the PSO from stagnation in local minima.

(E) Different data sources entail different representations, dimensionalities and
formats.Whereas cameras provide data over a lattice (pixels), LIDARgener-
ates a set of sparse as well as non-uniformly spaced achievements (multi-
variate real values). Radar has complex values and conversion to ordinarily
utilized formats for jointly ImR processing may not be straightforward.

(F) The ImRmust consider the sensors’ characteristics (e.g. different resolutions
or geometries). E.g., the combination of a Synthetic Aperture Radar (SAR)
with an optical image must consider the SAR image locations of the objects’
contributions are contingent to their distance to the sensor while the echoes
their position on the ground. The SAR image can also demonstrate patterns
without correspondences in the optical imagery,whichmaydeliverworthless
results. The joint use of the two modalities can only take place with the best
fitting model, which encapsulates the acquisition underlying principles and
knowledge of the scene.

(G) MIR is not always better than unimodal ImR because irrelevant data can
spoil the analysis. Since using different modalities increases the complexity
and the computational load, their use should be done when there is an actual
need. To address this last aspect, a priori knowledge on the application and
the characteristics of the imaging modalities should be built-in before hand.

Intricate optimization problems involving multi-dimensional spaces attain fast
results in a broad assortment of applications, but it falls straightforwardly into a
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local optimum even in high-dimensional spaces, although with slow convergence.
The last caveat is the Swarm Stagnation (SS) phenomenon.

7 Future Trends

This section contemplates unsolved issues and hindrances that may compromise
the solutions of aerial image registration problems when using methods of the PSO
family.

The dimensionality curse poses a substantial difficulty for any optimization
handling high dimensional applications [as it is the case with computer vision and
RS). This problemconsists of a slowdowndue to themassive size of the domainwhere
the optimization has to work (high-dimensional hyperspace)]. Although metaheuris-
tics such as the PSO are simple and effective multi-agent approaches, any HPSO
can still face hindrances [34–37]. The dimensionality curse can impact and impair
significantly color image processing that requires the application of metaheuristics to
each color channel and in each pixel of the imagery [38–41]. Moreover, visualization
becomes demanding or unmanageable when the dataset belongs to high dimensional
hyperspaces. Therefore, there should be a dimensionality reduction from the highest
dimensional space to a lower-dimensional one. Dimensionality reduction facilitates
feature selection is related to acquiring the essential relevant features to describe the
model.

Principal Component Analysis (PCA), in addition to computational intelligence,
can bemerged advantageously [42, 43]. PCA is one of themost prevalentmultivariate
analysis procedures to lessen the dimensionality impact of the variable space by
expressing the data with a few orthogonal uncorrelated variables capturing most of
the signal variability. The PCA spectral decomposition of a correlation coefficient
or covariance matrix upgrades PSO variants.

Sequential Forward Selection (SFS), as well as Sequential Backward Selection
(SBS) [44–46], are commonly utilized dimensionality reduction procedures relying
on greedy hill-climbing to search for the optimal attribute subset, but with different
starting points. Explicitly, SFS uses an empty set in the initialization step, whereas
SBS begins with a set of full attributes. Nonetheless, both SFS and SBS may easily
get stuck into local optima and they are expensive when the number of attributes
grows. Later, the Sequential Backward Floating Selection (SBFS) and Sequential
Forward Floating Selection (SFFS) appeared to automatically get the sought after
values with dynamic control, instead of depending on fixed values. Based on the best
first algorithm and SFFS. A Linear Forward Selection (LFS) can limit the number of
attributes in each step to improve the SFS efficiency with an excellent classification
performance akin to thewrapper fitness function using local search as afilter criterion.
This memetic method achieved for dimensionality reduction proved to have superior
performance when compared to the ones using GAs alone.

The PSO paradigm has gotten many exciting innovations and successes. The task
of detecting a global amid many local optima, the aleatory nature of the search
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space, and the intractability of using traditional mathematical abstractions on a more
comprehensive range of objective functions coupled with little or no prior guaran-
tees about the existence of any optima challenge the search process. There are many
success stories involving PSO-based algorithms with very diverse objective func-
tions: tractable or intractable, continuous or discontinuous, even for those caseswhere
initialization renders solution quality. Some challenging issues related to variants of
the PSO are listed below:

(i) Parameter sensitivity is a consequence of the quality of the metaheuristics
solution. PSO methods are sensitive to parametric developments: the same
parameter selection strategy does not work for all problems.

(ii) Convergence to local optima may require the betterment of the simple PSO
to consider the information on image modalities within the objective function.
Often PSO varieties fall victim to local optima in the exploration space for
adequately sophisticated objective functions.

(iii) Multi-objective optimization performance for high-dimensional problems
poses even more questions. Although niching techniques result in satisfactory
solutions for multimodal functions (in both static and dynamic environments),
the solution quality may degrade abruptly as the problem dimensionality rises.

However, the PSO still requiresmuch investigation to improve the tracking perfor-
mance and other key features that would improve such algorithms. Likewise, many
PSO variants address multi-objective optimization and multi-swam PSO [47, 48].
Some future research trends may address methods and changes such as multi-swarm
PSO, sub-swarm scheme, the formulation of new fitness in addition to measuring
functions, introduction to new search space tactics and partitioning. Somedimension-
ality reduction procedures can be incorporated into PSO to address its parameters’
sensitivity.

The exploration of the search space is paramount to find the fittest current solu-
tion(s). In the limit situation, if the selection excludes all tentative search points, then
the metaheuristic behavior will be equivalent to no exploration at all (like in the hill-
climbingmethod). The selection effects on exploration are imperative and this deficit
can be addressed by recognizing the occurrence of a failed exploration. Hence, the
selection can prevent the metaheuristic from being trapped in a less favorable search
space part [49–52].

Some works try to combine PSO and deep learning to obtain the internal
parameters of de deep network processing layers in a simplified and fast fashion
[53–58].

The use ofDatabase as a Service (DBaaS)within aCloudComputing (CC) permits
to store structured data and manage them. As a side effect, one gets the functionality
of a database similar to that found in management systems and relational databases
(RDBMSes) such as SQLServer,MySQL, andOracle. Still, CCcan function together
with Onboard Processing for troubleshooting [59, 60].
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8 Conclusions

This chapter focuses on the registration of multimodal data (infrared and visual
images) relying on PSO to circumvent problems related to the high computational
cost of statistical optimization methods [42, 61–63] and multiresolution approaches
[64, 65].

PSO optimizes a problem by iteratively ameliorating a candidate solution
employing a given ISM. It unravels a problem by devising a population of candidate
solutions, named particles moving in the search space in accord with unpretentious
mathematical equations over the particle’s location and velocity. Its local best-known
locus influences the movements but it goes in the direction of the best-known search
space positions that are updated to better estimates of the positions and depend on
other particles. This procedure moves the swarm on the way to the best solutions.
PSOs adaptively explore the solution space in a hyper-dimensional way, to augment
computational efficiency.

The proposed HPSO algorithm can handle the VIImR for image sets captured
under low-light conditions. The outcome can not only disclose the hidden but crit-
ical infrared objects by integrating the infrared bright features, but also show good
visual quality by preserving much original visual information [64]. Moreover, exper-
imental outcomes corroborate that the recommended HPSO algorithm is satisfac-
tory in both qualitative and quantitative evaluations. Specifically, since the HPSO
procedure performs image fusion by tallying the infrared structures to the optical
image, thus our algorithm mainly suits for fusing the low-light infrared and visual
image pairs. However, the low-light environment is the place where most need the
supervision of the infrared imaging system. Likewise, if the infrared features were
extracted with much background information, the contrast of the fusion image may
be degraded. Experimentally, inmost of the cases, the infrared featuresmined contain
little background information, and contrast of the corresponding fusion image is well
preserved from the visual image. In the future, the possible researches towards our
framework could be to develop more general algorithms for fusing the infrared and
visual image sets captured under more varied circumstances.

Ensemble optimizers, although auspicious, do not address the fundamental PSO
underlying shortcomings. Theoretical concerns, e.g., the particle explosion problem,
particle diversity loss, as well as stagnation to local optima, deserve more attention
to realize a unified algorithmic structure with smarter self-adaptation in addition to
less user-dependent customizations for pending applications [15, 66–68].

HPSOs algorithms are still motivating and promising because they offer further
comprehensions regarding the behavior and potential benefits/disadvantages of
numerous metaheuristics. This revision may encourage and support the development
of new hybrid models that rest on existing models for new applications [69–87].
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Using Metaheuristics in Discrete-Event
Simulation

Reinaldo Padilha França , Ana Carolina Borges Monteiro ,
Vania V. Estrela , and Navid Razmjooy

Abstract Metaheuristics have proven to be a powerful tool for roughly solving
optimization problems, applied to find answers to problems about which there is
little information. In general, meta-heuristics use a combination of random choices
and historical knowledge of the previous results acquired by the method to guide and
search the search space in neighborhoodswithin the search space, avoiding premature
stoppages in optimal locations. A strategy that guides or modifies a heuristic to
produce solutions that surpass the quality of those commonly encountered. The
discrete event simulation (DES) is a representation of a system as a sequence of
operations by state transactions (entities), where these entities are discrete and may
be relative to various types depending on the context of the problem that is being
sought. In this way is brought to the eyes of interest, the union of discrete events
simulation with metaheuristic science, whether direct or not, is successful.

Keywords Metaheuristics · Events · Entities · DES · Optimization · Simulation

1 Introduction

Modeling and simulation is a widely used tool in engineering because it allows the
display of conditions of use, testing of equipment and devices, operating system
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evaluation, just as it is a method or which allows analyzing the behavior of an object,
aa from mathematical models employed by a computer. Since the 1980s, coinciding
with the evolution of microcomputers and the availability of software, several scien-
tific works have emerged with the aim of computer simulation or behavior of various
processes [1].

With advances in computer science, modern equipment and new programming
and simulation languages have allowed the use of simulation techniques in various
areas of human knowledge. For the simulation uses finite element methods, which
consists of treating itsmodel as a continuous body anddividing it into small connected
elements, consequently creating a kind of mesh that makes up the total object, thus
making it possible to emulate more complex situations, such as COP (combinatorial
optimization problems). Simulation is essential as it allows you to test different
possibilities without spending on prototype development [1, 2].

The simulation methodology is widely used in various market sectors, such as
aeronautics through flight simulators or medicine, where patients are virtual, as well
as several other areas of science, being highly efficient as it helps to see the organi-
zation. As a whole with its processes, failures, and solutions. Since with computer
simulation, it is possible to explore various scenarios and solutions, identifying faults
in complex processes and can correct them, reducing the total time spent on prototype
development and minimizing the costs involved [3].

The information obtained through the simulation shows the probable failures,
thus decreasing the need for prototypes and erroneous solutions, besides having an
important role in the optimization of existing processes, since with the simulation
it is possible to simulate metaheuristic algorithms which have gained. It stands out
as a prominent approach in solving real-world optimization problems, capable of
dealing with nontrivial objective functions, such as multi-objective, non-smooth and
noisy, non-convex functions, among others, even considering complex constraints
and decision variables of different natures. Metaheuristics allow decision-makers,
through simulation, to get nearly optimal solutions to large and complex problems
at reasonably low computation times, sometimes even “real-time”, depending on
computational processing power, a few seconds [1, 3].

A simulation is a tool provided by the operational research area that allows the
generation of scenarios, from which one can: guide the decision-making process,
carry out systems analysis and evaluations and propose solutions for the improvement
of performance. In the specific case of engineering, the adoption of the simulation
technique has brought benefits such as risk reduction in decision making, prediction
of results in the execution of a certain action, identification of problems even before
their occurrence, analysis of sensitivity, the elimination of procedures in industrial
arrangements that do not add value to production, as well as the reduction of resource
costs [4].

Just as a simulation model by definition can be considered as a set of rules such as
flowcharts, equations, or statemachines,which have the properties of defining system
modeling, taking into account its current state and how it will change in the system,
future. Just as a system can be defined as a collection of structures and resources that
are interacted according to logic in order to achieve one or more objectives, where
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the studies of these systems through simulation can take place under different forms
of approach. The simulation also allows researchers to study, construct and perform
valid modeling of complex systems in a straightforward and straightforward manner,
studying their characteristics and problems without any assumptions made about an
analytically treatable optics of the model, as this may compromise their veracity.
Simulation is the process of executing a given model leading to state changes over
time, which may occur discretely or continuously over time [5].

Thus, a discrete simulation relies on countable phenomena that results in changing
the behavior of the modeled system only in response to specific events and generally
models the changes in a system resulting from a finite number of events distributed
over time, whereas for in continuousmodels, the advancement of the time counting in
the simulation occurs continuously, which makes it possible to determine the values
of the state variables at any time. With the simulation, it is possible to use different
paradigms that can be integrated into a similarity, starting from the most signifi-
cant, from faster (less computationally intensive) to richer (more computationally
intensive) approaches [2].

Thus, a discrete simulation relies on countable phenomena that results in changing
the behavior of the modeled system only in response to specific events and generally
models the changes in a system resulting from a finite number of events distributed
over time,whereas for In continuousmodels, the advancement of the time counting in
the simulation occurs continuously, which makes it possible to determine the values
of the state variables at any time. With the simulation, it is possible to use different
paradigms that can be integrated into a similarity, starting from the most signifi-
cant, from faster (less computationally intensive) to richer (more computationally
intensive) approaches [2].

So, metaheuristics are more sophisticated generic heuristics, where a simpler
heuristic is managed by a procedure that aims to intelligently explore the instance
of the problem and its solution space. Among the heuristics, metaheuristics are
considered more generic strategies that, controlled by probabilistic criteria, make
it possible to escape from great locations and, therefore, explore more promising
regions. In this context, approaches combining simulationwithmetaheuristics, called
simheuristics, allow in a virtual environment to model the uncertainty of real life in
a natural way, integrating the simulation, in any of its variants, with a structure-
oriented by metaheuristics. Since these optimization algorithms depend on the fact
that efficient metaheuristics already exist for the corresponding deterministic version
of COP, that is combinatorial optimization problems. Thus, simheuristics also make
it easy to introduce reliability criteria and/or risk analysis when evaluating high-
quality alternative solutions for stochastic COPs. Metaheuristics can be conceived as
intelligent strategies for the design ofmore generalist and high-performance heuristic
procedures [6].

Finally, metaheuristics can be defined as solution methods that have the ability
to orchestrate the interaction between top-level local strategies to create a process
capable of escaping optimum sites and improvement processes by conducting a
robust space search, solution. This intelligent strategy in which metaheuristics are
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sustained is basically to improve the solution along with the algorithm development
through intensification and diversification actions [7].

With regard to the discrete event simulation (DES) technique, it consists of a
modeling method for stochastic dynamic models, where the system state variables
modeled in the simulation can change only in instantaneous and time-separated
moments, called and considered discrete events. The process-oriented worldview
with a discrete-event technique typically consists of describing how entities move
through various processes, where each process may require one or more resources,
leading to a certain commonly stochastic amount of time. From another perspective,
event-oriented view works at a more basic and fundamental level, that is, with logic
occurring in the instantaneousdiscrete events themselves, rather thanwith entities and
resources. The clock simulation time of the occurrence of events can be continuous,
i.e. a real number, aswell as the time between successive events, but the occurrence of
events is instantaneous. Strictly this excludes state variables that change continuously
over timewith respect to their stochastic characteristics, in general, several simulation
runs are performed in order to obtain statistically more accurate results [8–10].

Therefore, this chapter aims to discussmetaheuristics in discrete-event simulation,
categorizing and synthesizing the potential of technologies that involves thematic.
Thus, Sect. 2 explains the optimization role in simulation.Discrete Events Simulation
(DES) is explored in Sect. 3. Section 4 deals with Metaheuristics in DES. Section 5
shows some case studies. Lastly, Sect. 6 outlines future trends in technology. And
finally, Sect. 7 concludes the chapter.

2 Optimization Role in Simulation

Optimization problems are often encountered in different technical fields, such as
Engineering, Economics, or even day to day since such problems often aim for
contradictory objectives, relating costs, deadlines, profits, quality, efficiency, and
other variables. The formulation of any optimization problem involves the composi-
tion of an objective function, which lists the different variables considered, as well
as the constraints imposed on each one. Optimizing a given problem consists of
identifying its solution, or its values for the variables considered, that maximize or
minimize the value of the objective function, depending on the nature of the problem,
so that no other solution assigns a higher or lower value to the function, respectively
respecting the constraints of the problem [11].

2.1 Gradient-Based Search Methods

Often used gradient estimation methods, Gradient-based methods are iterative
methods that extensively use the gradient information of the objective function during
iterations, they have features to estimate the response function gradient (Ñf) to assess
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the shape of the objective function and employ deterministic mathematical. They are
iterative methods that extensively use the gradient information of the objective func-
tion during iterations, to solve smooth nonlinear optimization problems, since these
methods use only local information (functions and their gradients at a point) in their
search process, which converges only to a local minimum point for the cost function
[12].

These methods use gradients of the problem functions to perform the search for
the optimum point, so all of the problem functions are assumed to be smooth and
at least twice continuously differentiable everywhere in the feasible design space,
just as the design variables are assumed to be continuous that can have any value
in their allowable ranges. Though gradient-based methods can be very efficient, the
final solution tends to depend on the starting point, because if this is very far from
the optimal solution, the algorithm can either reach a completely different solution
for multimodal problems or simply fail in some cases, there is no guarantee that the
global optimal solution can be found [12, 13].

The Finite Difference method consists of reformulating the continuous problem
into a discrete problem using finite difference formulas taken over an appropriate
mesh since it is an older method and is easy to implement. Finite differences are the
crudestmethod of estimating the gradient, and its principle is derivatives in the partial
differential equation are approximated by linear combinations of function values at
the grid points [14].

Where to estimate the gradient at a specific value of x, at least n+ 1 configurations
of the simulationmodel must be run, so get themost reliable estimate of Ñf theremay
be a need for multiple observations for each partial derivative, further increasing the
already high computational cost. It is one of the methods used to solve differential
equations that are difficult or impossible to solve analytically. The concept is focused
on approximating differentials, uses an approximation of the differential equation. It
is, therefore, a differential approximation. The finite difference method was among
the first approaches applied to the numerical solution of differential equations, is
directly applied to the differential form of the governing equations. It is a very
versatile modeling technique, which is comparatively easy for users to understand
and implement [14, 15].

The Likelihood Ratio (LR) method relates the gradient of the expected value
of an output variable with respect to an input variable expressed as the expected
value of a function of both input parameters and simulation parameters, i.e. has
ranged over simulation run length and output variable value. The derivative method
of the gradient estimation method, having implementation and formulation in the
system-based Monte Carlo approach which is generally used in dynamic reliability
applications is first given, with the focus on speed up the simulation [16].

The idea behind the perturbation Analysis Method (PA) is that in a system, all
partial gradients of an objective function are estimated from a single simulation run.
Since if an input variable is disturbed, the sensitivity of the output variable to the
parameter can be estimated by tracing its pattern of propagation. The differential fact
is that all derivatives can be derived from a single simulation run, which represents a
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significant advantage in terms of computational efficiency, however, the estimators
derived using PA are often biased and inconsistent [17].

DES is a tool used for experimentation in discrete-event systemswith perturbation
analysis, in which the technique expedites the data collection process by performing
various experiments concurrently and communication systems can be described as
discrete-event systems [18, 19].

Frequency Domain Method (FDM) is assigned a frequency range for each
channel, where this signal must be frequency shifted to its position before channel
multiplexing. Such channel shift to a specific frequency spectrum position is by of
a modulation process which must be done in such a way that the modulated signal
does not interfere with the other channels to be multiplexed. Thus, FDM is basically
a frequency separation of the z channels to bemultiplexed, resulting in a time overlap
of signals [20].

2.2 Stochastic Optimization

In a problem where there are several objectives considered simultaneously, some of
which may conflict with each other, the decision-maker will choose solutions that
provide a balance between these conflicts and meet the interests of the company.
In many practical problems in the industrial and business context, the decision-
maker must optimize these conflicting objectives, taking into account the uncer-
tainty in the coefficients of objective functions and constraints. In general, the coeffi-
cients of objective functions can be stochastic. In stochastic models, there are model
parameters being probability densities [21].

In summary, stochastic optimization is the problem of finding a local optimum
for an objective function whose values are not known analytically but can be esti-
mated or measured. One of the advantages of using is the ability to extract a set of
relevant information related to the problem in question, and thus enable the anal-
ysis of different scenarios. Classical stochastic optimization algorithms are iterative
schemes based on gradient estimation [22].

2.3 Response Surface Methodology (RSM)

Response SurfaceMethodology (RSM) is a statistical technique used for modeling
and analyzing problems in which the response variable is influenced by several
factors, the purpose of which is to optimize this response. It is often applied for the
purpose of streamlining the process (finding a combination of levels of factors that
drive the response to the best possible value, usually in terms of expected value) [23].

The method aims to find the combination of process factors (X1, X2, …, Xk)
leading to the best response, which is the optimal (maximum or minimum), as well
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as to know the behavior of the response (or expected response value) when changes
in process factor levels occur [24].

2.4 Heuristic Methods

Heuristic Methods are feasible solutions derived from prescriptive analysis but not
guaranteed to be the exact optimum. Many of these techniques balance exploration
with exploitation thereby resulting in efficient global search strategies [25].

Genetic Algorithms (GAs) differ from traditional search and optimization
methods since GAs work with a parameter set coding and not with the parameters
themselves; work with a population rather than a single point; they use probabilistic
and non-deterministic transition rules and in the same way, they use non-derivative
cost or reward information or other ancillary knowledge [26].

Genetic algorithms are very effective at finding optimal or approximately optimal
solutions for a wide range of problems, as they do not impose many of the limitations
found in traditional searchmethods. They represent a class of optimization algorithms
that employ a probabilistic search engine based on the process of biological evolution,
combining aspects of the mechanics of genetics and natural selection of individuals.
In addition to being a very elegant generate-and-test strategy, they are able to identify
and exploit environmental factors and converge on optimal or approximately optimal
solutions at global levels [26, 27].

Evolution strategies (ES) are a class of evolutionary algorithms primarily used
to solve parameter optimization problems. They initially dealt with optimization
problems in fluid mechanics, and then dealt with function optimization problems
more generally, focusing on the case of real functions. Historically, the first evolu-
tionary strategy algorithmsoperatedwith a single individual in the population, subject
to mutation and selection. Nowadays, an important idea introduced in the most
recent algorithms is the online adaptation (self-adaptation) of the strategy parameters
during the evolutionary process, by introducing them in the genetic representation
of individuals [28].

Simulated annealing is a technique consisting roughly of ideas similar to those of
genetic algorithms, based on statistical mechanics andmaterial annealing. A possible
solution is initially generated, and successive modifications are made, each of them
proportional to a parameter called temperature, which is initially large and gradually
reduced as converges to the desired solution. It is based on Statistical Mechanics, in
which only the most likely behavior of the system can be observed, and more specif-
ically in the search for the state of these systems at low temperatures. By adopting
this technique for system optimization in general, the “energy” of the system is deter-
mined by a “cost function”, and the “temperature” becomes a control parameter in
the system same unit of the cost function [29].

The heuristic goal known asTabu Search (TS) is an adaptive auxiliary procedure
that guides a local search algorithm into a continuous exploration within a search



282 R. P. França et al.

space. It is a mathematical optimization method, belonging to the class-based trajec-
tory techniques, it enhances the performance of a local search method using memory
structures that describe the solutions visited, once the potential solution has been
determined, is marked as “tabu”, so that the algorithm doesn’t repeatedly visit this
possibility. Unlike what may happen with other procedures, Tabu Search (TS) is
not confused by the absence of enhancing neighbors, this means that the method
avoids returning to a previously visited optimal location in order to overcome local
optimality and achieve an optimal result, next to the great global [30].

The Nelder-Mead method or (slope simplex method, or amoeba method) is an
applied numerical method used to find the maximum or minimum of an objective
function in a multidimensional space. Problems for which derivatives cannot be
known are applied to nonlinear optimization. However, the technique is a heuristic
research method that can converge to non-stationary points on problems that can be
solved by alternative methods. The method uses the concept of a simplex, which is a
special polyepitope of n+ 1 vertices in n dimensions. Examples of simplicity include
a line segment of a line, a triangle on an airplane, a tetrahedron in three-dimensional
space, and so on. It is a technique for giving numerical solutions to linear program-
ming problems, and it is a numerical method for optimizing multidimensional free
problems belonging to the more general class of search algorithms. In either case,
the method uses the concept of a simplex, which is a polytope of N + 1 vertices in
N dimensions, i.e., a line segment on a line, a triangle on a plane, a tetrahedron in a
space of three dimensions and so on [31].

2.5 A-Teams

A-team as a process that is both fast and robust, consisting of GAs and conventional
algorithms for solving sets of nonlinear algebraic equations, which result in consider-
able savings in the amount of computational effort (number of function evaluations)
with respect to the need for computational resources necessary for finding solutions
[11].

2.6 Statistical Methods

Statistical Methods has its importance related to sampling which is effectively used
to achieve relevant speed ups in simulations involving rare events, such as failure
in a reliable computer system. Sampling simulates the system under a different
probability measure, with different underlying probability distributions, so as to
increase the probability of typical sample paths involving the rare event of interest
[32].

Ranking and Selection Methods are generally employed for practical problems
related to finding the best location for a new facility to minimize cost, or even
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finding the best combination of parts manufactured on variousmachines tomaximize
productivity. Which in these optimization problems, is available some knowledge of
the relationship among the alternatives, as long as these methods have the ability to
treat the optimization problem as a multi-criteria decision problem [33].

There are also theMultiple Comparisons with The Best (MCB)method, which
if in a given problemfits the best of a finite number of system designs, thismethod is a
great alternative to ranking and selection.Whichperformsprocedures inference about
the relative performance of all tested alternatives, where such inference is critical if
the performance measure of interest is not the sole criterion for decision making, that
is, expected throughput of a manufacturing system may be the performance measure
of interest however the cost of maintaining the system is also important [34].

3 Discrete Events Simulation (DES)

Simulation is not an optimization technique, but it is through it that performance
measurements of a modeled system are estimated. Discrete Models relate system
states whose change occurs only at the moment an event occurs, for every other
time, nothing changes in the system. The timescale is real, that is, events occur and
are handled at the same timescale as the real system. For this, we use the concepts of
queues, which a generic definition of Events, is related in which all Discrete Event
Simulation describes, directly or indirectly, queuing situations, where clients arrive,
waiting in line if necessary and then receive service before leaving the system. In
general, there are usually only two events that control simulation, arrivals, and calls
[35].

The difference between continuous-discrete models lies in the fact that in contin-
uous models the values of variables change gradually over time and are usually
represented by differential equations, such as growing a plant, inflating a tire, car or
varying the level of a fuel tank. Discrete Events, on the other, they evolve as system
states change and are easily identified, such as a stationary train stop or the mounting
of a chair base [8–10].

In a discrete event system, one or more phenomena of interest change their value,
or state, at discrete points rather than continuously in time. The occurrence of these
events changes the state of the system at each moment. Thus, it is assumed that
there are no system changes between one event and another. Even if there are fixed
increments of time advance, which is not very common, system evolution does not
occur continuously over time. In it, time is divided into small slices and the state
of the system is updated according to the activities that occur in each slice of time.
Since not every slice of time has activity occurring, this simulation is faster than
continuous simulation. Objects in a discrete event system are called entities. In short,
the simulation logic consists of checking the next scheduled event and updating the
simulation clock and other system state variables. Execution termination can be
controlled through a simulation time limit or a limit on the number of events that
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occur, and at the end of the simulation, reports will be issued with the simulation
results [36].

The basic elements of a discrete event simulation are the state of the event is
represented by variables that represent the properties of the system to be studied.
The simulation clock keeping track of time evolution with respect to the chosen
unit of time. And the event list is called the pending event list at the start of the
simulation, which as the simulation clock progresses, the events are performed, and
the system state is updated. Pending events are organized in a priority list, sorted by
event duration. Regardless of how they are sorted, events are removed from the list
in chronological order of the simulation [18].

The objective of the discrete event simulation is to reproduce the activities of
the entities that make up the system and, from there, to know the behavior and
performance of the system. For this, we need to define the state of the system and
the activities that drive the system from state to state. In discrete event simulation,
the state change is determined by the occurrence of an event at a deterministic or
stochastic time.

The main Discrete Event Simulation models are event-oriented models, which
are defined by the state changes that can occur in each event; and process-oriented
models, being defined by the process by which system entities are conducted, in this
specific case, the process consists of the sequence of events. The process approach
is one of the most commonly used since a modeled system uses event or activity-
based approaches, where the process of each entity class is considered, dividing them
into fundamental parts, either independent events or activity connections. Entities
are system elements whose behavior is explicitly traced. They can be permanent or
temporary. Thus, process-based simulation evaluates every process, or sequence of
operations, that the entity needs to go through. Thus, each entity class has its own
process. Thus, a model is formed by a set of processes [8–10].

4 Metaheuristics in DES

Metaheuristics throughout have been used for continuous optimization because they
do not need specific requirements for robust and reliable performance, effectively
exploit research spaces where specialized knowledge is scarce or difficult to code and
where traditional optimization techniques have failed [37]. A differentiable or contin-
uous objective function, yet considering global search capability, easy implementa-
tion, and implicit parallelism. This method is non-deterministic and approximate
algorithms, they are not problem-specific, allowing for an abstract level of descrip-
tion, even though they may make use of domain-specific knowledge to enhance
the search process, but do not always guarantee that they can find the ideal solu-
tion., but a good approach in a reasonable time [38–40]. It has the main objective
in the optimization/learning procedures related to the exchange between intensifi-
cation and diversification. The properties of intensification (exploration) imply the
concentration of research in the local region where good solutions were found while
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diversification (exploitation) implies the generation of various solutions to explore
the research space in hidden places [41, 42].

Metaheuristicsmaybepresent inTrajectoryMethods,which are tabu search, simu-
lated annealing, iterated local search, or variable neighborhood search. Consisting
of a search process describing a trajectory in the search space can be seen as the
evolution (discrete) in the time of a discrete dynamic system. Just as metaheuris-
tics can be present in Population-based methods, such as evolutionary algorithms,
such as genetic algorithms, evolutionary strategies, and evolutionary programming,
and swarm intelligence techniques, such as particle optimization, which deal in all
iterations of the population algorithm, with a population of solutions. In which, the
research process can be seen as the evolution (discrete) in time of a set of points in
the solution space [42].

Evolutionary algorithms are based on a computational paradigm that replicates
mechanisms inspired by those of biological evolution, such as mutation, recombi-
nation, reproduction, and selection, with a focus on solving optimization problems.
Unlike swarm intelligence methods that mimic the collective behavior of decentral-
ized, self-organized artificial systems, where global research is an emerging behavior
of a population of “agents” with uniquely programmed execution of simpler tasks.
With respect to differential evolution is a newer algorithm for continuous opti-
mization, which inherits characteristics from evolutionary algorithms and swarms
intelligence methods [43].

Asmetaheuristics are seen inmemetic algorithms such as dispersion search,which
are hybrid global/local search methods, in which a local improvement procedure
is incorporated into a population-based algorithm. Since some of these algorithms
originated independently of existing ones and constituted a specific niche in this class.
The idea is to mimic the effect of learning and social interaction over an individual’s
life by some kind of (local) improvement mechanism applied to the solutions found
by the usual global search operators. Such a generic definition allows this type of
algorithm to include a virtually infinite variety of possible hybridizations of existing
methods [44].

The empirical evidenceof the effectiveness ofmetaheuristics is clear, however, this
technique is not perfectly defined as a unified and formal paradigm, as long as it does
not guarantee the result, however, it is found in the literature relevant mathematical
evidence related to the convergence properties of these algorithms demonstrating its
power computational. In terms of asymptotic convergence, it is already well known
the convergence properties of evolutionary algorithms in which the algorithms are
generally limited to elitist mutation and substitution operators, and there is conver-
gence for evolutionary strategies and swarm intelligence algorithms. Generally, the
combination of themain components of such algorithms (intensification/exploitation
and diversification/exploitation) ensures the overall optimization possible [45].
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4.1 Statistical Methods

Optimization problems are based on three main points: the problem coding, the
objective function to be minimized or minimized, and the associated solution space.
Genetic algorithms use concepts of mutation and selection. It is a search technique
used in computer science to find approximate solutions to optimization and search
problems. It is a particular class of evolutionary algorithms that use techniques
inspired by evolutionary biology such as heredity, mutation, natural selection, and
crossing over [11].

Genetic algorithms are a family of evolutionary-inspired computational models
that incorporate a potential solution to a specific problem in a chromosome-like
structure and apply selection and cross-over operators to these structures to preserve
critical information about each other, to the solution of the problem. They are usually
viewed as function optimizers, although the amount of problems to which they apply
is quite broad. In general, theGenetic Algorithm works by creating a population of
strings and each of these strings is called chromosomes. Each of these chromosome
strings is basically a vector of a point in the search space. New chromosomes are
created by using selection, mutation and crossover functions. The selection process
is guided by evaluating the fitness (or objective function) of each chromosome and
selecting the chromosomes according to their fitness values (using methods such
as mapping onto the Roulette Wheel). Additional chromosomes are then generated
using crossover and mutation functions [26, 27].

One of the advantages of a genetic algorithm is the simplification they allow
in formulating and solving optimization problems, they are indicated for solving
complex optimization problems, NP-Complete. Also, in many cases where other
optimization strategies fail to find a solution, this kind of algorithm converges. The
cross over and mutation functions ensure that a diversity of solutions is maintained
[27].

Simulated Annealing uses a probabilistic method, although it was originally
meant for optimizing deterministic functions, the framework has been extended to
the case of stochastic simulations. Having logic derived from the annealing process
in which the material is slowly cooled so that, while its structure freezes, it reaches a
minimumenergy state. Being of ease of implementing procedure, it remains a popular
technique used by several commercial simulation optimization packages, since this
type of algorithm has exponential form, because the probability of acceptance of a
neighborhood point is higher, and it searches for a large number of neighborhood
points in the beginning, but a lower number of points as temperature is reduced.With
respect to your implementation procedures, this requires choosing parameters such
as the initial and final temperatures, the rate of cooling, and the number of function
evaluations at each temperature [29].

Tabu Search uses special memory structures, consisting of a modified neighbor-
hood search procedure employing adaptivememory to keep track of relevant solution
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history, together with strategies for exploiting this memory; with respect to short-
term and long-term, during the search process allowing the method to go beyond
local optimality to explore promising regions of the search space [30].

Scatter Search and its generalized form, path relinking, which differ from other
evolutionary approaches as Genetic Algorithms with respect to the use of strategic
designs and search path construction from a population of solutions as compared
to randomization, respective mutation and crossover in Genetic Algorithms. Since
Scatter Search also uses adaptive memory in storing the best solutions, it is similar
to the Tabu search [46].

5 Case Studies

It was made a review based on research on metaheuristic papers in combination with
discrete-event simulation (DES) where some examples were chosen showing the
applicability of techniques, with emphasis on publications and indexing in renowned
databases.

Solutions to increase production delivery were studied in 2010, but industrial
systems are often disturbed by random events, where there is a lack of information
about the consequences of randomevents on production time and the quality ofmanu-
factured products. Whereas surface treatment lines are time window constrained
robotic cells and therefore random events can have important consequences in
production management where products can be damaged by constraint violations
and rejected by the quality control department. Since one of the most difficult opera-
tional issues to address on surface treatment lines is proper coordination of material
handling resourcemanagement and job entry planning. In this scenariowe studied the
search schedules to avoid consequences of random events, leading to the focus of the
Stochastic Hoist Scheduling Problem (SHSP), which is the HSP with random events
that imply variations in transport times.Where amethod based on the stochasticmeta-
heuristics used to determine the production schedules for which the consequences of
random events are low has been proposed. Taking decision-event event simulation
modeling into account Stochastic minimization of stochastic metaheuristics focusing
on task scheduling and metaheuristics by calculating task entry dates consequences
of the discrete event simulation model with random event decision rules [47].

In 2012, the use of a swarm algorithm derived from the Ant Colony Optimiza-
tion metaheuristic was studied. The algorithm works with a vehicle model and
always obtained viable solutions, focusing on solving path planning problems for
autonomous vehicles (ASV), aiming to obtain ideal trajectories for maneuvers of
autonomous surface vessels. It is considered the whole process of building the solu-
tion as a hybrid system, since theASVevolves in its continuous spatial state, governed
by a set of discrete events, with the crossing of the cell boundaries. For each event,
there is a change in ASV speed and heading setpoints, where only a finite set of
discrete setpoints are available, and they can only be changed in discrete events.
Depending on usage and sufficient time, it can also achieve very close trajectories,



288 R. P. França et al.

and as appropriate modifications, the algorithm has characteristics for application in
solving other combinatorial optimization problems with an unrestricted number of
viable solutions [48].

In 2013, a scheduling problem of a real-world production process in the metal-
lurgical industry was addressed, which can be described as a stochastic offline store
flow problem with limited buffers. In this way, a neighborhood-based variable solu-
tion approach was developed, in which several scenarios were used to evaluate the
objective, and so the solution approach is adapted using a detailed simulation of
discrete events to evaluate the production plans, and applying a metaheuristic solu-
tion approach to a stochastic problem, even if the objective value assessment is time
consuming, where production plans have been statistically improved by 3–10% [49].

In 2014 was studied whereas artificial intelligence methodologies, such as the
core of discrete control and decision support systems, have been extensively applied
in the industrial production sector, resulting in tools producing excellent results, yet
the difficult nature of many discrete controls or decision-making problems. Manu-
facturing decisionmakingmay require inaccessible computational resources, limited
by the available time needed to arrive at a solution, thus applying a metaheuristic of
genetic algorithms applied in the search for the best solutions in the solution space
[50].

In 2015 was studied many combinatorial optimization problems encountered in
real-world logistics, transportation, production, healthcare, finance, telecommuni-
cations, and computing applications are NP in nature, where metaheuristics have
been noted to benefit from different randomization and parallelization paradigms,
but often assume that the problem inputs, the underlying objective function, and
the set of optimization constraints are deterministic, wherewith this focus a general
methodology has been described that allows you to extend metaheuristics through
simulation to solve stochastic combinatorial optimization problems, which It was
also seen the use of simulation combining continuous-time, discrete-event, and
state-transition systems, which mimics the production system since they use the
mathematical optimization model to replicate the decision problem [51].

In 2016 was studied domestic service sectors where vehicles are used to visit
customers with the focus of reducing the number of vehicles needed, however, there
is complexity in coordinating the arrival times of employees and vehicles flexible
discrete event-oriented heuristics to handle dynamic routing and scheduling scenarios
using combined travel and hiking sharing [52].

In 2017 was studied complex workshop stochastic scheduling problems can
be addressed by simulation-based optimization by combining meta-heuristic opti-
mization capabilities with the system representation of simulation models and
exploring the potential of coupling optimization and simulation techniques in
different scenarios, workshop scheduling, being developed a genetic algorithm
combined with discrete event simulation [53].
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In 2018 was presented the development of a project optimization set focusing on
a hybrid metaheuristic optimization set to solve multi-objective simulation optimiza-
tion problems using a third-party library to solve discrete-event stochastic simula-
tion optimization problems integrated with Siemens Tecnomatix Plant Simulation, a
simulation software package developed by Siemens [54].

6 Future Trends

Trends inMetaheuristics, Algorithms andOptimization Approaches such asParticle
Swarm Optimization (PSO) allowing solving a problem through the concept of
particles represented by insects, birds, and other organisms. PSO emulates this
behavior as it initializes a population with a number of particles that move in a
space of solutions for any problem; Genetic Algorithm (GA) continues to be a
growing trend since it has a wide range of applications aimed at improving the
overall search capability of the process; Immune algorithms are inspired by nature
as they mimic the behavior of genes and antibodies while defending the human
body from viruses and infections or bacteria; Differential Evolution (DE) algo-
rithm, which is a heuristic method, which does not use derivatives, but is a stochastic
search algorithm, originated from natural selection mechanisms, and effective for
solving discontinuous objective function optimization problems, since it does not
require derivative information, where it aims to solve continuous optimization prob-
lems; Ant Colony Optimization (ACO) is a heuristic algorithm commonly used
to troubleshoot graphs; since all are increasingly used optimization method, which
is considered the latest advances and technologies in metaheuristics computing. As
well as developing hybridmetaheuristic algorithms of these technologies is neces-
sary to develop new approaches in order to make these techniques faster with regard
to the optimization algorithms solution with respect to the optimization algorithms
solution [55–57].

7 Conclusions

As can be seen, metaheuristic techniques have varied applications in different areas
of science, having positive characteristics as to the implementation and the great effi-
ciency of these techniques in relation to conventional heuristics with great potential
of application has been in the problems related to genetic algorithms.

As can be seen throughout the text, the union of discrete eventswithmetaheuristic,
whether direct or not, is successful. Where using the metaheuristic together with its
application fundamentals with regard to developing viable solutions of good quality,
based on the characteristics of a determined and specific problem with reduced
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complexity in relation to that of traditional exact modeling, generating a unique solu-
tion being applied to that particular problem, is oriented to the overall optimization
of a given problem.

Although all the procedures described by metaheuristics can be seen as algo-
rithmic search strategies, besides the fact that thesemethods have beenwidely studied
in the last decades, which deepens the knowledge about the problem-solving process
complexes; in fact, its importance is due to other characteristics as regards the descrip-
tion of methods that provide ideas that can be applied to optimization problems for
which efficient (sometimes not even heuristic) specific algorithms are known.

In other words, a metaheuristic can be understood as a strategy that tries to effi-
ciently explore the space of viable solutions to this problem, where one has specific
knowledge of the problem and can be used as a heuristic to assist in the process.
In short, metaheuristics are high-level mechanisms that exploit a particular type of
strategy for a specific solution.

References

1. Sokolowski JA, Banks CM (2010) Modeling and simulation fundamentals: theoretical
underpinnings and practical domains. Wiley

2. Zeigler BP, Muzy A, Kofman E (2018) Theory of modeling and simulation: discrete event &
iterative system computational foundations. Academic Press

3. EdmondsB,HalesD (2005) Computational simulation as theoretical experiment. JMath Sociol
29(3):209–232

4. Azar AT, Vaidyanathan S (eds) (2015) Computational intelligence applications in modeling
and control. Springer International Publishing

5. Dubois G (2018) Modeling and simulation: challenges and best practices for industry. CRC
Press

6. Du KL, Swamy MNS (2016) Search and optimization by metaheuristics. Techniques and
algorithms inspired by nature. Birkhauser, Basel

7. SörensenK, SevauxM,Glover F (2018)Ahistory ofmetaheuristics. In:Handbook of heuristics,
pp 1–18

8. França RP, Iano Y, Monteiro ACB, Arthur R (2020) Improvement for channels with multipath
fading (MF) through the methodology CBEDE. In: Fundamental and supportive technologies
for 5G mobile networks. IGI Global, pp 25–43

9. França RP, Iano Y, Monteiro ACB, Arthur R (2020) A proposal of improvement for transmis-
sion channels in cloud environments using the CBEDE methodology. In: Modern principles,
practices, and algorithms for cloud security. IGI Global, pp 184–202

10. França RP, Iano Y, Monteiro ACB, Arthur R (2020) Improvement of the transmission of
information for ICT techniques through CBEDE methodology. In: Utilizing educational data
mining techniques for improved learning: emerging research and opportunities. IGI Global, pp
13–34

11. Gosavi A (2015) Simulation-based optimization. Springer, Berlin
12. Venter G (2010) Review of optimization techniques. In: Encyclopedia of aerospace engineering
13. Andradóttir S (1998) A review of simulation optimization techniques. In: 1998 winter

simulation conference. Proceedings (Cat. No. 98CH36274), vol 1. IEEE, pp 151–158
14. Hamilton B (2016) Finite difference and finite volume methods for wave-based modelling of

room acoustics
15. Zienkiewicz OC, Morgan K, Morgan K (2006) Finite elements and approximation. Courier

Corporation



Using Metaheuristics in Discrete-Event Simulation 291

16. Fu MC (2015) Stochastic gradient estimation. In: Handbook of simulation optimization.
Springer, New York, pp 105–147

17. Wardi Y, Cassandras CG, Cao XR (2018) Perturbation analysis: a framework for data-driven
control and optimization of discrete event and hybrid systems. Annu Rev Control 45:267–280

18. Padilha R, Iano Y, Monteiro ACB, Arthur R, Estrela VV (2019) Betterment proposal to multi-
path fading channels potential to MIMO systems. In: Proceedings of the 4th Brazilian tech-
nology symposium (BTSym’18): emerging trends and challenges in technology, vol 1. Springer,
p 115

19. França RP, Iano Y, Monteiro ACB, Arthur R, Estrela VV, Assumpção SLDL, Razmjooy N
(2019) Potential proposal to improvement of the data transmission in healthcare systems

20. Mishra M, Mattingly J, Mueller JM, Kolbas RM (2018) Frequency domain multiplexing of
pulse mode radiation detectors. Nucl Instrum Methods Phys Res Sect A 902:117–122

21. Bertsekas DP, Scientific A (2015) Convex optimization algorithms. Athena Scientific, Belmont
22. Bubeck S (2015) Convex optimization: algorithms and complexity. Found Trends Mach Learn

8(3–4):231–357
23. Jensen WA (2017) Response surface methodology: process and product optimization using

designed experiments. J Qual Technol 49(2):186
24. Khuri AI (2017) Response surface methodology and its applications in agricultural and food

sciences. Biom Biostat Int J 5(5):1–11
25. LowndesV,Berry S, ParkesC,BagdasarO, PopoviciN (2017) Further use of heuristicmethods.

In: Guide to computational modelling for decision processes. Springer, Cham, pp 199–235
26. Kramer O (2017) Genetic algorithm essentials, vol 679. Springer
27. Mousavi BS et al (2014) Semantic image classification by genetic algorithm using optimised

fuzzy system based on Zernike moments. SIViP 8(5):831–842
28. Vikhar PA (2016) Evolutionary algorithms: a critical review and its future prospects. In: 2016

international conference on global trends in signal processing, information computing and
communication (ICGTSPICC). IEEE, pp 261–265

29. Rabadi G (ed) (2016) Heuristics, metaheuristics and approximate methods in planning and
scheduling, vol 236. Springer

30. WigginsB,BerryS,LowndesV (2017)Thedesign andoptimisationof surround sounddecoders
using heuristicmethods. In:Guide to computationalmodelling for decision processes. Springer,
Cham, pp 273–284

31. AudetC,HareW(2017)Nelder-Mead. In:Derivative-free and blackbox optimization. Springer,
Cham, pp 75–91

32. Mead R (2017) Statistical methods in agriculture and experimental biology. Chapman and
Hall/CRC

33. Ravindran AR,Warsing Jr DP (2016) Supply chain engineering: models and applications. CRC
Press

34. Wang FK, Tamirat Y (2016) Multiple comparisons with the best for supplier selection with
linear profiles. Int J Prod Res 54(5):1388–1397

35. Padilha R, Martins IB, Moschim E (2016) Discrete event simulation and dynamical systems:
a study of art

36. Padilha RF (2018) Proposta de um método complementar de compressão de dados por meio
da metodologia de eventos discretos aplicada em um baixo nível de abstração [Proposal of a
complementary method of data compression by discrete event methodology applied at a low
level of abstraction]

37. Namadchian A et al (2016) A newmeta-heuristic algorithm for optimization based on variance
reduction of Gaussian distribution. Majlesi J Electr Eng 10(4):49

38. Tian MW et al (2019) New optimal design for a hybrid solar chimney, solid oxide electrolysis
and fuel cell based on improved deer hunting optimization algorithm. J Clean Prod 119414

39. Mir M et al (2019) Employing a Gaussian particle swarm optimization method for tuning
multi input multi output-fuzzy system as an integrated controller of a micro-grid with stability
analysis. Comput Intell



292 R. P. França et al.

40. Cao Y et al (2019) Experimental modeling of PEM fuel cells using a new improved seagull
optimization algorithm. Energy Rep 1(5):1616–1625

41. Gendreau M, Potvin JY (eds) (2010) Handbook of metaheuristics, vol 2. Springer, New York
42. Hussain K, Salleh MNM, Cheng S, Shi Y (2019) Metaheuristic research: a comprehensive

survey. Artif Intell Rev 52(4):2191–2233
43. Bäck T, Fogel DB, Michalewicz Z (eds) (2018) Evolutionary computation 1: basic algorithms

and operators. CRC Press
44. Kurniasih J, Utami E, Raharjo S (2019) Heuristics and metaheuristics approach for query

optimization using genetics and memetics algorithm. In: 2019 1st international conference on
cybernetics and intelligent system (ICORIS), vol 1. IEEE, pp 168–172

45. Bhattacharyya S (ed) (2018) Hybrid metaheuristics for image analysis. Springer
46. Siarry P (ed) (2016) Metaheuristics, vol 23. Springer, Switzerland
47. Fleury G, Gourgand M, Lacomme P (2010) Metaheuristics for the stochastic hoist scheduling

problem (SHSP). Int J Prod Res 39(15):3419–3457
48. Escario JB, Jimenez JF, Giron-Sierra JM (2012) Optimisation of autonomous ship manoeuvres

applying ant colony optimisation metaheuristic. Expert Syst Appl 39(11):10120–10139
49. Almeder C, Hartl RF (2013) A metaheuristic optimization approach for a real-world stochastic

flexible flow shop problem with limited buffer. Int J Prod Econ 145(1):88–95
50. Latorre-Biel JI (2014) Control of discrete event systems by means of discrete optimization and

disjunctive colored PNs: application to manufacturing facilities. Abstr Appl Anal 2014
51. Angel JA (2015) A review of simheuristics: extending metaheuristics to deal with stochastic

combinatorial optimization problems. Oper Res Perspect 2:62–72
52. Fikar C (2016) A discrete-event driven metaheuristic for dynamic home service routing with

synchronised trip sharing. Eur J Ind Eng 10(3):323–340
53. Vieira GE (2017) Evaluating the robustness of production schedules using discrete-event

simulation. IFAC-PapersOnLine 50(1):7953–7958
54. Bamporiki T, Bekker J (2018) Development of a discrete-event, stochastic multi-objective

metaheuristic simulation optimisation suite for a commercial software package. S Afr J Ind
Eng 29(3):12–25

55. Amodeo L, Talbi EG, Yalaoui F (eds) (2018) Recent developments in metaheuristics. Springer
International Publishing

56. Dorigo M, Stützle T (2019) Ant colony optimization: overview and recent advances. In:
Handbook of metaheuristics. Springer, Cham, pp 311–351

57. FishmanGS (2013) Discrete-event simulation: modeling, programming, and analysis. Springer
Science & Business Media



An AWGN Channel Data Transmission
Proposal Using Discrete Events for Cloud
and Big Data Environments Using
Metaheuristic Fundamentals

Reinaldo Padilha , Yuzo Iano , Ana Carolina Borges Monteiro ,
and Rangel Arthur

Abstract Cloud computing consists of providing computing services and re-
sources, including servers, storage, databases, networking, software, analytics, and
intelligence, over the Internet (“the cloud”) to deliver faster innovation, flexible capa-
bilities, and economies of scale. Big Data refers to a large amount of data, coming
from controlled or uncontrolled sources, in accordance with structured or unstruc-
tured data, its potential comes from this volume where through its analysis it allows
extracting insights from analyzes of this information. Metaheuristics have proven
to be a powerful tool for roughly solving optimization problems, applied to find
answers to problems about which there is little information. This research aims to
propose modeling to improve the transmission of content in wireless communica-
tion systems, employing the pre-coding process of bits based on the application of
a discrete event in signals before the modulation process, using DQPSK modulation
in an AWGN channel. The results show improvement achieving 74.61% in memory
utilization and 131.29% at runtime with respect to information compression.

Keywords Metaheuristics · Cloud computing · Big data · Data · DQPSK ·
Modeling · Simulation

R. Padilha (B) · Y. Iano · A. C. B. Monteiro · R. Arthur
School of Electrical and Computer Engineering (FEEC), University of Campinas—UNICAMP,
Av. Albert Einstein—400, Barão Geraldo, Campinas, SP, Brazil
e-mail: padilha@decom.fee.unicamp.com

Y. Iano
e-mail: yuzo@decom.fee.unicamp.com

A. C. B. Monteiro
e-mail: monteiro@decom.fee.unicamp.com

R. Arthur
e-mail: rangel@ft.unicamp.br

© Springer Nature Switzerland AG 2021
N. Razmjooy et al. (eds.), Metaheuristics and Optimization in Computer and Electrical
Engineering, Lecture Notes in Electrical Engineering 696,
https://doi.org/10.1007/978-3-030-56689-0_15

293

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-56689-0_15&domain=pdf
https://orcid.org/0000-0002-7901-6691
https://orcid.org/0000-0002-9843-9761
https://orcid.org/0000-0002-8631-6617
https://orcid.org/0000-0002-4138-4720
mailto:padilha@decom.fee.unicamp.com
mailto:yuzo@decom.fee.unicamp.com
mailto:monteiro@decom.fee.unicamp.com
mailto:rangel@ft.unicamp.br
https://doi.org/10.1007/978-3-030-56689-0_15


294 R. Padilha et al.

1 Introduction

The increase in the number of connected people is growing more and more around
the world. This is due to the momentum of mobile devices, whether smartphones, as
well as the computer, the quality of the internet, has also improved over the years,
the speed improvement as well as the connection.

Big Data is related to large storage of data captured with velocity, variety, truth
and value, the term is used to refer to the huge amount of data produced and stored
daily, whether by people, companies or technological devices, where this data is
divided in groups, analyzed and related by algorithms [1–7].

The importance of big data is not just about how or how much information the
company gets, but what it does with that data, how it interprets and uses all that data
for the purpose of making it a resource, i.e., using that data smart way to improve
business [1–7].

Enterprises take advantage of Big Data through better comprehensive informa-
tion management, as technology has tools that have built-in solutions, methodolo-
gies, and statistical models that enable you to manage this large amount of data by
improving critical operating processes and thereby leading to better business intelli-
gence. Strategic decisions, based on this knowledge generated from this data volume,
improving the company’s competitive advantages [1–7].

Big Data has the philosophy that information exists and you need to know how to
interpret it quickly. Since consumers are increasingly demanding and the market is
even more competitive, forcing daily innovations as an essential premise for success
depending on the type of business. The exploitation of captured data, being processed
and analyzed, tends to help companies improve their performance and therefore their
relationship with the consumer significantly [1–7].

Cloud computing is the practice of using a network of remote servers, hosted on
the internet, having the purpose of storing, managing and processing data, avoiding
the need for local server deployments or infrastructure. In short, it concerns the
ability to execute processes over the Internet, without the need to install programs
or download files directly to the computer [8–19].

The ever-evolving technology brings with it a growing demand for innovations
that make everyday life easier for people and businesses, so cloud computing is
gaining more market share by offering a host of benefits to its end users [8–19].

Cloud computing gives users access to data access wherever they are, as long as
there is an internet connection, whether through a tablet or smartphone, computer, in
any environment, whether at the office or university, cloud computing provides easy
access to information [8–19].

The business impact of the cloud is so great that it goes beyond the IT sectors of the
enterprise, also reaching the financial sector, making companies that have adopted
cloud technology improve their time to market, process efficiency and cost-saving
in IT (Information Technology) [8–19].
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In general, metaheuristics are techniques used in situations where mathematical
or logical modeling is used for problem-solving by combining basic heuristics at a
high-er structure level [20–27].

These are commonly used strategies to solve NP-Hard Problem problems since
they offer better overall solutionswith less processing time compared to other types of
techniques. In short, metaheuristics are optimization tools and a viable alternative for
solving complex or large problems, where a large number of variables and constraints
make the use of exact methodologies unfeasible [20–27].

In general, meta-heuristics use a combination of random choices and historical
knowledge of the previous results acquired by the method to guide and search the
search space in neighborhoodswithin the search space, avoiding premature stoppages
in optimal locations.A strategy that guides ormodifies a heuristic to produce solutions
that surpass the quality of those commonly encountered [20–27].

Fading can change over time, degrading the communication system performance
with respect to a loss of signal power without decreasing the noise power over signal
bandwidth. Experiencing fading in mobile channels has a proportional probability
that all component channels simultaneously experience a fade, causing the channel
drops on the channel limits to link performance related to bit errors as the Signal-to-
Noise Ratio (SNR). The fading effects can be softened by incorporating diversity in
signal transmission over multiple channels that face independent fading [28–33].

Multipath fading is when in a radio communications broadcast, the links interfere
in one way or another, and the paths change causing propagating multiple versions of
signals transmitted across different paths before they reach the receiver, still affecting
their phases as there is the variability of path lengths and then distorting the radio
signal [28–33].

Since the received signal is susceptible to several unstable factors, it is advis-
able to use statistical mathematical models that help to simulate fading and design
mitigation proposals, such as Rayleigh, where their delays associated with different
signal paths in a multipath fading channel change in an unexpected manner can only
be statistically characterized, since it is a statistical model of propagation in a radio
signal environment, used for environments with many objects in which they spread
the radio signal before reaching the receiver, it is advisable for strongly constructed
transmission models where there is no line of sight. Between transmitter and receiver
[28–33].

The discrete event technique models the representation of a system as a sequence
of operations by state transactions (entities), where these entities are discrete, and
may be relative to various types depending on the context of the problem that is
being sought, such as data. Packets, or bits, in the case of this search. The technique
is generally used in modeling concepts of high-level abstraction, emails on a server,
clients in a queue, flow of vehicles, or even transmission of data packets [34–45].

In this scenario, this chapter proposes the modeling of the wireless system built
upon an AWGN channel with signals transmitted over the advanced modulation
format (DQPSK), providing improved transmission capacity of information through
this channel, following approaches and guidelines of metaheuristic science with
regard to developing viable solutions of good quality, with design based on the
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characteristics of a problem with reduced complexity in relation to that of traditional
exact modeling, being unique, oriented to the overall optimization of a problem and
applicable to that particular problem [28–33].

Thus, the bit treatment with discrete events technique was developed by differen-
tiating the application under the low abstraction level, relative to the bit generation
step, which showed better computational performance regarding memory utilization
as the runtime in a simulation environment.

The chapter is organized following in Sect. 2 discussing cloud computing and big
data technologies and their link, Sect. 3 discusses the thematic concepts and funda-
mentals about heuristics and metaheuristics, Sect. 4 presents a proposed approach
explaining the modeling used as well as the tools used, in Sect. 5 presents the results
obtained, in Sect. 6 a brief discussion is held and finally, in Sect. 7, the conclusions
are aligned in the same way as the potential of the research is delimited.

2 Cloud Computing and Big Data

Big Data is related to all the mechanism and technological equipment used to deal
with the immense amount of data (structured and unstructured) growing exponen-
tially every moment in the world [1–7, 46–51]. Cloud computing is the concept of
using various types of applications over the Internet, as if these applications were
installed on users’ devices, anywhere and regardless of device or platform, is related
to memory usage, processing, services and storage and computing capabilities for
shared and web-connected computers and servers [8–19, 52–54], as illustrated in
Fig. 1.

The link between these two concepts is due to the need for Big Data (volume,
velocity, and variety), requiring an infrastructure that allows for large scale and
constantly growing, processing, storage and retrieval of various types of data
[8–19, 52–54].

With the technological advancement related to communication and interaction
with the Internet increasingly present, necessary and widely used by the population,
it provides a large amount of information and requires a high level of security.

Cloud computing has allowed the emergence of new models of information tech-
nology acquisition and commercialization, especially for companies (IT—Informa-
tion Technology—services era), since these platforms have brought great benefits to
com-panies and society, facilitating access to information in anywhere and the ability
to store large amounts of data, along with Infrastructure as a Service (IaaS), Software
as a Service (SaaS), and Platform with Service (PaaS) concepts [8–19, 52–54].

With Big Data there is the ability to understand a large amount of data, doing it
all at once, where the sense of velocity is important, to do these analyses in less time;
along with the ability to analyze unstructured data from different sources, having
competence to visualize future situations and execute decision-making from them,
based on the effective interest deduction of events, as illustrated in Fig. 2. With cloud
computing, in addition to accessing data from anywhere, it is possible to pay only for
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Fig. 1 Cloud computing concept

Fig. 2 Big data concept

usage and only what is needed, avoidingwasted resources, and alongwith scalability,
resource availability is increased as needed [1–7, 46–51].

Software as aService (SaaS) is themodel inwhich companies purchase a computer
system without having to use licenses, the software is not allocated internally and
can be accessed from anywhere and with any mobile device via the web, it is paid
only for the functionalities and for the contracted usage time [8–19, 52–54].

Infrastructure as a Service (IaaS) is the model for contracting IT infrastructure in
a virtual way, it is paid according to the space used, the amount of data trafficked
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and stored, among other contracted items such as devices, servers, hardware, and
soft-ware, giving more flexibility, cost control, scalability [8–19, 52–54].

Platform as a Service (PaaS) is the model for building and using applications
without requiring hardware and software infrastructure maintenance [8–19, 52–54].

While big data provides insight into existing information, cloud computing is
focused on simplifying the environment, reducing the degree of infrastructure invest-
ment [1–7, 46–51]. Since “technology engine” has become more robust, in view
of this there must be consecutively also a steady decrease in costs brought about
by increasingly specialized cloud computing [8–19, 52–54]. Where analysis, struc-
turing, and decision-making from customer/person-generated data is most possible,
it facilitates product and service innovation as well as relationships.

Thus, Big Data refers to concepts regarding the storage, processing, and study
of data, usually from multiple sources [1–7, 46–51]. Cloud refers to the computing
environment or infrastructure where the use occurs, from the users’ point of view
regardless of its location or the way data is stored or processed [8–19, 52–54].

In short, the Cloud is where Big Data can reside because of its technical quali-
ties, especially elasticity and charge-for-use, rapid interpretation of information and
knowledge creation for more assertive communication.

Finally, dialogue exists through Big Data tools within the infrastructure offered
by Cloud.

3 Heuristics and Metaheuristics

As the telecommunications industry introduces new technologies into the market-
place, the volume of services offered to users tends to evolve, increasingly combining
and disseminating technologies for services that use data, text, voice, and video.
Where such improved changes imply new aspects in the planning of a telecommu-
nications network, there is a need for improvement of optimization issues of these
services [20–27, 55–60].

Where heuristics are found to be used in these contexts, they generally generate
viable solutions of good quality, but without quality assurance, being understood as
any approximatemethod, is designed based on the structural properties and character-
istics of these problems, with reduced complexity in relation to that of conventional
exact algorithms [20–27, 55–60].

Starting from a historical horizon, the term is derived from the Greek word
heuriskein, meaning to discover, being related to describe methods based on judg-
ment or experience, which leads to a good solution of a given problem, but does not
guarantee the production of an optimal solution [20–27, 55–60].

In this sense, a heuristic is a logic designed to find a good solution, but that does
not guarantee the quality of the optimal solution, is used to find reasonable solutions;
It may also associate the term with a mathematically unverifiable, circumstantial
knowledge [20–27, 55–60].
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Since logic is considered a heuristic method when there is no complete mathe-
matical knowledge about its behavior, i.e., usually with respect to time consumption,
finding good quality solutions, it offers no guarantees that logic aims to solve complex
problems using a not too large amount of resources. Thus, heuristic is unique and can
only be applied to that particular problem which it is designed to have two common
features that are rapidity (related to the requirement of the heuristic that can produce
a satisfactory solution in a reasonable amount of time) and some applied strategy for
the project [20–27, 55–60].

Metaheuristic derives from the composition of two obviously heuristic Greek
words, along with meta, meaning “after”, which indicates a higher level. It consists
of several generic heuristics that adapt and are directed to the global optimization
of a problem and may contain different heuristic procedures in its structure. Thus, it
can be understood as a set of concepts that can be used in the definition of heuristic
methods, which can be applied to a broad set of different problems [20–27, 55–60].

In other words, a metaheuristic can be understood as a strategy that tries to effi-
ciently explore the space of viable solutions to this problem, where one has specific
knowledge of the problem and can be used as a heuristic to assist in the process.
In short, metaheuristics are high-level mechanisms that exploit a particular type of
strategy for a specific solution [20–27, 55–60].

Although all the procedures described by metaheuristics can be seen as algo-
rithmic search strategies, besides the fact that these methods have been widely
studied in the last decades, which deepens the knowledge about the problem-solving
process. complexes; in fact, its importance is due to other characteristics as regards
the description of methods that provide ideas that can be applied to optimization
problems for which efficient (sometimes not even heuristic) specific algorithms are
known [20–27, 55–60].

3.1 Scientific Review

It was made a review based on research on metaheuristic papers in conjunction
with discrete-event technology exploring a historical review and applicability of
techniques data in the last 5 years, with emphasis on publications and indexing in
renowned databases.

In 2014 was studied whereas artificial intelligence methodologies, such as the
core of discrete control and decision support systems, have been extensively applied
in the industrial production sector, resulting in tools producing excellent results, yet
the difficult nature of many discrete controls or decision-making problems. Manu-
facturing decisionmakingmay require inaccessible computational resources, limited
by the available time needed to arrive at a solution, thus applying a metaheuristic of
genetic algorithms applied in the search for the best solutions in the solution space
[61].
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In 2015 was studied many combinatorial optimization problems encountered in
real-world logistics, transportation, production, healthcare, finance, telecommunica-
tions, and computing applications are NP in nature, where metaheuristics have been
noted to benefit fromdifferent randomization and parallelization paradigms, but often
assume that the problem inputs, the underlying objective function, and the set of opti-
mization constraints are deterministic, wherewith this focus a general methodology
has been described that allows you to extend metaheuristics through simulation to
solve stochastic combinatorial optimization problems, which It was also seen the
use of simulation combining continuous-time, discrete-event, and state-transition
systems, which mimics the production system, since they use the mathematical
optimization model to replicate the decision problem [62].

In 2016 was studied domestic service sectors where vehicles are used to visit
customers with the focus of reducing the number of vehicles needed, however, there
is complexity in coordinating the arrival times of employees and vehicles flexible dis-
crete event-oriented heuristics to handle dynamic routing and scheduling scenarios
using combined travel and hiking sharing [63].

In 2017 was studied complex workshop stochastic scheduling problems can
be addressed by simulation-based optimization by combining meta-heuristic opti-
mization capabilities with the system representation of simulation models, and
exploring the potential of coupling optimization and simulation techniques in
different scenarios. Workshop scheduling, being developed a genetic algorithm
combined with discrete event simulation [64].

In 2018 was presented the development of a project optimization set focusing on
a hybrid metaheuristic optimization set to solve multi-objective simulation optimiza-
tion problems using a third-party library to solve discrete-event stochastic simula-
tion optimization problems integrated with Siemens Tecnomatix Plant Simulation, a
simulation software package developed by Siemens [65].

4 Proposed Approach

In a context of data transmission using anAWGN channel model that naturally repro-
duces the noise present in today’s digital communication, being the received signal
equals to the transmitted signal plus noise, relative to additive characteristic; still this
noise is intrinsic to the system representing the term white, and being statistical with
a normal distribution, relative to Gaussian characteristic [28–33].

In the frequency domain, white noise generates losses to all frequencies leading to
a uniform power spectrum over the course of all frequencies, and in the time domain
follows a normal distribution with respect to the fact the probability distribution of
the noise samples, regarding a Gaussian aspect. Still bearing in mind that the AWGN
cane model is used for its simplicity in mathematical modeling [28–33].

Likewise, mobile wireless channels are affected to various interferences including
fading, shadowing, multipath and various types of noise which cause significant
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degradation in the transmission of these signals and respectively in the performance
of the system [28–33].

Rayleigh is the form of fading that usually occurs in an environment where a
large number of reflections are present, in a heavily built urban environment with no
dominant propagation along with the transmitter and the receiver, typically occurring
when one of the paths a line-of-sight signal, is much stronger than the others. Caused
by multipath reception, where the antenna receives a large number of reflected and
scatteredwaves and, due to the effects ofwave cancellation (by thepartial cancellation
of a radio signal by itself), the instant effects received by the energy seen by aMoving
antenna becomes a random variable, depending on the location of the antenna, as
long as the signal arrives at the receiver exhibiting multipath interference, with one
of the paths being changing at least lengthening or shortening [28–33].

A DQPSKmodulation is a specific form of QPSKmodulation, which can be used
to send a symbol corresponding to a pure phase parameter, this symbol represents a
phase variation, in short it is a differential format in which the bits for a given symbol
are determined by the phase change of the previous symbol, where each set of bits
represented by a symbol causes a phase variation determined on the carrier signal,
can be found with a total of 8 ideal state positions in its constellation, where the ideal
state positions for symbols alternate between the four 45-degree states commonly
used by QPSK and four on-axis states, in a configuration for/4 offset to the phase
changes [28–33], as shown in Fig. 3.

The research abstracted the characteristics, from the theoretical foundations and
fundamentals of heuristic and metaheuristic science with regard to developing viable

Fig. 3 Theoretical
constellation DQPSK
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solutions of good quality, being designed based on the characteristics of a problem
with reduced complexity in relation to that of traditional exact modeling, being
unique and can only be applied to that particular problem, oriented to the overall
optimization of a problem; i.e., in improving the transmission of information on an
AWGN channel by employing the discrete event technique on the physical layer,
reaching the bit. This was done by using the Simulink environment of the MATLAB
software, 64-bit version (2014a).

Figure 4 presents a model where the signals corresponding to bits are gener-
ated and then modulated in DQPSK, passing through a multipath Rayleigh fading
channel with Jakes model with Doppler shift defined at 0.01 Hz, as also inserted a
block incorporated which has a math function 1/u, which tracks the channel time-
variability where the receiver implementation commonly encompasses an automatic
gain control (AGC). So, theAWGNchannel contains parameters specified at a sample
time of 1 s, 1W of input signal power, initial seed in the generator of the 37th and the
67th channels, with Eb/No ranging from 0 to 13 dB. Next, this signal is demodulated
to perform the bit error rate (BER) of the channel processing and generating of the
signal BER graph.

The addition of the discrete event technique inmodeling follows first that the time-
based signal must be converted to a specific type following the output parameter,
an integer (the bit), through the Real-World Value (RWV) function, preserving the
current value of the input signal, then rounding with the floor function, rounding the
values to the nearest smallest integer, and finally doing a zero-order hold (ZOH),
causing the reconstruction of the signal to the time domain and supporting each
sample value by a specific time interval, performing the conversion back of the
signal; and after the signal continues to be modulated, going through the AWGN
channel, and then demodulated.

Fig. 4 Demonstration of traditional model
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The model from Fig. 5 incorporates the conventional method with the proposed,
and it also highlights the part modeled using discrete events in blue.

Figures 6 and 7 use 1000 s of simulation time, showing transmission for the
DQPSK signal with Rayleigh fading (Fig. 6) in the proposed (right) and conventional
modeling (left), noting that both generated the same transmission stream. The same
can be seen in the constellation diagram (Fig. 07), viewing the points of themodulated
digital signal, being used 13 dB for the proposed (left) and the traditional methods
(right) in multipath fading with Rayleigh.

Was also used the “compass” function which displays compass graph with n
arrows (related to PSKs) and how they are arranged in constellations with radial
representa-tions of points, where n is the number of elements in Z, and the location
of the base of each arrow is respective to the origin. In this sense in Fig. 8 is shown the
relation-ship between a conventional methodology and the proposed methodology,

Fig. 5 Model with the proposal of this study

Fig.6 Transmission flow DQPSK with Rayleigh fading



304 R. Padilha et al.

Fig.7 Simulated constellations DQPSK with Rayleigh fading

Figure 8. Simulated constellations DQPSK with Rayleigh fading

both simulated with 13 dB and 50,000 s of simulation time, making an analogy with
Fig. 7 addressing the DQPSK constellation.

5 Results

The results correspond to a sequential simulation performed on the modeling
presented in the previous session on a physical machine consisting of an Intel Core
i3 processor and 4 GB RAM.
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Using the Simulink environment along with the sldiagnostics function, allowed to
display the diagnostic information about the modeling system, through the Process-
MemUsage parameter obtains the sum of all the memory consumption for all model
processes in the whole simulation and performs the counting returning the total
amount of memory in use over each phase of the model in MB.

Together with the calculation of the simulated time spent is on the Elapsed Time
parameter, being responsible for the accounting of the time spent in each phase of the
simulation, in seconds, corresponding to the real-time of the model being simulated.

Both analyzes taking into account that is in the first simulation of both model-ing,
that the variables are allocated, just as the memory is reserved for their execution,
according to Figs. 9 and 10.

Fig. 9 Time consumption for DQPSK Rayleigh

Fig. 10 Memory consumption for DQPSK Rayleigh
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Fig. 11 BER DQPSK Rayleigh

In this bias, it is understood that if in a transmission channel containing the
proposed modeling and in another the conventional, they passed the same infor-
mation content (quantity of bits), without any loss (signal and constellation) and
with the same qual-ity (BER), soon there was transmitted information compression.

Tables 1 and 2 are respectively from Figs. 9 and 10, related to the memory,
where is shown 74.61% improvement and regarding time consumption, showing an
improvement of 131.29% with respect to modeling.

Noise and interference are representative of the energy level as opposed to the
desired signal, where it represents the energy level arriving at the receiving receiver
from the transmitter, after the loss of intensity in free space, so, the difference be-
tween the signal and noise is calls the signal-to-noise ratio, that is, SNR (Signal-to-
Noise Ratio)., which can be measured through BER [28–33].

Thus, analyzing the relationship between the simulationof the proposed× conven-
tional modeling, and their impacts on the physical layer of the channel, it can be seen
that both generated the same result through the graph BER, during transmission with
noise ranging from 0 to 13 dB, according to the Figs. 11 [30–65].

6 Discussion

With the advent and merging of cloud computing and big data technologies, it is
possible to accelerate processing time to gain insights leaving behind all the complex-
ities of data analysis, proving the benefits of physical serverless data analysis services
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and being integratedwith the server cloud-based and complete technologies that over-
come the limitations of scale, performance, and cost-efficiency, solutions that rely
on big data technology to manage both traditional and new datasets on a single cloud
platform.

As can be seen throughout the text, the union of discrete events with metaheuristic
science,whether direct or not, is successful.As itwas presented the proposal using the
technological ideas of metaheuristic together with its application fundamentals with
regard to developing viable solutions of good quality, based on the characteristics
of a determined and specific problem with reduced complexity in relation to that
of traditional exact modeling, generating a unique solution being applied to that
particular problem, oriented to the overall optimization of this problem, that is, to
develop a new approach to signal transmission, performed in the discrete domain
with the implementation of discrete entities in the bit generation process, resulting
in positive results of time and memory consumption, which is possible to increase
the capacity of information transmission for communication systems, even with the
differential use of discrete events in a lower level of application acting on the physical
layer.

Which contributes proportionately to the approaches to technologies in use in big
data and cloud together, where the proposal can help in managing this pro-cessing by
removing operational overhead by addressing performance, scalability, availability,
security and compliance needs, according to Big Data analysis solutions, since an
efficient and fluid data transmission flow is required.

Also taking into account thatmerging through cloud technologies provides greater
integration for big data when it comes to using different types of data, rang-ing
from batch data to streaming data, transforming it so it can be leveraged; driving
greatermanagement for big data by storing and processing your datamore efficiently,
securely and reliably by utilizing big data analytics built into cloud servers that
uncover new information with advanced analytics and visualization.

Which is strongly linked to the proposal of this chapter which considers the
velocity whether being used by a user, or organization, is a great allied to cloud
computing systems, since the result pointed out 74.61% in memory utilization and
131.29% at runtime with respect to information in traffic on the communication
channel.

Since the processing power of big data technologies nowadays brings the ability to
analyze from gigabytes to petabytes of data at an incredibly fast speed when working
in conjunction with cloud technologies, since easy integration between them is easily
possible. technologies. Which no matter whether the data is at rest or in motion,
internal or external data, all data is prepared and analyzed so that it can be used as
decision-making items.



308 R. Padilha et al.

Table 1 Memory
consumption

Machine i3

Conventional modeling 159.4727

Proposed modeling 91.3320

Table 2 Time consumption Machine i3

Conventional modeling 7.6350

Proposed modeling 3.3010

7 Conclusions

As can be seen, metaheuristic techniques have varied applications in different areas
of science, having positive characteristics as to the implementation and the great effi-
ciency of these techniques in relation to conventional heuristics with great potential
of application has been in the problems related to genetic algorithms.

The relevance of big data is not about the amount of data but about what is done
with it, providing options for obtaining data from multiple sources and per-forming
analysis that results in cost savings, time savings, new product development, and
more. Optimization of products and offerings, as well as helping to make smarter
decisions.

Cloud computing has enabled us to live the reality of making big data actionable,
where you can bring all your acquired data sources together and quickly and easily
make them available, combining with Big data technology is possible to per-form
with high performance, risk calculations for the organization, a determination of
failures pointing causes, problems and defects almost in real-time, i.e. direct aid in
decision making.

And finally, this chapter showed that the proposal has great potential in the
improvement of communication services potential, indicating better computational
performance-related 74.61% in memory utilization and 131.29% at runtime related
to information in traffic.
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