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Preface

When a material is cooled down below the melting temperature, it either remains in
the amorphous state or it may (at least partially) crystallize. In both cases, the
molecular dynamics is dramatically modified. For glassy systems, the primary
relaxation (dynamic glass transition) slows down by typically 12 orders of mag-
nitude. In contrast, if crystallization takes place, the relaxation strength shows a
sudden reduction and often an additional process is observed reflecting the con-
strained dynamics of the molecules or polymer segments at the surface of the
crystallites. It is evident that broadband dielectric spectroscopy is a versatile tool to
study such systems if polar moieties are involved.

With the present volume of Advances in Dielectrics, the editors aim to
demonstrate the potential of broadband dielectric spectroscopy in both fundamental
and applied researches on crystallization.

The editors are thankful to all contributors to this volume for the pleasant
and effective collaboration. Support from Springer Company and Series Editor,
F. Kremer, is gratefully acknowledged.

Madrid, Spain Tiberio A. Ezquerra
February 2020 Aurora Nogales
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General Concepts of Crystallization:
Some Recent Results and Possible Future
Developments

Jürn W. P. Schmelzer and Christoph Schick

Abstract Classical nucleation theory is till now the major tool in the interpretation
of crystal nucleation and growth processes in a variety of liquids. For its applica-
tion, the knowledge of the thermodynamic driving force and the dependence of the
surface tension on pressure and temperature, respectively, the knowledge of rela-
tions describing the curvature dependence of the surface tension is required. New
developments in this direction are summarized in the first part of the present chapter.
Based on these results, in a second part, the interplay of stress evolution and stress
relaxation and its effect on nucleation and growth are analyzed. It is shown then in a
third part, in which directions classical nucleation theory has to be extended possibly
in the future development in order to arrive at a satisfactory description of experi-
mental data in the whole range of temperature and/or pressure. Particular attention
is directed here, in this respect, to deviations of the properties of critical clusters as
compared to the properties of the evolving macroscopic phases and different aspects
of the interplay of glass transition and crystallization. These general considerations
are supplemented by an analysis of some specific features of polymer crystallization
completing the present chapter.

Keywords Glass · Crystal nucleation · Crystal growth · Diffusion · Viscosity ·
Decoupling · Fragility

J. W. P. Schmelzer (B) · C. Schick
Institute of Physics, University of Rostock, Albert-Einstein-Strasse 23-25, 18059 Rostock,
Germany
e-mail: juern-w.schmelzer@uni-rostock.de

C. Schick
e-mail: christoph.schick@uni-rostock.de

C. Schick
Kazan Federal University, Kremlyovskaya str. 18, Kazan 420008, Russian Federation

© Springer Nature Switzerland AG 2020
T. A. Ezquerra and A. Nogales (eds.), Crystallization as Studied
by Broadband Dielectric Spectroscopy, Advances in Dielectrics,
https://doi.org/10.1007/978-3-030-56186-4_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-56186-4_1&domain=pdf
mailto:juern-w.schmelzer@uni-rostock.de
mailto:christoph.schick@uni-rostock.de
https://doi.org/10.1007/978-3-030-56186-4_1


2 J. W. P. Schmelzer and C. Schick

Abbreviations

kB Boltzmann constant
�g(T, p) Change of the Gibbs free energy in crystallization per unit volume of

the newly evolving crystalline phase
μi Chemical potential of the i = 1, 2, …, k components
�v Differences of the volumes between liquid and crystal phases per unit

volume of the crystal phase
D Diffusion coefficient
�(ε) Energy of elastic deformation caused by the formation of a crystallite of

volume V in a liquid
αp Isobaric thermal expansion coefficient
κT Isothermal compressibility
τR Maxwell’s relaxation time
�sm, �hm Melting entropy and melting enthalpy per unit volume of the crystal

phase
xi Molar fraction of the i = 1, 2, …, k components
η Newtonian viscosity
c Number of nucleation centers per unit volume of the liquid
nc, Vc Number of particles and volume of a critical crystal cluster
ε, ε0 Parameters determining the elastic effects caused by crystal evolution

in the liquid (ε) and in a Hookean solid (ε0)
J0 Pre-factor in the expression for the steady-steady-state nucleation rate

determined by the kinetics of crystal evolution
p, pm Pressure, melting pressure
R, A, V Radius, volume, and surface area of a crystal cluster
d0 Size parameter of the particles of the liquid
cp Specific heat per unit volume of the crystal phase
J Steady-state nucleation rate
σ Surface tension referred to the surface of tension
T, Tm Temperature, melting temperature
t Time
τ ns Time-lag in nucleation
δ Tolman parameter
Wc Work of critical cluster formation

1 Introduction

Classical nucleation theory (CNT) is till now the major tool for the interpretation of
experimental data onnucleation in awide spectrumof phase transformation processes
like condensation and boiling, segregation in solid and liquid solutions, melting or
crystallization [1–6]. In a variety of applications, it allows one not only a qualitative
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treatment of experimental data of nucleation and growth kinetics but even a quantita-
tively correct description, in other cases, it may fail even dramatically. Consequently,
the question arises on how these problems can be explained and overcome, what the
origin is for the success of CNT in some and its failure in other cases. These prob-
lems are considered here in detail starting with some recently obtained results and
directing then the attention to problems we consider as highly perspective in the
further development of theoretical and experimental analysis of crystal nucleation
and growth. The general considerations are supplemented by a section dealing with
selected specific features of polymer crystallization.

2 Classical Nucleation Theory

2.1 Thermodynamic Driving Force of Crystallization
in Dependence on Temperature and Pressure

One of the basic ingredients in the application of classical nucleation theory to the
description of experimental data consists of the appropriate specification of the work,
Wc, of critical cluster formation in nucleation:

Wc = 1

3
σ A, A = 4πR2,

(
pβ − pα

) + σ
dA

dV
= 0 (1)

where σ is the surface tension, A is the surface area of a critical cluster supposed to
be of spherical shape with a radius R corresponding to the surface of tension, p is the
pressure andV is the volume, the indicesα andβ specify the parameters of the critical
crystal clusters (α), respectively, the parameters of the ambient phase (β) where the
aggregates of the new phase are formed. Wc determines widely the probability of
formation of a supercritical cluster of the newly evolving phase capable to a further
deterministic growth, respectively, the steady-state nucleation rate, J:

J = J0 exp

[
− Wc

kBT

]
(2)

The steady-state nucleation rate is equal to the number of critical clusters formed
per unit time in a unit volume of the ambient phase. Here kB is the Boltzmann
constant, T is the absolute temperature.

Critical crystallites are, in general, not of spherical but of different shapes, anyway,
also crystallization can be described in terms of the above given simplified model
as explained in detail in [7]. In brief, for any state of the ambient phase the pressure
in the critical cluster is determined by the equilibrium conditions. It follows that for
any value of the work of critical cluster formation, it is always possible to determine
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via Eq. 1 the value of the surface tension and the radius of the critical model cluster
leading to this particular value of Wc. We will utilize this simplified model here.

The pre-factor, J0, in the expression for the steady-state nucleation rate, Eq. 2, is
determined by the kinetic mechanism of aggregation. For one-component systems,
it can be expressed via the diffusion coefficients, D, of the particles in the melt or—
employing the Stokes–Einstein–Eyring relation connecting diffusion coefficient and
the inverse of the viscosity—via the Newtonian viscosity, η. One of the standard
expressions for this kinetic pre-factor widely equivalent to other formulations is [6]:

J0 = c

√
σ

kBT

(
D

d0

)
∼= c

√
σkBT

ηd2
0

(3)

where d0 is a parameter specifying the size of the particles and c is the number of
centers of nucleation per unit volume or the particle number density in the liquid. In
the applicationof above relations to crystallization inmulti-component systems, these
kinetic parameters have to be replaced by effective diffusion coefficients, respec-
tively, effective size parameters [6, 10]. Similarly to nucleation rates, also the growth
rates are determined via the thermodynamic driving force and the kinetic parameters
as discussed above. To some extent, the description of growth processes is easier
since size effects in the bulk properties can be frequently neglected and also the
surface tension plays, at least, in a variety of cases a minor role.

Here, we concentrate the attention to thermodynamic aspects of nucleation theory
connectedwith the determination of thework of critical cluster formation. According
to Eq. 1, we have to have at our disposal the thermodynamic driving force of crys-
tallization, expressed by the difference of pressures, pα − pβ , in the critical cluster
and the ambient phase (or widely equivalent to it and more easily accessible expres-
sions) and the surface tension, σ . Employing the basic assumptions of CNT, we will
formulate below first the dependencies for both quantities on external pressure and
temperature.

Equation 1 is a consequence of Gibbs classical thermodynamic theory of surface
phenomena [8]. In line with his approach, it is supposed in CNT that the bulk proper-
ties of the critical clusters are widely identical to the properties of the newly evolving
macroscopic phases [5, 6, 9]. This statement is a conclusion from the analysis of
consequences of a subset of Gibbs’ equilibrium conditions (equality of chemical
potentials, μi, of the different components and temperature, T ):

μiα
(
Tα, pα,

{
x jα

}) = μiβ
(
Tβ, pα,

{
x jβ

})
, i = 1, 2, . . . , k

Tα = Tβ (4)

In such treatment, the thermodynamic driving force of crystallization can be
expressed via the change of the Gibbs free energy per unit volume of the newly
evolving crystalline phase as:
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pα − pβ
∼= �g(T, p)

�g(T, p) =
k∑

i=1

ρiα
(
μiβ

(
T, p,

{
xiβ

}) − μiα(T, p, {xiα})) (5)

Accounting in addition to the assumed independence of the properties of the
critical clusters on pressure and temperature, for both stoichiometric and non-
stoichiometric crystallization, the thermodynamic driving force can be written then
as:

�g(T, p) ∼= �hm

(
Tm − T

Tm

)[
1 − γT (Tm, pm)

(Tm − T )

2Tm

]

+ pm�vm

(
p − pm
pm

)[
1 − γp(Tm, pm)

(pm − p)

2pm

]
(6)

Here (Tm, pm) are temperature and pressure at a particular equilibrium state along
the melting curve. Specific properties of the system under consideration are reflected
here by the melting entropy, �sm, or the melting enthalpy, �hm, and the differences
of the volumes between liquid and crystal phases per unit volume of the crystal phase:

�s(T, p) = Sliquid
(
T, p,

{
xiβ

}) − Scrystal(T, p, {xiα})
Vcrystal(T, p, {xiα})

�v(T, p) = Vliquid
(
T, p,

{
xiβ

}) − Vcrystal(T, p, {xiα})
Vcrystal(T, p, {xiα}) (7)

The parameters γ T , and γ p are defined via:

γT (Tm, pm) = �cp(Tm, pm)

�sm
, γT p(Tm, pm) = pm�κT (Tm, pm)

�vm
(8)

Here cp is the specific heat per unit volume and κT is the isothermal compress-
ibility, given by:

cp = T

(
ds

dT

)

p

, �cp(Tm, pm) = c(liquid)
p (Tm, pm) − c(crystal)

p (Tm, pm)

κT = − 1

V

(
dV

dp

)

T

, �κT (Tm, pm) = κ
(liquid)
T (Tm, pm) − κ

(crystal)
T (Tm, pm)

(9)

Employing these results and the basic relations utilized in their derivation, it has
been shown by us that at the Kauzmann temperature [11], corresponding to states
where the specific entropies of glass-forming melt and crystal coincide, the thermo-
dynamic driving force has a maximum in dependence on temperature. In addition,
similarly to the mentioned well-known notation of a Kauzmann temperature, the
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concept of a Kauzmann pressure [12] can be introduced for crystallization induced
by variations of pressure. It is shown that the thermodynamic driving force of crystal
nucleation has similarlymaxima also at the Kauzmann pressure. Further, it is demon-
strated that—as far as mentioned basic assumptions of CNT are fulfilled—in melt
crystallization, a spinodal curve does not exist. In addition, it is shown that—in
contrast to some recent statements—Kauzmann’s suggestion of a pseudo-spinodal
in melt crystallization characterized by intensive nucleation has no foundation [13–
15]. Finally, setting in Eq. 6 the thermodynamic driving force equal to zero, we obtain
an analytic expressions for the dependence of pressure on temperature or vice versa
along the melting curve.

2.2 Surface Tension in Dependence on Temperature
and Pressure

In the application of CNT tomelt crystallization one very serious problem consists in
the limitations caused by the fact that the surface tensionmelt-crystal cannot be deter-
mined directly experimentally with the accuracy required in nucleation theory. By
this reason, in applications of CNT frequently the Stefan-Skapski-Turnbull relation
is employed for its determination [5, 6]. In its standard so far application, it involves
the assumption of the capillarity approximation, i.e., that the surface tension of crit-
ical clusters is equal to the respective value of equilibrium coexistence of both phases
at a planar interface. However, the application of the capillarity approximation leads
to serious problems in CNT [16]. They can be overcome by introducing a curvature
dependence of the surface tension as suggested already by Gibbs [8] and widely
employed in CNT. Based on a generalization of the Stefan–Skapski–Turnbull equa-
tion, a relation for the dependence of the surface tension on pressure and temperature
has been derived by us [12, 17, 18]. Here we reproduce the basic results.

According to cited analysis, the dependence of the surface tension on temperature
and pressure can be expressed as:

σ(T, p)

σ (Tm, pm)
∼= T

Tm

(
1 − γT (Tm, pm)

Tm − T

Tm
− �αp(Tm, pm)

�sm
(p − pm)

)
(10)

where αp is the isobaric thermal expansion coefficient:

αp = 1

V

(
dV

dT

)

p

, �αp(Tm, pm) = α
(liquid)
T (Tm, pm) − α

(crystal)
T (Tm, pm) (11)

It follows that in crystallization caused by variation of temperature, the surface
tension decreases with decreasing temperature. A similar behavior is found for crys-
tallization caused by variations of pressure. These theoretical predictions are in excel-
lent agreement with a variety of experimental investigations andmolecular dynamics
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studies as discussed in detail in [7, 12, 17–19]. Again, employing the relation for the
dependence of pressure on temperature along themelting curve obtained as described
above based on Eq. 6, Eq. 10 results in an expression for the determination of the
surface tension along the melting curve.

Quite frequently, the dependence of the surface tension of critical clusters is treated
not in terms of its dependence on pressure and temperature as expressed by above
given relation but in dependence on the size of the critical clusters or its curvature.
A first relation in this respect has been derived already by Gibbs [8] in application to
condensation. It was advanced later by Tolman [20] resulting in an equation of the
form:

σ(R) = σ∞
1 + 2δ

R

, σ∞ = σ∞(Tm, pm), δ = δ∞(Tm, pm) (12)

Here δ is the Tolman parameter. In accordance with its original definition by
Tolman, it has to be considered as a property of the interface liquid-solid for an
equilibrium coexistence of both phases at a planar interface, i.e., δ = δ∞(Tm, pm) is
a function of melting pressure and temperature, σ = σ∞(Tm, pm) is the value of the
surface tension for the respective state. However, both Gibbs [8] and Tolman [20] did
not consider phase formation caused by variation of temperature but by variation of
pressure. Asmentioned by Tolman: “We shall be concerned with the effect of changes
in radius on surface tension in the case of droplets and vapor composed of a single
substance maintained at some given constant temperature.” Consequently, strictly
speaking, it was not clear so far whether the Tolman equation can be really utilized
at all for the description of melt crystallization if the process is caused by variations
of temperature. This open problem was resolved by us in two recent publications
[7, 19].

It was shown that the Tolman equation can be employed for the description of the
curvature dependence of the surface tension of critical crystallites in one-component
systems if either pressure or temperature is varied. This relation holds also for crys-
tallization in multi-component systems provided the composition and shape of the
critical crystal clusters do not change in dependence on pressure and temperature.
As discussed here earlier this independence of the properties of critical clusters on
pressure and temperature is a basic assumption of CNT. Consequently, employing
basic ideas of CNT, the Tolman equation is a quite appropriate tool for the descrip-
tion of the curvature dependence of the surface tension of critical crystallites if either
pressure or temperature is changed. However, the values of the Tolman parameter
differ for both cases and are given by:

δ(T )
∞ ∼= σ∞

{
1 + γT (Tm, pm)

�hm

}
at p = pm (13)

respectively:
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δ(p)
∞ ∼= σ∞

{
Tm�αp(Tm, pm)

�vm�hm

}
at T = Tm (14)

As shown in [7, 19], these estimates are in good quantitative agreement with data
obtained via a fit of experimental results on steady-state nucleation rates for a variety
of systems. However, as demonstrated there as well, if both temperature and pressure
are varied, then the Tolman equation cannot be employed for the description of the
curvature dependence of the surface tension.

Above relations for the thermodynamic driving force and the surface tension are
formulated here for multi-component systems. For one-component systems, similar
but slightly more precise relations can be derived avoiding one assumption required
in the analysis of multi-component systems (for the details see [19]).

The application of CNT to the description of crystal nucleation shows that the
classical concepts as described above and supplemented by the account of a curvature
dependence of the surface tension allow one an accurate description of nucleation
rates down to temperatures corresponding to the maximum of the steady-state nucle-
ation rates. However, they fail at temperatures lower this maximum. In the next
subsection, we will discuss another topic where a quite similar situation is observed.

2.3 Stress Evolution and Stress Relaxation
and the Crystallization of Glass-Forming Melts

In cooling and/or at variation of pressure, liquids may undergo a glass transition, i.e.,
go over from a liquid to a solid state. This transformation can be expected to have
also a significant effect both on crystal nucleation and growth.

One of the factors affecting crystallization and varying in the course of the glass
transition is connected with the evolution of elastic stresses. This effect of elastic
stresses in crystallization is caused frequently by differences of the specific volumes
in the crystal and liquid phases. While in liquids elastic stresses cannot have any
effect on nucleation due to its fast relaxation, they are expected to occur in the
glass transition region and, in particular, below the glass transition temperature with
magnitudes corresponding to the respective values for phase formation in Hookean
solids. In [21, 22], it was shown for a variety of glass-forming melts that in latter
case elastic stresses may considerably reduce the thermodynamic driving force of
crystallization and even prevent crystallization at all. Itwas demonstrated, in addition,
that such inhibiting nucleation elastic stress effects are considerably smaller near
interfaces giving immediately a new general key to the understanding of the observed
often preferential surface crystallization of glasses.
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Elastic stresses evolving as the result of crystal nucleation and growth are reduced
by relaxationprocesses.Consequently, the proper description of the interplay of stress
evolution and stress relaxation is of outstanding significance for the understanding
of crystal nucleation and growth. An overview of different results in this respect is
given in [6]. Here we concentrate on the effect of the interplay of stress evolution
and stress relaxation in crystal nucleation in the form as advanced first in [23, 24].
Below we present the basic ideas of this approach.

Accounting for the evolution of elastic stresses in crystallization, the change of
the Gibbs free energy is given approximately by:

�G ∼= −V�g + σ A + �(ε), �(ε) = εV (15)

The radius of the critical crystal cluster and the work of critical cluster formation
have then the form:

R = 2σ

�g − ε
, Wc = 16π

3

σ 3

(�g − ε)2
(16)

Accounting in the simplest approach for relaxation via Maxwell’s law (general-
izations are studied in cited papers) with a relaxation time, τR, the change of the total
energy of elastic deformation connected with the formation of a crystal of volume V
in the liquid is given by:

d�(ε)

dt
= − 1

τR
�(ε) + ε0

dV

dt
(17)

Here ε0 describes the parameters for stress evolution in aHookean solid neglecting
stress relaxation. Supplementing this relation by an appropriate expression for the
crystal growth rate, one can then immediately analyze the effect of the interplay of
evolution of elastic stresses and stress relaxation on this process.

However, in application of these ideas to nucleation, an additional question arises:
Howcanone express the rate of growthof a cluster in its approach to the critical cluster
size taking into account that this type of evolution is a stochastic process proceeding
against macroscopic thermodynamic evolution laws. In [23, 24], we suggested to
replace the growth rate via the relation (dV /dt) ≈ (Vc/τ ns) resulting in:

dV

dt
∼= Vc

τns
⇒ d�(ε)

dt
∼= − 1

τR
�(ε) + ε

Vc

τns
(18)

Here τ ns is the so-called time-lag in nucleation [6]. It is a measure of the time
required to establish steady-state nucleation in a system consisting originally only of
monomers. This quantitywas introduced byZeldovich [25] expressing the nucleation
rate in the form:
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J = J0 exp
(
−τns

t

)
exp

(
− Wc

kBT

)
(19)

The solution of Eq. 18 leads the following relation for the parameter ε(nc) being
the result of the interplay of stress evolution and stress relaxation:

ε(nc)

ε0

∼= τR

τns

(
1 − exp

(
τns

τR

))
(20)

Here nc is the number of particles in a critical crystallite. Consequently, the effect
of elastic stresses on crystal nucleation is essentially determined by the parameter θ

= (τ ns/τR).
Employing the standardmodel of aggregation kinetics resulting in Eq. 3, we arrive

at the following relation for the time-lag and the Maxwellian relaxation time:

τns ∼= ω
kBT

σD
n2/3c

∼= ω
ηd0
σ

n2/3c , τR ∼= ηd3
0

kBT
(21)

Here ω is a parameter of the order ω ≈ 1–4 in dependence on the assumptions
made in the derivation of Eq. 21. Equation 21 yields:

θ = τns

τR

∼= ω
kBT

σd2
0

n2/3c (22)

Utilizing the capillarity approximation in the interpretation of experimental data
on crystal nucleation, i.e., assuming that the surface tension is equal to its value for
a planar interface melt-crystal, it turns out that this ratio is of the order θ = (102–
103)nc2/3 [6, 26]. Provided this result would be true, then the relaxation time would
be always much smaller as compared with the time-lag in nucleation and elastic
stress effects would be always eliminated by relaxation. Such kind of behavior is in
conflictwith the general considerations on stress effects in glass transition formulated
above. Moreover, as also already noted, the capillarity approximation leads to severe
problems in application of CNT to crystallization, consequently, it has to bemodified
by a more correct approach involving a curvature dependence of the surface tension.

A detailed analysis shows [13–15] that, accounting for the curvature dependence
of the surface tension, (i) in the range, where elastic stresses may affect nucleation,
the average time of formation of a crystallite is determined by the time-lag, τ ns.
Near to the maximum of the steady-state nucleation rate (correlating widely with the
standard glass transition temperature as defined by Tammann), the ratio θ = (τ ns/τR)
approaches typically values of the order of one. Consequently, elastic stresses may
have an effect on crystal nucleation in highly viscous glass-forming melts.

However, extending the computations to temperatures considerably below the
maximumof the steady-state nucleation rate, the parameter θ = (τ ns/τR) does not tend
to zero. Consequently, utilizingCNTand even accounting for a curvature dependence
of the surface tension, we do not arrive at low temperatures in the interplay of stress
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evolution and relaxation at the limiting case of Hookean solids as we did expect it
from above mentioned general considerations. Obviously, some other factors have
to be accounted for if one would like to obtain the correct limiting behavior. We will
return to this problem here somewhat later.

3 Some Other Topics of Current Interest

Utilizing CNT and the described above methods, several other topics have been
addressed in recent years, in particular, (i) the specification of the location of the
maxima of nucleation and growth rates and the rates of overall crystallization both
for temperature and pressure-induced phase formation [27, 28], (ii) the relevance of
fragility concepts and the glass transition temperature for the understanding of crys-
tallization in glass-forming melts [29], (iii) the effects of decoupling of diffusion and
viscosity on crystallization, in general, and crystal growth, in particular [30], (iv) the
analysis of the relation between the average time of formation of the first supercritical
nucleus, the time-lag in nucleation, and the steady-state nucleation rate [31]. In [27,
28], a set of equations for determining temperature or pressure of themaximumnucle-
ation, growth, and overall crystallization rates of glass-forming liquids is derived and
analyzed. In [29], it is shown that the classical fragility concepts can be of relevance
for the understanding of crystallization only if several severe conditions are fulfilled
which are rarely met. However, a modification of the classical definition of fragility
is shown to turn out to be highly useful in application to crystallization. In addition,
general relations are derived correlating the maximum of the crystal nucleation rate
and the glass transition temperature in its conventional definition as proposed long
ago by Tammann (Tg corresponding to a viscosity 1012 Pa s). In [30], a relation is
derived allowing one to correlate the decoupling temperature with the glass transition
temperature and the fragility of the liquid. All results are confirmed by experimental
data. In [31], general expressions are derived for the description of the correlations
between average time of formation of the first supercritical nucleus, time-lag in
nucleation, and the steady-state nucleation rate. The results have been employed by
us in the proof of the absence of a pseudo-spinodal in melt crystallization performed
in [13–15]. The existence of a pseudo-spinodal in melt crystallization characterized
by intensive nucleation processes was suggested by Kauzmann [11] as a possible
way of resolution of the Kauzmann paradox. It is discussed widely up to now and
was recently even denoted as “another vital concept related to supercooled liquids,
which is not known within the glass research community” [32]. Consequently, the
analysis of this topic and the proof of the absence of such pseudo-spinodal curve
with the properties assigned to it by Kauzmann are not merely of historical interest.
The results obtained in [31] have been employed also in the analysis of the interplay
between stress development and stress relaxation in crystallization of highly viscous
glass-forming melts. In particular, it gives a confirmation of the basic assumption,
Eq. 18, utilized in the analysis of the interplay of stress evolution and stress relaxation.
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Thepresent subsectionwewould like to completewith the brief analysis of another
question posed byAdrjanowicz et al. [33, 34] and, as far aswe know, not having found
a definite answer so far. Adrjanowicz et al. [33, 34] made a variety of efforts to study
so-called by them isochronal crystallization. By definition, this notation describes
the procedure of varying pressure and temperature in such a way that the viscosity
remains constant. This approach is a modification of a method used widely in the
analysis of crystal nucleation where by measuring both steady-state nucleation rates
and the time-lag, kinetic coefficients can be eliminated in the theoretical analysis of
nucleation processes (see, e.g., [16]). In the analysis, it has been found by mentioned
authors that for such type of variation of the external control parameters (temperature
and pressure) the thermodynamic driving force remains nearly constant. We would
like to sketch here how this problem can be understood in terms of CNT.

Indeed, in accordance with the definition of isochronal crystallization, the varia-
tion of viscosity caused by the change of temperature and pressure in such process
is equal to zero, i.e.:

dη =
(
dη

dT

)

p

dT +
(
dη

dp

)

T

dp = 0 (23)

It follows that any change of temperature is accompanied by a change of pressure
given by:

dp

dT

∣
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)

T

(24)

The change of the thermodynamic driving force of crystallization in such
isochronal processes is given then by:
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With Eq. 24, we obtain:
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As the rule, the following inequalities hold [35]:
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It follows that the two terms in the right-hand side of Eq. 26 are of different signs.
Utilizing in addition the relation [36]:

(
dη

dp

)

T

= −κT (T, p)

αT (T, p

(
dη

dT

)

p

(28)

we obtain with Eq. 6:

d�g
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∣∣∣
∣
isochronal

= −�hm
Tm

+ �vm
κT (T, p)

αT p(T, p)
(29)

Consequently, if for the systems under consideration Eq. 29 yields values of the
derivative nearly equal to zero, the mentioned result posed by Adrjanowicz et al. [33,
34] is easily understandable in terms of CNT and does not require any assumptions
going beyond it. A detailed analysis of this topic in application to the systems studied
by mentioned authors we consider as highly interesting.

4 Beyond Classical Nucleation Theory: Some Possible
Directions of Its Further Development

In order to describe quantitatively correctly experimental data in the whole range
of pressure and temperature, several generalizations of classical concepts have been
advanced like the decoupling of diffusion and viscosity (or relaxation), the effect of
the size of the “structural units” on crystallization, the possible effect of heteroge-
neous structure of glass-forming liquids on crystal nucleation, the account of devia-
tions of the properties of critical clusters from the properties of the newly evolving
stable or metastable macroscopic phases, the account of deviations of the state of
the glass-forming melt frommetastable equilibrium states. In the present section, we
will discuss some of them in more detail.

4.1 Properties of Critical Clusters Versus Properties
of the Newly Evolving Macroscopic Phases

One of the basic assumptions of CNT supported by Gibbs’ theory consists of the
assumed independence of the properties of critical clusters on the degree of deviation
from equilibrium. This assumption is in a variety of cases in conflict with alternative
theoretical approaches like density functional computations, computer simulations,
and experimental data [37, 38]. It has been questioned immediately after the formu-
lation of CNT and attempted to be overcome inside the framework of Gibbs theory
(Scheil, Hobstetter, see [6, 39, 40]). This critique finally led then to the rediscovery of
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density functional approaches of determination of the properties of critical clusters
by methods originally developed by van der Waals. As it turned out, the proper-
ties of critical clusters and the size of the critical clusters as determined via density
functional computations first by Hillert, Cahn, and Hilliard are quite different as
compared to the results obtained via the classical Gibbs method. Consequently, the
problem arises which of the theories is correct and which one has to be abandoned,
respectively, generalized.

This problem in the theoretical description can be overcome by generalizing the
classical Gibbs’ approach as performed by us in the last two decades [6, 18, 41,
42]. Utilizing the generalized Gibbs approach the thermodynamic driving force of
crystallization is given instead of Eq. 5 by:

pα − pβ = �g
(
Tα, pα, {xiα}; Tβ, pβ,

{
xiβ

})
(30)

The properties of the critical clusters can be determined in this approach by rela-
tions similar to Eq. 4, however, being of much more complex form. It requires,
in addition to Eq. 3, expressions for the dependence of the surface tension on the
state parameters of both coexisting phases. By this reason, the possibility of appli-
cation of the generalized Gibbs approach to a detailed quantitative description of
crystallization has been opened only recently with the development of expressions
for the surface tension utilizing the Stefan-Skapski-Turnbull as formulated first in
[17]. However, already the assumption that the critical crystallites have different as
compared to themacroscopic phases bulk properties allowedus to resolve a number of
problems in the interpretation of experimental which were not possible to understand
in terms of CNT [8, 37, 38].

The generalized Gibbs approach has been employed widely so far by us to the
interpretation of nucleation and growth processes in condensation and boiling and of
segregation in multi-components solutions. It demonstrates that composition and (in
application to crystal nucleation) the shape of the critical crystal clusters may depend
significantly on the degree of metastability caused by variations of pressure and/or
temperature. As shown the results obtained via the generalized Gibbs approach are in
full agreement with predictions of density functional computations. In particular, it is
shown that nucleation for segregation in solutions does not proceed via the classical
scenario but via a scenario resembling widely spinodal decomposition processes. In
addition, it has been proven that the classical Gibbs method involving the capillarity
approximation overestimates the work of critical cluster formation and underesti-
mates the values of the steady-state nucleation rate [41]. Indeed, once there is an
additional freedom in the choice of the bulk properties of critical crystallites, they
will be selected in such a way as to result in the lowest possible values of the work of
critical cluster formation. This idea was the starting point in the development of the
generalized Gibbs approach [6]. Consequently, the proper account of such depen-
dence of the critical cluster properties on the degree of metastability of the liquid
can be considered as one perspective direction of future development of the theory
of crystallization [18, 43, 44]. In advance to such development, we could recom-
mend always to check whether different models of crystal nucleation really refer to
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properties of critical clusters as described in terms of Gibbs theory, Eq. 4, or are
governed by more advanced relations. Such analysis could supply us possibly with
additional suggestions concerning the applicability of CNT, respectively, its limits
in application to crystal nucleation.

4.2 Interplay of Crystallization and Glass Transition

Deviations of the properties of critical clusters as compared with the properties of
the evolving macroscopic phases can be found frequently in different types of phase
transformation processes. Going beyond such general type of behavior, crystalliza-
tion is characterized by an additional particular feature which may be denoted as
interplay of crystallization and glass transition. Here a variety of problems can be
distinguished [45], we will concentrate on only some of them. As the starting point,
we take an experimental fact observed first around 1980 [46] which turned out in the
course of subsequent studies to be a very general phenomenon, an unexpected type
of dependence of the work of critical cluster formation on temperature [16, 18, 44].

Mentioned result is found based on measurements of both steady-state nucleation
rate and time-lag in nucleation. The time-lag can be described theoretically in terms
of CNT by Eq. 21. Utilizing this relation, one can replace it in the pre-exponential
term in Eq. 3 diffusion coefficient or viscosity by the time-lag. Having at one’s
disposal both parameters, steady-state nucleation rate, and time-lag data, one can
then determine via Eq. 2 how the work of critical cluster formation depends on
temperature (or pressure if the respective measurements will be performed). In line
with CNT, it decreases with decreasing temperature starting at themelting or liquidus
temperature but this decrease is observed only down to temperatures corresponding to
the maximum of the steady-state nucleation rate (or the conventional glass transition
temperature). With a further decrease of temperature, the work of critical cluster
formation increases then again in contradiction to expectations based on CNT.

In [46], such behavior was interpreted originally as a consequence of a similar
temperature dependence of the surface tension. This interpretation is followed by
some authors till nowbut can be hardly given a foundation in terms ofGibbs’ classical
theory of capillarity [16–18]. In addition, it contradicts a variety of measurements
showing a decrease of the latent heat of melting with the size of the crystallites and
general rules like the principle of leChatelier-Braun:With an increase of the degree of
metastability, the surface tension is expected to decrease to favor nucleation processes
counteracting the mentioned increase of the level of deviation from equilibrium.

For this reason, other factors have been analyzed with respect to the question
whether they allow one to interpret the described above behavior. In a first such
attempt [16], it was checked whether elastic stresses evolving as the result of critical
cluster formation may be responsible for the observed increase of the work of critical
cluster formation.Utilizing the theoretical concepts derived in terms ofCNTsketched
briefly here earlier it turns out that stresses do have an effect but it is not sufficient
for an explanation of the experimental data. In a next study [47], in order to reconcile
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experimental data and CNT, we assumed an increase of the size, d0, of the structural
units that control nucleation with decreasing temperature for temperatures below the
nucleation rate maximum, T < Tmax. This hypothesis was tested for several glass-
forming liquids, where crystal formation proceeds by bulk homogeneous nucleation.
It can explain also the temperature dependence of the nucleation rate in the range
T < Tmax, where the description of nucleation rate by CNT drastically fails. The
size of the structural units can be correlated either with the size of the cooperatively
rearranging regions (CRR) or connected with an effective size parameter, accounting
for corrections in the theoretical treatment of the kinetics of aggregation in multi-
component systems via a quasi-one-dimensional description.

In a third approach [48], a model for the description of crystal nucleation is
proposed incorporating into classical nucleation theory concepts of spatial hetero-
geneity of glass-forming liquids. It is assumed that nucleation processesmay proceed
with detectable rates only in liquid-like (soft) regions and are suppressed in solid-
like (rigid) parts. Determining appropriately the fraction of liquid-like, respectively,
solid-like regions in dependence on temperature, this approach allows one to achieve
a satisfactory agreement between classical nucleation theory and experiment not
only at relatively high temperatures but also at temperatures lower than that of the
nucleation rate maximum. The model was tested successfully on several silicate and
polymer glasses revealing homogeneous volume nucleation. Some other phenomena
in the interplay of crystallization andglass transition are also discussed in this analysis
giving an independent verification of the validity of our basic assumption.

But there exists also another feature, we consider as so far not appropriately incor-
porated into the theoretical description of crystallization if one would like to account
appropriately for the interplay of crystal phase formation and glass transition. In the
analysis of the theoretical description of stress development and stress relaxation it
has been shown by us that the effect of elastic stresses on crystal nucleation depends
basically on the ratio of the time-lag, the time to establish steady-state conditions
in nucleation, and the Maxwellian relaxation time. For liquids, this ratio has to be
consequently large to prevent the effect of elastic stresses. For glasses as frozen-in
liquids, the opposite situation should be fulfilled, i.e., this ratio should tend to zero in
order to obtain in the theory the limiting cases of a Hookean solid as a special limiting
case. Accounting for a curvature dependence of the surface tension we arrived at the
conclusion that near to the conventional glass transition temperature (corresponding
to a viscosity 1012 Pa s) this ratio is of the order of one and has to tend to zero below
the glass transition temperature.

However, once this is the case, another problemarises. InCNT, the thermodynamic
driving force is computed as the difference between the bulk states of the system both
in the crystalline states and the metastable liquid. As already mentioned, the critical
crystal cluster may have, however, different properties as compared to the respective
macroscopic crystal phase. But, in addition, once the mentioned ratio tends to zero,
the initial state of the liquid will not refer to the metastable equilibrium state but to
a particular non-equilibrium state realized in the course of cooling. Both the ther-
modynamic driving force for crystal nucleation and the surface tension will depend
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on such cases also on the degree of deviation of the liquid state from the respec-
tive metastable equilibrium state. The principal features how such dependence can
be incorporated into the theory have been described in [49–51]. However, its imple-
mentation as a regular tool into the theory of crystal nucleation and growth is very far
from a comprehensive realization. Accounting for the dependence of the relaxation
time on the structural order parameter, in [50, 51] a possible origin of stretched expo-
nential relaxation was described. In addition, it is shown that particular relaxation
mechanisms distinguished already by Kauzmann [11] and recently reconfirmed to
be of particular significance for dielectric relaxation can be explained in such model
terms. Some more information and the discussion of some other topics related to
crystallization of oxide glasses can be found in monographs [5, 6] and reviews [40,
52]. A detailed theoretical analysis of the effects of interplay of deviations of the
liquid from metastable equilibrium and stress development and stress relaxation in
crystal nucleation is presently in preparation.

5 Polymer Crystallization: Some Specific Features

Above described spectrumof achievements and problems is of interest independently
on the particular system where crystallization is studied. Some specific problems of
polymer crystallization will be described below. Generally, also polymer crystal-
lization can be subdivided in primary nucleation and growth, similar to the systems
described above. But due to the chain structure of the polymer molecules, partic-
ular situations exist for nucleation, growth, and for the crystalline morphologies
developing.

From a thermodynamic point of view, the equilibrium configuration of a polymer
chain in the crystalline state should be the extended chain. Commonly, this configu-
ration is not realized for long-chain polymers because of entropic penalties. Polymer
crystals generally represent non-equilibrium states usually referred to as folded chain
crystals [53–56]. Only crystals containing fully stretched chains can be regarded as an
equilibrium thermodynamic state. The occurrence of non-equilibrium folded states
has its origin in the high internal conformational entropy of individual chains in
the melt. Sommer et al. [57] made an estimate for the time needed to create a fully
stretched chain made of 100 monomers by spontaneous fluctuations. The required
time of 1058 s is obviously behind any practical relevance. As a consequence of chain
folding lamellar, plate-like crystals with thickness of the order of 10 nm and lateral
dimensions up to several ten µm are often formed. The lamellae are further arranged
in lamellae stacks where the crystals are separated by amorphous layers of a few nm
thickness and the stacks may form 100 µm sized spherulites.

Regarding the dielectric relaxation behavior, the lamellae stack morphology is
of particular interest. Lamellae stacks comprise crystalline lamellae and amorphous
layers in between [58]. The amorphous layer is often subdivided into a fraction
participating in the segmental relaxation (glass transition) and another fraction not
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participating in segmental relaxation even if is non-crystalline. The latter is called
rigid amorphous fraction (RAF) [59, 60]. The RAF does not contribute to the glass
transition (segmental relaxation) but to the secondary relaxations like the ß-relaxation
in polyethylene terephthalate [61].

Primary crystal nucleation in polymers shows somepeculiarities as described, e.g.,
byMuthukumar [62]. Along one polymer chain (onemolecule) several crystal nuclei
may evolve. Due to their coupling through the polymer chain, these nuclei are not
independent and there will be some competition between them.With the introduction
of fast scanning calorimetry (FSC) [63] detailed kinetic studies of homogeneous
nucleation in many polymers became feasible [38] and the often resulting nodular
morphology (crystal size in the order of 10 nm) became accessible for relaxation
studies [64].

Until now, there is a strong controversy regarding the question on how a polymer
crystal lamella is growing. Several models were proposed. An early, widely applied
model is theHoffman-Lauritzen theory of polymer crystallization [65]. Nevertheless,
the Hoffman-Lauritzen approach was frequently challenged and several competing
theories were developed (for recent reviews see references [55–57, 66–70]). Conse-
quently, also in this respect a broad spectrum of problems remains not finally
settled.

6 Concluding Remarks

Once one is dealing with the theory of different phenomena in nature, one has also
to realize for which purposes the respective analysis is made. The basic desire of
experimenters attempting to apply the theory is that the theory should be as simple
as possible. In contrast, theoreticians always recognize a variety of effects which
may also be of importance tending to advance the theory making it more and more
complex and, consequently, harder to apply. Albert Einstein suggested to make a
compromise in this connection proposing that “everything should be done as simple
as possible but not simpler”. A foundation of the possibility to proceed in such way
was also given by him stating “subtle is the Lord but malicious he is not”. With
respect to the description of crystallization, CNT with its basic assumptions and
its development in different directions can be considered possibly as a realization
of such compromise. However, thinking once again about these problems Einstein
revised his opinion: “I have thought about once again. Quite it could be that God
is malicious”. Consequently, not the theoreticians are responsible for the trouble
they sometimes cause the experimenters demanding and trying to advance a variety
of partly principal improvements of CNT. Hopefully, these developments can be
brought into a form similarly tractable in application to experiment as CNT provides
it now but at a higher level.
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High-Pressure Crystallization
of Glass-Forming Liquids at Varying
Thermodynamic Conditions

Karolina Adrjanowicz

Abstract A liquid is called “glass-forming” when it can avoid crystallization
on cooling and become a disordered solid called a glass. Glasses have unique
properties and highly promising applications. However, it is a longstanding open
scientific question what makes a liquid crystallize easily in one case, and form a
stable glass in another. This research focuses on the crystallization tendency of
glass-forming liquids and effective ways of tuning it. To provide a new insight
into the crystallization phenomenon, we have taken full advantage of the fact
that a phase space for every system is not one- but two-dimensional. There-
fore, temperature T and pressure p are used as two independent thermody-
namic variables to control and affect the crystallization outcome. The scientific
target was to give an insight into the crystallization phenomenon at a funda-
mental level. To do so, experimental studies at varying thermodynamic condi-
tions were carried out with the use of dielectric spectroscopy. This includes (i)
a pioneering approach which allows to separately control molecular mobility
and thermodynamic driving force towards crystallization, (ii) development of the
time-pressure-transformation (TPT) and continuous-decompression-transformation
(CDT) diagrams as the pressure analogs for time-temperature-transformation (TTT)
and continuous-heating-transformation (CHT) diagrams which can be used to
describe crystallization/vitrification tendencies of the molecular systems under non-
isothermal or non-isobaric conditions, (iii) investigation on the effect of path depen-
dence and (iv) enantiomeric composition on the crystallization tendency of the
glass-forming liquids. The results gained from this study are of great scientific
and practical importance. First, they improve our knowledge on the crystalliza-
tion behavior of molecular glass-forming systems under varying thermodynamic
conditions and second, demonstrate effective strategies which can be used to
control/modify the crystallization outcome by ably control of T and p when moving
through the phase diagram.
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Abbreviations

τα α-Relaxation time
n Avrami parameter
CNT Classical nucleation theory
t1/2 Crystallization half-time
k Crystallization rate constant
CDT diagram Continuous-decompression-transformation diagram
CHT diagram Continuous-heating-transformation diagram
�T Degree of undercooling (Tm−T )
DS Dielectric spectroscopy
Tg Glass transition temperature
U Growth rate
tind Induction time
σ Liquid/crystal interface energy
Tm Melting temperature
ε ′N Normalized dielectric permittivity
I Nucleation rate
p Pressure
PC Propylene carbonate
T Temperature
τ # The nucleation time lag
�μ Thermodynamic driving force towards crystallization
TPT diagram Time-pressure-transformation diagram
TTT diagram Time-temperature-transformation diagram

1 Introduction

When a liquid is cooled below the melting temperature, it will solidify and form a
crystal of a regular, well-defined array of atoms/molecules. However, sometimes it
can be also supercooled and with lowering temperature further it enters the glassy
state. The liquid is metastable in the supercooled regime and tends to crystallize. This
is a fundamental problem which scientists have to deal with for decades, particularly
if they want to focus on the glass transition phenomenon or the practical advantages
given by the glassy state [1–3]. Since crystallization and glass-formation are two
sides of the same coin, by understanding what governs crystallization in supercooled
liquids, we can learn how to make good glass-formers.
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Formation of the crystalline phase is of great interest from both, scientific point
of view and technological applications. Crystallization underlies natural phenomena
such as biomineralization, honey granulation, natural rocks, and cave calcites
creation. On the other hand, artificial crystallization has been applied in various
areas of science and industrial processing for chemical synthesis, purification, and
selective fabrication of organic as well as inorganic materials with preferable physic-
ochemical features. Because of the fundamental significance, the interest in the crys-
tallization last endlessly for decades and continues to excite a large spectrum of
research activities [4–7].

Crystallization is essentially well studied, but not necessarily well-understood
phenomenon. Surprisingly, despite years of intensive studies, there are numerous
aspects related to the crystallization process which are being poorly recognized or
still intriguing in their nature. For example, it is by no means easy to understand
why some of the liquids are not prone to crystallize on cooling (even if a very slow
cooling rate is applied), whereas undercooling of the other ones require a tremen-
dous effort [8, 9]. Some of the glassy materials can be physically stable for years,
while the other ones recrystallize within a few minutes or hours. A complete and
consistent description of the glass transition and crystallization phenomena consti-
tute an enormous challenge in the field of modern condensed matter physics. This
includes for example explanation why on approaching the glass transition relatively
small changes in temperature affect the dynamic features of supercooled liquids
(viscosity, relaxation time or diffusion coefficient) by several orders of magnitude
[10–12]. There have been efforts in both, theory and experiment to provide a physical
understanding of the vitrification process which is predominantly discussed in the
context of its intimate link to crystallization [13]. Recent studies have also revealed
that the formation of the nuclei might follow a two-step mechanism, which in many
cases accounts better for the experimentally determined kinetic dependencies than
the predictions of the classical theory [14, 15].

There is a tremendous interest in manipulating and controlling crystallization
behavior of complex systems (i.e., supercooled liquids, polymer melts, liquid crys-
tals or bio-fluids) which is an important aspect in the field of material physics,
chemical engineering, food, and pharmaceutical developments. For example, in the
pharmaceutical formulation, the disordered phase is usually more preferable than
crystalline one because of improved solubility and bioavailability [16]. However,
this can be difficult to achieve as thermodynamic instability prompt the amorphous
system to spontaneous recrystallization beginning just after a few hours, days, or
months after preparation. In some other cases, it is highly desirable to control in a
selective way formation of different polymorphic forms of the same compound as to
be able to affect its solid-state features (stability, dissolution rate, biological activity,
optical, and mechanical properties) [17, 18]. Because of that reason identification
and understanding, the critical factors that can influence the crystallization progress
are of great practical importance.

One of the most interesting strategies that can be employed to modify the crys-
tallization behavior of glass-forming liquids is compression. Experimental studies
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carried out on increased pressure have revealed that the physical and chemical prop-
erties of matter may drastically change when subjected to increased pressure. At
high pressure, it is possible to achieve organic and inorganic materials with inter-
esting physicochemical properties, sometimes not attainable by any other experi-
mental attempt performed at atmospheric pressure [19–26]. For example, except the
pressure-induced polymorphic transformation [27], one of the most thrilling theo-
retically predicted applications of hydrostatic pressure is spontaneous enantiomers
separation from the racemic crystal above certain pressure [28]. For that reason, high-
pressure studies are the source of unique information about different phenomena or
processes of fundamental importance in science and technology. On increased pres-
sure, we can expect spectacular changes in the molecular packing and the character
of the intermolecular interactions. This has a critical effect on the dynamic and ther-
modynamic properties, as well as the physicochemical stability of glass-forming
materials. Thus, it has been suggested to be a very promising parameter that controls
the crystallization tendency of glass-forming liquids [29]. On the other hand, we all
know that crystallization is a very complex phenomenon influenced by many factors
at the same time. Control over all of them is difficult, if not impossible. Therefore,
introducing pressure as another thermodynamic variable to control brings up an
additional parameter that potentially makes an in-depth understanding of the prin-
ciple aspects related to crystallization mechanism and its characteristics far more
challenging.

In the field of crystallization carried out under high-pressure conditions, a lot of
work has been already reported for inorganic materials [20, 27, 30–33]. Most of them
have been carried out to understand changes in the morphology, crystalline structure,
and the phase diagram rather than the crystallization kinetics. On the other hand, the
importance of such information is critical to control the properties of the newly
evolving phases, especially in industrial processing when most of the processes are
carried out under varying temperature and pressure conditions.

Study the effect of pressure on crystallization propensity or structural transfor-
mation of minerals or silica glasses has attracted considerable attention because
of its importance in material science and geophysics [34–36]. Compression has
been also used to induce crystallization of molecular liquids or polymers, espe-
cially reaching very high degrees of crystallinity [19], obtaining crystal morphology
of desired features [37] or accelerating the crystallization rate [38, 39]. However, the
exact effect of pressure on the crystallization of glass-forming materials is somewhat
unclear. For example, for the low-molecular-weight glass-forming liquid triphenyl
phosphite (TPP) it has been observed that compression inhibit crystallization [40].
Likewise, increased pressure was found to retard crystal growth of cordierite glass
and increase the nucleation time [41]. In contrast, some other reports demonstrate
that compression induces crystallization and facilitates its progress. Just to mention
that crystallization rate of amorphous Si at pressures up to few GPa can be enhanced
by a factor of 10 over that at atmospheric pressure [31, 42]. These contrasting exam-
ples point out that our knowledge about the effect of pressure on the crystallization
of glass-forming materials is still very incomplete. This can be related to the fact that
most of the high-pressure researchdevoted to crystallization is performedat randomly
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selected combinations of temperature and pressure without taking into account the
relative impact of the fundamental factors governing its progress (molecular mobility
and thermodynamic) at any given (T, p) conditions. On the other hand, one should
also remember that in experimental reality it is not so easy to explore the T-p (T-ρ)
phase diagram. This, in turn, is amajor impediment in the case ofmany commercially
available high-pressure setups.

1.1 General Information About the Crystallization

The crystallization process itself involves two steps: nucleation, i.e., the formation
of a crystal nucleus big enough to grow, and the subsequent growth of the nucleus
into a proper crystal phase. According to the classical theory [43–45] to provide
complete information about the overall crystallization progress of a glass-forming
liquid at any given (T, p) condition it is necessary to describe three basic parameters:
nucleation rate I, crystal growth rate U and the nucleation time lag, τ # . The first
attempt to describe changes in the rates of nucleation and crystal growth caused
by pressure variations were carried out by Turnbull and coworkers [30, 32, 46].
However, that time as due to a limited number of the experimental results a more
elaborate characteristics of the crystallization processes in dependence on pressure
was not possible. Later, as more experimental data showed up, an attempt to provide
a generalized theoretical description of the crystallization process carried out in the
presence of increased pressure was developed by Gutzow et al. [36] and Schmelzer
et al. [33, 34, 47, 48].

The general expression for the nucleation rate I, defined as the number of nuclei
formed per volume unit per unit of time, is [36, 49, 50, 51]:

I (T, p) = C1 exp

(
−W ∗(T, p)

kBT

)
exp

(
−�GD(T, p)

kBT

)
(1)

whereW* and�GD define thermodynamic and kinetic barriers to nucleation, respec-
tively.W* is thework required to formcritical nuclei, whereas�GD is often discussed
in terms of an effective diffusion coefficient (D), related to the viscosity (η) via the
Stokes–Einstein relation (D = kBT/6πrη) or then α-relaxation time via Debye–
Stokes–Einstein relation (τ−1

α = kBT/8πr3η). Of course, this requires to assume
that the relationship between D-η (and D-τα) remains unchanged by temperature
and pressure.

The growth rateU describes the increase of the characteristic crystal size per unit
of time and can be expressed as:

U (T, p) = C2

[
1 − exp

(
−�G(T, p)

kBT

)]
exp

(
−�E(T, p)

kBT

)
(2)
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where�E and�G are kinetic and thermodynamic barriers to crystal growth, respec-
tively. Same like�GD,�E is also related to the diffusion coefficient or the viscosity.
The value of the thermodynamic driving force for the growth of crystals �G can
be replaced by �μ, i.e., the difference between chemical potentials of liquid and
crystalline phases [52]. C1, C2 and C3 are constants.

The nucleation time lag is defined as:

τ#(T, p) =
(
C3

σ(T, p)

�μ2(T, p)

)[
exp

(
−�GD(T, p)

kBT

)]
(3)

where σ is the liquid/crystal interface energy.
Without going much into the details, we draw the reader’s attention to the fact that

abovementioned equations are both composed of the two parts. In each of them, the
first term refers to the thermodynamic factor of crystallization, whereas the second
one to the kinetic factor. Broadly speaking one distinguishes between two effects
governing crystallization: (1) the thermodynamic driving force, “howmuch themate-
rials want to crystallize”; this depends among other things, on how far the system
below the melting point is, and (2) the kinetic factor: “how quickly can molecules
move/rearrange into the right position to form a critical nucleus and make it grow”.
Both factors have, in fact, the opposite effect on the crystallization kinetics. At p
= const., the exponential terms related to the thermodynamic factor act in such a
way that on decreasing temperature of the melt they are responsible for increasing
nucleation and growth rates (Eqs. 1 and 2). At the same time, the exponential terms
describing the kinetic factor are responsible for slowing down the molecular move-
ments which can result in halting down the crystallization progress. In Fig. 1 we
demonstrate the typical behavior of thermodynamic driving force towards crystal-
lization �μ and characteristic α-relaxation time when lowering the temperature. As
can be seen, with increasing the degree of undercooling (i.e., the distance from the
melting temperature Tm) �μ increases, while the molecular movements slow down
(τα increases). Thus, the overall crystallization outcome depends on the interplay
between kinetic and thermodynamic and can be entirely modified if one term gets
dominance over another one. As a result, crystallization of supercooled liquid will

Fig. 1 Schematic evolution
of the thermodynamic
driving force towards
crystallization �μ and
characteristic α-relaxation
time when lowering the
temperature of the melt
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slow down or accelerate. Regrettably, in experimental studies, it is extremely diffi-
cult, if not impossible, to control and separate the individual contributions coming
from the kinetic and thermodynamic factors. Therefore, we are still missing some
key information related to the crystal formation allowing us to make use of it in a
fully aware manner.

In contrast to α-relaxation time, �μ cannot be measured directly. At most, it can
be calculated from volumetric and calorimetric data with the use of the following
expression:

�μ(T, p) = −
T∫

Tm (0)

�S(T, p)dT +
p∫

p0

�V (Tm(0), p)dp (4)

where �V = V liq − V cry (in cm3/g) and �S = Sliq − Scry [in J/(K g)] are the
differences in the specific volumes and entropies of the liquid and crystalline states,
respectively. Thus, calorimetric and volumetric data are required to determine the
T-p evolution of the thermodynamic driving force towards a crystallization. Values
of �S(T, P) can be estimated with the use of the following formula:

�S(T, P) =
T∫

TK (P)

�Cp(T, P)

T
dT (5)

where�Cp is the difference in the specific heat between liquid and crystalline phases
(or the glassy state, if needed). The temperature TK in the integration limit is Kauz-
mann temperature. It can be estimated on the basis of Vogel temperature T 0, obtained
from the fitting of the isobaric τα(T ) dependences with the use of Vogel–Fulcher–
Tammann equation (VFT). Since high-pressure calorimetric data are not available in
many cases,�Cp (T, p) values can be estimated from the heat capacitymeasurements
at ambient pressure �Cp (T, p0) and pressure–volume–temperature (PVT) data by
using Maxwell’s thermodynamic relations:

�cp(T, p) = �cp(T, p0) − T

p∫
p0

(
∂2V

∂T 2

)
dp (6)

where �cp(T, p0) = a ∗ T + b.
The rates of nucleation and crystal growth form characteristic bell-shaped curves

with the maxima located within the melting temperature Tm and the glass transition
temperature Tg, see Fig. 2. Depending on the intensity and the extent of overlap of
both curves we can determine good or bad glass-forming ability on cooling from
the melt so as when reheating the material from the glassy state. For example, when
nucleation and growth maxima are well-separated from each other crystallization
can be omitted on cooling. However, on subsequent heating from the glassy state
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Fig. 2 Schematic evolution
of the temperature
dependences of the
nucleation and crystal
growth rates

recrystallization takes place inmany cases, as the nucleation process ismore effective
near Tg.

The classical theory of nucleation (CNT) and crystal growth models are often
criticized for numerous approximations and large discrepancies between the rates
obtained from the experimental study and that predicted theoretically. The most
important simplification is assuming that the crystal nuclei retain the same prop-
erties as the macroscopic crystal, so follows the same description in terms of the
thermodynamics. For deeply supercooled liquids, it has been also observed that in
contrast to the classical description the kinetic barrier for crystallization is not similar
to that for the diffusion process. Hence, crystallization can take place in “diffusion-
less” controlled manner [53, 54]. Despite some of these limitations, the classical
description of the nucleation and crystal growth still serves as a guiding picture of
the crystal formation, and a good starting point to understand and analyze the effect
of high-pressure on crystallization tendency of glass-forming liquids.

1.2 Experimental Methods to Study Crystallization
on Increased Pressure

To study crystallization, a variety of different experimental techniques can be used. If
the structural properties of the crystalline materials are of prime importance, diffrac-
tion techniques (X-ray or neutron) are irreplaceable. On the other hand, when the
research interest is on the analysis of the crystallization kinetics, detecting phase
transformation or glass transition event a more useful and convenient technique
is differential scanning calorimetry. Due to its simplicity and high sensitivity in
detecting numerous phase transformations, it is widely used for scientific, technical,
and industrial purposes. However, among other methods which are very effective
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to characterize especially dynamics aspects related to the glass-formation and crys-
tallization, dielectric spectroscopy emerges as a highly promising experimental tool
[44].

The principle idea of the dielectric relaxation relies on the interactions of the
molecules possessing a permanent dipole moment with an external electric field.
When a time-dependent electric field is applied it causes polarization of the dielec-
tric material and by following time-dependent changes in the relaxation function one
gets information on certain molecular movements in the sample. Dielectric spec-
troscopy is a very powerful tool to study the molecular dynamics of supercooled
liquids and glasses in the broad range of characteristic relaxation times and temper-
ature. It can also be used to detect phase transitions (e.g., in liquid crystals) and
follow the kinetics of the different processes (e.g., crystallization, polymerization,
mutarotation, isomerization, physical aging, etc.). In this chapter, dielectric studies
of crystallization are of primary importance. Therefore, we will limit further discus-
sion only to those aspects of the dielectric response in glass-forming systems that
are related only to the crystallization event. For more detailed information on the
dielectric spectroscopy and its applicability in diverse fields of science and industry
the readers are referred to more specialized literature, e.g., [55–59].

In Fig. 3, we demonstrate typical dielectric response recorded for a glass-forming
liquid at some certain, fixed, temperature and pressure conditions. Panel (a) refers to
the real part while (b) to the imaginary part of the dielectric permittivity. The pres-
ence of the α-relaxation process—associated with cooperative movements of the
molecules—is signified in the dielectric spectra as a characteristic step in frequency
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Fig. 3 Time evolution of the real a and imaginary b parts of the dielectric permittivity for a typical
glass-forming liquid at a given (T, p) conditions as due to crystallization. The inset shows normalized
dielectric constant εN ′ as a function of crystallization time
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dispersion (ε′) and the loss peak (ε′′). When crystallization takes place, the dielectric
response of glass-forming liquids changes with time. As can be seen, in the real part
of the dielectric permittivity we observe a decrease of the static permittivity incre-
ment, while in the imaginary part the same situation is reflected by a gradual drop of
the α-peak intensity. The decrease of the dielectric strength with time indicates that
the number of reorientating dipoles is drastically reduced as crystallization proceeds.
In the liquid phase, reorientational movements of the molecules are freed, while in
the crystalline phase restricted. Thus, we can use this very useful feature to follow the
crystallization kinetics of the glass-forming systems with the use of dielectric spec-
troscopy. The idea relies, however, on the assumption that the total dipole moment is
associated with a molecule as a whole. In such a case, changes recorded in the loss
spectra during crystallization can be assumed to give equivalent information about
the kinetics of the transformation as that obtained from the diffractionmeasurements.
This might not be essentially true for more complex systems like polymers for which
the dipole moment might be attached to the skeletal bonds or located only in some
flexible side groups.

Changes occurring in the static permittivity can be used to follow crystallization
kinetics after normalization according to the following formula:

ε′N (t) =
(
ε′
initial − ε′(t)

)
(
ε′
initial − ε′

final

) (7)

where ε′
initial and ε′

final are the initial and final values of the real part of dielectric
permittivity at selected frequency taken from the low-frequency (static) regime. For
imaginary part of the dielectric permittivity, the ongoing changes as due to crys-
tallization can be followed by analyzing the intensity of the α-relaxation peak. Its
complete disappearance and a flat signal, as demonstrated in Fig. 3b, points out for
complete crystallization of the sample (as reorientational movements in crystals are
not possible anymore). The exemplary of the normalized curve plotted versus time is
shown in the inset of Fig. 3. In such a case, the two limiting values –0 and 1—refers
to 0 and 100% crystallinity. To determine the rate of crystallization the normalized
dielectric data are fitted using Avrami equation [60]:

ε′
N (t) = 1 − exp

(−ktn
)

(8)

where n is the Avrami exponent, and k is the crystallization constant rate related
to nucleation I and growth U rates via the relation k = IUn−1. In turn, the Avrami
parameter depends on the growth mechanisms and crystal shape. It typically varies
within 1–4. Solid red lines presented in the insets of Fig. 3b are the best fits of the
experimental data to the Avrami equation. It should be noted that the values of k
calculated using Eq. 8 are given as seconds to the power of (−n). Therefore, to have
the crystallization rates presented in more practically meaningful units, i.e., s−1, the
values obtained from Eq. 8 should be corrected by the value of the Avrami parameter.



High-Pressure Crystallization of Glass-Forming Liquids … 33

Fig. 4 Evolution of the
crystallization rate k as a
function of temperature for
different glass-forming
liquids, determined based on
dielectric studies carried out
at atmospheric pressure
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If the same procedure, like that described above, is then used to analyze crys-
tallization kinetics at a different temperature or pressure conditions. Once can get
information on the intensity and location of the maximum crystallization rate with
respect to the melting or glass transition temperatures for a given compound. Then,
obtained crystallization rate curves can be used to compare crystallization tendencies
within different groups of glass-forming liquids, as presented in Fig. 4.

The advantage of the dielectric spectroscopy in comparison to other experimental
techniques used to follow crystallization is relative ease to adapt to various thermody-
namic conditions, in particular, high pressures. The experimental setups which were
used in this study are mostly based on Unipress systems (Institute of High-Pressure
Physics, Warsaw, Poland). In such systems, the pressure is generated by a manual
(or either automatic) pump and transmitted with the use of nonpolar silicon oil via
systems of capillaries (Nova Swiss) to high-pressure vessels. The high-pressure cell
with a homemade capacitor is connected to an impedance analyzer (Novocontrol
GmbH). The speed of compression/decompression can be regulated via the control
unit, i.e., by changing the frequency of the motor movements (and therefore also the
piston position). For temperature stabilization, we use either a thermal bath (Julabo)
connected to a heating jacket located on the pressure chamber or the environmental
chamber (Weiss Umwelttechnik GmbH).More details regarding experimental setups
used for high-pressure dielectric studies can be found in the literature [55, 61–67].
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2 Results and Discussion

2.1 The Effect of Cooling Rate versus Compression Rate
on the Crystallization Tendency of the Glass-forming
Liquids

When decreasing the temperature at constant pressure a liquid can either crystallize
or form a glass, depending on the applied cooling rate. Generally, crystallization
takes place when the rate of cooling is slow enough so that there is enough time for
the stable nuclei to form and grow into the macroscopic dimensions. On the other
hand, when the cooling rate surpasses the rates of nucleation and crystal growth,
crystallization is avoided. In such a case, a liquid can be supercooled and reach the
glassy state. The critical cooling rate needed to bypass crystallization is an individual
property of each system, meaning that 50 K/min might be far enough for a one glass-
former, while not necessarily for the other one. For example, the critical rate needed
to vitrifymetallic alloys can reach even 1000Kper 1ms, while for some silica glasses
1–10 K/h is still relatively “fast” to form a glass, or ironically not slow enough to
form the crystal [68]. As a rule, the critical cooling rate necessary to inhibit the
crystallization depends on the location of the nucleation and growth rates maxima,
their intensity and the extent of overlap, as illustrated in Fig. 2.

For practical reasons, the crystallization/vitrification tendency of various systems
on cooling is often visualized in terms of the time-temperature-transformation (TTT)
diagram (see Fig. 5). TTT demonstrates the location of the crystallization zone with
respect to the temperature and the processing time. From the analysis of the TTT
curve, it is possible to determine the critical cooling rate necessary to avoid crys-
tallization when lowering the temperature of the melt. As demonstrated in Fig. 5,
crossing the ‘nose’ area implies that a particular cooling rate may not be fast enough
to completely suppress the crystallization. In such a case, for the slowest processing
times, one may expect the extent of the crystalline fraction in the final product.

Compression of liquid at a fixed temperature, just like lowering the temperature
under isobaric condition, can be used to promote either crystallization or vitrifica-
tion. Therefore, in analogy to temperature evolution of the nucleation and growth
rates curves, we can draw a very similar crystallization profile for a pressure case.
When pressurization starts above the melting point, a liquid overpass first via the
crystal growth region located at lower pressures. Then, with increasing the pres-
sure the nucleation process becomes more favorable. Such evolution of the nucle-
ation and crystal growth rates as a function of pressure is schematically presented
in Fig. 6. From the above scheme, one can get an impression that irrespectively
of the chosen thermodynamic variables, T or p, we end up with the same qualita-
tive picture. However, then the question arises: can we use temperature and pres-
sure interchangeably to tune the vitrification/crystallization ability of the molecular
systems?
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Since a number of natural phenomena and industrial processes require fast
processing or take place under non-isothermal or non-isobaric conditions, under-
standing the accompanying phase transformation phenomena is critical to obtain
materials with desired physicochemical features. Therefore, the idea of this study
was to qualitatively compare the effect of temperature and pressure on the crystal-
lization tendency of glass-forming liquid. Studied sample is propylene carbonate
(PC) often termed in the literature as a canonical glass-former with Tg = 159 K and
Tm = 218 K. Both values refer to atmospheric pressure conditions [61, 69]. The
chemical structure of PC is presented in the inset of Fig. 7a. To affect the crystal-
lization behavior of PC, we have varied with (i) the cooling/heating rate at ambient
pressure as well as (ii) compression/decompression rate under isothermal conditions.
Changes in the crystallization tendency of the sample were followed by using dielec-
tric spectroscopy. Obtained results are discussed below in terms of the transformation
diagrams presented either in temperature or pressure coordinates.

Figure 7a, b illustrate changes in the crystallization behavior of PC at 0.1 MPa
as a function varying cooling and heating rates, respectively. A characteristic step of
ε′ (at 1 MHz) recorded when lowering the temperature (Fig. 7a) is due to dielectric
dispersion. For supercooled liquids, it signifies the presence of the α-relaxation—
which originates from cooperativemovements of themolecules—that systematically
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slows down and moves out of the experimental window as the glass transition is
approached. Since ε′(T ) dependences collectedwith the cooling rates from0.1K/min
up to 5 K/min are almost identical, one can suppose that PC indeed easily reach the
glassy state. On the other hand, it should be also remembered that the presence of
only a small crystalline fraction might be hardly detectable in the dielectric response
of the bulk material.

Subsequent heating starting from the glassy state (Fig. 7b) reveals dramatic
changes in the crystallization behavior of PC. In this case, recrystallization event
is detected as a sudden drop of the dielectric permittivity, with the onset that shifts
towards higher temperatures with increasing the heating rate. We associate such a
sudden drop in the dielectric permittivity with reducing the number of the reorien-
tating dipoles as the liquid volume fraction decrease. In each case, the crystal melts
at the same temperature, Tm = 218 K, indicating for the presence of only one poly-
morphic form. From the results presented above, it becomes evident that preventing
crystallization of PC upon heating from the glassy state is far more complicated than
on cooling a liquid from the melt. This type of behavior is very typical for numerous
molecular liquids and agree with the schematic picture of the nucleation and growth
rates maxima located at different temperature regions, as presented in Fig. 2.

Similarly,we have performed compression/decompression rate-dependent studies
carried out for PC under isothermal conditions, T = 243 K. The results of these
experiments are collected in Fig. 7c, d, respectively. In analogy to cooling rate depen-
dent scans, we have also observed a characteristic dispersion curve in the dielectric
response of the pressurized sample, indicating slowing down of the molecular move-
ments and approaching the glassy state. For the two slowest compression rates (2.6
and 5.8 MPa/min) at least partial crystallization of PC was observed, as both curves
deviate from all the others. This was additionally certified by comparing the values
of the dielectric permittivity for the glassy and crystalline materials obtained on
increased pressure [61]. Upon decompression from the glassy state, just like when
heating the glassy sample, crystallization is farmore difficult to avoid and this requires
higher scanning rates (see Fig. 7d). Nevertheless, the values of ε′ do not drop down
completely to that characteristic for the crystalline material (~2.55), meaning that
there is still some substantial amount of the liquid volume fraction in the depres-
surized material. Using decompression rate of 154 MPa/min, we have not observed
any traces of the PC crystallization which indicates that at such high-compression
rates there is not enough time for the nuclei to grow. Therefore, we conclude that
by varying with compression/decompression rate it is possible to affect crystalliza-
tion/vitrification tendency of the molecular liquids, same as when using the temper-
ature. The results presented in Fig. 7d also reveal only one melting event (pm =
200MPa at 243 K), which is again consistent with the heating rate dependent studies
carried out at ambient pressure. However, it has been also observed—especially for
ice phases—that different compression/decompression rates might induce elusive
polymorphic transformations [70, 71]. The increased tendency of the depressurized
PC to crystallization conform the schematic picture of the nucleation and growth
rates maxima located at slightly different pressure regions, as introduced in Fig. 6.
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To describe the crystallization kinetics of PC at atmospheric pressure we have also
performed time-dependent studies carried out at few temperatures located within
Tg and Tm. Obtained temperature evolution of the overall crystallization time is
presented in Fig. 8a. Its maximum forms a characteristic ‘nose’ on the TTT diagram.
When decreasing the temperature of themelt, crystallization can be avoidedwhen the
cooling line does not intersect with the crystallization zone. For PC, such a critical
cooling rate is 1 K/min.

In analogy to TTT diagram, crystallization tendency of glass-forming systems can
be also analyzed in terms of Continuous-Heating-Transformation diagrams (CHT)
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which provide a similar type of information but considering only the course of contin-
uous heating with a constant rate. The example of CHT diagram is given in Fig. 8b.
Since the crystallization tendency of PC is greatly increased when heating from the
glassy state, only a low-temperature side of the crystallization curve was possible to
be determined from the experimental studies. Nevertheless, by comparing the crys-
tallization times recorded for the same temperature range on either cooling a liquid
or heating a glass we found that they can be much different. This leads to a very
important finding that the critical scanning rate necessary to avoid crystallization on
cooling might be not enough to prevent recrystallization of glass upon heating.

In the next step, we have constructed time-pressure-transformation (TPT) and
continuous-decompression-transformation (CDT) diagrams as the pressure analogs
for TTT and CHT diagrams. For PC, they are shown in Fig. 8c, d, respectively. The
maximum of the crystallization rate along isotherm 243 K is located at ~600 MPa
and forms a characteristic nose on the TPT diagram. Compression rates which do
not intersect the crystallization curve lead to vitrification. From the results presented
in Fig. 8c, it is an event that more than 10 MPa/min is needed to avoid crystallization
of PC upon pressurization. Thus, TPT diagram explains why the compression rates
of 2.6 and 5.8 MPa/min were found in the dielectric studies too slow to form the
glassy state. On the other hand, CDT diagrams show increased by almost one-decade
crystallization times for decompressedPCand thus rationalize faster processing times
needed to inhibit crystallization, as also observed in the dielectric study.

As a final point, the temperature and pressure evolution of the crystallization time
(tcryst = 1/k, where k is crystallization rate constant) measured along isobar 0.1 MPa
and isotherm 243 K were plotted together, as illustrated in Fig. 9. Interestingly,
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obtained dependences look very much the same. Moreover, it was found that the
value of the Avrami parameter—providing information on the dimensionality of the
growing crystals—shows very weak variation with temperature and pressure. In the
considered T-p range, which covers a change of temperature by more than 50 K and
1 GPa in pressure, it varies around 3. From that, it can be concluded that the changes
in the density of the supercooled PC do not affect in any way the morphology of the
growing crystalline phase.

Summarizing, we have demonstrated that the glass-forming/crystallization
tendency of the molecular liquids can be controlled not only by changing the rate
of cooling/heating at constant pressure but also compression/decompression rate
under isothermal conditions. The results also suggest that when it comes to crystal-
lization increasing pressure, to some extent, produces a similar effect as lowering
the temperature. Interestingly, within studied T-p range crystallization time and the
dimensionality of growing crystals do no depend significantly on whether tempera-
ture or pressure is used as the control thermodynamic variable. Thus, we can transfer
to high-pressure research the formalism used so far to describe the overall crystal-
lization behavior of the glass-forming systems as a function of temperature. In line
with this, we constructed TPT/CDT diagrams as the pressure analogs of TTT/CHT
diagrams. The applicability of such diagrams to describe crystallization/vitrification
tendencies of the molecular systems upon non-isothermal or non-isobaric conditions
covers not only numerous research investigations but also industrial processing.

2.2 The Effect of Path Dependence on the Crystallization
Tendency of Glass-forming Liquids

The motivation for this research was to examine the effect of path dependence on
the crystallization of the molecular glass-formers [72]. Because of the experimental
difficulties arising when using high-pressure, it is typically more important to focus
on a particular feature of the studied material at a given (T, p) conditions rather than
analyze in detail the way how new thermodynamic state was approached. Compres-
sion at a fixed temperature is more convenient because the stabilization of pressure
usually takes less time than the temperature. This is not a big issue when considering
dynamics of liquids far above the glass transition temperature, because molecular
motions in the liquid state are always much faster the time needed for adjusting
new (T, p) conditions. On the other hand, when the liquid becomes more viscous
and reaches the glassy state molecular movements drastically slow down and the
thermal history aspect becomes extremely important. In such a case, the choice of
the thermodynamic path to attain the same final state point results in obtaining glassy
materials of different density and local relaxation dynamics [73, 74].

Intuitively, we can expect that the effect of path dependence is important not only
in the context of the glass transition but also such multivariable-dependent process
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like crystallization. Therefore, to verify this supposition, we have investigated crys-
tallization kinetics of a van der Waals liquid, dimethyl phthalate, at selected (Tc, pc)
conditions approached via two alternative routes. The inset in Fig. 10 demonstrates
the general idea of this study. When both thermodynamic variables, temperature,
and pressure, are available to control, we can move from the starting conditions (T 0,
p0) to final (Tc, pc) point located in the metastable supercooled liquid regime via
two different pathways. The first one involves isothermal compression to pc, then
isobaric cooling to Tc, and the second, isobaric cooling to Tc followed by isothermal
compression to pc. Since crystallization is thermodynamically favored only below
Tm(p) line, we can limit this consideration only to those stages which take place in
the supercooled liquid regime, namely, lowering the temperature at constant pressure
(for path 1) and increasing the pressure at a fixed temperature (for path 2). Please
note that in the first case, the melting point is always approached from the higher
temperature and higher pressure than for path 2. The time needed to reach the final
(Tc, pc) point must be comparable for both pathways, otherwise, it won’t be possible
to ascribe changes in the crystallization rate as due to a choice of a particular method
of moving in the T-p phase diagram. This is the most important challenge in such a
study.
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For dimethyl phthalate, the initial and final state points are, (T 0 = 308 K, p0 =
0.1MPa) and (Tc = 283K, pc = 100MPa), respectively. As can be seen, the latter one
is located in the undercooled liquid state, but far above the glassy state. Crystallization
progress at a given (Tc, pc) conditions were followed with the use of the dielectric
spectroscopy. The results presented in Fig. 10 demonstrate changes in the real part
of complex dielectric permittivity at 2 kHz that accompanies crystallization progress
for the investigated sample at (Tc, pc) approached either via pathway 1 or 2. As can be
seen, at the initial stages no changes in the value of ε′ as a function of time is observed
in both cases. Then, after some time, ε′ starts to decrease. This effect is as due to a
reduction in the number of actively reorientating dipoles as crystallization proceeds.
Interestingly, we found that the crystallization behavior of dimethyl phthalate at (Tc,
pc) depends strongly on the chosen path. Firstly, we note that the crystallization half-
time, t1/2, defined as a time when changes in crystallinity reach 50% is much shorter
for pathway 1. As we get t1/2 ∼= 27 min for path 1, and t1/2 ∼= 51 min for path 2.
A clear difference is also observed in the induction period, tind, which is related to
the nucleation process. Formally, tind is composed of three parts: the relaxation time
required for a system to achieve quasi-steady-state conditions, the time needed to
form stable nuclei and the time for nuclei to grow to detectable size [75]. In our case,
the first and third components remain exactly the same. Therefore, the differences
in the induction time at (Tc, pc) conditions, as due to the choice of the different
thermodynamic path, must be related to the nucleation time.

Lastly, we also note differences in the value of the dielectric permittivity for the
fully crystallized sample. The sample which approaches crystallization conditions
via pathway 1 has a slightly higher value of the dielectric constant than for path
2. This suggests that in the first case there should be a more irregular alignment
of the molecules within the crystalline structure which changes polarization and
affect the dielectric response of the material. This supposition was also verified with
the use of molecular dynamics simulations for a Lennard-Jones system (the results
are presented in Fig. 11) and demonstrates that it is statistically more probable to
get uniformly formed crystalline material with denser structure when isothermal
compression (80%) is chosen rather than isobaric cooling (65%).

To conclude, crystallization isT-p path-dependentmeaning that theway ofmoving
in the phase diagram to reach the final state point might itself affect the overall crys-
tallization behavior of the glass-forming liquid at a selected (Tc, pc) point. The
results of this study indicate also that the path-dependent effect arises mostly from
the changes at the very early stages of the crystallization process (the number and
size of the initial clusters). Moreover, it was found that the choice of a particular ther-
modynamic pathway to reach the final (Tc, pc) point might affect also the crystalline
structured of obtained material, leading to denser and ordered structure or either less
dense with amore random arrangement. Thus, the crystallization tendency of various
materials on increased pressure can be tuned depending on the chosen path. Although
demonstrated here differences in the overall crystallization times for isobaric cooling
and isothermal compression takes only minutes, we suppose that more pronounced
effects should be observed at a higher temperature and in the gigapascal regimewhere
the changes in the density of the liquidwill bemore pronounced. The results presented
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Fig. 11 a Changes in the density for a LJ system as a function of time as obtained from MD
simulations carried out at 120Kand100bars. The desired conditionswere reached either via isobaric
cooling at 100 bar or isothermal compression at 120 K. Panels b and c show the differences in the
final configuration of the crystallized system when reached by using two different thermodynamic
pathways. Adapted with permission from [72]. Copyright (2017) American Chemical Society

above improve our understanding of the high-pressure crystallization which is also
important in the different fields of science. For example, the exact knowledge of the
thermodynamic path selected to approach crystallization conditions might be essen-
tial to estimate or reconstruct the transformation kinetics of some natural minerals
in the deep interior of the Earth or other planets.

2.3 Isochronal Crystallization

As already noted crystallization process is governed by two factors—thermodynamic
and kinetic—which makes it highly variable and difficult to control. On lowering the
temperature, thermodynamic driving force favors the crystal formation, but at the
same time slowing down of the molecular movements retards it. Controlling or sepa-
rating the individual contribution coming from both factors seems to be extremely
difficult, if not impossible. However, when operating with temperature and pressure,
we can move in T-p space in such a way that the time scale of the global molec-
ular motion remains unchanged (isochrone, τα = const.). The invaluable asset of
such approach is that it provides a unique opportunity to disentangle thermodynamic
effects on crystallization from kinetic ones. When studying crystallization along
isochronal conditions, all the changes in the overall crystallization rate are expected
to originate exclusively from the variation of the thermodynamic factor, i.e., the
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increase in the thermodynamic driving force of crystallization �μ and the decrease
in the melt/crystal interface energy σ .

Isochrones are characteristic curves on the phase diagram of a liquid along
which the time scale of global/cooperative mobility remains constant. To deter-
mine isochrone, one needs to perform first dielectric relaxation studies to find the
various temperature and pressure conditions at which the position of the α-loss peak
is the same. For investigated sample which was pharmaceutical glass-formers—
indomethacin—three different combinations of temperature and pressure conditions
were considered to maintain approximately the same α-relaxation time, log10(τα/s)∼= −3.13; (343 K, 10 MPa), (368 K, 100 MPa) and (391 K, 220 MPa). When crys-
tallization studies were carried out along selected isochrone, it has been observed
that crystallization rate speeds up with increasing pressure, see results presented in
Fig. 12.

To understand in details our finding we have analyzed thermodynamic aspects
related with crystallization. In Fig. 13 we have plotted estimated pressure depen-
dences of �μ and σ for indomethacin crystallized at three different combinations of
temperature and pressure located on the considered isochrone, log10(τα/s) ∼= −3.13.

To estimate pressure evolution of �μ one can use Eq. 4 with �S(T, p0). Under
the assumption of temperature and pressure independent values of�V and�S it can
be simplified as:

�μ(T, p) ∼= �S[Tm(p) − T ] (9)

p= 10 MPa, T=343 K
p= 100 MPa, T=368 K
p= 220 MPa, T=391 K
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Fig. 12 Normalized dielectric constant as a function of time for crystallization carried out at three
different T, p combinations at the same τα . The solid lines represent Avrami fits. Re-adapted with
permission from [64]. Copyright (2013) American Chemical Society
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For that, however, we have to also make use of the Clausisus–Clapeyron relation:

Tm(p) − Tm(p0) ∼=
(

�V

�S

)
(p − p0) (10)

To estimate the pressure evolution of σ we have employed the formula introduced
by Gutzow and coworkers [36]:

σ(T, p) ≈ σ(T, p0)
[
1 − (K0/γ0)Tm(p)

]
(11)

where σ(T, p0) is the liquid/crystal interface energy at ambient pressure, K0 (≈0.55)
and γ0 (≈0.4) are parameters introduced by the Gutzow formalism.

As can be seen, within the studied pressure range there is an increase in �μ

(approximately 20%) and a decrease in the melt/crystal interface energy (10% drop).
Since �μ and σ are directly involved in equations defining thermodynamic barriers
to nucleation and crystal growth, we can expect that their changes with compression
reflect also changes in the thermodynamic factor governing the crystallization process
along an isochrone. This explains why crystallization of the molecular liquids speeds
up with pressure, as also observed for indomethacin. Hence, the isochronal approach
enables to clarify to what extent thermodynamics and molecular mobility influence
the crystallization behavior of the investigated materials.
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2.4 Changing Crystallization Behavior of Glass-Forming
Liquids by Moving Along Different Iso-Lines

As already demonstrated, in T-p space of glass-forming liquid, we can find state
points along which the time scale of the cooperative molecular movements remains
the same. In practice, this implies that the changes in the crystallization behavior of
investigated materials comes exclusively due to the variation of the thermodynamic
factor. However, one can also look at this aspect from a much broader perspective
and investigate the crystallization tendency of glass-forming liquids along different
iso-lines among which isobars and isotherms are the easiest to approach from the
experimental point of view (e.g., no need to perform prior high-pressure dielectric
studies).

Figure 14a presents changes in the crystallization rate as a function of pressure
or either density for racemic ketoprofen and its methylated derivative (no possibility
of h-bonding). It can be seen that each crystallization line (i.e., isobar, isochrone,
isotherm) spans in the two-dimensionalT-p space differently, signifying that the crys-
tallization tendency of the studied liquids can be modified by choosing an adequate
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thermodynamic pathway. For example, a systematic slowing down of the crystalliza-
tion rate is observed when lowering the temperature at a fixed pressure, or increasing
pressure at a fixed temperature (Fig. 14a). Interestingly, considering changes of the
liquid’s density ρ along different iso-lines, it turns out that when keeping the same
time scale of the molecular movements (isochrone) changes in the crystallization
rate are relatively very small.

Intuitively, the thermodynamic driving force is expected to vary freely along
isochrone. However, it is remarkable that �μ (calculated using Eq. 4) changes only
very little when increasing temperature and pressure while controlling the time scale
of the molecular motions (see Fig. 14b). This surprising finding indicates that both
fundamental factors governing the crystallization progress are in someway connected
(or sense each other) even though only one of them is being explicitly controlled.

Same like with isochrones, we can also look in the T-p (T-ρ) space for iso-�μ

lines. While moving along such lines the contribution coming from the thermody-
namic driving forces towards crystallization should be under control. Along iso-(�μ)
lines, the crystallization behavior of the supercooled liquid is expected to be driven
primarily by the molecular mobility factor, while under isochronal conditions by
the thermodynamic factor. Such experiments were performed for indomethacin (see
Fig. 15). The results of the crystallization kinetic studies have led to a quite interesting
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Fig. 15 Changes of the crystallization rate k as a function of a pressure and b density along different
iso-lines for indomethacin. Adapted with permission from [62]. Copyright (2016) American
Chemical Society
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finding. When controlling exclusively the time scale of the molecular mobility (as
reflected byα-relaxation) or the thermodynamic driving force, this leads to almost the
same crystallization rate of indomethacin in the T-p plane. The very similar behavior
of the crystallization rate along iso-τα and iso-�μ lines indicate that there must
be some hidden link between the kinetic and thermodynamic factors. This explains
why keeping one factor to remain constant upon crystallization progress is immedi-
ately sensed by the other one, and why controlling thermodynamics and dynamics
independently eventually leads to the same crystallization rate. Regrettably, it also
demonstrates thatwith the use of pressure it is impossible to separate thermodynamics
from dynamics. Lastly, by looking at the results presented in Fig. 15 it should be
noted that in the T-p phase space it is also possible to find such iso-invariant points
along which it will be possible to keep under control the crystallization rate (iso-k).
Hence, by ably control of the temperature and pressure conditions, it is possible to
control in a fully aware manner the crystallization behavior of the glass-forming
liquids.

2.5 Crystallization of Single Enantiomers and Racemic
Mixtures on Increased Pressure

Enantiomers are the pair of stereoisomers which are non-superimposable mirror
images of each other. Although they are defined to be the optical isomers with no
difference in the chemical and physical properties, numerous evidences demonstrate
that they can differ in many different features (e.g., flavor or biological activity).
This, potentially, might include also the differences in crystallization tendencies.
Therefore, this study aimed to compare the crystallization tendency of pure enan-
tiomers and their equimolar mixtures at ambient and elevated pressure. The sample
under investigation is a chiral compound, ketoprofen, which belongs to a class of
non-steroidal anti-inflammatory drugs. It is available on the market in the form of a
racemic (1:1)mixture, although its biological activity results only fromS-enantiomer
(R is inactive) [76]. The worst scenario is however when one of the enantiomers has
a therapeutic effect, while the other one is toxic (e.g., thalidomide).

Crystallization studies were carried out in the supercooled liquid state of racemic
and enantiopure S-isomer. Both starting materials were completely crystalline with
melting points at around 93.5 and 75 °C, respectively. The idea to compare the crys-
tallization tendency of single enantiomer and the racemic mixture was based on the
isochronal approach, i.e., following crystallization kinetics at various combinations
of (T, p) but approximately the same τα . Although both materials differ significantly
in the value of themelting temperature, their dynamics in the supercooled liquid state
diverge only slightly [65]. Therefore, to match selected isochrone, log10(τα/s)∼= −6,
a slightly different choice of (T, p) points were needed. For racemic ketoprofen this
has included (314 K, 1MPa), (323 K, 46MPa), (343 K, 130MPa), (383 K, 345MPa)
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while for S-ketoprofen (314 K, 5MPa), (324 K, 41MPa), (343 K, 126MPa), (384 K,
342 MPa).

Changes in the overall crystallization rate and Avrami parameter for all studied
(T, p) points located on the same isochrone are shown in the insets of Fig. 16.
The former one provides information about the rate of transformation, while the
latter one depends on the growth mechanisms and crystal shape. It is evident that
when moving along an isochrone toward higher pressures, the crystallization of RS-
ketoprofen slows down with increasing compression, while for S-ibuprofen it speeds
up. These differences are even more straightforward when the crystallization half-
time (i.e., time after which changes in the crystallinity of the sample reaches 50%) is
considered. For example, for the racemic sample kept at 345 MPa and 384 K t1/2 is
almost 5 times longer when compared to its ambient pressure value. Meanwhile, the
evolution of the Avrami exponent for racemic sample seems to be almost temperature
and pressure invariant. In contrast, for S-enantiomer crystallization along the same
isochrone speeds up with increasing pressure and half-time decreases. We found it
very surprising that the crystallization tendencies of the racemic mixture and pure
isomer are much different already at low pressure. For RS-ketoprofen, it proceeds
faster (t1/2 ∼= 4 h) than for its pure enantiomer (t1/2 ∼= 10 h). This trend, however,
changes completely on increased pressure. At around 345 MPa t1/2 ∼= 46 h for RS
while for the pure S form t1/2 ∼= 1.5 h. As we suppose, at much higher pressure
this may result in complete inhibition of the crystallization progress for the racemic
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sample. Slowing down of the crystallization tendencies for racemic ketoprofen with
increasing pressure and no evident changes in the value of the Avrami parameter is
consistent with the results reported previously for RS-ibuprofen [77]. On the other
hand, changes in the crystal morphology or growth process are expected for the
single enantiomer sample, as indicated by the decrease of the Avrami parameter with
pressure.

In agreement with the classical theory of nucleation and growth, when the kinetic
factor is under control, changes in the crystallization rate can be ascribed solely due
to thermodynamic force. Indeed, this is what we have observed for other molec-
ular liquids, like describe above indomethacin. This argumentation can be also used
to explain the ease of crystal formation with increasing pressure for S-ketoprofen.
However, it fails for the racemic system under pressure. Note that similar slowing
down of the crystallization progress was also reported for the racemic methylated
derivative of ketoprofen in which we can exclude the hydrogen bonding contribution
(see results in Fig. 14). As we presume, the peculiar behavior of racemic compounds
must be related to the fact that it is a mixture of two “kinds” of molecules, not
a single one. It is known from experimental studies that increasing the number of
components in the mixture tends to suppress nucleation, as the chances that a critical
nucleus of one particular kind is formed are reduced. However, in this case, another
possible explanation should be also considered. As speculated by Jacques et al. [28]
at certain conditions the Wallach rule can be invalidated and more densely packed
structure of single enantiomers become suddenly more preferable under pressure,
than their racemic mixture. As a result, by the application of pressure, spontaneous
enantiomers resolution might be possible.

In the past few years, several experimental attempts (but without a success) have
been carried out to prove that by crystallizing racemic compounds from various
solvents under pressure or by squeezing racemic crystals it is possible to resolve
optical isomers [78, 79]. Intriguingly, this remains still one of the most puzzling
subjects within that field with no convincing experimental data provided so far.
On the other hand, it is important to mention that Gonnade et al. demonstrated the
occurrence of spontaneous resolution of racemates or even chiral symmetry breaking
for crystallization carried out under various nonequilibrium conditions at ambient
pressure [80]. Nevertheless, it remains rather an open question if the same effect
can be obtained by high-pressure crystallization from the metastable supercooled
liquid state, and whether the eutectic equilibrium between the racemate and single
enantiomer follows the same lines as their melting transitions.

To summarize, the problem of physicochemical stability of racemic compounds
on increased pressure is certainly an intriguing topic to study in the future, especially
how pressure affects the affinity of enantiomers to each other. This study emphasizes
the difference between the crystallization behavior of single enantiomers and their
racemic mixture and demonstrates that in case of chiral compounds/or probably in
more general sense eutectic compositions other factors should be also considered to
gain some elementary understanding of their high-pressure crystallization behavior.
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3 Summary and Conclusion

Controlling crystallization and glass-formation is important from both fundamental
and practical application points of view. Crystallization is commonly discussed in
many different fields of science, e.g., physics, chemistry, pharmacy, or material engi-
neering. Irrespectively of that, there are still many numerous unclear aspects related
to the crystallization process. Here, we demonstrate that some of them cannot be
simply addressed by operating only with one thermodynamic variable, temperature,
or either pressure. We need both, inasmuch the phase diagram for each substance
is two, not one dimensional. Therefore, by ably control temperature and pressure
conditions or moving in T-p phase space along certain iso-lines it is possible to
affect the crystallization outcome in a fully aware manner. This has allowed us
to perform first experimental attempts aimed at controlling the kinetic and ther-
modynamic factors responsible for crystallization progress, and demonstrate that
the crystallization tendency of the glass-forming liquids is a path-dependent, and
can be tuned—just like with the temperature—by changing the rate of compres-
sion/decompression. Another interesting aspect gained from this study is the peculiar
behavior of racemic compounds, which in contrast to other systems shows spectac-
ular slowing down of the crystallization progress on increased pressure. This raises
the question of the possibility of spontaneous separation of enantiomers/or changes
in the enantiomeric concentration as the effect of high-pressure crystallization. More
research on high-pressure crystallization of glass-formers with different structures
and intermolecular interactions; particularly liquids with competing interactions and
strong directional bonding (e.g., hydrogen bonds and ionic liquids) should elucidate
whether our observation regarding crystallization behavior of glass-forming liquids
along different iso-lines can be treated as more general. This should benefit in the
future to more ably control crystallization propensity of glass-forming liquids under
various thermodynamic conditions.
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Pharmaceuticals at Ambient
and Elevated Pressure Conditions
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Abstract Currently, the pharmaceutical industry is struggling with the problem of
solubility-limited bioavailability of marketed and newly synthesized Active Pharma-
ceutical Ingredients (APIs). The conversion of these APIs into its amorphous form
is, without a doubt, a solution for this serious problem. There is, however, one main
limiting factor of widespread use of these drugs. Amorphousmaterials are thermody-
namically unstable, and therefore, during the time of storage or manufacturing, they
might revert to their crystalline form. In this chapter, we describe the main factors
responsible for the re-crystallization of an amorphous APIs. Special attention is paid
on differences between the physical stability of amorphous pharmaceuticals stored
at standard and manufacturing storage conditions.
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BDS Broadband Dielectric Spectroscopy
DSC Differential Scanning Calorimetry
EZB Ezetimibe
FLU Flutamide
G-T Gordon-Taylor
HN Havriliak-Negami
HME Hot Melt Extrusion
KVA Kollidon VA64®
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NPC1L1 Niemann-Pick C1-Like1
NIM Nimesulid
NSAID Non-steroidal anti-inflammatory drug
NMR Nuclear Magnetic Resonance
PCS Photon Correlation Spectroscopy
PVAc Poly vinylacetate
PVP Poly vinylpyrrolidone
PALS Positron Annihilation Lifetime Spectroscopy
PBC Probucol
QENS Quasielastic Neutron Scattering
R&D Research and Development
SOP Soluplus®

TMDSC Temperature-Modulated Differential Scanning Calorimetry
THz Terahertz spectroscopy
TSDC Thermally Stimulated Depolarization Current
TTS Time–Temperature Superposition
VFT Vogel−Fulcher−Tammann equation
XRD X-ray diffraction

1 Introduction

The Biopharmaceutics Classification System (BCS) categorizes Active Pharmaceu-
tical Ingredients (APIs) based on their aqueous solubility and intestinal permeability
into four groups [1]. Drugs belonging to BCS class I are characterized by high
permeability and high solubility. Pharmaceuticals from II BCS class have also high
permeability, but unfortunately, they reveal low solubility. The opposite situation,
i.e. high solubility but low permeability, can be found in APIs from BCS class III,
while the last—IV—BCS group consists of drugs revealing low solubility together
with low permeability. The solubility in the BCS is defined in relation to the highest
dose strength in an immediate-release product. An API is considered highly soluble
when the highest dose strength is soluble in 250 mL or less of aqueous media over
the pH range of 1–7.5 at 310 K. The permeability classification in the BCS is based
directly on the extent of intestinal absorption of an API in humans or indirectly on the
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Table 1 Solubility and permeability drugs in the market and in the development pipeline according
to Biopharmaceutical Classification System

BCS class Solubility Permeability % drugs on the marketa % drugs in the R&D
pipelinea

I High High 35 5–10

II Low High 30 60–70

III High Low 25 5–10

IV Low Low 10 10–20

aData are taken from [3, 4]

measurements of the rate of mass transfer across the human intestinal membrane [2].
A drug substance is considered highly permeable when the extent of absorption is
determined to be equal or higher than 90% of an administered dose. Table 1 presents
the percentage of drugs on the market and in research and development (R&D)
pipeline in each of the aforementioned BCS classes.

The data presented in Table 1 indicate that the pharmaceutical industry is facing
a serious problem connected with incising number of poorly soluble APIs. To the
II and IV BCS classes, one can classify approximately 40% of all drugs currently
available on the market. Interestingly, it has been estimated that nearly 90% of drugs
in the R&D pipeline suffer from the same problem. Solubility-limited bioavailability
of both current and novel APIs led to the exploration of innovative methods helping
to overcome this issue [5]. Salt formation, cocrystallization, amorphization and
transformation into metastable polymorphic forms are the best examples of these
approaches [6]. Recent studies revealed that among all aforementioned methods
the conversion of a crystalline drug into its amorphous form is the most promising
approaches improving the water solubility of APIs [7–10].

Due to the lack of long-range three-dimensional molecular order, the amorphous
state is the highest energy form of a solid material [11, 12]. As a result, the conver-
sion to an amorphous form API is characterized by higher apparent solubility, faster
dissolution rate as well as better bioavailability in comparison with its crystalline
counterpart [13]. These benefits, however, come at a cost [14]. Foremost, amor-
phous pharmaceuticals are physically unstable systems [15]. Consequently, during
manufacturing or storage, they might revert to their crystalline form, losing at the
same time their superior properties [16–18]. Thus, to fully exploit the advantages
given by APIs in the disordered state, it is important to characterize their tendency
towards re-crystallization, and if necessary find the most effective method of their
stabilization [19–21].

One of the approaches proposed to determine the physical stability of the amor-
phous pharmaceuticals was based on the analysis only the thermodynamic properties
such as the configurational entropy (Sconf), the configurational enthalpy (Hconf), and
the configurational Gibbs free energy (Gconf).[22–24]. According to the performed
analysis, it has been suggested to correlate the physical stability of amorphous APIs
and their tendency towards re-crystallization to Sconf or Hconf. However, throughout
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the further investigations, it has been realized that solving the problem associated
with physical instability of amorphous pharmaceuticals is impossible only on the
basis of the thermodynamic factors [25]. It turns out that the investigated macro-
scopic thermodynamic quantities do not fully reflect the molecular mechanisms that
govern the devitrification. Thus, the most relevant factor that is currently recom-
mended to be studied to predict the tendency of amorphous pharmaceuticals toward
re-crystallization is molecular mobility [1, 14, 26–29]. It has to be highlighted that
the search for the proper correlation between physical stability of amorphous APIs
and their molecular mobility is also not an easy task. It is mainly because pharma-
ceuticals usually exhibit complex molecular structures of different configurational
topologies and a variety of intra- or intermolecular interactions such as hydrogen
bonds of various strength and electrostatic forces. Consequently, amorphous pharma-
ceuticals usually reveal complex molecular mobility that is reflected in the multitude
relaxation processes. Taking this fact into account, it is crucial to assess whichmolec-
ular motion is responsible for the re-crystallization of the specific amorphous API.
Does the primary (global) relaxation, associated with the glass transition, control
the devitrification process? Or maybe the secondary (local) relaxation plays here a
crucial role?

There is a number of experimental methods which can be employed to study
molecular dynamics of amorphous pharmaceuticals. The following list includes
some of them: mechanical spectroscopy, Broadband Dielectric Spectroscopy (BDS),
Nuclear Magnetic Resonance (NMR), Temperature-Modulated Differential Scan-
ningCalorimetry (TMDSC),QuasielasticNeutronScattering (QENS), PhotonCorre-
lation Spectroscopy (PCS), Terahertz spectroscopy (THz) or Positron Annihilation
LifetimeSpectroscopy (PALS) [12, 25, 30]. Taking into account thatBDS, in compar-
ison with the other techniques, allows to perform measurements in the widest range
of frequency (i.e., 18 decades—fromμHz to THz), temperatures (from 123 to 523K)
and even pressures (from 0.1 MPa to 1.8 GPa) it is considered the most powerful
tool to study the molecular dynamics of disordered APIs (see Fig. 1). By employing
this experimental method, it is possible to examine the molecular mobility of phar-
maceuticals in both supercooled liquid and glassy states that enable to distinguish
both global and local molecular motions.

In addition, it has been recently demonstrated that the BDS technique can be
used to investigate the physical stability of amorphous APIs at conditions imitating
drugs manufacturing, for example, short-term compression. Because in some cases
it was established that such conditions might entirely modify the tendency of amor-
phousAPIs toward devitrification, the imitating drugmanufacturing dielectric studies
become more and more important [16, 19, 31, 32]. Based on dielectric data, it is also
possible to determine the solubility limit of the amorphous drug in stabilizer, e.g.
polymeric matrix, what finally allows to create a saturated solution [33]. This is
crucial considering the fact that supersaturated solution (e.g. of the API–polymer
composition) is by definition thermodynamically unstable.

In this chapter, it will be described how to investigate the tendency of amorphous
pharmaceuticals toward re-crystallization based only on the dielectric data. It will
be shown how quickly, i.e., based on non-isothermal studies, determine which API
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Fig. 1 The frequency range available for various experimental methods for the investigation of
molecular

reveals the greatest tendency toward devitrification. On the example of isothermal
dielectric experiments, it will be explained how to investigate and analyse the crys-
tallization kinetics of amorphous APIs. Additionally, it will be shown how, based
on the data obtained from BDS measurements, one can predict the physical stability
of disordered drugs. The last two subsections will be devoted to (i) the dielectric
experiments performed under conditions imitating drug’s manufacturing as well as
(ii) determination of the solubility limit in the drug-excipient compositions with the
use of the dielectric spectroscopy.

2 Physical Stability Studies of Amorphous APIs Stored
at Ambient Pressure Conditions

The limited physical stability of amorphous APIs is the main reason behind the lack
of their widespread use in pharmaceutical industry. Therefore, it is very important
to assess the re-crystallization tendency of disordered APIs as well as to determine
the minimal time of their physical stability at both standard storage and elevated
temperature conditions. Very sensitive experimental tool for detecting and quanti-
fying recrystallization processes occurring in drugs is BDS [34]. This technique is
very sensitive to the changes associated with a reduction of the number of relaxing
dipoles.As the degree of drug’s crystallinity increases, the number of relaxing dipoles
decreases, because of their immobilization in crystal lattice. Reduction in the number
of relaxing dipoles is observed as a drop in the dielectric strength �εα of the struc-
tural α-process. The dielectric strength �εα depends on the number N of relaxing
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dipoles per unit of volume, which are characterized by the permanent dipole moment
μ (e.g.�εα ∼Nμ2 in the Onsager model). Thus, by employing the BDS, it is possible
to investigate both the non-isothermal and isothermal crystallization of amorphous
pharmaceuticals by analysing the changes in �εα as a function of temperature or
time.

In the following subsections, it will be presented how to quickly assess the
tendency of amorphous APIs toward re-crystallization based on non-isothermal
dielectric experiments. Additionally, it will be shown what information about the
drug’s physical stability can be obtained from the isothermal dielectric measurement
and the appropriate way to analyse such data. Since pharmaceuticals for most of
the time are stored at standard storage conditions, i.e. room temperature and atmo-
spheric pressure, we will describe the methods that are usually employed to predict
the physical stability of disordered pharmaceuticals stored at glassy state, based on
the dielectric data registered at T > Tg.

2.1 Non-isothermal Crystallization Studies

To investigate the molecular mobility of amorphous APIs, and consequently to deter-
mine the temperature evolution of the measured relaxation processes, one needs to
perform a non-isothermal BDS experiment. During this measurement, the dielec-
tric spectra might be collected within a broad range of temperatures and frequencies.
Therefore, it is possible to observe the relaxation processes occurring both below and
above the glass transition temperature. In the supercooled liquid region i.e. above Tg

(defined as the temperature at which the τα reaches 100 s), the dominant process is
structural (α; global) relaxation, which originates from cooperative motion of many
molecules. On the other hand, at T < Tg, theα-process becomes too slow to be experi-
mentally observed, and only a secondary relaxation processes, which reflect fast local
motions having an inter- or intramolecular origin, can be detected. The representative
imaginary (ε′′) and real (ε′) parts of complex dielectric permittivity, of four different
pharmaceuticals, which were investigated at T > Tg are presented in Fig. 2. Panels
a and b of this figure show the spectra of flutamide (FLU)—a non-steroidal antian-
drogen, which is mainly used to treat prostate cancer. Dielectric dispersion spectra
of nimesulid (NIM) are depicted respectively in panels c and d. This pharmaceutical
is a non-steroidal anti-inflammatory drug (NSAID) with analgesic and antipyretic
properties [35]. Third pharmaceutical, which spectra have been presented in Fig. 2
(panel e and f) is ezetimibe (EZB). This API is mainly used to lower plasma choles-
terol levels. EZB is collected in the small intestinal brush border membrane, where
it selectively inhibits the absorption of cholesterol by binding it to Niemann-Pick
C1-Like1 (NPC1L1) proteins. Probucol (PBC), i.e. the last pharmaceutical of which
dielectric spectra are presented in Fig. 2, has very similar to EZB pharmacological
properties—it lowers cholesterol levels. This API, however, has completely different
mechanism of action than EZB. Mainly, it eliminates cholesterol from the body by
increasing the fractional rate of low-density lipoprotein (LDL) catabolism in the
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a b

c d

e f

g h

Fig. 2 Dielectric spectra of four selected APIs: a and b FLU, c and d NIM, e and f EZB and g and
h PBC, measured at ambient pressure and at different temperatures above their Tg

final metabolic pathway. It also acts as an inhibitor of the initial stages of cholesterol
synthesis, blocks the oxidation and tissue deposition of LDL cholesterol, thereby
inhibiting atherogenesis.

As can be seen in Fig. 2 a, c, e, and f, on the dielectric loss spectra of amorphous
pharmaceuticals, which were register at T > Tg, one might notice even three features.
Beginning from the lowest frequencies: (i) the dc conductivity associated with trans-
lational motions of ions (see loss spectra of NIM and EZB); (ii) the well-resolved
loss peak associated with the structural (α; global) relaxation process (visible in all
presented cases); as well as (iii) the secondary (β; local) relaxation peak of much
weaker than α-relaxation amplitude (see loss spectra of PBC and NIM).
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It should be pointed out that the structural relaxation process moves toward higher
frequencies during heating of the sample, indicating increased molecular mobility.
For some pharmaceuticals, above a certain temperature, a rapid drop in the intensity
of the α-relaxation peak (in the case of ε′′) and a gradual decrease of the static
permittivity (εs) (in this case of ε′) can be observed. Discussed phenomenon was
observed in case of the presented above FLU, NIM and EZB. The rapid drop in
the intensity of the α-relaxation process begins at temperatures equal to 295, 325.5
and 385 K for FLU, NIM and EZB, respectively (see Fig. 2a–f). This, naturally, is
a consequence of the reduction in the total number of actively reorienting dipoles,
which contribute to the relaxation process while the fraction of amorphous phase
decreases during the crystallization:

Nμ2 ∼ εs−ε∞ = �ε = 2

π

∞∫

0

ε′′(ω)d lnω (1)

The tendency of amorphous APIs toward non-isothermal re-crystallization can be
evaluated in relation to either room temperature (T room) or glass transition tempera-
ture (Tg). By comparing the temperature of the onset of the drug re-crystallization to
the room temperature, one can assess which pharmaceutical has a greater potential
to remain in an amorphous form at standard storage condition for required—shelf-
life time—stability. On the basis of, presented in Fig. 3a, plot of �ε′

N (T) one can
observe that FLU begins to re-crystallize during non-isothermal measurements at
T < T room. This result clearly indicates that amorphous form of this pharmaceu-
tical, among all investigated above APIs, reveals the lowest physical stability. The
amorphous form of FLU, stored at room temperature, fully reverts to its crystalline
form in less than half an hour [36]. Another examined pharmaceutical—NMS—has
a slightly higher physical stability. It begins to re-crystallize during non-isothermal
BDS experiment at temperature approximately 20 K higher than T room. Interestingly,
PBC having almost the same Tg value as NIM did not reveal any propensity to the
re-crystallization during dielectric measurement, what suggest high stability of the
amorphous form of this medication. EZB starts to devitrify over 80 K above room
temperature indicating that this API should be definitely more stable, when stored
at T room, than NIM or FLU. Considering that NIM remains physically stable at T =
T room for a few hours, while the first sign of the EZB’s crystallization, at the same
temperature conditions, was observed after 21 days, one can conclude that the latter
compound exhibits indeed greater physical stability than the former.

The physical stability of amorphous APIs can be also assessed by comparing the
differences between the temperature at which the crystallization onset was registered
(Tc) to the sample’s Tg. This approach allows to evaluate the tendency of amorphous
drugs toward re-crystallization at isochronal conditions (τα = const.). Representative
example of the discussed comparison, performed according to the aforementioned
approach, is presented in Fig. 3b. This analysis was made on the same data sets
of FLU, NIM, EZB and PBC. As can be seen in this representation the very high
physical stability of PBC is greatly emphasized.
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a

b

Fig. 3 Comparisons of temperature dependences of normalized dielectric strengths �ε′
N of four

selected pharmaceuticals FLU (red triangles), NIM (orange diamonds), EZB (green squares) and
PBC (blue circles). a Data as a function of temperature (T ) and b as a function of Tg + T

2.2 Isothermal Crystallization Studies

Besides the non-isothermal studies, the crystallization of amorphous APIs can be
monitored byBDSalso at isothermal conditions.During such experiments the spectra
of complex dielectric permittivity (ε*(ω)= ε′(ω) – iε′′(ω)) of the examined pharma-
ceutical are registered at a chosen temperature, in the supercooled liquid region, at
the specified time intervals until the sample fully re-crystallize. Figure 4 shows the
representative results from discussed measurements i.e. frequency dependencies of
the real and the imaginary part of the complex dielectric permittivity of NIM panels
a and b, respectively. During this experiment NIM was stored at T = 328 K, while
the set time interwall was equal to 120 s. The total re-crystallization of the sample
occurred after approximately 90 min.

It is clearly seen that after an induction time, during which no changes between
the spectra were observed, both the amplitude of α-relaxation loss peak as well as
a static dielectric permittivity begin to rapidly decrease with time. As it has been
already mentioned, such a sudden drop in the�εα is typical for the re-crystallization
process during which a reduction in the number of reorienting dipoles, contributing
to the structural relaxation, proceeds.

To properly analyse the kinetics of devitrification of amorphous pharmaceuticals,
data corresponding to the real permittivity should be normalized (ε′

N ) as follows:
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Fig. 4 Dielectric spectra of
the real (a) and imaginary
(b) parts of the complex
dielectric permittivity during
an isothermal cold
crystallization of NMS at
fixed temperature equal to
238 K

ε′
N (t) = ε′(0) − ε′(t)

ε′(0) − ε′(∞)
(2)

where ε′(0) is the initial static dielectric permittivity, ε′(t) is the value at time t, and
ε′(∞) is the long-time limiting value. Kinetic curves of NIM obtained from experi-
ments performed at four different temperatures equal to 318, 323, 328 and 330.5 K
were normalized according to the procedure described above and are presented in
Fig. 5. As can be seen, with decreasing temperature, the re-crystallization processes
of NIM slows down.

There are two key models that are usually employed to analyse the isothermal
crystallization kinetics of amorphous pharmaceuticals investigated bymeans ofBDS.
First one was proposed by Avrami in 1940 [37, 38]. According to this approach the
isothermal crystallization kinetics should be analysed by means of the following
equation:

1 − ϕc = exp
(−Ktn

)
(3)
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Fig. 5 Normalized dielectric
constant ε′N of NIM as a
function of time from
crystallization processes
occurring at 318, 323, 328,
and 330.5 K. The solid lines
represent the fits of Eq. 4

where ϕc is the crystalline volume fraction, K = kn is a rate constant, given by the
temperature and the geometry of the sample, while n is the Avrami exponent. The
value of the latter parameter is directly related to the nucleation dimensionality, thus
usually n falls in the range of 2 − 3 [39].

By combining Eqs. 2 and 3, one can obtain the modified Avrami equation which
might be used to analyse data directly collected during the dielectric measurements:

ε′
N (t) = 1 − exp

(−Ktn
)

(4)

To determine values of both K and n, one might either fit the above equation to
the ε′

N (t) curves, which are presented in Fig. 5 or plotted so-called Avrami plot—see
Fig. 6.

Fig. 6 The Avrami plots
obtained from dielectric data
of NIM measured at four
temperatures equal to 330.5,
328, 323 and 318 K. The
plots were performed in
terms of Eq. 5 where the
dependencies were linear
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Table 2 Comparison of parameters estimated from Avrami and Avramov models for kinetics of
isothermal crystallization of NIM obtained from dielectric experiments

Tc [K] Avrami model Avramov model

N K na nb τ cr
−1

318 2.86 1.09 × 10–4 2.95 2.89 1.23 × 10–4

323 2.30 2.04 × 10–4 2.53 2.45 2.08 × 10–4

328 2.18 4.21 × 10–4 2.45 2.33 4.35 × 10–4

330.5 1.89 6.85 × 10–4 2.21 2.28 7.57 × 10–4

aCalculated from Eq. 8; bCalculated from Eq. 9

The Avrami plot is based on the equation:

log
(− ln

(
1 − ε′

N

)
t
) = log K + n log(t) (5)

As can be clearly seen, if the log
(− ln

(
1 − ε′

N

))
versus log t is linear, the log K

and n can be determined as the intercept and the slope of the obtained straight line,
respectively. The values of the Avrami parameters, which were determined in both
aforementionedways are collected in Table 2. It can be noted that the value of Avrami
exponent n changes in the standard way, i.e. decreases with temperature (from 2.9
to 1.8), indicating that the crystallization process of NIM, at isothermal conditions,
is two dimensional at low and three dimensional at high temperatures. Considering
that the parameter K decreases with decreasing the crystallization temperature, one
can conclude that the dominant mechanism of NIM isothermal devitrification is the
diffusion of molecules.

Second approach that is as often used to parametrize the time dependencies of the
normalized real permittivity as Avrami model was proposed in 2005 by Avramov
et al. [40]:

ε′
N (t) = 1 − exp

(
−

(
t − t0
τcr

)n)
(6)

τ cr in the above equation represents a characteristic time for the overall isothermal
crystallization, t0 is the induction time of crystallization, while the parameters n has
the same meaning as it was in the Avrami model (see Eq. 4). It is worth to mention
that τ cr is related to the Avrami parameters as τ cr = K−1/n.

In comparison with the Avrami model, the Avramov approach allows to: (i) esti-
mate, more precisely, the crystallization induction time t0 as well as (ii) eliminate
errors caused by the thermal instability at the beginning of the experiment.

To determine the Avramov parameters, the Avrami—Avramov plot for each crys-
tallization temperature, should be construct. In this plot the time dependence of ε′

N
together with its first derivative is plotted versus ln t. An example of the Avrami—
Avramov plot, which were constructed based on NMS’s data collected at 328 K are
presented in Fig. 7.
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Fig. 7 Example of the Avrami–Avramov plot performed on the data for NIM collected at T =
328 K. The evolution of normalized real permittivity ε′

N (orange circles) and its first derivative
versus the natural logarithm of the time (black squares)

It is worth noting that the derivative:

dε′
N (t)

d(ln(t − t0))
= n

(
t − t0
τcr

)n

exp

(
−

(
t − t0
τcr

)n)
(7)

reaches the maximum value of ε′
N (d2ε′

N /d(ln (t − t0))2 = 0) at t = τ cr + t0.
Therefore, assuming that t0 = 0 s, one can determine the value of characteristic time
of the crystallization process (τ cr) from the d2ε′

N /d(ln t)
2 peak maximum ((ε′

N )′max).
In a similarly simple way it is possible to calculate also n i.e. the another Avramov
parameter which is related to the nucleation dimensionality. This parameter can be
calculated by employing the following equation:

n =
(
ε′
N

)′
max

0.368
(8)

There is also an alternative method that can be used to evaluate the parameter
n. This method is based on drawing a tangent to the experimentally determined
sigmoidal curve ε′

N (ln t) (see dashed line in Fig. 7). By determining the values of
lnt1 and lnt2, which corresponds to the points of intersection of the tangent line with
the horizontal straight lines, constructed at the limit values of ε′

N i.e. at 0 and 1, it is
possible to establish the n parameter from the following formula:

n = e

ln t2 − ln t1
(9)
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Both τ cr and nAvramov parameters of all investigated temperatures are collected
together with the Avrami parameters in Table 2.

It should be noted that the ε′
N (τ cr)= 1− 1/e, what approximately gives the value

of 3.63. If the ε′
N at τ cr will be lower than this value, it means that the induction

time is different than 0. Since in the example presented in Fig. 7 the value of ε′
N (τ cr)

is equal to 0.65, one can conclude that the tε′
N , in this particular case, is equal to

0. However, at lower temperatures the induction time of crystallization of NIM is
greater than zero since ε′

N (τ cr) < 0.63.
The parameters obtained from either Avrami or Avramov model can be further

used to determine the activation energy for crystallization (Ea) by employing the
Arrhenius law:

log k = log k0 − Ea

RT
log e (10)

The crystallization rate k presented in the above equation is related to (i) the
Avrami parameters as follow: k = K1/n or (ii) the Avramov parameter τ cr as k =
1/τ cr . R in above formula is the gas constant, while k0 and Ea are fitting parameters.
The plots constructed based on the values of the parameters k and τ cr determined
from theAvrami and theAvramovmodels are shown together in Fig. 8. The activation
energies for overall crystallization of NIM are nearly the same and equal to: Ea =
126 ± 8 and 125 ± 13 kJ/mol, when calculated by employing the parameters from
Avrami and Avramov model, respectively.

At the end of this section, it is worth to mention that the activation energy for
overall drug crystallization, which was determined by one of the described methods,

Fig. 8 The temperature dependence of the logarithm of: (left axis and blue data) the crystallization
rate k parameter related to the Avrami parameters as k =K1/n and (right axis and green data) inverse
crystallization time τ cr from the Avramov model related to k as k =1/τ cr for NIM. The solid lines
denote the linear fit
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Fig. 9 a Comparison of temperature dependences of the characteristic isothermal crystallization
times τ cr found from the Avramov (green circles) and Avrami (blue squares) models, and structural
relaxation times τα (black triangles) of NIM at the temperatures at which the isothermal crystal-
lizations were performed by means of BDS. The solid lines indicate linear fits to the Arrhenius law.
b Log − log plot of τ cr (τα) within the crystallization temperatures range—the solid line denotes
linear fits.

might be compared to the activation energy for the structuralα-relaxation (see Fig. 9).
This kind of analysis can help answer the question: Can the time of the physical
stability of amorphous drugs be estimated on the basis of the molecular mobility,
reflected in the α-relaxation? By analysing the slope (S) of the dependence log
τ cr (logτα) it is possible to determine the correlation coefficient of τ cr with τα .
When the slope, called also coupling coefficient, is equal 1, one can assume that
the crystallization process is fully controlled by the structural relaxation. Otherwise,
i.e. when the value of S lower than 1, the devitrification is not solely controlled by
α-relaxation.

As can be seen in Fig. 9, the activation energy of NIM’s isothermal crystallization
(Ea = 125 kJ/mol) determined from the Arrhenius law is much lower than that of
structural relaxation (Ea = 279 kJ/mol). The coupling coefficient is equal to 3.4.
This result indicates that the α-relaxation is not a dominant factor which controls
the re-crystallization in case of supercooled NIM. However, it should be emphasized
that at T < Tg, the τα(T ) changes its character. Thus, lack of correlation between τα

and τ cr in supercooled liquid state does not exclude the possibility that the structural
relaxation controls devitrification of glassy API.

2.3 Physical Stability Predictions

In the vast majority of cases pharmaceuticals are stored at standard storage condi-
tions i.e. room temperature and atmospheric pressure. Therefore, a lot of efforts is
paid to determine or predict the time of the physical stability of amorphous drugs
stored at that specific conditions. The most commonly employed experimental tool
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for investigating long-term physical stability of amorphous APIs is X-ray diffraction
(XRD). However, it has to be pointed out that the long-term isothermal XRD studies
performed at room temperature are very time consuming. Such experiments can take
even several years prior the first sign of the sample re-crystallization will be regis-
tered. Therefore, scientists constantly try to find method that enables the prediction
of the minimal time of amorphous APIs physical stability.

As it has beenmentioned, in the above section, the re-crystallization of amorphous
APIs can be controlled by the structural relaxation. Thus, by determining the time of
the α-relaxation of these pharmaceuticals stored at room temperature, it is possible
to estimate the time of their physical stability. Unfortunately, below Tg the structural
α-relaxation becomes too slow to be experimentally observed. To overcome this
problem, one can use a fewmethods, which were originally developed for estimation
of the structural relaxation times of glasses. Application of these methods is based
on the measurements of τα(T ) in the supercooled liquid region. In this section two
of these methods will be thoroughly describe.

The first, commonly used, approach to predict temperature dependence of τα at
T < Tg is based on the modified Adam and Gibbs (AG) model proposed by Hodge:

τα

(
T, T f

) = τ∞ exp

⎛
⎝ B

T
(
1 − T0

T f

)
⎞
⎠ (11)

where τ∞,B, and T 0 are fitting parameters from theVogel–Fulcher–Tammann (VFT)
equation which describes τα(T ) at T > Tg and is defined as follows:

τα(T ) = τ∞ exp

(
B

T − T0

)
(12)

Tf in the Eq. 11 is the so-called fictive temperature that is defined as:

1

T f
= γCp

Tg
+ 1 − γCp

T
(13)

The fictive temperature defines the glass properties in terms of the equilibrium
supercooled liquid which has the same configurational entropy, while γ Cp is a
thermodynamic parameter given as follows:

γCp = C liq
p − Cglass

p

C liq
p − Ccryst

p

∣∣∣∣∣
T−Tg

(14)

It is important to note that the values of the heat capacity for crystalline (Cp
cryst),

liquid (Cp
liq), and glassy (Cp

glass) sample should be determined at Tg (see Fig. 10).
In the case when γ Cp = 0, i.e. Tf = T, the AG model corresponds to VFT equation.
On the other hand, for Tf = Tg, i.e. γ Cp = 1 the Eq. 11 represents Arrhenius law.
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Fig. 10 Temperature
dependence of the heat
capacity Cp for crystalline
and amorphous EZB
obtained from TOPEM
measurements near the glass
transition temperature

The second method, which also is used to estimate the time scale of structural
relaxation in the glassy state, is much easier. In this method the dielectric spectrum
collected above Tg (spectrum on which α-relaxation is well resolved) is horizontally
shifted to match the one registered at T < Tg in which only the high-frequency flank
of α-process is present in the experimental frequency range (see Fig. 11a). The result
of such shifting, so-calledmaster plot, allows to predict the structural relaxation time
of the material from the maximum of the reconstructed α-peak since: τα = 1/2π f max.

It has to be noted that this approach is strictly limited to the samples in which
the shape of the α-relaxation peak is temperature invariant i.e. TTS is valid. To
check whether the temperature affects the shape of the α-relaxation, the dielectric
loss spectra from the whole registered supercooled liquid region should be shifted
to superimpose on the reference spectrum. Time–temperature superposition (TTS)
plot, presented in Fig. 11b, shows that the temperature does not change the shape of
the structural loss peak of a model API—EZB—measured at temperatures from the
region 341–357 K. Thus, the procedure based on construction of master plot can be
employed to predict its temperature dependence of τα at T < Tg.

Fig. 11 a The procedure of master plot constriction involving shifting the α-relaxation peak to
dielectric spectra registered in at T < Tg—on the basis data of EZB. b The master plot of EZB
formed by horizontally shifting of spectra to overlap that at 337 K.
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Fig. 12 a The relaxation map of EZB. Data obtained from BDS measurements (open circles) and
from master plots (closed triangles). The solid line represents the VFT fit, while the dashed lines
represent the predictions from the AG model (green) and from master plots (black). b Long-term
isothermal XRD measurement of EZB carried out at T = 298 K and p = 0.1 MPa.

Figure 12a presents τα(T ) of glassy EZB, which were predicted by two described
above—AG and master plot—strategies.

The structural relaxation time of EZB predicted from the AG model is shown
in Fig. 12a as a red dashed line, while black dashed line represents the prediction
obtained based on the master plot. According to the master plot method τα ≈ 106.3 s
(22 days) at room temperature (i.e. 298 K), whereas the time of α-relaxation deter-
mined from the AG approach is equal to 107.38 s, which corresponds to 278 days.
To check which of those methods gives more adequate results to the reality, the
long-term isothermal XRD experiment of EZB was performed. The results obtained
from this study are presented in panel b of Fig. 12. As can be seen the first sign of
EZB’s re-crystallization was observed after 21 days indicating that the master plot
procedure predicts the physical stability of this particular amorphous pharmaceutical
witch high accuracy.

At the end of this section, it is worth highlighting that the validity of the AG
model as well as the master plot method, in prediction of the time-scale of the re-
crystallization tendency, was confirmed for several amorphous APIs, excluding EZB
(e.g. bicalutamide [41], celecoxib [42], sildenafil [43], azithromycin, clarithromycin,
roxythomycin [44], Trehalose [18]). This fact indicates that the presented methods
are trustworthy and can be widely used for the prediction of the physical stability of
amorphous pharmaceuticals.
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3 Physical Stability Studies of Amorphous APIs
at Conditions Mimicking Their Manufacturing

The amorphous APIs and their molecular dispersions might be produced by either
melting or solventmethods [45]. However, due to both economic and ecological limi-
tations of solvent techniques, currently the most preferred production way of these
systems is Hot Melt Extrusion (HME) [46–48]. A typical HME process includes
heating and softening of a physical mixture of an API and a thermoplastic polymer
inside the extruder, followed by pressurization of the molten mass through a die, to
finally form the granules, cylinders or films [47, 49]. In this technological process
the temperature plays undeniably a crucial role [50]. Therefore, it has to be carefully
chosen to finally obtain an appropriate dosage form. The manufacturing temperature
cannot be too high or too low. At too high temperature the sample might under-
goes thermal degradation [51, 52]. If, however, the elevated temperature does not
harm the extruded composition, it can still over-reduce the sample’s viscosity, and
consequently will make it impossible to form the filaments. At the same time, the
manufacturing temperature should not be too low. Firstly, at insufficient temperature
the dissolution of an API into the polymeric matrix or its melting (depending on the
drug concentration) might not be possible. Secondly, at that conditions the material
can be too viscous to be extrudable. Choosing appropriate processing temperature,
one should also keep in mind that at this specific temperature an amorphous sample
might undergoes re-crystallization [53–55]. Therefore, it is important to investi-
gate the effect of elevated temperature on the physical stability of amorphous APIs.
The studies of amorphous drugs re-crystallization performed at elevated temperature
conditions were a subject of the above subsection. Another, very important, factor
on which the drug is exposed to during its manufacturing process is elevated pres-
sure. It can be exerted on a sample at both: (i) supercooled liquid state i.e. during
pressurization of the molten mass through a die to form the filaments as well as (ii)
glassy state i.e. during palletization, grinding and tableting (depending on the final
dosage form: tablet or capsule). Thus, another important question which should be
asked prior the production is:whether the compression triggers the re-crystallization
of the investigated API?

It has been recently shown that the influence of the compression imitating condi-
tions during manufacturing of amorphous APIs on their physical stability might be
investigated by employing BDS equipped with the high-pressure setup. One of the
best examples of pharmaceutical extremely sensitive to compression is PBC. As can
be seen in Fig. 13a, the amorphous form of this API reveals incredibly high phys-
ical stability, when store at room temperature. According to long-term isothermal
XRD studies, this material does not reveal any signs of re-crystallization even after
200 days of storage (T room and p = 0.1 MPa). Interestingly, PBC is physically stable
also at elevated temperature conditions (see panel b of Fig. 13). However, despite
high physical stability observed at atmospheric pressure, a very gentle compression
triggers PBC’s re-crystallization (see Fig. 13c).
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Fig. 13 a Long-term isothermal XRD measurement of PBC carried out at T = 298 K and p =
0.1 MPa; b dielectric spectra of the real part of the complex dielectric permittivity of PBC during
isothermal dielectric experiment performed at T = 333 K and p = 0.1 MPa; c dielectric spectra of
the real part of the complex dielectric permittivity of PBC during isothermal dielectric experiment
performed at T = 333 K and p = 10 MPa.

Since the pressure is not applied throughout the whole manufacturing process,
it has been proposed, to use BDS as a method monitoring drugs physical stability
at imitating this short-time compression exposure conditions. By employing dielec-
tric spectroscopy with a high-pressure setup, it is possible to quickly compress and
decompress the sample at defined by the user temperature conditions. The available
by this equipment pressure range starts from 0.1 MPa and going up to 1.8 GPa, what
far exceeds the pharmacists’ needs. It is because the usually used compression during
the tabletting process ranges from 50 to 250 MPa, while pressures not higher than
20 MPa can be exerted on the sample during HME. It is also worth noting that by
applying the high-pressure dielectric setup it is possible to monitor physical stability
of amorphous drugs during all, imitating production steps (i.e. compression, decom-
pression, storage time, second compression, temperature change). This option allows
to assess in which particular part of production line the API is exposed to the most
danger for stability conditions. In Fig. 14, the comparison of results obtained for PBC
stored at: (i) ambient pressure; (ii) elevated pressure; and (iii) ambient pressure after
the compression and decompression procedure are presented. It can be well seen
that the elevated pressure triggers PBC’s re-crystallization. Thus, even the slightest
pressure exerted to the sample promotes the formation of crystallization nuclei, and
consequently even after decompression PBC’s crystal growth might be observed.
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Fig. 14 Normalized
dielectric constant ε′

N of
PBC as a function of time
calculated based on eq. (2)
based on the three different
dielectric experiments: (i)
performed at T = 333 K and
p = 10 MPa, (ii) performed
at T = 333 K and p =
0.1 MPa and (iii) performed
at T = 333 K after
compression and
decompression procedure

4 Dielectric Spectroscopy as a Method to Investigate drug’s
Solubility Limit in Polymer Matrix

As was already stated in this chapter: the main flaw of the amorphous pharmaceu-
ticals is their physical instability. This is crucial since shelf-life requirements for
most pharmaceutical systems are on the order of several years [27]. Due to the fact
that in the required time most of the drugs in the amorphous form will return to a
more stable crystalline form, the use of certain excipients (crystallization inhibitors)
is inevitable. There is a variety of possibilities when it comes to choosing appro-
priate excipient. Successful stabilizer can be characterized by different molecular
weights, including low molecular weight compounds such as acetylated sugars [56–
59], organic acids [60–62] or even other drugs [16, 36, 63–65] or the opposite large
molecular weight compounds like polymers [5, 25, 66–71]. It has to be pointed out,
however, that the use of the latter, for the pharmaceutical purposes, is dispropor-
tionally larger. Furthermore, multi-functional use of polymers in the pharmaceutical
industry as the way to improve: water solubility [53, 72–74] or processing conditions
(e.g., during Hot Melt Extrusion (HME)) [75–77] made them the most commonly
chosen excipients.

The apparent enhancement of the physical stability of the drug-polymer Amor-
phous Solid Dispersion (ASD), even if significant, might not ensure thermodynamic
stability [78–80]. Therefore, to achieve needed stability of the ASD formulation, two
main requirements must be met. The first and for most is the possibility to dissolve
the drug within the polymer matrix (drug-polymer miscibility). The second is the
need to preserve the concentration below the equilibrium solubility of the drug in the
polymer (solubility limit) [81–86]. Thus, the determination of drug-polymer solu-
bility is a critical parameter when preparing the ratio between drug and polymer in
the formulation development of an amorphous solid dispersion.
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Fig. 15 Time evolutions of
the glass transition
temperature of a
drug/polymer mixture when
reaching the equilibrated
state by either dissolution
(mixing) or re-crystallization
(demixing) process

A number of the methods were introduced in order to experimentally determine
the API’s solubility within the polymer matrix. Generally they are based on the
calorimetric measurements such as (i) melting point depression [87, 88]; (ii) re-
crystallization method [81] or (iii) various different annealing methods proposed
throughout the years [89–92]. These approaches provide the desired answer only at
the temperature well above the sample’s Tg. This limitation comes from the fact that
at temperatures close to or below Tg viscosity of this composition becomes too high
to reach an equilibrium state, therefore, its determination is very-time consuming
[81, 90, 93, 94]. Mentioned equilibrium (saturated) state can be reached either by the
demixing or dissolution process [81]. Until 2013, when Mahieu et al. presented new
protocol allowing fast and relatively easy determination of the solubility of drugs
into a polymer matrix, most of the experimental determination was based on the
latter. From what has been presented by Mahieu et al. the time scales of these two
processes differ significantly (see Fig. 15) [81].

Discussed protocol is based on the following steps: i) scanning during heating
of the supersaturated sample to determine initial glass transition temperature; (ii)
annealing of the supersaturated sample at certain temperature (above the sample’s
Tg); (iii) rescanning of the sample after annealing to determine the final glass
transition temperature, after the excess of the drug re-crystallize from the system,
followed by (iv) identification of newly obtained concentration by comparing its
glass transition to the Gordon-Taylor (G-T) prediction. However, method based on
the demixing (re-crystallization) process would have an obvious limitation. Namely,
a sample’s tendency towards re-crystallization is crucial in the determination of
the solubility limits. Despite this restriction, Mahieu’s approach is faster than the
preceding methods. Thus, in 2017 Chmiel et. al introduced the latest modification
of this approach. Proposing dielectric studies as an alternative to the calorimetric
measurements was one of the differences between those two approaches [33].

When using BDS instead of the Differential Scanning Calorimetry (DSC), one
should act accordingly to the procedure described below. The first step is the experi-
mental determination of the concentration dependence of the glass transition temper-
ature of the ASD systems. This will be used to identify the concentration obtained
after the re-crystallization of the excess amount of the drug from the supersaturated
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Fig. 16 Panel a shows relaxation map of the fully amorphous FLU, FLU + 10 wt.% of KVA, FLU
+ 13 wt.% of KVA, FLU+ 27 wt.% of KVA, FLU+ 41 wt.% of KVA and FLU+ 55 wt.% of KVA
as grey pentagons, triangles pointing left, triangles pointing right, squares, circles and diamonds
respectively. Temperature dependence of τα in the supercooled liquid has been described by VFT
equations (red solid lines). Panel b presents concentration dependence of the glass transition temper-
atures of FLU-KVA ASD systems, determined utilizing BDS. Grey pentagons, triangles pointing
left, triangles pointing right, squares, circles and diamonds are assigned to the neat amorphous FLU,
FLU + 10 wt.% of KVA, FLU + 13 wt.% of KVA, FLU + 27 wt.% of KVA, FLU + 41 wt.% of
KVA and FLU + 55 wt.% of KVA respectively. Left and right molecular structure refer to KVA
and FLU respectively

solution. Beginning with the analysis of the dielectric loss spectra recorded above the
glass transition temperature, one is able to determine the temperature dependence of
the α-relaxation time (τα(T )) of the examined sample (as presented in Fig. 16a).

To obtain the values of τα at various temperatures, the experimental data should
be fitted using the Havriliak-Negami (HN) [95] function:

ε∗(ω) = ε∞ + �ε[
1 + (iωτHN )a

]b (15)

where ε∞ is high-frequency limit permittivity, ε0 is the permittivity of vacuum,
�ε is dielectric strength, ω is equal to 2π f , τHN is the HN relaxation time, a and
b represents symmetric and asymmetric broadening of relaxation peak. Using the
fitting parameters determined above, one can calculate the values of τα by means of
the following formula:

τα/α′ = τHN
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Temperature evolution of the structural relaxation times—in the supercooled
liquid region—usually shows non-Arrhenius like behaviour. Therefore, in order to
parameterize it VFT equation (Eq. 12) is frequently used. By extrapolating the VFT
fit to 100 s, one can determine the glass transition temperature using the operational
definition Tg = T (τα = 100 s). Consequently, by following the above procedure with
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a series of samples with various concentrations, one is able to experimentally deter-
mine the concentration dependence of the glass transition temperatures (presented
on the example of FLU-KVA systems in Fig. 16b). This dependence will serve as
the basis for the identification of a saturated solution (solubility limit) instead of the
G-T prediction.

Consecutive part strictly corresponds to the second step of the Mahieu’s
approach—annealing of the sample at elevated temperature in order to re-crystallize
the excess amount of the drug from the supersaturated solution.

4.1 Isothermal Dielectric Measurements

In the following subsection of this chapter, step by step instruction, on how to deter-
mine the drug’s solubility within the polymer matrix utilizing Broadband Dielectric
Spectroscopy, will be provided. For this purpose, FLU-KVAcompositionwas chosen
as the representative example.

Taking into account that demixing process (re-crystallization of the excess amount
of the drug from the supersaturated solution) is the crucial step in discussed solu-
bility determination, annealing should be performed well above the glass transi-
tion temperature—in the supercooled liquid region (preferably higher or close to
the temperature onset of crystallization). Therefore, during the dielectric measure-
ments the structural relaxation peak will be well visible in the experimental window.
Furthermore, as was already stated in this book, when the re-crystallization of the
neat amorphous component starts, the intensity of the α-process peak will decrease.
However, when observed re-crystallization refers to the amorphous drug from the
drug-polymer ASD system, then in addition to mentioned decrease, one can expect
the shift of the structural relaxation process towards lower (in case of low-Tg drug
and high-Tg polymer system) [96] or higher frequencies (in case of high-Tg drug
and low-Tg polymer). The representative example of discussed phenomenon can
be observed in Fig. 17a, in case of the re-crystallization from the FLU + 13 wt.%
KVA system. Observed shift (towards lower frequencies) is caused by the weakening
of the plasticization effect (i.e. an increase in the global mobility associated with a
decrease inTg of the binary systemcomparedwith the initial concentration) due to the
decreasing amount of amorphous drug in the mixture. When the re-crystallization of
the excess amount of the small molecule (herein FLU) from the supersaturated solu-
tion stops—leaving saturated (partially amorphous) solution, one can still observe,
on the dielectric spectrum one well-resolved loss peak—α′-process (see Fig. 17a).

When no further changes in molecular dynamics, such as drop in intensity or hori-
zontal shifts, can be observed, the sample should be cooled down and re-measured
during heating up to the temperature of the performed isothermal crystallization, as
can be seen in Fig. 17b (in discussed exampleT = 353K).Described above additional
measurement is necessary to cover wide temperature range of the relaxation time
related to the α′-process. Next, based on the HN fitting procedure performed on the
dielectric loss spectra obtained during mentioned procedure, one can determine the
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Fig. 17 Panel a presents the dielectric spectra obtained during the isothermal crystallizations
registered at 353 K. t0 indicates the first recorded spectrum at the set temperature, which does
not correspond to the beginning of the crystallization. Panel b presents dielectric spectra obtained
during additional measurements performed after isothermal crystallization at 353 K. Red shaded
area corresponds to the HN fit of the partially re-crystallized sample. Panel c shows relaxation map
of the fully amorphous FLU + 13 wt.% of KVA sample as well as the samples after isothermal
crystallization at 353 K (grey triangles and red stars respectively). Temperature dependence of τα

in the supercooled liquid has been described by VFT equations (red solid lines)

temperature dependence of the relaxation times of the sample after re-crystallization
(τα′(T )). Further investigations focus mainly on the determination of the glass tran-
sition temperature of the sample obtained after isothermal re-crystallization. This
can be done, by extrapolation of its VFT fit to 100 s (Tg = T (τα = 100 s)). Once
the glass transition temperature of this stable system (saturated solution) is deter-
mined, its concentration can be easily established. It can be done by comparing the
obtained T ′

gs value to the experimentally determined concentration dependence of
the glass transition temperatures. As can be seen in Fig. 18 the saturated composition
of FLU-KVA determined at 353 K contains 62 wt.% of FLU.

To obtain the solubility limit line, in the wide temperature range, the above
procedure should be repeated for different isothermal re-crystallization temperatures.

Before advancing to the next part of this chapter, the main difference between the
two discussed techniques should be highlighted. By utilizing theDSC, one can obtain
the information about the sample’s concentration at two specific time points: before
the re-crystallization begins andwhen it is finished.At the same time, by following the
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Fig. 18 Presents concentration dependence of the glass transition temperatures of FLU-KVAASD
systems, determined utilizing BDS. Grey pentagons, triangles pointing left, triangles pointing right,
squares, circles and diamonds are assigned to the neat amorphous FLU, FLU + 10 wt.% of KVA,
FLU + 13 wt.% of KVA, FLU + 27 wt.% of KVA, FLU + 41 wt.% of KVA and FLU + 55 wt.%
of KVA respectively. Red star refers to the concentrations determined via isothermal measurements
at 353 K

exact same procedure via BDS, one can additionally obtain the information—besides
the initial and final glass transition temperatures—about the molecular dynamics of
the examined system (in wide frequency and temperature range) before, during and
after the re-crystallization process. Based on the subtle changes inmolecularmobility
of the examined system one can, not only monitor the progress but also determine
the exact time when re-crystallization ceases [96].

It has to be pointed out that both approaches provide results that are in perfect
agreement with each other. Therefore, it seems that the dielectric modification of the
well-known Mahieu’s protocol, provides the alternative experimental technique to
the calorimetric measurements, but the basic principle remains the same. It should
be pointed out that dielectric approach gives one more possibility of estimating
polymers’ ability to dissolve API. This phenomenon, related to the solubility deter-
mination, can be observed during non-isothermal dielectric studies [33, 97]. The
following subsection will focus on this subject.

4.2 Non-isothermal Dielectric Measurements

Beginningwith the statement that non-isothermalmeasurements are,without a doubt,
significantly less time consuming than isothermal ones and at the same time they
provide somehow similar results, they earn their place in this chapter. At this point, it
has to be mentioned that discussed method of non-isothermal measurements can be
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Fig. 19 Panel a presents dielectric spectra obtained during non-isothermal measurements
performed on the fully amorphous sample. Grey shaded area refers to the HN fit of the fully amor-
phous sample. Red shaded area corresponds to the HN fit of the partially re-crystallized sample.
Crystallization was marked as the dotted spectra. Panel b shows the temperature dependence of the
relaxation times of the fully amorphous FLU + 13 wt.% of KVA sample (grey triangles) as well
as the samples after non-isothermal crystallization (grey hexagons) and partially re-crystallized
sample re-measured after previous cooling (red hexagons). Temperature dependence of τα in the
supercooled liquid has been described by the VFT equations (red solid lines)

considered as not quantitative but qualitative. Taking into account the situation when
the same drug is dissolved within the different polymeric matrixes, one can, in a fast
and easy way, determine themutual relation between their dissolving properties [97].

In order to perform this assessment, one should follow the procedure described
below. For this purpose, the representative examples of FLU-based ASDs were
chosen. During the non-isothermal dielectric measurements, above the sample’s Tg,
the α-relaxation peak shifts towards higher frequencies (grey spectra in Fig. 19a).
By analysing these dielectric loss spectra, τα(T )—related to the fully amorphous
sample—can be determined (grey triangles in Fig. 19b). Throughout further heating
of the sample, at some certain temperature (herein 315 K) supersaturated drug-
polymer solution, starts to re-crystallize (see dashed loss spectra in Fig. 19a). At this
point the observer should notice following phenomenon’s occurring simultaneously
to further heating [20, 33, 36, 97]: (i) rapid decrease of the intensity of the loss
peak that reflects sample’s re-crystallization; (ii) shift of the relaxation peak towards
lower frequencies, associated with the changes in the drug-polymer concentration
(as the result of the re-crystallization of the excess amount of the drug from the
supersaturated solution), (iii) shift of the relaxation peak towards higher frequen-
cies as the temperature is rising. When no further changes, in the intensity of the
loss peak, could be observed and at the same time remaining α-relaxation peak,
once again, shifts only towards higher frequencies during heating (see red spectra in
Fig. 19a), it can be assumed that the crystallization process is over. This can suggest
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that the excess amount of the drug re-crystallized leaving concentration that does not
display any tendency towards re-crystallization during non-isothermal studies [33].
By analysing these dielectric loss spectra the temperature dependence of the relax-
ation time related to the α′-relaxation (τα′(T )) can be determined (grey hexagons in
Fig. 19b).

To improve the accuracy of theVFTfitting procedure and in consequence the accu-
racy of the T ′

gs determination, the sample should be cooled down and re-measured
during heating to cover wide temperature range of the τα′(T ). Data obtained by this
additional procedure is presented in Fig. 19b as red hexagons. Once the glass tran-
sition temperature is determined, from the extrapolation of its VFT fit to 100 s, this
concentration can be easily identified by the comparison its Tg value to the exper-
imentally determined concentration dependence of the glass transition temperature
of the ASD systems (see Fig. 20).

By proceeding with this method while employing different polymeric matrixes,
one can determine the relationship in the apparent solubility of the amorphous drug
dispersed within them. Based on the studies performed on FLU dispersed in PVP,
KVAand PVAc [33, 97], following dependencewas established: PVP>KVA>PVAc
(see Fig. 21). This result would imply that the highest amount of the FLU can be
dissolved in the PVP matrix and the lowest in the PVAc.

Fig. 20 Presents concentration dependence of the glass transition temperatures of flutamide-based
ASD systems, determined utilizing BDS. Grey pentagons, triangles pointing left, triangles pointing
right, squares, circles and diamonds are assigned to the neat amorphous FLU, FLU + 10 wt.% of
KVA,FLU+13wt.%ofKVA,FLU+27wt.%ofKVA,FLU+41wt.%ofKVAandFLU+55wt.%
of KVA respectively. Red hexagon refers to the concentrations determined via non-isothermal
measurements
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Fig. 21 Presents
concentration dependence of
the glass transition
temperatures of FLU-based
ASD systems. Pentagon is
assigned to the neat
amorphous flutamide, and
the triangle pointing down,
star and triangle pointing up
indicates the PVP, KVA and
PVAc respectively. Red
hexagons correspond to the
concentrations determined
via non-isothermal
measurements

Even though described above procedure results in obtaining certain concentra-
tion (that does not show any tendency towards further re-crystallization during non-
isothermal measurements) it is not directly linked to any certain temperature. There-
fore, one cannot really state that concentration A (determined via non-isothermal
measurements) is the solubility limit at a temperature equal to B.

However, by utilizing isothermal measurements in a series of trials and errors, this
exact concentration was determined as the solubility limit at a specific temperature
(well above the room temperature), as can be seen in Fig. 22a. Secondly, what in
fact is more important, this particular concentration (i.e. which was determined via
non-isothermal studies of the FLU-KVA mixture [33]—the first sample prepared
based on this method) does not revealed any tendency towards re-crystallization at
room temperature, for nearly 3 years (up to date), as indicated by long-term stability
studies utilizing powder X-ray diffraction (see Fig. 22b).

At the end of this subsection, it should be pointed out that the discussed method of
non-isothermal measurements was already successfully applied in the case of amor-
phous aripiprazole-based ASD systems [20]. In the recalled case of ARP dispersed in
SOP as well as KVA, the results of the discussed non-isothermal BDSmeasurements
allowed to determine the better excipient for the Hot Melt Extrusion purposes. BDS
was initially used to qualitatively assess the solubility of the pharmaceutical within
two different polymeric matrices (during non-isothermal measurements). Then, the
specific solubility limit was determined in order to validate examined systems from
the HME point of view. As it turns out the 70 wt.% of the KVA ensures both high
physical stability of the ARP as well as the appropriate viscosity for the HME.
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a b

Fig. 22 Panel a shows temperature dependence of the relaxation times of the fully amorphous FLU
+ 13 wt.% of KVA sample (grey stars) as well as the samples after non-isothermal (red hexagons)
and isothermal crystallization (black circle). Temperature dependence of τα in the supercooled
liquid has been described by VFT equations (solid lines). Panel b presents the X-ray diffraction
patterns for FLU + 41 wt.% of KVA at T = 298 K. The absence of sharp Bragg peaks indicates
the full amorphousness of the sample. Up-to-date result was provided by K. Jurkiewicz according
to the procedure described in ref. [33]

What is more both isothermal and non-isothermal dielectric measurements
used to determine drug-excipient solubility limit are not limited to the drug-
polymer mixtures. Analogous measurements were conducted in drug-drug systems
as presented in case of FLU in a binary mixture with BIC.[36] What indicates on the
universal potential of this method.
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Ordering Transitions in Short-Chain
Alcohols

Alejandro Sanz

Abstract Alcohols present fascinating properties, both static and dynamic, to a
large extent due to the presence of a hydrogen-bonded network. In the liquid state,
hydrogen bonds (HB) are continuously forming and breaking on a timescale of
10–11 s at room temperature. Thus, these substances exhibit a rich dynamic behaviour
at different time and length scales.Alcohols are considered complex systems inwhich
structural and dynamic fluctuations in the HB network play a key role in the relax-
ation dynamics, as well as on the structural development. Revealing the interplay
between the structural ordering and the relaxation dynamics during crystallization in
short-chain alcohols is of paramount importance. One of the most powerful exper-
imental methods to tackle this problem is dielectric spectroscopy (DS), not only
because it offers information about characteristic time scales, but also because it
allows obtaining information about the static properties of the system, at least in
an indirect manner. In this chapter, we go through some of the most representative
examples that illustrate the crystallization in short-chain alcohols by using dielectric
spectroscopy, making special emphasis on those works in which dielectrics has been
combined simultaneously with neutron diffraction (ND). This singular approach
allows the crystal development to be tracked by means of ND, and the dynamic
changes occurring in the disordered phase byDS, providing in thismanner a complete
picture of the structural ordering process.
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Abbreviations

CNT Classical nucleation theory
DS Dielectric spectroscopy
Gcrys Gibbs free energy of the crystalline state
Gliq Gibbs free energy of the liquid state
HB Hydrogen bond
JMAK Johnson–Mehl–Avrami–Kolmogorov
MW Maxwell–Wagner effect
ND Neutron diffraction
PC Plastic crystal
SCL Supercooled liquid
Tg Glass transition temperature

1 Introduction

In this chapter, we will describe how dielectric spectroscopy techniques have
contributed for a better understanding of the structure-dynamics correlations in low
molecular weight alcohols. We will focus on the transformation of liquid short-chain
alcohols into solid phases with periodic order, with especial attention paid to crys-
tallization processes. Unlike liquids, where molecular entities exhibit rotational and
translational mobility, in the true crystalline state, molecular motions are restricted
to small oscillations about fixed positions in a regular lattice.

According to thermodynamics, crystallization would be possible as soon as the
difference between the Gibbs free energy of the crystal Gcrys and that of the liquid
Gliq is negative [1–3]. Let us remind that the Gibbs free energy combines the internal
energy of the systemH and the entropy S, being the latter modulated by temperature
as follows:

G = H − T S (1)

In most cases, ordering transitions get triggered by a reduction of the internal
energy at temperatures below the corresponding melting point, although entropy-
driven transitions into more ordered phases may also take place [4]. In these latter
cases, freezing processes proceed via a partial ordering of the molecular entities
while density remains almost constant. This is then understood to be produced by
somemolecular rearrangements allowing the stabilization of the new phase due to an
increase in entropy instead of through aminimization of the internal energy. Freezing
transitions in short-chain alcohols corresponding to both scenarios will be reviewed
in the sections below.

The first step in crystallization requires overcoming the energy barrier of creating
tiny crystalline seeds by thermal random fluctuations. During this process, termed
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nucleation, tiny seeds of crystals are formed that will continue to grow by advancing
the liquid/crystal interface across the remaining liquid medium. Molecular mobility
of the mother phase, surface tension of the liquid/crystal interface, intermolecular
attractions, purity of the sample and its interactions with the environment, are known
to govern the crystallization tendency of supercooled liquids [5–8]. Crystallization is
therefore a complex phenomenon, in which, apart from the thermodynamic driving
force, several factors are simultaneously involved.

Along with the thermodynamic barrier to nucleation and crystal growth, it is
well established that the molecular mobility plays a critical role in the crystalline
development, although the exact nature of this interrelationship is still a matter of
debate [9]. Most of the examples discussed in the present chapter relate to ordering
transitions near the glass transition temperature, Tg, where the transport of molecules
across the liquid/crystal interface for creating new crystalline layers is the limiting
factor. Since it is directly related to the molecular dynamics, crystal growth is very
dependent on temperature. One of the theoretical frameworks that, with some degree
of approximation, have successfully explained the liquid-to-crystal transition is the
classical nucleation theory (CNT) [10–13]. A detailed description of the theory is
beyond the scope of the present chapter, but it may be useful to point out that the
kinetic barriers for nucleation, �GD , and growth, �E , can be expressed in terms of
the self-diffusion coefficient as follows:

exp

(
−�GD

kBT

)
∝ D, (2)

exp

(
− �E

kBT

)
∝ D. (3)

The kinetic contributions for nucleation and crystal growth can also be given by
the reciprocal shear viscosity, η−1, assuming the Stokes-Einstein relation holds [6].

Due to the presence of hydroxyl groups, the intermolecular interactions in alcohols
are largely dominated by the directional character of hydrogen bonds (HB), resulting
in supramolecular structures that form and break continuously on an approximate
timescale of 10–11 s at room temperature [14, 15]. The structure, thermodynamics
and dynamics of alcohols will, therefore, depend critically on the properties of the
HB network. To quote IUPAC [16], “the hydrogen bond is an attractive interaction
between a hydrogen atom from a molecule or a molecular fragment X–H in which
X is more electronegative than H, and an atom or a group of atoms in the same or
a different molecule, in which there is evidence of bond formation.” In the specific
case of alcohols, each hydroxyl group can form up to three bonds, one involving the
hydrogen atom and two involving the oxygen. As mentioned above, the HB network
has a dynamic or living character, where the HB’s are continuously forming and
disintegrating, giving as a result a rich variety of motifs depending on the molecular
architecture, temperature and pressure [17]. With the purpose of understanding the
dynamics of the structural fluctuations in these supramolecular networks, a great
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effort has been made over the past decades, in particular by utilizing dielectric spec-
troscopymethods [18].Alcohols are extremely active in dielectric spectroscopy given
the high dipole moment of hydroxyl groups, which constitutes an important benefit
when dielectrics is employed for the study of crystallization processes, in particular
during the late stages of the phase transition where a small fraction of mobile phase
remains surrounded by the growing crystals [19, 20].

One of the most relevant features in liquid monohydroxy alcohols is the presence
of a strong dielectric dispersion located at lower frequencies than that corresponding
to the universal structural relaxation observed in all kinds of liquids. Due to its
narrow shape, this strong peak is known as the Debye peak. There is a general
consensus on the connection between the Debye peak and the dynamic character of
the HB network. In Fig. 1 we show the dielectric loss as a function of frequency
for supercooled isopropanol at 130.5 K, where the most intense process located at
the low-frequency flank of the spectrum corresponds to the Debye peak. The Debye
peak does not possess the main features of the typical structural or α relaxation and
different models have been proposed for explaining its origin but commonly associ-
ated with the hydrogen bonding network dynamics [21–24]. For instance, according
to the wait-and-switch model, first a molecule of the network switch its position to
reorient itself but it must wait until a favourable condition for reorientation exists
in the network [14, 22, 23, 25, 26]. Under the framework of this model, the mean
relaxation time of the Debye peak is expected to depend inversely upon the number
density of available hydrogen bonding sites [27].

The formation of superstructures viaHB’s is corroborated by the presence of a pre-
peak at wave-vector values below the main peak (intermolecular correlations) in the
static structure factor. These pre-peaks stem from the intermolecular aggregates via
hydroxyl groups interactions and it is a well-documented signature in monohydroxy
alcohols [28, 29] (Fig. 2).

In this chapter, we will pay special attention to the main results obtained by using
a peculiar experimental setup that allows one to perform simultaneously dielectric

Fig. 1 Imaginary part of the
dielectric susceptibility for
isopropanol at 130.5 K. Solid
black line is the total fit of the
experimental data (◯) using
a Debye, Cole–Davidson and
log-normal distribution
function for describing the
primary, alpha and beta
relaxations respectively
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Fig. 2 Schematic description of the cooperative dynamics in a HB network. Hydroxyl groups of
different molecules abandon and enter (molecule oriented favourably for a “switch”) continuously
the network

spectroscopy and neutron diffraction experiments with the main purpose of moni-
toring crystallization processes in real-time [30]. By means of this experimental
approach, one can get information on both the crystal development through neutron
diffraction (ND), and the dynamic changes occurring in the disordered (mobile)
phase by dielectric spectroscopy, in this way, providing a complete picture of the
ordering process.

We will also review, in the author’s subjective view, the most relevant works in the
field of crystallization of low molecular weight alcohols by using standard dielectric
spectroscopy techniques.

2 Simultaneous Neutron Diffraction and Dielectric
Spectroscopy During Crystallization of Liquids

Asa result of the collaborationbetween the Institute for theStructure ofMatter (CSIC,
Madrid, Spain) and the neutron source facility Institute Laue-Langevin (Grenoble,
France), in the early 2000s, a novel experimental setup to obtain information on
structural and dynamic changes in liquids during crystallization was developed [30].
The setup consists of a sample cell that allows performing simultaneous measure-
ments of neutron diffraction and dielectric spectroscopy. By carrying out these
simultaneous experiments, information can be obtained from both phases, amor-
phous and crystalline, and therefore it can provide a complete description of the
static and dynamic modifications occurring during a crystallization process. By
utilizing this combined cell, from this point on ND-DS technique, it is possible
to acquire in parallel the frequency-dependent complex dielectric permittivity and
neutron diffraction patterns. In DS, onemeasures the complex dielectric permittivity,
ε ∗ (ω) = ε′(ω)− iε′′(ω), with ε′ the real part of the permittivity and ε′′ the so-called
dielectric loss. In the particular case of the ND-DS cell, the complex permittivity was
calculated through measurements of the complex impedance by placing the liquid
sample in a container between two metallic electrodes of area A separated a distance
d and subjected to an alternating electric field of angular frequency ω. A schematic
description of the NS-DS setup is illustrated in Fig. 3. The liquid is placed in a
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Fig. 3 Schematic view of the simultaneous dielectric spectroscopy and neutron diffraction tech-
nique. (1) Electrodes of area A, (2) sample of thickness d, (3) current analyzer, (4) voltage analyzer,
(5) alternating voltage generator, (6) insulating spacer, (7) incoming neutron beam, (8) diffracted
neutron beam, and (9) neutron detector

container made of anodized aluminium (50 μm thick). Anodized aluminium was
chosen since is an appropriate material to give a weak neutron intensity absorption,
and also because it becomes insulating. Two standard aluminium layers acting as
electrodes separated by a Teflon® spacer and connected through the cap to the wires
are connected to a Stanford lock-in amplifier SR830 with a dielectric interface and
control unit from Novocontrol. Electrodes are glued to the cap by cryogenic glue.
The set formed by the cap, the electrodes and the spacers encloses the liquid by
means of an indium ring and four screws.

A Teflon® spacer keeps the electrodes in place at a distance of 3 mm. By changing
the shape of the spacer, the volume of liquid can be varied if necessary in order to
vary the sample capacitance as well.

All results shown in this section were obtained through experiments carried out
on the 2-axes diffractometer D1B at the Institut Laue Langein (ILL). The ND-DS
cell was designed as simple and compact as possible to fit in the D1B cryostat (φ
= 25 mm), covering the capacitor an area nearly equal to the neutron beam size.
This cell can be used in the rest of the cryostats and instruments of the ILL which
generally have a diameter φ = 50 mm. The neutron wavelength was set at λ =
2.52 Å and the data were normalized to the monitor for accounting for fluctuations
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Fig. 4 Simultaneous neutron diffraction (top) and dielectric spectroscopy (bottom) data obtained
by using the ND-DS setup for the transformation of plastic crystal ethanol into the monoclinic
crystalline phase at 115 K. Experiment carried out on the diffractometer D1B at the ILL

in the intensity of the beam. As an example of the possibilities of the ND-DS setup,
Fig. 4 presents the temporal evolution of the diffraction pattern (top) and alpha
relaxation curve for ethanol during isothermal annealing at 115 K. More precisely,
it shows the transformation from the rotationally disordered plastic crystal into the
monoclinic crystal state [31]. Neutron intensity is plotted against the scattering vector
Q = 4πsin(θ)/λ, where λ is the neutron wavelength and 2θ the scattering angle.

2.1 Crystallization of 2-Propanol by ND-DS Measurements

Isopropanol (2-propanol) is a monohydroxy alcohol with a glass transition temper-
ature (Tg) at ambient pressure of 115 K. Of paramount importance is to establish
the principal correlations between the molecular mobility and the growing structure
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during crystallization above Tg, with particular interest on the role played by the HB
network on the crystallization process [27].

It is worthy to remind that neutron diffraction is a type of coherent scattering and,
consequently, the sample to bemeasuredmust have a high coherent cross-section. For
this reason, deuterated isopropanol (2-propanol d8, 99% of deuterium)was used. The
sample was quenched in the glassy state at 75 K from room temperature and different
crystallization temperatures above Tg were reached on heating. The evolution of the
ND-DS data during the crystallization of supercooled isopropanol at 134 K is shown
in Fig. 5. The formation of a crystalline lattice and the concomitant destruction of
the liquid mobile phase have a strong impact on both neutron diffraction and dielec-
tric spectroscopy data. Regarding diffraction, as crystallization proceeds, several
Bragg peaks stem at the expense of the typical amorphous halo observed in disor-
dered matter that decreases progressively [27]. In parallel, the dielectric dispersion
decreases in intensity as the fraction of mobile dipoles in the system becomes smaller
in accordance to the theory of dielectric relaxation that relates directly the dielectric
strength to the density of relaxing entities. As expected for a true crystalline phase
with rotational and translational order, the area of the dielectric dispersion totally
vanishes when the crystallization kinetics is over.

Dielectric loss data were described by twoCole–Davidson functions: (i) a primary
relaxation at low frequencies (Debye peak) attributed to the hydrogen-bond network
dynamics, and (ii) a secondary relaxation which is assigned to the alpha process.
The dielectric dispersion curves are then fitted to the following expression, ε′′ =
Im[ε∗] = Im

[
ε∞ + ∑

x=I, II �εx (1 + (iωτx ))
−cx

]
, with �ε the dielectric strength, c

the shape parameter which describes the asymmetric broadening of the relaxation
time distribution function, and τ the central relaxation time [32].

A major advantage of performing simultaneous DS and ND measurements is the
possibility of correlating dynamic properties with the fraction of crystalline phase in
an unambiguous way, that is, both quantities being generated under exactly the same
conditions, precluding unwanted external effects associated with different sample
environments. It was shown that the dependence of the dielectric strength with the
degree of crystallinity for the primary and alpha relaxations was quite different as
indicated in Fig. 6. From the very early stages of crystallization, a dramatic decrease
of �εI is observed which is interpreted as a depletion of the HB network.

Provided that the relaxing species being lost from the network are directly trans-
ferred to the crystalline phase in a linear fashion, a two-phase scenario for the dielec-
tric strength denoted in Fig. 6 by a continuous line, should be expected. The strong
deviation from the two-phase model for the Debye peak is interpreted as due to the
existence of an intermediate step between the situation in which the molecule is in
the network and that in which it occupies a position in the crystal. This indicates that
the breakage of the HB network is a necessary but not sufficient step for nucleation
[27]. On the other hand, the alpha relaxation shows an almost linear dependence of
�ε with crystallinity, much closer to the two-phase behaviour indicating that the
relaxing species contributing to the alpha process which are lost in the amorphous
phase are almost completely transferred to the crystalline phase. It is important to
remark that the fraction of crystallinity is calculated by describing the diffraction



Ordering Transitions in Short-Chain Alcohols 97

Fig. 5 Simultaneous ND
(bottom) and DS (top) data
as a function of time during
isothermal annealing of
isopropanol at 134 K. ND
patterns are represented as a
function of the scattering
angle. DS spectra are given
for every time as a function
of frequency

I (
a.

u.
)

patterns as a linear combination of the fully crystallized (last pattern) and initial
amorphous (first pattern) contributions [33].

In relation to the location of the relaxation process with crystallinity, both contri-
butions shift towards higher frequencies as crystallization proceeds, suggesting an
enhancement of the dynamics as the crystal phase grows. The disruption of the HB
network, as a first step of the crystalline nucleation, involves more available sites
in the network and, consequently, shorter waiting times for new molecules entering
the network. This would explain the displacement of the Debye peak towards higher
frequencies, in particular during the early stages of crystallization. The increment
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Fig. 6 Correlation between dynamic magnitudes and degree of crystallinity for 2-propanol during
isothermal crystallization at 134 and 139 K. a Dielectric strength for the Debye peak; b Dielectric
strength for the alpha relaxation; c Frequency of themaximum loss for the Debye peak; d Frequency
of the maximum loss for the alpha relaxation. The inset on panel (a) presents the evolution of
crystallinity with normalized time for the two studied temperatures. Reprinted with permission
from Ref. [27]. Copyright (2004) by the American Physical Society

of f (max)II (alpha process) with crystallinity is interpreted consistently as being due
to a depletion of relaxing species from the HB network. Establishing and analogy
between the number of HB’s in the network and the density of cross-links in poly-
meric systems, it is plausible to interpret the acceleration of the cooperative motions
associated to the alpha process with the progressive distortion of the HB network
during the early stages of the ordering transition [33, 34]. In summary, the results
presented in Fig. 6 indicate that a breakage of the hydrogen-bonded network occurs
at a first step in the formation of crystals during the crystallization of isopropanol
[27].

2.2 Partial and Total Ordering of Supercooled Liquid
Ethanol by Simultaneous ND-DS Measurements

Unlike the scenario presented above for 2-propanol, the phase behaviour in super-
cooled liquid ethanol is more complex. Besides the ordinary crystal state with rota-
tional and translational order, at temperatures near Tg, ethanol forms another struc-
tural phase with intermediate order between the true crystalline and liquid state.
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Fig. 7 Schematic
representation of the Gibbs
free energy for different
structural phases in
condensed ethanol. Adapted
with permission from Talón
et al. [38]. Copyright (1998)
by the American Physical
Society

This metastable phase presents translational order, in which the centre of mass of
the molecular species remains fixed at the nodes of a crystalline lattice, but it lacks
rotational order. It is important to note that the rotational mobility in orientationally
disordered crystals gets frozen at a characteristic Tg, transforming into the so-called
orientational glass with random molecular orientations. As indicated in Fig. 7, both
the supercooled liquid and plastic crystals phases form their respective glasses at the
same temperature and very close densities [35]. The formation of these rotationally
disordered crystals, commonly named plastic crystals, is fairly common in organic
substances with small steric hindrance to molecular reorientation and some degree
of intrinsic disorder [36, 37]. An increase of the rotational mobility (increase of
rotational entropy) provides the necessary stabilization of these metastable phases.

Figure 8 presents the corresponding neutron diffractograms for the supercooled
liquid, plastic crystal and stable monoclinic phase. A rigorous neutron and X-ray
diffraction study by Bermejo et al. [39], revealed that the structure of plastic crystal
ethanol corresponds to a cubic lattice (BCC), with two independent molecules per
unit cell.

Aprecise experimental protocolmust be followed in order to explore the formation
of such structural phases. Liquid ethanol at room temperature must be cooled rapidly
(cooling rate > 6 K/min) to temperatures below Tg, with the purpose of avoiding
crystallization on cooling. In this particular case, the sample was quenched to 75 K.
If supercooled liquid (SCL) ethanol is annealed between 105 and 110 K, the plastic
crystal (PC) is formed. Finally, the plastic crystal phase tends to crystallize into a
fully-ordered monoclinic phase at temperatures above 115 K.

Before we start discussing the main results obtained using the ND-DS technique,
the transformation from SCL into the PC phase was previously investigated by stan-
dard real-time dielectric spectroscopy [40]. In this work, Benkhof and co-authors
already pointed out that PC ethanol forms in a narrow temperature window around
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Fig. 8 Neutron diffractograms of deuterated ethanol (CD3CD2OD) corresponding to the stable
monoclinic crystal (115 K), metastable plastic crystal (115 K) and metastable supercooled liquid
(105 K). Data collected on the D1B instrument (ILL)

105 K, although excluding kinetic factors, the formation of the PC phase should be
possible between Tg and 115 K approximately. It was reported that the dielectric
spectra for the two PC and SCL phases were rather similar, with the exception of
the time constant, indicating that the slow dynamics of PC and that of SCL ethanol
probed by dielectric spectroscopy are basically identical.

The transformation of SCL ethanol into the PC phase at a fixed temperature
of 105 K is discussed here below. Selected simultaneous ND patterns and DS
spectra are displayed in Fig. 9. A remarkable observation is the transformation of the
dielectric relaxation upon annealing. The main relaxation associated with the liquid
phase is centred around 1 Hz and decreases in intensity as the metastable PC phase
grows. In parallel, a new relaxation appears at lower frequencies due to the mobile
nature of the plastic crystal phase. This process induced by pure reorientations of
ethanol molecules presents slower relaxation times than that of SCL because of the
translational constraints imposed by the BCC lattice.

In order to elucidate unequivocally the fraction of sample transformed into the
PC phase, the diffraction patterns can be described as a linear combination of two
contributions, corresponding to ordered (NPC) and disordered (NSCL) phases:

I (Q, t) = IPC(Q) + [1 − NPC(t)]ISCL(Q), (4)
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Fig. 9 Selected snapshots
during isothermal
transformation of SCL
ethanol (CD3CD2OD) into
PC phase. Simultaneous DS
curves (a) and ND patterns
(b) are presented during
annealing at 105 K. ND
patterns are represented as a
function of the scattering
vector Q. DS spectra are
given for every time as a
function of frequency. Every
pattern was recorded with an
acquisition time of 10 min.
Annealing time is indicated
in hours. Reprinted with
permission from Ref. [41].
Copyright (2011) by the
American Physical Society
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where IPC is the intensity from the Bragg peaks and ISCL the intensity from the
amorphous halo. InFig. 10, the timedependence of the fraction of PCphase at 105 and
109 K shows the typical sigmoidal shape for an overall crystallization process. The
values of NPC along the phase transition, calculated by Eq. 4, are described in terms
of the Johnson−Mehl−Avrami−Kolmogorov (JMAK) model [42–45]. According
to this model, the kinetics of crystallization can be expressed as follows:

N (t) = 1 − exp

(
−

(
t − t0
τcrys

)n)
, (5)

with N(t) the fraction of transformed phase under isothermal conditions, t0 the
induction time, n is a dimensionless exponent related to the nature of the nucle-
ation phenomenon and dimension of the crystal growth, and τ crys the characteristic
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Fig. 10 Fraction of plastic
crystal phase during
isothermal annealing of
supercooled deuterated
ethanol at 105 and 109 K.
Solid lines correspond to the
best fit of the experimental
data to the JMAK equation
(Eq. 5)
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crystallization time. Fits of the experimental data to the JMAK equation are shown
in Fig. 10 as continuous lines. Values of the exponent n close to 2 were found for
both temperatures. A physical interpretation of the values of n for the transformation
of SCL ethanol into the PC phase is beyond the scope of the present section.

As mentioned earlier, thanks to the ND-DS approach, one can correlate in a single
experiment dynamic and static properties. It was found that the values of NPC were
noticeably lower when estimated by ND than those calculated by using dielectric
strength, especially for intermediate crystallization times. This mismatch is inter-
preted considering that, although a portion of ethanol molecules are relaxing at a
slower rate as compared to the fully disordered SCL phase, these are not attached to
the ordered BCC lattice yet. Assuming the fraction of the new phase is unequivocally
obtained by ND data, the following strategy was proposed to describe the dielectric
spectra over time. The existence of an additional phase, presumably associated with
an intermediate step of the partial ordering of SCL ethanol into the rotator phase
(PC) was proposed. Dielectric loss data can be described by a weighted superposi-
tion of three Cole–Davidson modes: ε′′(ω, t) = NPC(t)ε′′

PC(ω) + NPRE(t)ε′′
PRE(ω) +

NSCL(t)ε′′
SCL(ω), where the subscripts stand for the initial SCL and final PC phases,

and also for the proposed precursor (PRE) phase.
The results shown in Fig. 11 demonstrate that previous to the growth of the crys-

talline lattice of the plastic crystal phase, the formation of a precursor or interme-
diate phase through a liquid-liquid phase separation takes place. Once this precursor
phase is formed, subsequent (plastic) crystalline nucleation and growth is expected
to develop [41].

Following the experimental protocol shown below and according to the phase
diagram illustrated in Fig. 7, the stable monoclinic phase can be formed from the
plastic crystal by heating the sample above 110 K approximately (Fig. 12).

Figure 4 displaysND-DSdata for the transformation of deuterated ethanol from its
PC form into the stable monoclinic phase [31]. During the isothermal transition from
the rotator phase to the stable monoclinic lattice, an acceleration of the cooperative
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Fig. 11 a Fitting of the dielectric relaxation curve for annealing time of 2.5 h during transformation
of SCL ethanol into PC at 105 K. b Time evolution of the fraction associated with the coexisting
phases calculated by ND and DS. Normalized total dielectric strength is also shown for comparison.
cNormalized dielectric strength to its initial value for the SCLand interface relaxations of deuterated
ethanol as a function of the PC volume fraction. d Characteristic relaxation time for the main
relaxation assigned to the precursor phase against the fraction of PC phase estimated by ND.
Reprinted with permission from Ref. [41]. Copyright (2011) by the American Physical Society
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Fig. 12 Thermal protocol for controlling the structural order in ethanol. Isothermal annealing is
employed to facilitate the transformation of supercooled liquid ethanol into the plastic crystal phase,
as well as the final transition of the PC phase into the stable monoclinic state
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motions related to the main dielectric relaxation is observed, as well as evidences of
the necessity of a deep reorganization of the HB network as a precursor step of the
overall crystallization process, similar towhat is found for the ordinary crystallization
of isopropanol from the supercooled liquid state. As an example, two dielectric
spectra at different crystallization times are presented in Fig. 13. TwoCole–Davidson
functions were used to fit the experimental data to account for the primary (Debye
peak) and secondary (alpha) relaxations. The vertical dotted line in Fig. 13 is a guide
to help the reader to highlight the displacement of the maximum loss towards higher
frequencies as crystallization proceeds. Since the primary relaxation dominates the
spectrum, the fitting procedure was carried out by keeping slight constrains on the
shape and relaxation time of the secondary process. More precisely, the values of the
relaxation time for the secondary processwere kept fixed during the fitting procedure.
This strategy was chosen in order to control the validity and physical reliability of
the resulting fits. Regarding the rest of fitting parameters, it was possible to let vary
the area and shape parameter c, the latter ranging between 0.25 and 0.5, obtaining in
this way satisfactory fits [31].

Dynamic features of PC ethanol might be unequivocally correlated to the fraction
of monoclinic phase (NMC). The values of NMC were estimated by ND data by
fitting the experimental neutron scattering patterns to a similar expression to Eq. 4.
In Fig. 14a, one observes a speeding up of the primary relaxation as soon as the
monoclinic crystals start to grow up to volume fractions of 0.8 approximately. Only
for large volume fractions of monoclinic phase, the primary relaxation time of the
remaining plastic crystal ethanol seems to keep constant or slightly increase. The

Fig. 13 Combination of two
Cole–Davidson functions for
describing the dielectric loss
spectra of deuterated ethanol
during the transition from the
plastic crystal into the
monoclinic phase at a fixed
temperature of 115 K. Black
solid lines correspond to the
total fit, red solid lines
represent the primary or
Debye relaxation, and blue
solid lines stand for the α

process
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Fig. 14 a Relaxation time of
the primary relaxation of
plastic crystal ethanol as a
function of monoclinic phase
fraction (NMC).
b Normalized dielectric
strength for primary and
alpha relaxations against
NMC. Reprinted from Ref.
[31] with the permission of
AIP Publishing
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bottom panel of Fig. 14 shows the variation of the normalized dielectric strength for
the Debye peak against monoclinic volume fraction. Data for the alpha relaxation
is also included. Departure from linearity is detected for the prominent Debye peak
and considering that it arises from the dynamic character of the HB network, these
results reveal that the disruption of the network is not directly correlated to the
transfer of molecules into the new phase. The secondary relaxation shows a less
strong dependence, telling that the amplitude of the secondary relaxation shows
a closer relationship to linearity with the vanishing of the plastic crystal phase.
Nevertheless, also for the alpha relaxation, the dependence of the dielectric strength
with NMC exhibits a clear curvature, unlike the purely linear fashion observed in
isopropanol crystallization. On the basis of that behaviour, it is highly plausible that
the geometrical restriction imposed by the BCC lattice that strongly controls the
nature of the intermolecular hydrogen bonding forces makes the alpha relaxation
more sensitive to distortions of the HB network.

By means of molecular dynamics simulations, it has been proposed that the reori-
entation of the ethanol molecules that occupy the BCC lattice in the rotator phase
is not totally random [46], being the orientation of the ethanol species governed by



106 A. Sanz

the formation of HB’s with the surrounding molecules. Given that whole body reori-
entation is the main contribution to the dielectric response of supercooled ethanol,
the dynamics for SCL and PC is essentially the same, only differing in the time
scale which is slightly slower for the rotator phase due to the spatial restrictions
imposed by the positional order [40, 47]. During the phase transition from PC into
themonoclinic crystal state, themobility of the former experiences dramatic changes,
in particular at the initial stages of crystallization, in contrast to other low molec-
ular weight glass formers where the location and broadening of the main dielectric
process remain nearly unchanged in the course of crystallization [48, 49]. Based
on the results presented above, it is postulated that a dynamic transition from PC to
SCL-like configuration through a deep reorganization of the HB network should take
place along the pathway followed by the ethanol molecules as they diffuse from the
mother phase and finally attach to the monoclinic crystalline front [31].

3 Structural Ordering in Short-Chain Alcohols
by Standard Dielectric Spectroscopy Techniques

In this section, we will review several examples on the study of crystallization
kinetics in short-chain alcohols by standard dielectric spectroscopymethods.Wewill
mainly focus on isothermal processes. Different works have been published over the
past years with the main purpose of establishing correlations between structure and
dynamics during crystallization. To the author´s knowledge, dielectric spectroscopy
has been employed for monitoring the crystallization of materials such as n-butanol
[20], glycerol [49–51], salol [52], sorbitol [53], and pharmaceuticals compounds
such as Biclotymol [54]. In these examples, one finds mono- and poly-alcohols, that
is, systems showing a prominent Debye peak at low frequencies and others where
this relaxation is absent due to the cancellation of macro-dipoles, although the view
connecting solely the Debye relaxation in monohydroxy alcohols with the presence
of macro-dipoles has been recently challenged [55].

Hecksher and co-workers studied systematically the crystallization of n-butanol
at different temperatures with two different dielectric cells. In this work, the authors
invoked Maxwell–Wagner effects to explain the peak shift towards higher frequen-
cies and the strong reduction in intensity of the dielectric loss observed in the
course of crystallization [20]. The depletion of the dielectric strength is especially
pronounced for the strong Debye relaxation during the early stages of the phase tran-
sition. Hecksher and co-workers proposed that under the framework of theMaxwell-
Wagnermodel, the crystallization of n-butanol can be interpreted by a transition from
primarily growth of crystal spheres to growth of a crystal layer.

This picture was supported by describing the crystallization kinetics data in terms
of the JMAK model, suggesting a transition from higher dimensional growth to a
lower one [20] (Fig. 15).
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Fig. 15 a, b show a selection of curves together with fits (magenta lines) to the Maxwell-Wagner
model for different dielectric cells during crystallization of n-butanol. The dashed vertical lines
mark the frequency interval used for the fit. c, e show the volume fraction taken up by the spherical
crystallites (circles) and the crystal slab (squares) as a function of time for dielectric cell A (c) and
cell B (e). The solid line is the total crystal volume fraction. d, f Total crystal volume fraction from
theMWfit (black line) as well as the normalised relaxation strength of the Debye process (in green)
and alpha process (in red) as a function of time for dielectric cell A (d) and cell B (f). Reprinted
from Ref. [20], with the permission of AIP Publishing

3.1 Isothermal Crystallization of Glycerol

Glycerol is a polyalcohol with three hydroxyl groups along the aliphatic chain. Glyc-
erol (propane-1,2,3-triol), with chemical structure shown in Fig. 16, is a paradigmatic
glass former and is considered the “fruit fly” of the glass-forming system community.
A vast collection of articles on the dynamic properties of glycerol in connection to
the glass transition problem can be found in the literature. The dynamics of glass-
forming glycerol has been investigated by a multitude of techniques accessing to a
broad range of time scales [56–59]. An extremely low tendency to crystallization in
the supercooled window explains why glycerol has been historically chosen as case
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Fig. 16 Thermal protocol
for inducing the
transformation of liquid
glycerol into the crystalline
phase. Nucleation of
crystalline seeds is promoted
by annealing at 190 K during
19 h. Crystal growth takes
place at 230 K after fast
heating from 190 K. Adapted
with permission from
Ref.[49]. Copyright AIP
Publishing
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study for the understanding of liquid dynamics. For this reason, little attention has
been paid to its crystalline phase. However, a precise control of the thermal history
and purity of the sample facilitates the transformation of supercooled glycerol into
a solid phase whose structure still remains unclear [50, 60, 61].

In this section, we will describe a systematic study on the nucleation and crystal
growth of supercooled glycerol by real-time dielectric spectroscopy measurements.
The dielectric cell consisted of two parallel metal plates separated by a Kapton®

spacer of 0.25 mm thickness. The dielectric cell was filled with dry glycerol under
nitrogen flow inside a glove bag. A detailed description of the dielectric spectroscopy
setup and sample environment control can be found elsewhere [62, 63]. The thermal
protocol followed to induce the ordering transition of supercooled liquid glycerol is
presented in Fig. 16.

The formation of crystalline nuclei takes place by isothermal annealing at 190 K.
This annealing was monitored by DS and there was no sign of crystal growth since
the dielectric loss intensity remained constant. A slight decrease of the real part of
the complex permittivity was detected but whether this reduction is a consequence
of changes at the molecular level associated with crystal nucleation or simply slow
geometrical adjustments of the capacitor due to mismatch of sample and spacer
thermal-expansion coefficients is hard to elucidate [49]. Figure 17 demonstrates the
efficiency of isothermal annealing at 190 K in the formation of crystalline nuclei.
Here, the crystal growth at 230 K becomes faster for previous longer waiting times
at 190 K, proving that a higher density of pre-existing nuclei results in a faster
crystallization afterwards.

Selected snapshots of the time evolution of the dielectric loss in supercooled
glycerol during crystallization at 230Kare displayed in Fig. 18.Asmentioned earlier,
sample was annealed at 190 K during 19 h to induce the formation of crystalline
seeds. The reduction of the fluctuating dipoles density as glycerol crystallizes, is
clearly reflected in the imaginary part of the complex permittivity. The low-frequency
dispersion detected in the dielectric loss is assigned to pure ohmic conduction. This
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Fig. 17 Time evolution of
the maximum intensity of the
loss peak during crystal
growth of glycerol at 230 K
for samples without previous
annealing (blue circles) or
after annealing at 190 K for
5 h (red triangles) or 19 h
(black squares). Data are
normalized to the initial
value. Reprinted from Ref.
[49] with the permission of
AIP Publishing

Fig. 18 Crystal growth in
supercooled glycerol at
230 K monitored by
dielectric spectroscopy.
Sample was previously
annealed during 19 h at
190 K

process decreases approximately at the same rate as the relaxation peak.A decrease in
dc-conductivity upon crystallization is in line with arguments that inversely correlate
the conduction of free charges with viscosity according to theDebye-Stokes-Einstein
relation. Since crystalline glycerol presents a larger shear viscosity in comparison
with the supercooled liquid [60], a larger viscosity for the composite material during
crystallization is expected. This would explain why the dc-conductivity decreases, in
spite of the characteristic relaxation time of the liquid remains unchanged. Besides,
there is a significant modification of the charge-transport mechanism as revealed by
the onset of a sub-linear power law as crystallization proceeds. Apart from the total
extinction of the structural relaxation when crystallization ended, it is important to
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remark that the location of the alpha peak remained unchanged during the whole
process, suggesting that the intrinsic nature of the structural relaxation of glycerol
remains unaltered in the course of crystallization.

Over the past years, the solidification of glycerol near Tg has been the subject
of discussion and some authors have speculated on the existence of a glacial phase
[60], similar to that shown by other molecular liquids such as triphenyl phosphate
and n-butanol [64–66]. Elucidating the microscopic structure of the glacial phase
in those systems has been the subject of intense research activity during the past
decades [64, 65, 67]. Either a second amorphous state or a frustrated crystal with a
high degree of defects and disorder could explain the existence of the so-called glacial
phases. Two years later, by employing time-resolved neutron scattering, Yuan and
co-authors [61] aimed to unravel the structural nature of this solid-like in glycerol,
revealing, in agreement with one of the interpretations given by Möbius et al., the
formation of nano-crystals at temperatures near Tg.

Several dielectric experiments were performed during isothermal annealing of
supercooled glycerol at 230 K. Fresh samples were used each time. Only one single
casewas reported that did not show the typical behaviour of crystallization processes.
The ordering process did not proceed to the end, and a small fraction of liquid phase
(~1%) got trapped between the crystalline domains. To illustrate this aborted crystal-
lization, in Fig. 19 (top) we present the evolution of the α relaxation as a function of
crystallization time. Contrary to the data set shown in Fig. 18, a residual and stable
peak was detected once the transition terminated. Such coexistence between crystal-
lites and disordered domains giving rise to a relaxation process is a well-known and

Fig. 19 (Top) Dielectric loss
in logarithmic scale as a
function of frequency at
different crystallization times
during isothermal annealing
of glycerol at 230 K.
(Bottom) Time dependence
of the crystalline volume
fraction at 230 K for the
complete (red squares) and
aborted (black circles)
crystallization processes.
The inset zooms in the late
stages to highlight the
frustrated crystallization
shown in the top panel.
Reprinted from Ref. [49]
with the permission of AIP
Publishing
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general phenomenon in the field of semi-crystalline polymers [68]. Here, the stability
of this residual relaxation was confirmed over more than 24 h without any indication
of losing intensity, broadening, or shifting in frequency. It is worth mentioning that
the dynamics of this remaining liquid phase was studied as a function of temperature
and showed features very close to the pure liquid material. The fraction of trans-
formed phase at different times was calculated from the maximum intensity of the
loss peak by the following expression:

N (t) = ε′′
αpeak(0) − ε′′

αpeak(t)

ε′′
αpeak(0) − ε′′

αpeak(∞)
, (6)

where ε′′
αpeak (0) is the value of the loss peak for the pure liquid, ε′′

αpeak (t) takes the
corresponding values at different times, and ε′′

αpeak (∞) corresponds to the value of
the dielectric loss at the same frequency for the pure crystal [49]. Our dielectric data
reveal that liquid glycerol, through a nucleation step at 190 K and subsequent crystal
growth at 230 K, transforms into a new phase. In most cases, total disappearance
of the relaxation suggests that glycerol transforms into the standard orthorhombic
crystalline phase [69]. The fact that in one of the samples studied here (Fig. 19), the
end of crystallization was suddenly aborted during the late stages, could explain prior
results that speculated the formation of a glacial phase in which metastable nano-
crystals were embedded in a liquidmatrix [60, 61, 70]. The data shown here just show
an unfinished ordering process that resulted in a small fraction of sample remaining in
the liquid state surrounded by a crystalline network. As indicated previously by other
authors, the strong dependence of the crystallization ability of supercooled glycerol
on the thermal history [61], could rationalize the different scenarios presented in
Fig. 19 [49].

We have mentioned earlier that the relaxation dynamics in glycerol is almost
unaffected by crystallization. This lack of dynamical signature upon crystallization
indicates that the changes in the HB network as well as the conformational changes
of glycerol molecules that had taken place during the ordering process are very local
[49].

By following a similar thermal protocol, the ordering transition in supercooled
glycerol was explored in a broader temperature range. The evolution of the complex
dielectric permittivity with annealing time at 220 K is displayed in Fig. 20 [51].
One observes a much slower kinetics in comparison to the annealing at 230 K and a
complete extinction of the relaxation at the end of the phase transition. It is important
to remark that the location of the alpha peak does not shift during the whole crystal-
lization process. The formation of the standard orthorrombic crystalline phase was
corroborated by heating the fully crystallized sample. The thermal evolution of the
permittivity was monitored upon heating. An abrupt jump in the permittivity was
detected around 291 K (Fig. 21). This temperature corresponds to the melting point
of the orthorhombic structure of glycerol.

The kinetics of crystal growth was analyzed in terms of the JMAK model.
Figure 22 presents the crystallization kinetics at selected temperatures and the first



112 A. Sanz

Fig. 20 Complex dielectric
permittivity of supercooled
glycerol upon crystal growth
at 220 K. Imaginary (top)
and real (bottom) parts of the
complex permittivity are
represented as a function of
frequency at different stages
of crystallization as indicated
in the bottom panel.
Reprinted with permission
from Ref. [51]. Copyright
(2017) American Chemical
Society

Fig. 21 Real part of the
dielectric permittivity at
10 kHz as a function of
temperature for samples of
glycerol crystallized at 230
and 240 K. Dashed lines are
guides to the eye

derivative of N(t) with respect to ln(t− t0). In all cases, the numerical differentiation
gave a well-resolved maximum at the characteristic crystal growth time. The values
of n in Eq. 5, were within a range of 1.3 and 2.2, and assuming that crystal growth
started from a pre-existing collection of nuclei created at 190 K, this indicates that
crystals probably grew in two dimensions [51].

With the purpose of gaining more insight on glycerol’s morphology during crys-
tallization, the Maxwell–Wagner model for dielectric heterogeneous systems can be
applied [71]. According to theMaxwell–Wagner model, the shape and distribution of
the crystals across the sample determine the resulting composite dielectric permit-
tivity. The calculation of the fraction of crystalline phase by using Eq. 6 is based
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Fig. 22 Evolution of the normalized dielectric loss peak intensity (N(t)) (top) and its first derivative
(bottom) as a function of ln(t − t0) for crystallization processes at 220, 230, and 240 K

on the assumption that the dielectric permittivity of the liquid/crystal system is an
additive quantity from the two domains. For crystals growing longitudinally from
one electrode to the other in discrete spots separated by gaps remaining in the liquid
phase, the permittivity of the heterogeneous crystal/liquidmaterial is correctly calcu-
lated by means of Eq. 6 [51]. Different morphologies were considered to predict the
experimental data, but a successful result was only achieved for a picture where crys-
tallites are dispersed in a continuous liquid phase in which percolation pathways of
disordered domains persist during crystallization [51]. Using a mean-field approach,
the permittivity for this model can expressed as follows:

ε∗
total(t) = ε∗

l

2ε∗
l + ε∗

c − 2N
(
ε∗
l − ε∗

c

)
2ε∗

l + ε∗
c + N

(
ε∗
l − ε∗

c

) , (7)

where N corresponds to the fraction of crystalline phase, ε∗
1 is the permittivity for

the pure liquid and ε∗
c is the permittivity of the fully crystallized sample [20, 51].

Examples of fitting the experimental data to Eq. 7, together with the dependence
of the crystalline volume fraction as a function of the dielectric strength by using
Eqs. 6 and 7, are presented in Fig. 23. The first approach (Eq. 6) does not imply
Maxwell-Wagner effects. Nevertheless, the inset in Fig. 23 shows that both models
give similar results that only differ by up to a 10% at the intermediate stages of the
phase transition. In order to unravel this discrepancy, it would be of great help to use
diffraction methods coupled simultaneously with relaxation techniques.

In Fig. 24, the dielectric τα and the shear viscosity data for supercooled glycerol,
extracted from the article by Schröter and Donth [72], are plotted against the crystal
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Fig. 23 Fit of Eq. 7 (red solid lines) to the experimental data (◯) during the transformation of liquid
glycerol into the crystalline phase at 230 K. Crystallization time advances from top to bottom.
Snapshots every 3 h approximately. The inset displays the evolution of the crystalline volume
fraction as a function of the dielectric strength according to Eq. 6 (linear combination of amorphous
and crystalline domains) and Eq. 7 (Maxwell–Wagner effect). Reprinted with permission from Ref.
[51]. Copyright (2017) American Chemical Society

Fig. 24 Evolution of the characteristic crystallization time on a double x-axes representation against
τα (alpha relaxation time) and shear viscosity (data from Ref. [72]). Solid lines represent linear fits.
Reprinted with permission from Ref. [51]. Copyright (2017) American Chemical Society
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growth time τ crys. Almost the same correlation is observed. The coupling coefficient
is quantified as the slope of the linear dependence of log(τα) or log(η) with log(τ crys).
The linear fits in Fig. 24 yielded coupling coefficients with values of 0.75 and 0.74 for
τα and viscosity, respectively, revealing a strong connection between the structural
relaxation time (viscosity) and the kinetics of crystal growth. It is demonstrated that
supercooled glycerol can transform into the crystalline state via nucleation and crystal
growth without significant modifications of the structural dynamics in the remaining
liquid phase during the whole process. Moreover, this work shows evidence of the
relation between different dynamic properties of the bulk liquid (relaxation time,
viscosity and diffusion) and the kinetics of crystal growth [51]. The results shown
in this section indicate that molecular mobility, although not solely, is the principal
factor governing the crystal growth in supercooled glycerol near Tg.

4 Isothermal Crystallization of Glycerol
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Isothermal and Non-isothermal
Crystallization in Liquid Crystals as Seen
by Broadband Dielectric Spectroscopy
and Differential Scanning Calorimetry

Małgorzata Jasiurkowska-Delaporte

Abstract Being composed of shape-anisotropic molecules, liquid crystals (LCs)
differ from simple liquids in that they demonstrate a tendency to orientate in
specific directions and form various mesophases. Upon cooling, these partially
ordered liquid crystalline phases can either vitrify or crystallize. Upon heating
from a glassy state, LCs, like other low molecular weight systems and polymers,
have been found to undergo so-called cold crystallization. This chapter discusses
the findings of broadband dielectric spectroscopy (BDS) and differential scan-
ning calorimetry (DSC) studies of the isothermal and non-isothermal crystallization
kinetics of the supercoolednematic (N) and chiral nematic (N*) states of, respectively,
2,7-bis(4-pentylphenyl)-9,9-diethyl-9H-fluorene (5P-EtFLEt-P5) and S,S-2,7-bis(4-
pentylphenyl)-9,9-dimethylbutyl-9H-fluorene (5P-Am*FLAm*P5). The isothermal
melt and cold crystallization processes at selected temperatures T c above the glass
transition temperature T g (1.07T g ≤ T c ≤ 1.17T g) are compared in 5P-EtFLEt-
P5. It was found that 5P-EtFLEt-P5 and 5P-Am*FLAm*P5 display different types
of non-isothermal cold crystallization. Finally, the paper discusses the crystal-
lization behavior occurring in the well-ordered smectic B phase (SmB) of 4-n-
butyloxybenzylidene-4′-n′-octylaniline (BBOA) under various thermal conditions.
The DSC analysis revealed two different crystallization mechanisms for fast and
slow cooling.
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Abbreviations

5P-EtFLEt-P5 2,7-Bis(4-pentylphenyl)-9,9-diethyl-9H-fluorene
5P-Am*FLAm*P5 S,S-2,7-bis(4-pentylphenyl)-9,9-dimethylbutyl-9H-fluorene
BBOA 4-N-butyloxybenzylidene-4′-n′-octylaniline
BDS Broadband dielectric spectroscopy
CONDIS Conformationally disordered crystals
DSC Differential scanning calorimetry
GN Glass of nematic phase
GN* Glass of chiral nematic phase
HN Havriliak–Negami
Is Isotropic state
LCs Liquid crystals
POM Polarizing optical microscopy
N Nematic
N* Chiral nematic
ODIC Orientationally disordered crystal
SmB Smectic B
VFT Vogel–Fulcher–Tammann

1 Introduction

Owing to their remarkable optical and physical properties, liquid crystals (LCs)
have attracted great attention from both academia and industry. In addition to their
widespread use in displays and electrically driven optical switches, LCs have also
found novel applications in a range of areas, including medicine [1–3], pharmacy [4]
and sensing [5]. The simplest, and themost commonly used, formofLC is the nematic
phase (N), in which molecules tend to align in a single direction. However, a chiral or
choresteric form also exists (N*), comprising both an orientational molecular order
and a spontaneous macroscopic helical superstructure with a twist axis orthogonal
to the local director. As the temperature decreases, many thermotropic LCs form
smectic phases which display layered structures that can be classified according to
the degree of molecular order (A, B, E, F, G, etc.).

On cooling, LCs have been shown to form vitreous states characterized by partial
ordering; such states differ from those of amorphous materials, such as “conven-
tional” glasses. Calorimetric studies by Sorai and Seki [6] first identified vitrification
of the nematic phase; following this, a glass-forming ability was reported for various
smectic phases, including smectic G (SmG) [7], smectic B (SmB) [8, 9] and smectic
E (SmE) [10–12]. BDS studies have indicated that cold crystallization can take place
after softening the glass upon heating [13]; this was identified for the first time for



Isothermal and Non-isothermal Crystallization in Liquid Crystals … 121

liquid crystals for chiral isooctyloxycyanobiphenyl [14]. Further studies on crystal-
lization phenomena in LCs suggest that theymay be dependent on the thermal history
of the sample and the structure of the initial phase [15–19].

Mesogenic compounds like LCs can solidify not only to fully ordered crystals.
They can also form orientationally disordered crystal (ODIC) where molecules are
positioned in long-range ordered arrays but have rotational freedom, and conforma-
tionally disordered crystals (CONDIS) displaying long-range positional and long-
range orientational order. These partially ordered phases can form a vitreous state
and, by doing so, preserve some degree of order. The dielectric relaxation pattern
of a certain phase depends on the arrangement of molecules, their orientations and
packing. Figure 1 summarizes the molecular motions possible in different types of
order.

This chapter examines the relaxation dynamics and kinetics of isothermal
and non-isothermal crystallization processes in (i) the nematic phase of 2,7-
bis(4-pentylphenyl)-9,9-diethyl-9H-fluorene (5P-EtFLEt-P5) [20] and the chiral
nematic phase of S,S-2,7-bis(4-pentylphenyl)-9,9-dimethylbutyl-9H-fluorene (5P-
Am*FLAm*P5), and contrasts them with (ii) the highly ordered smectic B phase
(SmB) of 4-n-butyloxybenzylidene-4′-n′-octylaniline (BBOA). Due to their electro-
luminescent properties, fluorene-containing LCs are promising materials for organic
light-emitting diode (OLED) displays [21]; however, the further development of LC
devices requires a thorough understanding of the crystallization processes taking
place under various thermal conditions.

Fig. 1 Different states of the matter classified according to its degree of order. Possible molecular
motions as denoted by arrows
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2 Experimental Details

The examined liquid crystals (5P-EtFLEt-P5 [20], 5P-Am*FLAm*P5 [22], BBOA
[23], purity > 99.5%) were kindly supplied by Prof. P. Kula, the Military University
of Technology in Warsaw, and used as received.

Thermal analysis was carried out for several cooling/heating rates using a DSC
2500 Differential Scanning Calorimeter (TA Instruments, New Castle, Delaware,
USA). A 6–7 mg sample of the material was placed in an aluminum pan, which was
sealed before measurement. An empty aluminum pan was used as the reference.

The phase transitions of the investigated compounds were also verified: Samples
with a thickness of about 50 μm were placed under a bipolar PI polarizing light
microscope (PZO, Poland) to observe the temperature evolutions of the textures.
The temperature of the sample was controlled with an uncertainty of 0.1 K by means
of a Linkam THM 600 using a flow of liquid nitrogen. The increase of the degree of
crystallinityD(t) over the course of the change in temperature was determined by the
graphical analysis of textures using GIMP (freeware graphics software). Based on
the percentage share of the crystalline fraction in the whole texture layer, the value
of D(t) is estimated as the ratio of the texture area SCr(t) corresponding to the new
crystalline phase and the total surface area of the texture S:

D(t) = SCr(t)

S
(1)

Broadband dielectric measurements were performed using a high-precision
dielectric analyzer (ALPHA analyzer; Novocontrol Technologies, Montabaur,
Germany) in the frequency range of 0.1–107 Hz in combination with a Novocool
temperature controller, providing temperature stability greater than 0.1K. Prior to the
BDSmeasurements, LCpowderwas heated up to the isotropic phase; the heating took
place between two circular electrodes 10 mm in diameter which were separated by
Teflon spacers to avoid a short circuit. To describe the detected relaxation processes,
the empirical Havriliak–Negami function was fitted to the absorption spectra:

ε∗(ω) = ε′(ω) − iε′′(ω) = ε +
3∑

k=1

�εk
(
1 + (

iωτHNk

)aHNk
)bHNk

+ 0

ωε0
(2)

where ε′ and ε′′ are the real and imaginary parts of the complex dielectric permittivity,
�εi and τHNi are the dielectric strength and the macroscopic relaxation time of
process i and σ 0 is dc-conductivity. The aH and bH are related to the limiting behavior
of the complex dielectric function at low and high frequencies [24]:

ε′(0) − ε′(ω) ∼ ωm; ε′′ ∼ ωm forω � 1/τHN withm = aHN (3)

ε′(ω) − ε′
∞ ∼ ω−n; ε′′ ∼ ω−n forω � 1/τHN with n = aHNbHN (4)
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where ε′(0) and ε′∞ describe the value of ε′ at the low and high frequency limits,
respectively. The n and (1 − m) parameters [25, 26] indicate the cooperativity of the
reorienting molecules in the local and long-range scales. In some crystalline phases,
the relaxation spectra were obscured by Ohmic conductivity; to eliminate this unde-
sirable contribution, the relaxation spectra were analyzed according to Wübbenhorst
and Turnhout [27, 28] which is based on the approximation

ε′′
der = −π∂ε′(ω)

2∂ lnω
≈ ε′′ (5)

The derivative of dielectric loss spectra ε′′
der( f ) (ω = 2πf , where f is the frequency

of the external electric field) was fitted with the analytical derivative of Havriliak–
Negami function ∂ε′

HN/∂ lnω

∂ε′
HN

∂ lnω
= −aHNbHN�ε(ωτ)aHN cos

[ aHNπ

2 − (1 + b)θHN
]

[1 + 2
(
ωτ)aHN cos

(
πaHN

2

) + (ωτ)2aHN
]1+ b

2

(6)

where

θHN = arc tan
[
sin(πaHN/2)/

((
ωτ)−aHN + cos(πaHN/2)

)]]
(7)

3 Phase Diagrams of Investigated Mesogenic Fluorene
Derivatives with Nematic Phases

The studied mesogenic fluorene derivatives (Table 1) are glass-forming systems of
comparable glass transition temperatures (T g); they possess very similar molec-
ular structures, differing only by the chain attached to the fluorine moieties. In

Table 1 Chemical details of nematic liquid crystals under study

Sample Molecular structure Dipole
moment
[D]a

Clearing
point [K]

Glass
transition
temperature
[K]b

5P-EtFLEt-P5

C5H11C5H11

0.7 376 255

5P-Am*FLAm*P5
*

*

C5H11C5H11

0.32 298 253

aThe resultant dipole moment calculated by semiempirical methods
bTg temperature determined from DSC measurements
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contrast to the non-chiral 5P-EtFLEt-P5 compound substituted by diethyl chains, the
asymmetric 9,9-dimethylbutyl substitution in 5P-Am*FLAm*P5 molecules induces
chirality in the nematic phase. The differential scanning calorimetric (DSC) thermo-
grams and the phase sequences obtained by means of polarizing optical microscopy
(POM) are shown in Fig. 2.

It can be seen that in the nematic phase (N), 5P-EtFLEt-P5 displays vitrification for
even very slow cooling rates, such as 0.1 K/min. This inhibition of crystal formation
is presumably associated with energetic flustration between locally favored nematic
ordering and the thermodynamic stability of the crystalline state [29]. Upon heating,
the nematic glass softened and cold crystallization to the Cr1 phase was observed,
followed by transformation from Cr1 to Cr2 phase. A particularly complex phase
diagram strongly dependent on cooling/heating rate was seen for 5P-Am*FLAm*P5:
(i) At higher cooling rates (φ ≥ 5 K/min), vitrification of chiral nematic phase (N*)
was observed with cold crystallization to the Cr2 phase occurring upon heating; in
contrast, (ii) slow cooling (φ < 5 K/min) results in the formation of the glass-forming
Cr1 phase.

4 Molecular Dynamics in 5P-EtFLEt-P5
and 5P-Am*FLAm*P5

The dielectric properties of the investigated compounds are determined by the low
molecular dipole moment (Table 1) associated with the fluorene unites. Figure 3
presents the dielectric loss spectra ε′′(f ) of 5P-EtFLEt-P5 and 5P-Am*FLAm*P5,
respectively, in the glass of N and N* phases, as well as in the metastable nematic
phases. The structural α-relaxation process is generally ascribed to the reorientation
of molecules around the short axis. For 5P-EtFLEt-P5, the temperature dependence
of the shape parameter n = aH bH indicates a substantial increase in local coopera-
tivity on approaching T g whereas the long-range correlation parameter, measured as
1 − m (m = aH ), is temperature insensitive. In the case of 5P-Am*FLAm*P5, both
the short- and long-range correlations are temperature independent. Two secondary
β and γ processes are ascribed, respectively, to the small-angle rotational diffusion
of molecules around the short axis and to librations around the long axis [20]. Inter-
estingly, the relaxation processes were also detected in the Cr1 and Cr2 crystalline
forms of 5P-Am*FLAm*P5. Examples of dielectric loss spectra are given in Fig. 4.

As ionic conductivity represented such a strong contribution in the dielectric
spectra of Cr1 in 5P-Am*FLAm*P5 (see Fig. 4a), the relaxation times of the high-
temperature I-process were determined by fitting Eq. 6 to the derivative dielectric
spectra (Fig. 4b). To expose the second relaxation process (II), observed in Cr1 at the
lower temperatures, the results are presented in the temperature domain (Fig. 4a).
The relaxation rates of the II-process were determined according to the maximum
dielectric loss versus temperature E′′(T ) at a fixed frequency. The value of E′′(T )
maximum was designated by fitting a Gaussian function to the data as reported
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Fig. 2 DSC curves (left) and phase sequence obtained by POM observation (right) for (a) 5P-
EtFLEt-P5 for a cooling/heating rate of φ = 10 K/min and (b) 5P-Am*FLAm*P5 for a
cooling/heating rate φ = 1 K/min (c) and φ = 10 K/min. Adapted with permission from Refs.
[20, 30]. ([20] Copyright © 2018 American Chemical Society and [30] kind permission of The
European Physical Journal (EPJ))
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Fig. 3 Frequency-dependent dielectric loss spectra E′′(f ) of glass-forming nematic liquid crys-
tals 5P-EtFLEt-P5 (a) and 5P-Am*FLAm*P5 (b) at selected temperatures. The left insets present
temperature evolution of the shape parameters of the α-relaxation process. The right insets show
secondary relaxation process for selected temperatures. Adapted with permission from [20, 30]
([20] Copyright © 2018 American Chemical Society and [30] kind permission of The European
Physical Journal (EPJ))
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Fig. 4 a Dielectric loss spectrum E′′(f ) measured in the Cr1 at 340 K upon cooling for 5P-
Am*FLAm*P5. The inset shows the imaginary part of dielectric function versus temperature. bThe
fit of derivative dielectric loss spectra E′′

der (f ). c E′′(f ) spectrum measured in Cr2 phase at 177 K.
The scheme presents the thermal treatment carried out to obtain the Cr2 phase: The material was
first cooled down with a rate of 10 K/min to the GN* state than the Cr2 crystal was obtained by
annealing at 275 K. Adapted from [30] (kind permission of The European Physical Journal (EPJ))
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previously [31, 32]. Two relaxation processes denoted as II and III (Fig. 4c) were
found in the Cr2 phase.

The temperature dependencies of the relaxation rates of all processes revealed
for 5P-EtFLEt-P5 and 5P-Am*FLAm*P5 in the low-frequency regime are given in
Fig. 5. The temperature dependence of the α-relaxation rate (1/τα) is well described
by the empirical Vogel–Fulcher–Tammann (VFT) equation

τα = τ∞ exp

(
D f T0
T − T0

)
(8)

where τ∞ is the so-called pre-exponential factor,Df is a constant corresponding to so-
called fragility indexmf , i.e., themeasure of the response of glass-forming systems to
temperature changes, and T 0 denotes the Vogel temperature. The VFT fit parameters
are reported in Table 2. Themf andDf parameters are related to each other bymf = 16

Fig. 5 Thermal activation plots of the structural α and secondary (β and γ ) relaxation processes
for 5P-EtFLEt-P5 (open symbols) and 5P-Am*FLAm*P5 (full symbols). The Roman numerals (I,
II, III) denote relaxation processes in the crystalline phases Cr1 and Cr2 of 5P-Am*FLAm*P5. The
inset presents the temperature dependence of dielectric strength �εα of the α-processes. Data were
taken from Refs. [20, 30] with permission ([20] Copyright © 2018 American Chemical Society and
[30] kind permission of The European Physical Journal (EPJ))
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Table 2 Parameters of the VFT fits for τα and the fragility index mf

Sample VFT parameters

τ 0 [s] Df T0 [K] mf

5P-EtFLEt-P5 1.5.10–12 5.6 ± 0.5 214 ± 7 121 ± 5

5P- Am*FLAm*P5 3.10–12 5.8 ± 1.4 210 ± 3 117 ± 6

+ 590/Df [33]. The high fragility of the investigated liquid crystalline glass formers
suggests a strong tendency toward crystallization upon heating from the vitreous
state; this could be associated with the large structural reorganization of material
taking place with temperature changes in the vicinity of the glass transition [34, 35].
The secondary β and γ relaxations and the processes in the crystalline phases exhibit
Arrhenius-like thermal activation. In 5P-Am*FLAm*-P5, the process (II) detected
in the Cr1 phase crystal is split into two processes in the Cr2 phase, indicating an
increase in the degree of anisotropy of the molecular motions [36]. It is expected that
molecular movement will be strongly restricted in the Cr1 and Cr2 phases; this is
most likely due to the efficient packing in both crystalline phases, as evidenced by
the high melting entropy value (�SCr1−Is,Cr2−Is ≈ 69 kJmol−1K−1). The existence
of molecular motion suggests that these crystalline phases are not fully ordered.
Based on the structure of the 5P-Am*FLAm*-P5 molecules and the direction of the
effective molecular dipole moment, the motion observed in the Cr1 and Cr2 phases
could be ascribed to a small twisting movement by conformationally disordered
fluorene groups (as in CONDIS crystals). The dense molecular packing also favors
collective motions. The activation entropy (�S#) and activation enthalpy (�H #) of
the relaxation processes were calculated on the basis of the Starkweather analysis
described elsewhere [37]. The results confirm the cooperativity of the molecular
motions in the crystalline phases: Positive values of �S# and �S# were obtained
for processes II (�S# = 0.17 kJmol−1K−1, �H # = 28.8 kJmol−1) and III (�S# =
0.21 kJmol−1 K−1), �H # = 19.3 kJmol−1.

5 Crystallization in Fluorene Derivatives with Nematic
Phases

The kinetics of crystallization in 5P-EtFLEt-P5 and 5P-Am*FLAm*P5under various
thermal conditions are discussed in this section.
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5.1 Comparison of Isothermal Melt and Cold Crystallization
Kinetics in 5P-EtFLEt-P5

This study was motivated by previous findings demonstrating differences in the
crystallization kinetics of various polymers characterized by a crystalline state on
cooling and heating. These findings revealed that at identical temperatures, cold
crystallization is generally faster thanmelt crystallization. Nevertheless, no universal
trend was found for other crystallization parameters, including the crystallization
activation energy and Avrami exponent nA. The 5P-EtFLEt-P5 liquid crystal offers
a rare opportunity to investigate both melt and cold isothermal crystallizations: The
thermal treatment protocols are presented in Fig. 6a, b.

Fig. 6 Schemes presenting thermal treatment applied in order to study isothermal melt (a) and
cold crystallization (b) and dielectric spectra of the real ε′ (c, d) and imaginary ε′′ (e, f) parts of
the complex dielectric permittivity as a function of frequency measured at 271 K during isothermal
melt and cold crystallization as indicated for 5P-EtFLEt-P5. Adapted with permission from [20].
Copyright © 2018 American Chemical Society
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The melt crystallization was examined by directly cooling the material at a rate of
10 K/min from the isotropic state at 385 K to a selected temperature. In the case of
cold crystallization, the sample was first quenched below Tg and then heated to the
selected measurement temperature. The changes of the dielectric spectra occurring
over time during melt and cold crystallization at 271 K are shown in Fig. 6(c–f).
As crystallization proceeds, the dielectric loss spectra maximum can be seen to shift
toward lower frequencies in the first case, while the opposite trend can be seen in the
second. This indicates that the molecular motions around the short molecular axis
slowed during the melt crystallization phase and that that molecular dynamics was
enhanced during cold crystallization (Fig. 7).

An increase of the degree of crystallinity was determined by following changes
of the dielectric strength (Fig. 8a) which are caused by a reduction in the number of
fluctuating dipoles:

�εN = ε′(0) − ε′(t)
ε′(0) − ε′(∞)

(9)

where ε′(0), ε′(t) and ε′(∞) are the values of the dielectric permittivity at, respec-
tively, the beginning of the observation, after time t and at the end. The kinetics
of crystallization under isothermal conditions was described in terms of the classic
Avrami approach and the analytical method proposed by Avramov. According to the
Avrami model, the time dependence of �εN is given by

Fig. 7 Variation of the relaxation time as a function of crystallization time observed during melt
and cold isothermal crystallization at 271 K. Adapted with permission from [20], supplementary
materials (Copyright © 2018 American Chemical Society)
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Fig. 8 Comparison of data obtained for melt and cold isothermal crystallization in 5P-EtFLEt-P5
at selected temperatures as indicated. a The normalized dielectric strength �εN (t) as a function of
time during isothermal crystallization. The schematic representation of the crystal/nematic interface
is shown in left corner of the panel. b Avrami plot: ln[−ln(1−�εN )] versus ln(t) for the data
presented in the upper panel. c Avrami–Avramov plot: time dependence of normalized dielectric
strength �εN (t) and its derivative versus the natural logarithm of the time at T = 273 K. Adapted
with permission from [20] (Copyright © 2018 American Chemical Society)

�εN (t) = 1 − exp
(−K (t − t0)

nA
)

(10)

where K denotes a constant depending on the crystallization temperature and geom-
etry of the sample, t0 is the induction time and n is the Avrami exponent depending
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on the type of nucleation and the dimensionality of crystal growth. The Avrami plot
is shown in Fig. 8b.

Equation (10) can be presented as

�εN (t) = 1 − exp

[
−

(
t − t0
τcryst

)nA
]

(11)

where τ crys = K−1/n refers to the characteristic time of the process. To determine
the parameters according to the Avramov procedure, the first derivative of �εN (t)
was plotted as a function of ln(t) (Fig. 8c). The characteristic crystallization time
is obtained from the maximum of the derivative of �εN and the required condition
ensuring t0 = 0 is fulfilled for the situation�εN = 1− e−1 = 0.63. The nA parameter
can also be estimated from the formula:

nA = e

ln t2 − ln t1
(12)

where t1 and t2 are shown in Fig. 8c.
The comparison of data obtained for melt and cold crystallization revealed that,

contrary to the results reported previously for polymers, for 5P-EtFLEt-P5 the crys-
tallization process from the nematic melt state was faster than that observed for
cold crystallization. As the molecules at the nematic/crystal interface are properly
oriented to join the crystal and they do not need to align during the crystalliza-
tion process (Fig. 8a), these findings can be attributed to the fact that orientational
order of molecules is higher in the nematic phase achieved upon cooling than in the
metastable nematic phase obtained when the glass softens [38, 39]. Similar accel-
eration of the crystallization process associated with the liquid crystalline order has
also been observed for some other polymeric compounds [40].

5.2 Kinetics of Isothermal Cold Crystallization Process
in 5P-EtFLEt-P5 and 5P-Am*FLAm*P5: Molecular
Mobility, Morphology and Thermodynamic Properties

For 5P-Am*FLAm*-P5, it was only possibly to perform the isothermal experimnents
using BDS for cold crystallization, due to very short duration of the crystallization
process from the melt nematic N* state. Example of experimental data and the
results of Avrami analysis are given in Fig. 9. According to the classical theory of
crystallization, characteristic crystallization time is affected by kinetic and thermo-
dynamic factors [41]. By studying the correlation between dynamic properties and
crystallization rates for a large number of materials, Ediger et al. [42] demonstrated
that coupling coefficient ζ, associated with decoupling of the crystal growth time
from viscosity due to dynamic heterogeneity, is related to fragility mf thus: ζ ≈ 1.1–
0.005mf . The extent of correlation betweenmolecularmobility and the crystallization
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Fig. 9 a A scheme presenting thermal treatment protocol applied to study the cold crystalliza-
tion process of the Cr2 phase in 5P-Am*FLAm*P5. b Dielectric loss spectra in the course of
isothermal crystallization of the Cr2 phase at 273 K. c Normalized dielectric strength �εN (t) as a
function of time during isothermal crystallization at selected temperatures, as indicated. d Avrami
plot: ln[−ln(1−�εN )] versus ln(t) for the data presented in panel b. Adapted from [30] with kind
permission of The European Physical Journal (EPJ)

rates was quantified as the slope of the linear dependence of ln(τ cryst) against ln(τα)
(Fig. 10b). The value of ζ ≈ 0.51 obtained for 5P-Am*FLAm*P5 is slightly higher
than that found for 5P-EtFLEt-P5 (ζ ≈ 0.44) at the temperature range Tc < 1.1Tg. In
both cases, the estimation agrees well with the value predicted based on the fragility
indexmf . At T > 277, a fall in the coupling coefficient value was observed (ζ ≈ 0.2);
this hints at the role of the kinetic factor in the crystallization in the nematic phase of
5P-EtFLEt-P5 being reduced in favor of thermodynamic driving force mechanism.

The values of the crystallization activation energy (Ec) for the investigated LCs
were determined by fitting the Arrhenius function to the temperature dependence
of ln(τ cryst) (Fig. 11a). For 5P-EtFLEt-P5, the energy of crystallization in the N
phase significantly increases from Ec ≈ 32 kJ/mol to Ec ≈ 100 kJ/mol below 277 K,
which suggests a change in the crystallization mechanism. In the case of isothermal
crystallization in N* of 5P-Am*FLAm*P5 taking place above the glass transition
temperature, Ec was found to be 114 ± 6 kJ/mol.

The Avrami parameter nA was found to fall from 4 to 2.8 as the crystallization
temperatures increased, indicating that the N* phase of 5P-Am*FLAm*P5 under-
went spherical growth in three dimensions. More pronounced variation of nA values
was revealed for 5P-EtFLEt-P5 (nA ≈ 5 at 271K), indicating the formation of bundle-
like or sheaflike crystallites; the value of n≈3 suggests the presence of spherically
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Fig. 10 a Temperature dependence of crystallization rates ln(τ cryst) for isothermal cold crystalliza-
tion inN andN* phases of 5P-EtFLEt-P5 and 5P-Am*FLAm*P5, respectively.bThe crystallization
rates ln(τ cryst) as a function of α-relaxation time (τα). Data adapted with permission from Refs [20,
30] (kind permission of The European Physical Journal (EPJ))

Fig. 11 Crystallization degree D(T ) as a function of temperature determined from DSC measure-
ments at different heating rates φ for a 5P-EtFLEt-P5 and b 5P-Am*FLAm*P5. The panel c shows
Ozawa plots. d Temperature dependence of Ozawa parameters for 5P-Am*FLAm*-P5. Data taken
with kind permission of The European Physical Journal (EPJ) from Ref [30]
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growing crystalline centers at 281 K. This also indicates isotropic growth took place
at higher temperatures, whereas a large anisotropy in the growth rate, manifested by
some faces growing faster than others (resulting in spiky crystals), was found at low
temperatures. Further details about crystal growth were obtained by analyzing the
difference of entropy between the melt and crystalline states. According to Jackson,
materials displaying a large entropy of crystal fusion (�mS > 4R, where R is the
gas constant), as it was observed in the case of studied LCs (�mS ≈ 68 Jmol−1

K−1 for 5P-Am*FLAm*P5 and �mS ≈ 192 Jmol−1 K−1 for 5P-EtFLEt-P5), show
a flat melt/crystal interface growing laterally by either screw dislocation or surface
nucleation growth.

5.3 The Non-isothermal Cold Crystallization Process
in 5P-EtFLEt-P5 and 5P-Am*FLAm*P5 as Observed
by DSC

The tendency of the investigated fluorene derivatives to vitrify or crystallize was
verified by DSC measurement for different rates of temperature changes (φ). For
5P-EtFLEt-P5, vitrification of the nematic phase was observed followed by cold
crystallization in a metastable N state upon heating—this was found for all tested
cooling/heating rates (1 ≤ φ ≤ 30); in contrast, the chiral nematic phase of 5P-
Am*FLAm*P5 formed glass only upon cooling at a φ ≥ 5 K/min. Additionally,
upon heating, the metastable N* of the latter first transformed to an isotropic phase
and then underwent crystallization (see Fig. 2c). The relative degree of the non-
isothermal crystallization (D) for each value of φ can be estimated by integrating the
crystallization peaks of DSC curve [43]:

D(T ) =
∫ T
T0

(
dH
dT

)
dT

∫ T∞
T0

(
dH
dT

)
dT

(13)

where dH/dT is the heat flow and T 0 and T∞ denote the temperatures at which
the crystallization process, respectively, starts and ends. The evolution of the degree
of crystallization D(T ) in the course of cold crystallization for 5P-EtFLEt-P5 and
5P-Am*FLAm*P5 over changes in temperature is presented in Fig. 11. The results
were subjected to the Ozawa equation [44], which is based on the assumption that
non-isothermal crystallization is composed of infinitesimally small isothermal crys-
tallization steps. By following that the time variable t in the Avrami model can be
replaced with the quotient of temperature and heating rate T /φ

log(− ln(1 − D)) = log Z(T ) − nO log(φ) (14)

whereD is the relative degree of non-isothermal crystallization,nO denotes theOzawa
exponent that gives information about the dimensionality of the crystal and Z(T ) is
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the Ozawa crystallization rate. For fixed temperatures, the plots of log(−ln(1 − D))
versus log(φ) are linear, with the slope being the parameter nO and the intercept
with the y-axis corresponding to log(Z(T )) (inset Fig. 11c). The values of nO were
found to range from 6.1 to 3.7 with increasing temperature, suggesting the presence
of considerable anisotropy in growth, resulting in the production of spiky crystals
(bundle-like or sheaflike crystallites) at slow heating rates and isotropic growth upon
fast heating [41]. Due to the broad temperature range of crystallization in 5P-EtFLEt-
P5, it was not possible to determine a reasonable number of points to construct the
Ozawa plot.

The activation energy of crystallizationEc was calculated bymeans of an equation
proposed by Kissinger [45]:

ln
φ

T 2
p

= C − Ec

RTp
(15)

and by Augis and Bennett [46]:

ln
φ

Tp − To
= CAB − Ec

RTp
(16)

where C and CAB denote fitting parameters, φ refers to the cooling/heating rate,
Tp is the maximum crystallization peak and To indicates the onset temperature of
crystallization. The discrepancies between the crystallization activation barriers (Ec)
estimated from two models are comparable within error limits. For 5P-EtFLEt-P5,
the crystallization energy values Ec ≈ 90 kJ/mol at 293–306 K (points corresponding
to 1 K/min ≤ φ ≤ 5 K/min) and Ec ≈ 30 kJ/mol at 317–344 K (points corresponding
to 5 K/min > φ ≥ 30 K/min) are consistent with findings obtained for isothermal
crystallization (Fig. 12). They also confirm that diffusive and thermodynamic factors
play dominant roles at low and high temperatures, respectively. Similar behavior was
identified for crystallization in nematic phase of other liquid crystal [41]. A different
scenario was observed for 5P-Am*FLAm*P5: Upon heating from the glassy state,
the metastable N* phase transformed to an isotropic state which then crystallized.
The activation energy of non-isothermal crystallization in such a condition (Ea ≈ 54
kJ/mol) is less than half that observed for metastable N* in the isothermal experiment
(Ea ≈ 114 kJ/mol). This difference can be attributed to the lower viscosity of the
material in the liquid state than in theN* phase, which facilitatesmolecular diffusion.

6 Crystallization in a Liquid Crystal with Smectic Phase

This part of the chapter presents the crystallization of 4-n-butyloxybenzylidene-4′-n′-
octylaniline (BBOA) in the smectic B phase (SmB) under various thermal conditions.
The SmBphase is an orthogonal hexagonal phase, occurring in two forms: the SmBCr

phase, characterized by strong interlayer correlation, and the SmBhex phase, in which
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Fig. 12 Kissinger and Augis and Bennett plots for non-isothermal cold crystallization of a Cr1 in
the nematic phase of 5P-EtFLEt-P5 and b Cr2 in isotropic phase of 5P-Am*FLAm*-P5. The figure
presents unpublished data for 5P-EtFLEt-P5 and data for 5P-Am*FLAm*-P5 takenwith permission
(The European Physical Journal (EPJ)) from Ref [30]

this is absent [47]. The existence of both SmB phases in BBOA was confirmed by
X-ray studies.Molecular dynamics investigations byBDS revealed that the transition
from SmBhex to SmBCr is also characterized by retardation of the rotational motions
of molecules around their short axis and an increase in corresponding activation
energy [9]. Moreover, the glass transition in the highly ordered SmBCr phase is
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manifested by Vogel−Fulcher−Tammann (VFT)-type temperature dependence of
structural relaxation time τ (T ).

6.1 Non-isothermal Melt Crystallization Process in SmBcr

DSC curves of BBOA for various cooling/heating rates are shown in Fig. 13. Upon
cooling, the isotropic phases found at higher temperatures are followed by four
mesophases: N-SmA-SmBhex-SmBcr as identified also by POM textures. In the next
phase transition, parts of SmBcr crystallize and the remainder vitrifies. Crystallization
is completed after the glass softens during subsequent heating. At heating rates of φ

≥ 5, complex cold crystallization in SmBcr was found, as indicated by the presence
of a broad exothermal peak with three maxima at around 241, 249 and 261 K. These
findings are in agreement with adiabatic calorimetry studies, which found that two
metastable crystalline states undergo transformation to a stable crystalline phase [48].

Fig. 13 Thermograms of BBOA measured at various rates of cooling a and heating b. c POM
textures of various liquid crystalline states as indicated. Adapted with permission from [15]
(according to an open access Creative Commons CC BY license)
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The temperature dependences of the crystallization degree D in the course of
non-isothermal crystallization (see Fig. 14) upon cooling were obtained according
to Eq. 13. As the sample does not fully crystallize on cooling, and cold crystallization
in the metastable SmBcr occurs upon heating, the value obtained from Eq. 13 was
multiplied by the ratio of the peak area on cooling and heating. The highest degree
of crystallization upon cooling, D = 89%, was achieved for φ = 2 K/min; at faster
cooling rates, this value decreased to D = 13% for φ = 30 K/min.

The crystal growth in SmBcr during cooling was also observed using polarized
microscopy (POM). An increase of crystalline fraction was obtained from the graph-
ical analysis of the BBOA textures as described in the experimental section. Visually,
the crystalline centers were found to appear gradually with decreasing temperature
and develop evenly in all directions (see Fig. 14). The crystallization temperature Tc

Fig. 14 Analysis of non-isothermal melt crystallization in BBOA. a The crystallization degree
D(T ) versus temperature determined based on DSC measurements with different cooling rates φ.
bEvolution ofD(T )with decreasing temperature obtained from the graphical analysis of the textures
for various cooling rates. c Comparison of the crystallization temperature τ c and crystallization
characteristic time τ cr obtained by DSC and POM studies. τ cr was assumed as the time needed to
achieve 63% of the maximal degree of crystallinity. d Texture changes during crystallization of the
sample cooled at a rate of 5 K/min. Unless explicitly stated otherwise, the error bars are smaller than
the symbols. Adapted with permission from [15] (according to an open access Creative Commons
CC BY license)
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and crystallization characteristic time τ cr derived by POM investigations agree with
the values determined by thermogram analysis.

Polarizedmicroscopywas also employed to exam how the crystallization process,
started upon cooling, proceeds upon heating. The evolution of the degree of crys-
tallinity over time D(t) in the course of experiment is presented in Fig. 15. It was
found that D(t) follows the same Avrami curve on heating as for the crystallization
process taking place on cooling. This suggests that total crystallization, not being
restricted by the partial vitrification of the sample, would occur at the same time as
incomplete crystallization upon cooling.

To determine the activation energy of non-isothermal crystallization in SmBcr,
the findings were analyzed according to Kissinger and Augis–Bennett equations.
Two significantly different values of Ec were found: ≈175 kJ/mol for slow cooling
(3K/min ≤ φ ≤ 5 K/min) and ≈305 kJ/mol for fast cooling (5K/min > φ ≥
30K/min). This difference suggests that two different cooling rates act by two
different mechanisms of crystallization (Fig. 16). Also, the Ozawa model (Eq. 14)
describes only data regarding crystallization upon cooling at φ ≥ 10 K/min (see
Fig. 17a). The fact that the value of log(Z(T )) decreases with increasing tempera-
ture indicates that melt non-isothermal crystallization occurs for fast cooling in the
diffusion-controlled region.

Fig. 15 Time dependence of the degree of crystallinityD(t) observed forBBOAbyPOMon cooling
(partial crystallization) and heating at a rate of 5 K/min. The black line denotes the theoretically
predicted Avrami curve. Adapted with permission from [15] (according to an open access Creative
Commons CC BY license)
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Fig. 16 Kissinger and Augis and Bennett plots as indicated for the crystallization process observed
for BBOA upon cooling. Adapted with permission from [15] (according to an open access Creative
Commons CC BY license)

Fig. 17 a Analysis of DSC data obtained for the non-isothermal melt crystallization in SmBcr of
BBOA according to Ozawa and b according to Mo: plots of logφ versus logt for a fixed degree
of crystallinity D during non-isothermal crystallization in the SmB phase. The inset presents logF
versus the crystallinity D. Adapted from [15] (according to an open access Creative Commons CC
BY license)

Finally, the non-isothermal crystallization process was analyzed according to Mo
et al. [49, 50] which combines the Ozawa and Avrami equations as below:

log Z(t) − no logφ = log k + nA log t (17)
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logφ = log F − a log t (18)

where a is the ratio of the Avrami exponent nA to the Ozawa nO exponent and

F = (Z/k)
1

nO is associated with the cooling/heating rate. Figure 17b shows cooling
rate as a function of crystallization time for the fixed degree of crystallinity D. Two
different linear dependences of logt versus logϕ were revealed for 3K/min ≤ φ ≤ 5
K/min and 5K/min > φ ≥ 30K/min. The log Z values increase as the fraction of
the new phase (D) develops. Together, these results further indicate that the forms
of crystallization associated with slow and fast cooling are underpinned by different
mechanisms.

6.2 Isothermal Melt Crystallization in SmBcr

The isothermal crystallization in the SmBcr phase was monitored at several selected
temperatures using BDS for a sample which had been previously cooled from an
isotropic state (Fig. 18). The τ cryst value was found to increase with temperature
(Fig. 19), which indicates that the crystallization process is restricted by the nuclei
formation. The activation energy (Ea ≈ 205 kJ/mol) identified for the isothermal
process is consistent with that obtained for a non-isothermal experiment under slow
cooling (φ ≤ 5). These findings are also consistentwith POMobservations suggesting
a continuous nucleation mechanism [51]. Hence, it appears that both isothermal
crystallization in the temperature range 274–281 K and the non-isothermal process
taking place at ϕ ≤ 5 K/min are driven by thermodynamic factors. The Avrami
exponent (nA) changes from 2.8 to 2.3 with decreasing temperature, but is predicted
to be 3 for the homogeneous growth of the spherulitic nuclei. In this sense, the
reduction in dimensionality observed for the non-isothermal experiment (2.24 ≤ no
≤ 2.67) can be attributed to the confinement effect imposed on the layered SmBcr

by crystalline domains [9]. Similar findings were reported for the crystallization of
some materials enclosed in nanopores and for thin polymeric films [52].

7 Conclusion

The study examines the isothermal and non-isothermal crystallization processes
taking place in the isotropic and nematic phases of two mesogenic fluorene deriva-
tives (5P-EtFLEt-P5 and 5P-Am*FLAm*P5) and in the highly ordered smectic B
of 4-n-butyloxybenzylidene-4′-n′-octylaniline (BBOA) by means of BDS, DSC and
POM methods.

5P-EtFLEt-P5 was found to have a higher tendency to vitrify than crystallize,
even for cooling rates as low as 0.1 K/min: Crystallization of the melt nematic state
can be achieved only by isothermal annealing for several hours. It was found that
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Fig. 18 a Evolution of dielectric loss spectra upon isothermal melt crystallization of BBOA at
278 K. The arrow indicates the direction of changes in the ε′′(f ) during the crystallization process.
b The normalized dielectric strength (�εN ) versus time during isothermal crystallization at 274,
276, 278 and 276 K. c Avrami plot of �εN (t) for the data presented in the panel b. Adapted with
permission from [15] (according to an open access Creative Commons CC BY license)
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Fig. 19 Characteristic crystallization time (τ cryt) as a function of reciprocal temperature for the
isothermal melt crystallization from (SmBcryt) of BBOA. The inset presents the Avrami exponent
nA versus temperature. Adapted with permission from [15] (according to an open access Creative
Commons CC BY license)

the crystallization process from the nematic melt state to Cr1 phase was faster than
that observed for cold crystallization after softening of glass of nematic phase on
heating. The phase diagram of 5P-Am*FLAm*P5 demonstrated a strong dependence
on cooling rate: A sample in the chiral nematic (N*) phase forms a glassy state when
cooled at φ ≥ 5 K/min but undergoes crystallization of Cr1 at φ < 5 K/min. Both
materials crystallize upon heating when the glass softens. The crystals in 5P-EtFLEt-
P5 display greater order than these found in 5P-Am*FLAm*P5, as evidenced by
a higher fusion entropy value. The relaxation processes observed by BDS in the
crystalline forms of 5P-Am*FLAm* indicate that the phases are conformationally
disordered crystals (CONDIS). No such molecular motions were detected in the
crystalline phases of 5P-EtFLEt-P5.

The energy barrier for isothermal cold crystallization of Cr1 in the metastable N
phase of 5P-EtFLEt-P5was found to increase fromEc ≈32kJ/mol toEc ≈100kJ/mol
for lower crystallization temperatures. This is consistent with studies performed
under non-isothermal conditions, demonstrating Ec ≈ 32 kJ/mol on fast heating
(5 K/min > φ ≥ 30 K/min, corresponding to crystallization at 317–344 K) and Ec

≈ 90 kJ/mol on slow heating (1 K/min ≤ φ ≤ 5 K/min, corresponding to crystalliza-
tion at 317–344 K). The change in the crystallization energy was attributed to the fact
that the crystallization process is dominated by thermodynamic and kinetic factors
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at high and low temperatures, respectively. A different crystallization behavior was
observed for 5P-Am*FLAm*P5: On heating from the glassy state, the metastable N*
phase transforms to an Is statewhich then undergoes crystallization to theCr2 crystal.
The activation energy of non-isothermal crystallization in the Is phase (Ea ≈ 54
kJ/mol) is significantly lower than for isothermal crystallization in the N* phase
(Ea ≈ 114 kJ/mol). This can be attributed to the material having lower viscosity
in the isotropic state than in the N* phase, thus better facilitating molecular diffu-
sion. It was found that both compounds displayed a correlation between molecular
dynamics and isothermal crystallization kinetics in the vicinity of the glass transition
temperature.

Complex crystallization was also observed for BBOA. During cooling, part
of the SmBcr phase crystallizes and the remainder vitrifies; the crystallization is
completed upon subsequent heating, when the glass softens. POM investigations
found that the degree of crystallinity increases upon heating, and that it follows
the same Avrami curve observed for crystallization upon cooling. DSC examina-
tion found the non-isothermal melt crystallization in the SmBcr phase is driven by
two factors depending on cooling rate: (i) thermodynamic forces at lower cooling
rates (3K/min ≤ φ ≤ 5K/min), with the energy barrier Ea ≈ 175 kJ/mol, and (ii)
diffusion mechanism at higher cooling rates (5K/min > φ ≥ 30K/min), with Ea

≈ 305 kJ/mol. The isothermal melt crystallization process in SmBcr, tested between
274 and 281 K, is restricted by the formation of nuclei. The isothermal and non-
isothermal crystallization processes occurring at φ ≤ 5 K/min have similar activation
energy (Ea ≈ 205 kJ/mol), which suggests that both processes are controlled by the
same mechanism. The Avrami and Ozawa parameters of crystal growth observed for
isothermal (2.3 ≤ nA ≤ 2.8) and non-isothermal (2.24 ≤ no ≤ 2.67) experiments are
reduced in the smectic phase with respect to the three-dimensional process; this may
be due to the constraints placed on the SmBcr fractions by the surrounding crystalline
domains.

These findings may have considerable value in future research on LCs and their
applications; however, further studies are required on the relationship between the
structure of the mesophase and the kinetics of its crystallization.
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Control of Crystallization Pathways
by Electric Fields

Karolina Adrjanowicz and Ranko Richert

Abstract Polar molecular materials subject to high electric fields of magnitude
E lead to situations which are usually characterized by dipole energies (μE) that
remain small compared with the thermal energy, i.e., μE << kBT. As a result, typical
nonlinear dielectric effects are very small and electric fields are expected to have little
impact on the net molecular orientation and on thermodynamic potentials. Never-
theless, static electric fields in the range from 40 to 200 kV cm−1 were observed to
impact the crystallization dynamics and pathway of a polar molecular glass-former:
vinyl ethylene carbonate (VEC), a derivative of propylene carbonate. Various temper-
ature/field protocols have been employed to reveal the effect of a static electric field
on the crystallization behavior of VEC. The volume fraction of the liquid state is
measured via the dielectric permittivity. The rate of crystallization could be acceler-
ated by more than a factor of 10, either by applying a field near the glass transition
temperature, Tg, and then taking the sample to a higher crystallization temperature
Tc without field, or by taking the sample directly from T > Tm to Tc, where Tm is the
melting temperature, and then applying an electric field. Interestingly, crystallization
promoted by electric fields gave rise to a new polymorph that could not be obtained
in the absence of an electric field. The signature of this new structure is a melting
temperature that was observed to be 20 K below that of the ordinary crystal of VEC.
Because VEC is a simple polar molecule, these field-induced features are expected
to occur in many other materials having sufficient permanent dipole moments. Our
results highlight the important role of an external electric field as additional control
variable to influence the crystallization tendency of molecular glass-formers, and
provide new opportunities in pharmaceutical science or organic electronics.
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Abbreviations

BDS Broadband dielectric spectroscopy
ε∞ High-frequency limit dielectric constant
εs Static dielectric constant
J Nucleation rate
MWS Maxwell–Wagner–Sillars
PC Propylene carbonate
RMS Root mean square
Tg Glass transition temperature
Tm Melting temperature
TTT Time-temperature-transformation
u Crystal growth rate
VEC Vinyl ethylene carbonate

1 Introduction

Crystallization is an important aspect in designing materials and understanding their
behavior [1–4]. It is a process that can prevent glass formation, the transition to
the amorphous solid that forms by cooling a supercooled liquid to below the glass
transition temperature Tg. In some cases, crystallization can also be driven to lead to
different polymorphs, i.e., different crystal structures of the samechemical compound
which will have different properties. Tailoring the outcome of a crystallization
process or preventing it altogether is usually done by modifying the temperature
T, its rate of change q = dT /dt, or by applying pressures beyond the ambient level.
This work is concerned with how a static electric field influences the crystallization
outcome.

For understanding the process of crystallization, it is important to realize that two
separate steps are involved: nucleation and crystal growth. For typical molecular
materials, the nucleation rate J(T ) and the crystal growth rate u(T ) can follow very
different patterns on the temperature scale, as indicated in Fig. 1.

According to the standard Gibbs theory of nucleation, a critical nucleus size is
required before further growth remains a thermodynamically favored process [5].
The difference in the chemical potentials μ between melt and crystal phase, �μ

= μmelt − μcrystal, determines the thermodynamic driving force for crystallization,
with μcrystal < μmelt for temperatures T < Tm. According to this classical theory of
homogeneous nucleation, the free energy involved in forming a nucleus is the sum of
a volume term,−Vρ�μ, and a surface term,Aσ . For a spherical nucleus with volume
V = 4πr3/3 and surface area A = 4πr2, the free energy as a function of radius r is
�G = 4πr2σ − 4πr3ρ�μ/3. The barrier to nucleation, �Gmax, then controls the
nucleation rate J, and this maximum of �G is reached when the radius equals its
critical value rc = 2σ /ρ�μ, where d�G/dr = 0, see Fig. 2. In this framework, it
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Fig. 1 Schematic representation of a typical temperature dependence of the nucleation rate J(T )
and the growth rate u(T ). The temperature scale is reduced to the melting point Tm, and the glass
transition temperature Tg is positioned at 2Tm/3, near a common value for molecular materials

is easy to realize that an electric field will modify the nucleation rate via the value
of the thermodynamic driving force �μ, as the field-induced shift of the chemical
potentials will differ for the crystal and the liquid state. According to basic models
[6–9], the direction of change of�Gc depends mainly on the relation of the dielectric
constants of crystal and liquid, εcryst > εliquid or εcryst < εliquid.

Once crystal nuclei that exceed the critical size are present, a main factor in the
growth rate is the dynamics that controls material transport towards crystal surfaces
and reorientation. In the case of sufficiently polar molecules, an electric field can
be assumed to affect crystal growth rates by providing preferential dipolar and thus
molecular orientation. For most molecular materials, the energy preference (μE) for
aligning a dipole in field direction remains small compared with thermal fluctuations
(kBT ), and even at the dielectric strength or breakdown field of the material, one still
has μE/kBT < 0.1 [10]. This is indicative of only a small departure of 〈cosθ〉 from
zero, where θ is the angle between dipole and field.

An alternative but common way to indicate crystallization rates and their compe-
tition with glass formation are the time-temperature-transformation (TTT) curves
[11], for which examples are shown in Fig. 3, including an idea of how an electric
field could modify this behavior by accelerating the crystallization rate.

The dashed lines in this graph indicate various constant cooling rates, and entering
an area of a “nose” (solid lines) gives rise to a given volume fraction of crystals. In
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Fig. 2 Schematic representation of Gibbs’ approach to homogeneous nucleation in terms of the
change in free energy with crystal nucleus radius r. The dashed curves indicate the separate contri-
butions from a surface and a volume term to the total free energy, shown as solid blue curve for the
field-free case (E = 0). The solid red curve labeled (E2 > 0) shows a possible effect of an electric
field on the free energy, and in this case, the electric field promotes crystallization

Fig. 3 Schematic representation of time-temperature-transformation (TTT) curves for various
cooling rates q = dT /dt. Both solid curves are for the same crystal volume fraction, but the blue
one is for the field-free case (E = 0), the red one is for an electric field (E2 > 0) that promotes
crystallization
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the present example of Fig. 3, the high-field is assumed to lead to faster crystal-
lization, thus requiring a higher cooling rate to avoid exceeding a certain extent of
crystallization.

Predicting the effect of an electric field on crystallization is not an easy task. On
the basis of the field effect on �μ, both the nucleation rate J and the crystal growth
rate u [12]:

J ∝ D exp
(−�Gc(E)

/
kBT

)
(1a)

u ∝ D
[
1 − exp

(−�μ(E)
/
kBT

)]
(1b)

will change with the application of an external electric field E. In both expressions,
the prefactor is a matter of the diffusion constant D rather than viscosity η [13, 14].
The sensitivity of thermodynamic potentials, free energy F and entropy S, to an
electric field is governed by [15]:

�E F = 1
2εsε0E

2 (2a)

�E S = 1
2

(
∂εs

/
∂T

)
V
ε0E

2 (2b)

where εs is the static dielectric constant and ε0 the permittivity of vacuum.Both εs and
(∂εs/∂T ) differ substantially between liquid and crystal phases for polar materials.
Qualitatively, the above discussion for a field’s impact on homogeneous nucleation
could apply equally to heterogeneous nucleation, where nuclei form on the surface of
a foreignmaterial.Here, however, a necessary factor to consider is how the attachment
to foreign objects limits the ability of the field to orient the nuclei, which could affect
the formation of polar crystals in the bulk liquid.

The above expressions clearly indicate a dependence of both J and u on the field
E, but generally, the information needed to obtain the magnitude of the effect is not
available. Eq. 2 does imply that larger field effects are expected for polar materials,
i.e., those with large εs and thus larger ∂εs/∂T. As a result of these considerations,
the best approach to assessing how electric fields impact crystallization is by exper-
imental evidence, based upon single-component molecular materials with relatively
high dielectric constant [16].

1.1 Observing Crystallization by Dielectric Techniques

Key quantities in study of crystallization are the volume fractions of the crystalline
and liquid material, and how these change with time [17]. The dielectric constant,
εs, of a liquid connects the polarization P = ε0(εs − 1)E to the electric field E that
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induced this polarization. In a polar liquid in which molecules carry a permanent
dipolemomentμ, this polarization is comprised of two components. One is electronic
polarization leading to a permittivity ε∞ which is approximately equal to the square
of the refractive index, ε∞ ≈ n2. For a given compound, ε∞ is mostly a matter of the
density, and therefore this contribution to polarization is not so different for liquid
and crystalline states. The situation is different for the dipole orientation contribution
to polarization, which rests on the orientational degrees of freedom of dipoles and
adds the amount of �ε = εs − ε∞, which can be much larger than ε∞ itself. The
feature that is exploited in the context of crystallization studies is that, to a very good
approximation, the crystalline state does not contribute to the dielectric relaxation
amplitude �ε. With these approximations, �εcrystal = 0 and ε

crystal
∞ = ε

liquid
∞ , the

dielectric technique is assumed to yield the volume fraction of the liquid via:

υliquid

υ total
= �εmixture

�εliquid
(3)

For liquids with moderate polarity, say �ε < ε∞, Eq. 3 may serve as a good
approximation to the liquid volume fraction, υ liquid/υ total. For materials with large
dielectric constants, the situation of a partly crystallized sample is that of a mixture
of a volume υ liquid of liquid with dielectric constant εs with a volume υcrystal with
a much lower dielectric constant ε∞. The problem inherent in this situation is that
the dielectric contributions of the two distinct phases do not simply add to the total
dielectric constant, εmix, observed for the mixture. Instead, the dielectric permittivity
of such heterogeneous systems has to be determined by a proper mixing formula
[18, 19]. One simple example is the Maxwell–Wagner–Sillars (MWS) theory [20,
21], which determines the frequency dependent permittivity of the composite, ε∗

c
(ω), from those of the filler, ε∗

f (ω), and the matrix, ε∗
m(ω), for a given filler volume

fraction ϕ and filler shape characterized by its depolarization factor n. For the static
limit and designating the crystal as filler, we have the special case ε∗

c (ω) = εmix,
ε∗
f (ω) = ε∞, and ε∗

m(ω) = εs, with ϕ = υcrystal/υ total. For this case, the MWS relation
reads:

εmix = εs
[nε∞ + (1 − n)εs] + φ(1 − n)[ε∞ + εs]

[nε∞ + (1 − n)εs] − φn[ε∞ + εs]
(4)

where εs and ε∞ refer to the permittivities of the pure liquid. The result is based on
mean-field approximations and valid only for volume fractions ϕ < 0.2.

Examples of this nonlinear mixing effect are shown in Fig. 4, indicating that
the deviations from the often assumed linearity are more severe for high dielectric
constant liquids, and that disk-like spheroids can result in a significant reduction of
the apparent crystal volume fraction relative to the actual value. For instance, for the
εs = 80 and n= 2/3 case, a reduction of (εmix − ε∞)/(εs − ε∞) from 1.0 to 0.8 would
be interpreted as crystal volume fraction of ϕ = 20% based on linearity, whereas the
MWS calculation yields ϕ = 8%. Note again that more sophisticated approaches are
required for accurate predictions for higher crystal content, ϕ > 20%. The conclusion
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Fig. 4 Calculation of the permittivity εmix versus filler volume fraction ϕ of a crystalline filler (ε∞)
in a liquid matrix (εs) on the basis of the MWS theory. The two panels are for systems of different
polarity, εs = 5 and εs = 80, as indicated, but using a common value ε∞ = 3. The various values
for n reflect different filler particle shapes: prolate (needles, 0 ≤ n ≤ 1/3), spherical (n = 1/3), and
oblate (disks, 1/3 ≤ n ≤ 1) with respect to the field lines

from these considerations is that truly quantitative measures are not to be expected
from dielectric relaxation data of polar liquids as regards the crystal volume fraction
and thus the crystal growth dynamics, unless the proper corrections are applied. Still,
broadband dielectric spectroscopy (BDS) is a powerful tool to explore crystallization
behavior [22–26].

2 Experiments

The material employed for the results [16] discussed in this chapter is 4-vinyl-1,3-
dioxolan-2-one or vinyl ethylene carbonate (VEC),which is also referred to as “vinyl-
PC”. It was supplied from Sigma-Aldrich with a nominal purity of 99% and used as
received. Temperature control of samples during dielectric measurements was real-
izedwith a nitrogen gas cryostat andNovocontrol Quatro controller. Lowfield dielec-
tric relaxation measurements were performed using a Solartron SI-1260 gain/phase
analyzer together with a transimpedance amplifier DM-1360 for increasing current
sensitivity. Such measurements were used to characterize samples in terms of α-
relaxation time, glass transition temperature, the magnitude of dc-conductivity, and
dielectric relaxation amplitude, �ε(T ). The latter is needed to calibrate the sample
thickness for determining the electric field for a given voltage in the context of high-
field studies. For these low field experiments, a spacer-free capacitor that consists of
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two parallel invar-steel plates of 18 mm diameter and fixed distance of 79 μm was
used [27].

High static electric fields were applied using a Trek PZD-700 high-voltage ampli-
fierwhichboosts the generator voltageof theSolartronSI-1260by a factor of 200.The
current was detected via the voltage drop across an RC-shunt, which is connected to
the analyzer via a buffer amplifier and a dc-blocking capacitor withC0 = 220 nF. The
buffer amplifier is meant to protect the analyzer from sample failure, as it tolerates
voltages up to 500 Vp without time limit. With this system, the dielectric response
of the sample can be measured for frequencies between 1 Hz and 100 kHz. The
capacitor cell used for high-field experiments consists of two spring-loaded polished
stainless-steel disks (17 and 20 mm diameter), separated by a Teflon ring of 25 μm
thickness. The Teflon ring leaves an inner area of 14 mm diameter which is filled
with the sample.

The nominal electrode separation of the high-field cell is defined by the 25 μm
thickness of the Teflon spacer, but the actual electrode distance could be different.
Uncertainties in the electrode separation d will translate into uncertainties in the
magnitude of the dc bias field E = V /d. The actual electrode separation d can be
determined from the ratio of ε′ (at ν = 10 kHz) measured in the high-field cell and
invar-steel cell, the latter serving as reference value because its geometry is well
defined. This approach provides electric fields with an accuracy of about ±5%. The
kinetics of crystallization was monitored on the basis of changes in the dielectric
response of the sample at a fixed frequency of ν = 10 kHz, with or without the
presence of a dc bias field, in time steps of 5 seconds. The amplitude (RMS) of the
ac measuring field was set to 20% of the applied dc bias field in each high-field
experiment. Therefore, all ac field amplitudes result in responses within the linear
regime. Further details can be found elsewhere[16].

A variety of protocols have been employed regarding the change of temperature
versus time and the range in which a high dc electric field has been applied. The
different T (t) and E(t) schemes are identified schematically in Fig. 5, and are labeled
A through D for reference used below.

All temperature profiles begin and end above the melting point Tm, and after the
final melting, all field-induced changes turned out fully reversible. In these graphs,
Tc refers to “crystallization temperature”, i.e., the temperature at which the progress
of crystallization is monitored as a function of time under isothermal conditions.

2.1 Results and Discussion

The crystallization behavior of VEC at zero electric field is illustrated in Fig. 6.
After melting, the permittivity was recorded during cooling at a rate of −2 K min−1,
and then during subsequent heating at +0.3 K min−1. The cooling scan reveals no
crystallization, as the level of ε′(ν = 10 kHz) follows the expected εs ∝ 1/T behavior
for T > 195 K, while the decrease at lower temperature is the result of the relaxation
time, τ α, exceeding the reciprocal test frequency of 10 kHz.
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Fig. 5 Schematic representation of the temperature protocols used in the high-field experiments,
with the red solid lines indicating the segments for which the sample was subject to high electric
fields, while no bias field was applied for the dashed blue segments (see text for details). The
temperatures marked are the melting temperature Tm, the crystallization temperature Tc, and the
glass transition temperature Tg

Subsequent heating starting below Tg = 171 K yields the red curve in Fig. 6,
which displays crystallization setting in as soon as the liquid state is reached at T
≈ 195 K. Between 195 and 227 K, the heating curve remains below the cooling
data, indicating that some volume fraction is in the crystalline state. At about 215 K,
the value of ε′(ν = 10 kHz) has dropped to very near the level of ε∞, revealing the
completion of crystallization and the lack of liquid remaining in this sample.

From this heating curve, one would estimate the fastest crystal growth kinetics to
be located near 210K, where the drop of ε′ is steepest. The explanation for the lack of
crystallization when cooling near 210 K is that nucleation had been very ineffective
at temperatures T > 210 K, so that there are no nuclei with critical size that grow to
a considerable volume fraction. The effective crystal growth on heating is then the
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Fig. 6 Dielectric permittivity ε′ measured at a frequency ν = 10 kHz, for cooling (blue circles) and
subsequent heating (red diamonds) of VEC. Upon heating at zero bias field, EB = 0, crystallization
proceeds between 195 and 215 K, followed by complete melting at Tm = 227 K

result of nucleation occurring near T g. This behavior is typical for many molecular
liquids and consistent with the nucleation and growth curves depicted schematically
in Fig. 1, where nucleation is most effective near Tg, while growth is fastest where
the structural relaxation times have reached values of order τ α ≈ 100 ns.

The experiment leading to the results of Fig. 6 is repeated, but with an electric
bias field of EB =37 kV cm−1 applied continuously for T < 210 K on cooling and
for T < 225 K on heating, thus using protocol “A” of Fig. 5. These high-field results
are shown in Fig. 7.

As a consequence of the field, crystallization upon reentering the liquid phase is
faster, and in this case practically complete at T = 200 K, rather than at T = 215 K
for the zero-field case. More interestingly, there is a melting process at T = 209 K,
whereas no such feature is visible for the zero-field experiment in Fig. 6. Above about
210 K, the liquid gained by melting at Tm2 = 209 K quickly recrystallizes, and those
crystals melt completely at the ordinary melting point of Tm1 = 227 K, where the
liquid recovers the original static dielectric constant. The latter observation implies
that all field-induced changes are entirely reversible upon melting the sample.

Two conclusions can be drawn from comparing the crystallization scenarios with
and without a bias field. First, crystallization kinetics of VEC are more rapid in the
presence of a static electric field, and second, crystals are formed that are distinct
from the ones obtained at zero field in that their melting temperature is shifted by
about 20 K. Although independent evidence is not available, it seems reasonable to
assume that crystals with a different melting point would have a different structure
relative to the ordinary field-free case. This means that electric fields can induce
polymorphism regarding crystal structures which had not been observed before for
VEC.
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Fig. 7 Dielectric permittivity ε′ measured at a frequency ν = 10 kHz, for cooling (blue circles)
and subsequent heating (red diamonds) of VEC while subject to an electric bias field of EB = 37
kV cm−1. Upon heating at this field, crystallization proceeds between 195 and 200 K, followed by
partial melting at Tm2 = 209 K and eventually complete melting at Tm1 = 227 K

While the above observations derived from Figs. 6 and 7 clearly establish a signif-
icant field effect on crystallization outcomes, they do not distinguish which rate is
mostly modified by the field, nucleation or crystal growth. For a systematic evalua-
tion of how a field modifies the temperature-dependent rate J(T ) and u(T ), the set of
protocols outlined in Fig. 8 could be used.
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Fig. 8 Schematic representation of temperature protocols that could be used to map either the
nucleation curve J(T ) or the crystal growth curve u(T ), both for a high dc electric field
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For a more detailed characterization of the field effect on VEC, protocol “B”
from Fig. 5 has been employed. Here, the sample is cooled to T = Tg + 2 K =
173 K, and the heated to Tc = 198 K, all without a dc field applied. As expected
based on the field free results of Fig. 6, the liquid crystallizes slowly under these
isothermal conditions, and according to the solid line in Fig. 9, all VEC has turned
into a crystalline state after about 14,000 s. The same temperature cycle has been
repeated, but after about 20% of the material had crystallized at T c, a bias field is
switched on until about 50% crystallinity is achieved, using fields of 51, 127, and
199 kV cm−1 in three different experiments. Clearly, the rate of crystallization is
accelerated with increasing dc field. The situation in Fig. 9 is that nucleation and
some growth of the ordinary zero-field crystals had occurred prior to applying the
dc field, such that approximately 20% of the volume is crystalline. Therefore, the
faster crystallization could be accelerated crystal growth of already existing nuclei
or a high rate of nucleation, or both.

Interestingly, when the field is switched off at the point at which about half the
volume is crystalline, i.e., ε′(ν = 10 kHz) ≈ 30 in Fig. 9, the crystallization rate
does not return to the much slower level that prevailed before applying the field. This
could be seen as consistent with field-induced nucleation at T = Tc, rather than field
controlled growth rates of existing crystallites.

Following the isothermal scans at Tc for various fields shown in Fig. 9, a temper-
ature scan from Tc to T > Tm was performed for each of the four field cases, and
these results are compiled in Fig. 10. As for the case of using protocol “A” of Fig. 5,

Fig. 9 Dielectric permittivity ε′ measured at a frequency ν = 10 kHz, measured isothermally at T c
= 198 K using the protocol “B” of Fig. 5. For each of the four separate experiments, the indicated
field was applied whenε′ reached 20 % of εs, and removed again when ε′ reached 50% of εs
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Fig. 10 Dielectric permittivity ε′ measured at a frequency ν = 10 kHz, recorded during heating at
a rate of q = 1 Kmin−1 from Tc = 198 K to > Tm without the presence of a static field. These scans
are performed directly following the respective measurement of Fig. 9, labeled using the value of
the previously applied field in units of kV cm−1

again a melting at 209 K is observed, but because that melting step does not reach
the value of εs, it is reasonable to conclude that a large volume fraction was occupied
by the field-induced crystal type that melts at Tm2 = 209 K, while approximately the
amount that crystallized prior to applying the field in Fig. 9 remained the ordinary
crystal type that then melts at Tm1 = 227 K. As a result of these existing nuclei, the
liquid formed by melting at Tm2 quickly crystallizes to convert most of the volume
to the ordinary crystal type before the temperature reaches Tm2.

A further test of the field effect is based on protocol “C” of Fig. 5, where a dc
field is applied only at temperatures near the glass transition, namely at T = T g + 2
K = 173 K, where structural mobility is strongly inhibited. Applying a field of 210
kV cm−1 at 173 K for one hour has a considerable impact on the crystallization rate
that is then observed at T c = 198 K without a dc field. This is demonstrated by the
symbols in Fig. 11, when comparing with the solid line that is measured following
the same temperature protocol but without subjecting the sample to a high electric
field. After field treatment near Tg, the crystallization rate at Tc is about five times
faster than the zero-field case. Based on the ε′ values at t = 0 in both cases, i.e., with
and without applying a field near T g, practically no crystal growth has occurred prior
to reaching Tc.

As before, temperature scans from Tc to > Tm are performed in order to assess the
melting behavior of the two crystalline samples obtained after completing the time
scans of Fig. 11. Expectedly, the EB = 0 case remains crystalline, i.e., ε′(ν = 10 kHz)



162 K. Adrjanowicz and R. Richert

Fig. 11 Dielectric permittivity ε′ measured at a frequency ν = 10 kHz, measured isothermally at
Tc = 198 K using the protocol “C” of Fig. 5, annealing the sample for 1 hour at Tg + 2 K = 173
K while a field of 210 kV cm−1 or zero field was applied. The sample was not subject to a dc field
at other temperatures, T > 173 K

≈ ε∞, until the temperature reaches Tm1 = 227 K, where the entire material melts,
see Fig. 12. The interesting feature of the high-field counterpart is that it reveals not
only some melting at Tm2, but the liquid signal (εs) is recovered entirely at Tm2.
This implies that the field-induced crystal structure (type 2) had been nucleated in a
highly selective fashion, whereas the volume fraction of the ordinary crystal (type 1)
had to be negligible. The observation in Fig. 12 that the liquid crystallizes effectively
at temperatures exceeding Tm2 indicates that some nucleation of type 1 crystals
occurred even in the presence of the high-field applied in the very viscous regime. In
the absence of such type 1 nuclei, the crystallization rate should be practically zero.

The question remains whether the VEC sample can be crystallized entirely into
the new type 2 polymorph, such that no further crystallization sets in after melting at
the lower Tm2 = 208 K. As indicated above, this requires avoiding temperatures at
which the type 1 crystal nucleation is effective. To this end, we follow protocol “D”
of Fig. 5, where the temperature never dips below Tc after melting. In the absence
of a dc field, it is observed that holding the sample at Tc = 198 K for 15,000 s (4.2
h) still does not reveal any onset of crystallization. This shows that the nucleation
curve J(T ) does not extend into the Tc range, because the zero-field crystallization
rate at Tc was considerable after nucleating at lower temperatures, see Figs. 6, 9, and
11. This absence of crystallization at Tc for protocol “D” at zero field can be seen as
solid line in Fig. 13. By contrast, applying a dc field at Tc generates relatively rapid
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Fig. 12 Dielectric permittivity ε′ measured at a frequency ν = 10 kHz, recorded during heating at
a rate of q = 1 Kmin−1 from Tc = 198 K to > Tm without the presence of a static field. These scans
are performed directly following the respective measurement of Fig. 11, labeled using the value of
the previously applied field in units of kV cm−1

Fig. 13 Dielectric permittivity ε′ measured at a frequency ν = 10 kHz, measured isothermally at
Tc = 198 K using the protocol “D” of Fig. 5, where the sample was not taken below Tc. Different
symbols are for different amplitudes of the dc field EB as indicated, while the solid line is for the
zero-field case. Note the break in the time axis
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Fig. 14 Dielectric permittivity ε’measured at a frequency ν = 10 kHz, recorded during heating at
a rate of q = 1 Kmin−1 from T c = 198 K to > Tm without the presence of a static field. These scans
are performed directly following the respective measurement of Fig. 13, labeled using the value of
the previously applied field in units of kV cm−1

crystallization, within about 1500 s for any of the three fields used, see symbols in
Fig. 13.

The results of the temperature up scan following the crystallization measurements
of Fig. 13 are shown in Fig. 14. Regardless of field amplitude, the curves clearly
show that the samples convert from 100% crystalline to fully liquid at Tm2 = 208
K and that there is no discernable crystallization occurring at temperatures T > Tm2.
Accordingly, the curves are featureless at the ordinary melting temperature Tm1. This
is a strong indication of the complete absence of type 1 crystal nuclei in the course
of this protocol “D” of Fig. 5.

The evidence presented above provides information on how a high dc field affects
the nucleation, J(T ), and growth, u(T ), curves relative to the typical zero-field case
outlined in Fig. 1. The results of the protocols “B”, “C”, and “D” of Fig. 5 demonstrate
that in the presence of a high bias field, nucleation of type 2 crystals is occurring
both at low temperatures near Tg and at the much higher temperature Tc, where no
field-free nucleation is observed. Another way of expressing this is to state that the
nucleation curve, J(T ), is widened considerably towards higher temperatures in the
presence of an electric field. Crystal growth appears to remain ineffective at low
temperatures even if a high field is applied, which is quite expected as the field has
little impact on the structural relaxation time and viscosity.
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Indications that static external electric fields could affect the crystallization
process had been reported previously [28–30]. For example, relatively small elec-
tric fields of 2-8 kV cm−1 applied during the crystallization of proteins increased
the nucleation and growth rate [31–33]. Electric fields have also been made respon-
sible for shifting preference towards one polymorphic form of glycine over another
when crystallized from solution [34, 35]. In terms of the origin of these field-induced
effects, contributions from field-dependent thermodynamic potentials [6–8] as well
as field-induced orientations have been discussed [36, 37]. In general, the detailed
mechanism involved in such field effects on crystallization have not been identified
[38].

In the case of crystallization from solution, e.g., water, the field effect may be
indirect through structural changes in the solvent. In the present case of VEC, the
situation is simpler as this is a pure substance with no significant tendency to form
supermolecular structures by directional bonding (such as hydrogen bonds). VEC
is a simple liquid in the sense that its high dielectric constant of about 79 (at T =
183 K) [39] is largely determined by the high molecular dipole moment of μ =
4.76 D [40], with no indication of strong orientational dipole correlation that leads
to effective dipoles larger than μ. This means that using μ = 4.76 D, E = 200 kV
cm−1, and T = 200 K as parameters, the value of μE/kBT will not exceed 0.1 for the
experiments onVEC. Therefore, strong overall molecular orientation is not expected.
The connection between net orientation, 〈cosθ〉, and field E is the Langevin relation
which is approximately 〈cosθ〉 = a/3 for a dipole gas, with a = μE/kBT. Regardless
of these considerations, even fields as small as 37 kV cm−1 give rise to substantial
changes in the crystallization rates and outcomes, see Fig. 7.

It is a reasonable question to ask whether the observations shown here are specific
to VEC or possibly of a more general nature. VEC is a compound of a family of
derivatives of propylene carbonate (PC), which are highly polar materials [41]. PC
itself is a simple liquid in the sense that the Kirkwood correlation factor is near unity
in the viscous regime [42], and similar behavior may be expected for its vinyl deriva-
tive VEC. Therefore, in the absence of properties that are highly particular for VEC
apart from a considerable polarity, it is likely that the field effects outlined here may
be found in numerous other substances. Many pharmaceutical materials have simi-
larly high dielectric constants, and field-induced alternative crystal structures may
provide materials with the same chemistry but improved shelf-life, bioavailability,
and solubility [43, 44].

Other systems for which static electric fields are expected to impact crystallization
outcomes and generate new polymorphs are those that already show more that one
crystal structure [45] in the absence of a field. A prime example of such a case is
ROY, a pharmaceutical precursor compound, 5-methyl-2-[(2-nitrophenyl)amino]-3-
thiophenecarbonitrile, that is named for its red, orange, and yellow crystals. ROY is
known to form 10 different crystal structures under ambient conditions [46]. Compu-
tationally, manymore stable structures have been predicted [47], and chances are that
some of these might be found by crystallization under the influence of static electric
fields.
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2.2 Summary and Conclusion

In summary, it has been demonstrated that even moderate electric fields can have a
considerable impact on the crystallization outcome for a neat, simple liquid such as
VEC. In this case, static fields between 37 and 200 kV cm−1 led to an acceleration of
crystallization kinetics, largely due to the nucleation curve extending towards higher
temperatures in the presence of a field relative to the zero-field case. The crystals
grown while a field is applied differ from the ordinary (type 1) crystals in that they
melt already at Tm2 = 208 K, i.e., about 20 K below the ordinary melting point at Tm1

= 227 K. The strong dependence of the nucleation curve J(T ) on the electric field
facilitates using temperature/field protocols that produce the new (type 2) crystal
polymorph in a highly selective fashion, such that the liquid will crystallize entirely
into a type 2 structure.

More systematic high field studies on VEC and other polar molecular systems
have the potential to reveal the microscopic and thermodynamics origins of these
field effects, which can be exploited to improve crystallization outcomes in terms of
changing the kinetics or tailoring crystallization towards new or away from unwanted
polymorphs.
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Dynamics of Water in Partially
Crystallized Solutions of Glass Forming
Materials and Polymers: Implications
on the Behavior of Bulk Water

Silvina Cerveny and Jan Swenson

Abstract There is no simpler compound than water. It is themost copious substance
on Earth and the most important constituent for life, as we know. There is also
a continuous scientific interest due to its exceptional and infrequent properties,
such as a density maximum at 4 °C (at atmospheric pressure), a high specific heat
capacity, and a low viscosity under high pressure, among other macroscopic proper-
ties. The origin of the unusual properties of water is evidenced at lower temperatures
in the noman’s land temperature region (235–150K),where bulkwater cannot remain
in an amorphous state. Instead, in this region, bulk water crystallizes in a complex
phase diagram with more than 16 crystalline phases. Therefore, most of the work
done so far on supercooled water focuses on the investigation of the dynamics when
crystallization is suppressed using different types of confinements, such as nano-
cavities or by mixing water with other solutes (polymers, proteins, or DNA). On the
contrary, in this chapter, we will use broadband dielectric spectroscopy to analyze
the dynamics of aqueous solutions and confined water when it is partially crystal-
lized, i.e., when liquid water and ice coexist. With this technique, it is possible to
obtain information about themolecular relaxations in both amorphous and crystalline
phases. We have analyzed the results of this semi-crystalline water and compared
them with the response of supercooled water in fully amorphous solutions. Finally,
we discuss the implications of these results on the behavior of bulk water.
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NMR
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Abbreviation

3PG Tri-propylene glycol
ε*, ε′, ε′′ Complex permittivity, real and imaginary part
ε0 Dielectric permittivity of the vacuum
BDS Broadband dielectric Spectroscopy
CC Cole-Cole equation
DSC Differential scanning calorimetry
LDA Low-density amorphous ice
MCM-41 Mesoporous silica material
HB Havriliak-Negami equation
NMR Nuclear Magnetic Resonance
PVME Poly (vinyl methyl ether)
PVP Poly(vinyl pyrrolidone)
T g Glass transition temperature
T crist, tcrist Crystallization temperature and crystallization time
TMDSC Temperature-modulated DSC mode
VFT Vogel-Fulcher-Tammann equation

1 Introduction

Water is unquestionably the most significant and studied of all liquids, but at the
same time, one of the least understood. The research on the physical and chemical
properties of water is very broad because water is involved in several biological and
industrial processes.Water is an excellent solvent for many chemical compounds and
therefore called the “universal solvent” in the sense that it dissolves more substances
than any other liquid. In addition, the chemical and physical reactions important to
life are produced in the cells and most of them are water mediated [1, 2]. Water in
the cell is involved in digestion, photosynthesis, or respiration and therefore, it has a
role either as a reactant or as a product of a reaction.

At low temperatures (between 0 and −38 °C, depending on the cooling rate and
cleanness of the water), water crystallizes more commonly in a hexagonal lattice,
although it can also form a large number of distinct amorphous and crystalline solid
phases [3], for instance high- and low-density amorphous ices (HDA and LDA,
respectively). Since at low temperatures, the rate of many deterioration reactions
is low, and freezing is used for tissue and food preservation [4]. However, during
freezing, water tends to crystallize, which may cause damage on the microstructure
of the solute. Thus, the behavior of frozen aqueous solutions of biopolymers [5–7],
food [8], animal, or vegetable cells [9, 10], etc., has been the subject of considerable
investigations since it is involved in several fields of the food industry, biomed-
ical technologies as well as in protocols of pharmaceuticals storage. In fact, the
freezing of water into ice can be the origin of numerous problems when considering
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biological materials. For instance, in frozen food, the increment in the concentration
of water solutions that does not freeze (partial crystallization of the water causes
freeze-concentration of the amorphous part of the solution) cause a reduction of the
water activity [11, 12]. On the other hand, cells may be damaged by the presence
of ice because it will expand and burst the cell wall destroying the tissues. In fact,
the strategy of several insects, plants, or animals to overcome the problem of water
crystallization in extreme environments is to use compounds in their body fluids
(for instance the sugar trehalosa [13] or anti-freeze proteins [14]) to prevent crys-
tallization. In this case, the solutes act as protection against freezing (cryoprotectant
or super-cooling agents). Therefore, one strategy the nature enforces to avoid water
crystallization is to mix the water molecules with some solute. Another way to avoid
crystallization of water at low temperatures is to confine water in porous materials.
This brings a geological perspective to the problem of water crystallization. Water is
a verymobile molecule and can easily change its aggregation state (liquid, vapor, and
solid) depending on temperature. This fact impacts onminerals like quartz or mineral
clays since a water phase transition could affect the structure of rigid materials.

The temperature range where bulk water crystallizes is called the “no man’s land”
because it is inaccessible to liquid bulk water [15, 16] (although nowadays by using
very fast measurements it has been possible to enter into the no man’s land and
study the structure of water down to 227 K [17]). This “no man’s land” temperature
range comprises from 150 to 235 K at ambient pressure. It has been proposed that
this temperature range include a liquid–liquid critical point [16], which explains the
water anomalies [18]. Above this temperature (i.e., between 235 and 273 K), water is
in the supercooled state, whereas below this temperature range, water is in the glassy
state (see Fig. 1). There are several structural and dynamical studies of water at low
temperatures and it is not the purpose of this chapter to review all of them (there are
some compressible reviews in the literature about this topic [19–23]). The purpose
here is instead to provide a physical picture of the dynamics of water in solutions
when water partially crystallizes.

It is well-known that the relaxation data for confined supercooled water exhibits a
dynamic crossover in its temperature dependence [22, 24]. This dynamic crossover
is not only of essential importance for understanding the dynamic properties of
supercooled water in solutions or under confinement, it is also of importance for
understanding the most possible relaxation scenario for supercooled bulk water [23].
Bulk water behaves as a fragile liquid down to about 235 K, where crystallization
occurs. A fragile glass-forming liquid exhibits a highly non-Arrhenius temperature

Fig. 1 States of water at different temperatures. In the temperature region between 150 and 235 K,
water is crystalline and no bulk liquid is possible
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dependence, typical for ionic and van der Waals systems, whereas a strong super-
cooled liquid shows a temperature dependence close to the Arrhenius law, which
is typical for materials with strong (commonly covalent) bonds forming a network
structure. It is well-established that: (1) water above approximately 233 K is one
of the most fragile liquids studied [25] and (2) the temperature dependence of its
viscosity (or structural relaxation time) seems to follow a power law diverging [26]
at about 228 K. Therefore, a glass-transition temperature, T g, substantially lower
than 228 K can be obtained only if the fragile behavior above 233 K changes to a
stronger Arrhenius-like temperature dependence slightly below 233 K. This is the
reasonwhy it has been proposed that supercooledwater undergoes a fragile-to-strong
(FS) transition around 228 K [25].

In fact, confined water (in hard- or soft- confinement systems) shows a similar
dynamic crossover in a temperature range between 180 and 220 K depending on
the system and experimental technique [22]. However, the origin of this dynamic
crossover and its relation to bulkwater is a subject of controversial discussions. Some
studies indicate that the crossover is due to the existence of a fragile-to-strong transi-
tion at about 225K, related to a transition from a high-temperature high density liquid
(HDL) to a low-temperature low density liquid (LDL) [27]. Other studies attributed
this dynamic crossover (sometimes observed at lower temperatures) to finite-size
effects [28, 29], where the low temperature relaxation (below the crossover temper-
ature) represents a local relaxation (β-relaxation) of the confined water molecules
[24]. Lately, it has been proposed that the dynamical behavior changes in response
to fractional freezing of the confined water [30–33]. In this chapter, we are interested
in understanding the origin of a similar crossover in water solutions (i.e., in so-called
soft confinement systems), and how it is affected by a partial crystallization of the
water.

In this chapter, we are first reviewing some early work in this field and thereafter,
we are providing new experimental results on partial crystallization of water in solu-
tions of some polymers and liquids. We analyze the impact of crystallization temper-
ature and time on the glass transition of the solutions by calorimetric measurements.
Then, we are discussing the dynamics of amorphous water in solutions as seen by
broadband dielectric spectroscopy. We elucidate how the dynamical behavior of the
water is altered both during and after isothermal crystallization. Finally, we provide
implications of these results on the behavior of bulk water.

2 Experimental Section

2.1 Calorimetric Experiments

TheDSCmeasurements described in this chapterwere performedusing aDSCQ2000
from TA Instruments in both standard and temperature-modulated (TMDSC)modes.
In the TMDSCmode, a periodic temperature perturbation is superimposed on a linear
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heating or cooling. Samples weighing about 10–15 mg were prepared in hermetic
pans. Standard DSC experiments were performed at heating and cooling rates of 5–
10 K/min as indicated in each experiment. Modulated experiments were performed
with a 0.4 K temperature amplitude, 60 s modulation period, and 5 K/min underlying
heating rate. A helium flow rate of 25 mL/min was used all throughout.

2.2 Dielectric Experiments

Broadband dielectric spectroscopy (BDS) is a powerful technique to evaluate the
dielectric properties of aqueous solutions and to assess the molecular dynamics on
various time and length scales. In particular, using the changes in the dielectric
permittivity, BDS can probe phase transformations. During crystallization of water,
the dielectric permittivity decreases from that of liquid water (~80) to that of ice
(~3.2).

To measure the complex dielectric permittivity, ε*(ω) = ε′(ω) – i ε′′(ω), we
combined different dielectric techniques to obtain a wide spectral range (0.1 Hz–
20 GHz). For the frequency range from 10−1 to 106 Hz, we used a Novocontrol
Alpha Analyzer. The sample thickness for all measurements was 0.1 mm and the
sample diameter was 30 mm.

To analyze the complex permittivity (ε*), fitting of the imaginary (ε′′) component
was performed by the use of the phenomenological Havriliak–Negami function

ε∗(ω) = ε′(ω) + iε′′(ω) = ε∞ + �ε
[
1 + (iωτ)α

]β
(7.1)

where�ε is the dielectric strength, ε∞ the unrelaxed value of the dielectric constant,
τ is the relaxation time, andω = 2π f is the angular frequency. In Eq. 7.1, α and β are
shape parameters (0 < α, αβ < 1) which describe the symmetric and the asymmetric
broadening of the equivalent relaxation time distribution function. By setting β =
1, a symmetrical function is obtained (Cole-Cole (CC) function), which is widely
used to describe secondary relaxations in glassy materials [34]. At low frequencies,
conductivity effects dominate and to account for that a power law term was added to
the sum of CC and HN functions.

3 The Glass Transition Temperature and Cold
Crystallization in Water Solutions of Synthetic Polymers

Differential scanning calorimetry (DSC) is a technique that measures the heat flow
as a function of temperature or time at a given cooling or heating rate and it allows
analyzing two essential characteristics of water solutions. From one side, the glass
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transition temperature (T g) can be determined, and on the other side, crystallization of
water at sub-zero temperatures can be detected. At a given cooling rate and depending
onwater content, crystallization of water can be suppressed for all temperatures. This
is the case for solutions with water content lower than 25 wt% where crystallization
of water is inhibited on both cooling and heating cycles. However, at higher water
content, crystallization on cooling or on heating (the so-called cold crystallization)
can be detected. In general, cold crystallization occurs in solutions when the water
content remains above 25 wt%.

Figure 2 shows a typical DSC trace for solutions of tri-propylene glycol (3PG)
[35] at differentwater contents: cw = 0wt% (dry 3PG, Fig. 2a), cw = 10wt% (Fig. 2b)
and cw = 50 wt% (Fig. 2c). For cw = 0 and 10 wt%, the samples are amorphous at
all temperatures, i.e., no crystallization is observed on cooling or on heating cycles
(Fig. 2b). For cw = 50 wt%, the sample does not show crystallization on cooling at
a fast rate but cold crystallization in the heating cycle is observed (Fig. 2c) followed
by a broad melting in the temperature range between 245 and 260 K. This is also the
case for cw = 40 wt%. For all the water contents analyzed, the solutions show a glass
transition (T g). Figure 2d shows the effect of water content on the glass transition
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temperature for these solutions including the dry oligomer. A linear dependence is
observed up to cw = 50 wt%with a maximum variation of T g of 8 K between the dry
and the 50 wt% sample. This variation indicates that water acts as plasticizer of 3PG
molecules. Plasticization [36] increases the flexibility of the molecules (whether
synthetic or biological molecules), allowing internal motions as well as shielding
of solute-solute interactions. Because of plasticization, both the viscosity and glass
transition temperature of the compounds decrease compared with those values of the
dry system.

In the following, we analyze the variation of the T g value under isothermal crystal-
lization. In this case, themeasurementswere performed in the temperature-modulated
mode because it allows separation of overlapping transitions and more accurate
measurements of initial crystallinity. In this case, a different heating rate (5 K/min)
compared with the measurements showed in Fig. 2 was used. Water crystallization
takes place above T g on the heating cycle due to the presence of some nucleation,
which grows below the melting region during the cooling cycle. If the crystallization
temperature (T cryst) is close to T g, the crystallization occurs more slowly than at
higher temperatures.

The isothermal experiments were carried out over a series of crystallization
temperatures (T cryst) and crystallization times (tcryst) in order to obtain different
amounts of ice in each sample (see Table 1). Figure 3 shows the reversing heat flow
for 3PG with a water content of 50 wt% at different T cryst and tcryst as indicated in the
figure. The first scan (red trace in Fig. 3) shows the T g value before crystallization.
After this scan, the sample was maintained at a certain temperature (T cryst) during
some time (tcryst) also indicated in the figure. After this time, we havemeasured again
the glass transition of the semi-crystalline sample (green trace in Fig. 3) as well as
the melting of the ice produced at higher temperatures. Table 1 shows the values of
T g for the first and second scans (i.e., before and after crystallization.

From Fig. 3, we observe that when T cryst is very low (i.e., T cryst is approximately
20° above the T g value), the crystallization proceeds slowly and the T g value does
not appreciable change before and after crystallization (the portion of the water
crystallized is very small). Accordingly, in the second scan, this small fraction of
water is not participating in the glass transition phenomenon, and therefore the heat
flow step decreases. However, in the case of the samples crystallized at the highest
temperature (228 K for 50 wt% or 223 K for 40 wt%), the T g variation between the
amorphous and semi-crystalline states is about 2–4° (and much bigger for PVME or
PVP solutions). If an appreciable part of the water crystallizes, the residual solution
becomes freeze-concentrated and therefore the glass transition temperature increases.
We will get back to these results after we have analyzed the dynamics of water in
amorphous and semi-crystalline environments.

In addition to 3PG solutions, we also analyze the response of two polymers: poly
(vinyl methyl ether) (PVME) and poly (vinyl pyrrolidone) (PVP) in solution with cw
= 50 and 55 wt%, respectively. As for 3PG, PVME shows a linear T g concentration
dependence whereas PVP shows a stronger T g concentration dependence, as seen in
Fig. 4.
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Fig. 4 Concentration dependence of the glass transition temperature (Tg) for poly (vinyl methyl
ether) and poly (vinyl pyrrolidone). Adapted from Refs. [37] and [38] with permission

As a conclusion of this section, we have observed that the glass transition temper-
ature of the partially crystallized solution changes or remains the same depending
on the crystallization temperature: the lower T cryst and tcryst the minor change in T g.
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4 The Dynamics of Water in Amorphous Water Solutions
at Low Temperatures by BDS

In this section, we review the dynamics of the aqueous solutions showed in Fig. 2
as seen by broadband dielectric spectroscopy when water remains amorphous for
all temperatures. Isothermal data of the dielectric loss ε′′ of amorphous 3PG–water
mixtures are shown in Fig. 5a at different temperatures [35]. The dielectric response
of these amorphousmixtures shows a prominent peak due to the reorientation ofwater
molecules (water relaxation in Fig. 5b). In addition, a slower and weaker relaxation
is also observed (α-relaxation in Fig. 5b). Therefore, the response of the amorphous
samples can be described using a Havriliak–Negami equation to fit the α-relaxation
and a Cole–Cole equation to fit the water relaxation in the sub-T g range.

The relaxation times obtained from the fittings are shown in Fig. 6a for the sample
3PGwith cw = 50 wt%. A comparison with other water concentrations is also shown
in Fig. 5b and c. As seen in Fig. 6a, the origin of the slow relaxation is the glass
transition related structural α-relaxation of the solution, due to its Vogel–Fulcher–
Tammann (VFT) temperature dependence and the fact that it reaches a time scale of
about 100 s at the calorimetric T g, as expected for the α-relaxation. The fast process
(water relaxation in Figs. 5b and 6c) is displayed below T g and shows an Arrhenius
temperature dependence. This process is local in character, and therefore designated
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Fig. 5 a Loss component, ε′′, of the complex permittivity, ε*(f), of an amorphous 3PG—water
solution with cw = 50 wt% at different temperatures. b Same as in (a) at T= 197 K, where both the
α-relaxation and the water relaxation are observed. The lines through the data points correspond
to least-squares fits to a superposition of a Havriliak–Negami and a Cole–Cole function for the
α-relaxation and water relaxation, respectively
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as a β-relaxation. The intensity of this β-relaxation increases rapidly with increasing
water concentration [35], and therefore this relaxation is mainly caused by water.

Themain result of Fig. 5, with a significant relevance for bulkwater, is the analysis
of the temperature dependence of the relaxation times at highwater content (butwhen
water still remains amorphous). In this case, the relaxation times become similar to
those in other solutions (i.e., this water relaxation is independent of the solute). For
all the solutions analyzed, the temperature dependence of the relaxation time shows
a crossover from a low-temperature Arrhenius behavior to a high-temperature non-
Arrhenius behavior. The presence of this crossover has been observed in quite a lot of
aqueous solutions and its origin has been controversially discussed in the literature
[22, 29]. We will get back to this crossover and its origin latter in Sects. 7–9

The scenario here analyzed for 3PG solutions (i.e., the presence of two relaxations:
a slower one associated with the α-relaxation of the solute and a faster one related
to the relaxation of water molecules in the solution) is very similar to that found
in several aqueous solutions previously analyzed in the literature [39–43] and also
for the PVME–water solutions here and previously [37] analyzed. The condition to
detect this behavior in any aqueous solution has been related to the variation of the
glass transition temperature with the water concentration [44, 45]. When the solutes
show a linear concentration dependence of T g with the water concentration, as that
shown in Fig. 4 for PVME (with a difference between the T g of dry andwet solutes of
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about 10 K), it is possible to observe a single water relaxation with the characteristics
discussed above.

Different to PVME or 3PG solutions, PVP solutions show a different dynamical
behavior. For PVP solutions (Fig. 7), we observe three relaxations [44]: the slowest
is related to the α-relaxation of the solute and the two fastest are due to motions
of water molecules [44]. It is important to note that in our previous works of PVP
aqueous solutions [46–48], these two water relaxations were not reported (only the
fast relaxation was included). In Fig. 7, we show the temperature dependence of
the relaxation time of each relaxation process for PVP with 40 wt% of water. It is
evident that the relaxation times of the slow solvent process and the solute exhibit
the same temperature dependence in the high temperature range above T g. Note that
this slow solvent relaxation is not observed for 3PG or for PVME. In addition, for
these solutions, the fast solvent relaxation shows a completely different temperature
dependence than the solute relaxation (Fig. 7).

5 The Dynamics of Solutions During Isothermal
Crystallization

There is quite a lot of information about the water dynamics in solutions when water
remains amorphous at all temperatures. However, there is little information about the
dynamical changes of the water during and after isothermal crystallization. There-
fore, in this section, we address the dynamics of water in semi-crystalline solutions.
BDS is a good technique to follow the dynamics of the amorphous solutions and
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the dynamical alterations after crystallization. Even more, given that the isothermal
crystallization of water is slow at certain temperatures, it is possible to follow the
time evolution of the dielectric permittivity during crystallization.

To obtain a semi-crystalline sample, we selected a water content high enough to
observe cold crystallization on heating.Water is able to crystallize at any temperature
between the glass transition and themelting point (see Fig. 3c). This allows analyzing
the dynamics of both the amorphous and semi-crystalline state of the same sample.
In all the cases, the protocol is as follows:

1. We measure the dynamics of the amorphous sample up to a temperature where
cold crystallization is not detected.

2. Then, we allow the sample to crystallize isothermally at a temperature T cryst

during some time (tcryst).
3. After crystallization, we measure the dynamics of the semi-crystalline sample.

Figure 8 shows the time evolution of the dielectric permittivity during isothermal
crystallization of 3PGat twowater contents (50wt% inFig. 8a and 40wt% inFig. 8b).
The main difference between the samples is that the crystallization was produced at
T cryst = 200 K in (a) and at a higher temperature T cryst = 218 K in (b). For Fig. 8a
at tcryst = 0, we can observe the water relaxation at f ~2 × 104 Hz. Increasing the
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crystallization time, the water relaxation becomes progressively broader on the low
frequency side and for longer times, there is a slow extra peak in the spectra (f ~
65 Hz). The dielectric strength corresponding to the water relaxation decreases with
increasing crystallization time since part of the water turns into ice and therefore a
fraction of the water dipoles do not contribute anymore to the dielectric response of
water. On the other hand, the number of “ice” dipoles during crystallization increases
and therefore the dielectric strength corresponding to the slow process also increases.
The presence of this slow process does not depend on the crystallization temperature
and it is independent of the solute, i.e., this extra process is also observed during the
isothermal crystallization of PVP- or PVME–water solutions and it corresponds to
the dielectric response of ice, as we will discuss latter.

In Fig. 8, we can observe two different behaviors depending on the crystallization
temperature. For the sample in Fig. 8a, there is no change of the glass transition
temperature between the amorphous and the semi-crystalline solution whereas in the
second case (Fig. 8b), a change of 2.4° is produced in the T g value (see T g values in
Table 1). In addition, in Fig. 8, a the peak maximum of water is not changing whereas
in Fig. 8b, the relaxation time becomes slower after each cycle of crystallization.

The isothermal data during crystallization were fitted using the sum of three
functions, two of them for describing the relaxations occurring in the amorphous
fraction of the samples (a HN function for the α-relaxation and a CC function for
the water relaxation). The third CC function was used to fit the new process at low
frequencies (“ice relaxation” in Fig. 8b). When there is no change in the T g value
before and after crystallization, the relaxation times of the HN and CC functions of
the α-relaxation and water relaxation, respectively, were fixed using the values of
the amorphous sample. For these relaxations, �ε were free during the fitting as well
as for the “ice relaxation” for which all the parameters were free. By contrast, for
samples in which T g changes are produced by the crystallization, all the parameters
were free during the fitting. An example of the fitting can be seen in Fig. 9 for the
amorphous (tcryst = 0) and semi-crystalline sample (tcryst = 8 h). Figure 8c and d show
the time evolution of the relaxation strength of the ice and water relaxations for 3PG
samples containing 50 and 40 wt% water, respectively. The lower the crystallization
temperature (Fig. 8c) the longer it takes for water to crystallize (slow kinetics),
and after 480 min, �εwater of water has dropped to ~44%. At a higher crystallization
temperature (Fig. 8d), thewater crystallizesmuch faster (�εwater ofwater has dropped
~52% after 25 min), and thereafter there is no more water crystallization.

Another example during isothermal crystallization is shown in Fig. 10 for PVME
(cw = 50 wt%) and PVP (cw = 55 wt%). Both polymers were crystallized at high
temperatures and therefore the crystallization proceed fast. In both cases, the water
peak shown in the figure corresponds to the water relaxation for PVME and the
fast water relaxation for PVP. As in the previous case, the intensity decreases and a
shoulder is developed at lower frequencies. For PVME, the maximum of the water
peak becomes slower after each cycle of crystallization (as in the case of 3PG)
until ~1 decade is reached after 480 min. By contrast, for PVP, the water peak also
becomes slower, but only ~0.4 decades in spite of the fact that the crystallization
time is longer than for PVME and the glass transition value decreases more for PVP
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than for PVME. In the next two sections, we will analyze how the characteristics of
the water dynamics changes under isothermal crystallization of the different systems
here studied.

6 The Dynamics of Water Solutions After Isothermal
Crystallization

Now, we analyze the dynamics of the semi-crystalline materials concentrating on the
water and ice relaxations. Figure 11 shows the dielectric spectra of 3PG with cw= 50
wt% in the amorphous (Fig. 11a) and semi-crystalline states (Fig. 11b). The semi-
crystalline state was obtained by keeping T cryst = 200 K during tcryst = 8 h (480 min)
and no change in the glass transition temperature was observed. Similar results were
obtained for the other water concentrations and for crystallization temperatures for
which T g remains the same. As mentioned above, the intensity of the dielectric loss
of water in the amorphous state (a) is smaller than in the semi-crystalline mixture (b)
since a portion of the amorphous water turns into ice during isothermal crystalliza-
tion. The fitting procedure was already explained in Fig. 9 for 3PG solutions. This
procedure was also used to fit the data of PVP and PVME solutions.

Figure 12 shows the shape factors and relaxation strengths for the ice and water
relaxations in the amorphous and semi-crystalline states of this sample (3PG, cw=
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Fig. 11 a Loss component, ε′′, of the complex permittivity, ε*(f), of the amorphous 3PG—water
solution with cw = 50 wt% at different temperatures. The lines through the data points correspond
to least-square fits to a superposition of two Cole–Cole functions. b Same as in (a), but after
isothermal crystallization at T cryst = 200 K during tcryst = 8 h. The solid lines through the data
points correspond to least-square fits to a superposition of three Cole–Cole functions
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50 wt%). As expected, the relaxation strength of water decreases whereas the α-
parameter is only slightly lower in the crystallized material. This indicates that the
environment of the water molecules is not significantly affected after crystallization,
in spite of the fact that an increasing amount of water molecules becomes ice. Finally,
Fig. 13 shows the temperature dependence of the water relaxation time as obtained
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from the fittings. It can there be seen that the water relaxation time is unaffected by
crystallization and correspondingly the crossover from the high-temperature non-
Arrhenius behavior to the low-temperature Arrhenius dependence is obtained at
the same temperature (approximately T g) for the amorphous and semi-crystalline
materials.

Regarding the ice relaxation, Fig. 13b compares the temperature dependence
of the relaxation times of bulk ice [49], ice in solutions of bovine serum albumin
(BSA) [50], collagen [52], and 3PG water solutions. We can observe that there is
no difference in the relaxation times between solutions of proteins and 3PG, but the
relaxation of bulk ice is different, as discussed in other publications [50–52].

We now present the results for samples crystallized at a high crystallization
temperature (i.e., fast crystallization). As an example, we show the case for PVME
(cw = 50 wt%) using T cryst = 210 K. In this case, the glass transition temperature of
the amorphous (190K) and semi-crystalline (200K)materials changes by ~10K (see
Table 1). Figure 14 shows the shape factor and the relaxation strength of the water
and ice relaxations. As in the case of 3PG, the relaxation strength of water decreases
substantially and the shape factor becomes slightly lower in the semi-crystalline
PVME solution. In Fig. 15, we show the temperature dependence of the relaxation
times. It is clear that the relaxation times of the water process become slower (~1
decade) in the crystallized sample and, consequently, the crossover temperature also
changes. However, in this case, the glass transition of the solution is changing, which
implies that the crossover from the high-temperature non-Arrhenius dependence to
the low-temperature Arrhenius behavior of the water relaxation is produced at a
higher temperature (approximately T g) in the semi-crystalline material.

It is not obvious why the crystallization temperature has this large effect on both
T g and the relaxation time of the amorphous water. Possibly larger clusters of ice
are formed, i.e., a micro-phase separation of the freeze concentrated solution and the
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Fig. 14 a Relaxation strength and b shape factor of amorphous and semi-crystalline PVME–water
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ice regions occurs at a higher crystallization temperature due to a larger mobility of
both water and solute molecules. Given that the T g of the solutions is increasing after
crystallization, as showed inTable 1, crystallization ofwater generates dehydration of
the PVMEmolecules. This behavior was also observed for crystallization of glycerol
water solutions [53]. At crystallization temperatures close to T g, it is possible that the
overall structure of the solution remains the same,with the exception that a fraction of
the water transforms from an amorphous network to a crystalline network. However,
thismayhave a lower effect onT g and the relaxation time of the remaining amorphous
water.

Finally, we present the dynamical results of water in PVP solutions, in which two
relaxations of water molecules are observed in the amorphous material. In the case
presented here, the glass transition temperature under isothermal crystallization at T
= 215 K, shows an increase of 16.6 K from the amorphous to the semi-crystalline
material. Therefore, we also expect, as in the case of the PVME solution shown in
Fig. 15, a change in the dynamics of water after crystallization. Figure 16a shows the
dielectric response at T = 180 K (a temperature lower than T g) and Fig. 16b at T =
215 K (higher than T g) for different crystallization times as indicated in the figure.
Each curve in Fig. 16 represents a different material in the sense that each curve
has a different crystallization time and therefore a different crystallization level. The
relaxation times are independent of the crystallization time at temperatures lower
than T g, although the dielectric intensity decreases since water molecules turned
into ice. At temperature higher than T g (T = 215 K), the main loss peak in the
semi-crystalline material shifts toward lower frequencies for 0.4 decade. From this
observation, we can conclude that at temperatures lower than T g the relaxation due
to water molecules is not affected by the change of environment. Thus, the relaxation
of the water below T g is the same irrespective whether it is confined by the frozen
polymer or the ice phase. However, above T g, the relaxation times change slightly,
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although in amuchmilder way than the glass transition temperature changes with the
crystallization time, as in the case of PVME. Figure 17 shows the relaxation times
for the fast water relaxation and the “ice relaxation” for all these samples crystallized
at different levels. Although, the relaxation time of the fast water relaxation becomes
slightly slower with increasing crystallization time at 215 K (as shown in Fig. 16b),
it is evident from Fig. 17 that this difference decreases and becomes vanishingly
small at lower temperatures. Furthermore, the crossover temperature is not changing
significantly, as in the case of PVME. The T g difference in this case is 14 K, whereas
the difference in the crossover temperature between the amorphous and the sample
crystallized during 570min is only 3 K. Evenmore, the “ice relaxation” is not similar
to that showed in Figs. 12 and 14 for 3PG and PVME.

As a result, after isothermal crystallization of water in solutions, we find two
different scenarios for the temperature dependence of the water relaxation time.
When the amorphous solutions have a single water relaxation (3PG or PVME),
the relaxation times and therefore the crossover temperature are changing with T g

(if there is no change of T g, no change of the crossover temperature). However,
when the amorphous solutions have two water relaxations, the relaxation times are
not appreciable changing. This indicates that the temperature where the crossover
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occurs is governed by the T g of the solution in the case of solutions with a single
water relaxation, but that it is independent of T g when two water relaxations are
present in the systems. The latter scenario suggests that the faster water relaxation
in solutions exhibiting two water relaxations is an intrinsic water relaxation, which
may also be present for water in hard confinements (Sects. 7 and 8 below) as well as
in bulk water, as discussed in Sect. 9 below.

7 The Dynamics of Amorphous and Semi Crystalline
Water in Hard Confinement Systems by BDS and NMR

In this section, we discuss the results of amorphous and semi-crystalline water
confined in small cavities of porousmaterials (so-called hard confinements). Confine-
ment ofwaterwas extensively analyzed in the literature using different types ofmeso-
porous silica materials such as silica hydrogels, Vycor glasses, molecular sieves,
mineral clays, graphite oxide, and cement-like materials. All these materials are
hydrophilic (generally with hydroxyl groups on the surface) and exhibit an inter-
connected pore structure with a broad pore size distribution. These characteristics
give often rise to an incomplete filling of the pores, and water—surface interactions
are therefore highly promoted. However, a suitable model system to confine water
is the mesoporous silica MCM-41, because it presents a very well-defined geometry
of cylindrical pores with a narrow size distribution. The water dynamics seems to be
less influenced by surface interactions in this case and a more “universal” relaxation
behavior is obtained.
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The dynamics of amorphous water confined inMCM-41 has been studied by both
BDS [54, 55] and nuclear magnetic resonance [31, 32, 56] (NMR). The relaxation
times of water exhibit a dynamic crossover at about 180 K, similar to that previously
discussed for water solutions in Sect. 5 (see Fig. 18a).

If the pore diameter is ~2 nm or smaller, water remains amorphous for all temper-
atures. However, using a wider pore, a fraction of water crystallizes, as in the case of
the water solutions analyzed in Sect. 2. Weigler et al. [33] explore the dynamics of
water confined in MCM-41 of different sizes from 2.1 to 3.3 nm. The calorimetric
response showed that crystallization of water confined in 2.1 nm is fully suppressed,
but water confined in pore sizes of 3.3, 2.8 and even in 2.4 nm present crystallization
on the cooling cycle. Increasing the pore size, a more pronounced freezing peak is
shown and therefore more ice is produced in each sample. Thus, by increasing the
pore size, it is possible to study the dynamics of amorphous water in samples of
an increasing amount of ice. In particular, it was of interest [32, 33] to elucidate
whether the dynamic crossover of the confined supercooled water is affected by
crystallization.

The dynamics of such partially crystallized D2O confined inMCM-41 of different
pore sizes has been studied by 2H SLR and STE experiments. Figure 18b shows the
relaxation times for these samples of different pore sizes and different levels of ice.
As can be seen in the figure, the relaxation time is basically independent of the pore
size and the level of crystallization. This result contrasts that previously obtained in
ordinary solutions, as discussed in Sect. 6, but is similar to what was observed for
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PVP, where two water relaxations were observed, as discussed in Sect. 7. In the next
section, we will discuss the impact of all these results on bulk water.

8 The Implication of the Present Results for Bulk Water

In this section, we discuss likely implications of the findings presented above for
water in both solutions and hard confinements. In the case of water in “ordinary
solutions” (i.e., solutions with only a single water relaxation), we found that the
dynamic crossover temperature of the water relaxation is strongly affected by the
glass transition temperature. The dynamic crossover occurs at T g of the solution
irrespective of the degree of water crystallization. This observation suggests that the
dynamic crossover is not an intrinsic property of the water in the solution, but rather
caused by an immobilization of the solute matrix at T g, which imposes a confinement
effect of the water intercalated in the matrix. Thus, water in these kinds of solutions
behaves as confined water only below T g, and the water is furthermore affected by
interactions with the solute matrix, causing the water relaxation to be slower at low
water contents. This also implies that the water relaxation becomes slower if the
effective water concentration decreases by freeze-concentration, as occurs during
crystallization at a high temperature. This strong influence of the local environment
on the water relaxation in these kinds of solutions indicates that the water relaxation
cannot be considered as an intrinsic property of water, and therefore not be of strong
relevance for bulk water.

However, for solutions exhibiting two water relaxations, such as solutions of
PVP, the crossover temperature of the fast water relaxation is independent on the ice
level and therefore independent on the T g value. This is also the case for water in
hard confinements, as can be seen in Ref. [33] where the degree of crystallization
can be regulated by the pore size. Furthermore, in these two types of systems also
the time scale and activation energy of the water relaxation are unaffected by the
amount of ice in the systems. These findings indicate that the dynamical properties
of this amorphous water can be considered as intrinsic properties of supercooled
or glassy water. Hence, bulk water is then expected to exhibit similar dynamical
properties in the same temperature range. Indeed, Amann-Winkel et al. [57] observed
a dielectric relaxation process of low-density amorphous ice (LDA) that is almost
identical to this “universal” relaxation of confined water. This strongly suggests that
the low-temperature water relaxation we observe in both solutions exhibiting two
water relaxations and in hard confinements is the same as for bulk water. Moreover,
DSC studies of both crystalline and amorphous ices show that the calorimetric feature
observed for LDA at 136 K [58] is identical to the calorimetric feature observed
for hydrogen-disordered crystalline ice phases at a similar temperature [59]. Since
this endothermic peak is not affected by isotope substitution of 16O to 18O, but
significantly shifted for D2O, it is also clear that this is due to an unfreezing of
molecular reorientation dynamics, rather than related to translational motions of the
oxygen atoms, which should be the case if it was a true glass-to-liquid transition.
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This implies that the “universal” water relaxation we observed is not only the same
for bulk water, but it also has the characteristics of a local reorientational motion in
amorphous ice, i.e., the water we observe below the crossover temperature at about
180 K should be considered as amorphous ice rather than as a supercooled liquid
[23].

9 Conclusion

In this chapter, we have presented old and new experimental data on the dynamics of
water in semi-crystalline environments and we have compared with the dynamics of
water in the amorphous state. By using broadband dielectric spectroscopy, we have
analyzed the dynamics during and after crystallization at different crystallization
temperatures and times. The dynamical behavior of both the solute and the remaining
non-crystalline water is remarkably affected by the crystallization temperature. At
a low crystallization temperature (just above T g), there is basically no changes of
the glass transition and its related structural relaxation or the low-temperature water
relaxation, suggesting that some of the amorphous water transforms to crystalline
water without affecting the overall structure of the solution or the hydration of the
solute molecules. However, at a high crystallization temperature, the dynamics of
both the solute (and therefore also the glass transition temperature) and the water is
slowed down by the partial crystallization of the water. This is the typical behavior
of freeze-concentrated solutions when the amorphous part of the solution is “dried
out” by amicro-phase separation into ice regions and freeze-concentrated amorphous
regions.

The differences in the dynamics described above for low and high crystalliza-
tion temperatures occur for “ordinary” aqueous solutions exhibiting only one water
relaxation. However, for solutions exhibiting two water relaxations, as commonly
observed for biological systems and solutes for which the addition of water has a
dramatic effect on T g [44, 45], yet another dynamical behavior is observed. In this
case, partial crystallization of thewater does increase the glass transition temperature,
as typical for freeze-concentrated solutions, but nevertheless the low-temperature
water relaxation is not affected. This indicates that the fast water relaxation in this
type of solutions may be considered as an intrinsic water relaxation. This conclu-
sion is furthermore supported by the fact that an almost identical water relaxation
is observed for both bulk water (or rather low-density amorphous ice) [57] and
water confined in hard confinements with or without ice. Thus, there is no reason
to believe that this common water relaxation should not have the same origin in the
three mentioned types of systems. The “universality” of this water relaxation gives
also further evidence for that it is of local character, in contrast to the viscosity related
structural (α) relaxation.
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Order and Dielectric Relaxation During
Polymer Crystallization

Aurora Nogales, Tiberio A. Ezquerra, Michelina Soccio,
and Marianella Hernández

Abstract In the recent years Broadband Dielectric Spectroscopy (BDS) has been
shown to be a powerful technique to investigate crystallization in complex fluids
including liquids and polymers. Particularly attractive is when scattering and diffrac-
tion experiments are combined with dielectric spectroscopy during crystallization
in real-time. In this chapter we will review the application of BDS to the study
of polymer crystallization emphasizing those aspects related to the combination of
X-ray scattering techniques, rendering information about the crystalline phase, with
BDS providing information about the amorphous phase dynamics. In addition, we
will show as well that both the α-relaxation and the β-relaxation can be used for
probing polymer crystallization especially when they appear simultaneously and
well resolved in the experimental frequency window. Although most of the appli-
cations of BDS to polymer crystallization involve thermal treatments we will show
that BDS can be also used when other magnitudes like pressure, shear or strain are
involved in the crystallization process.

Keywords Real time crystallization · Broadband dielectric spectroscopy (BDS) ·
Natural rubber · Strain induced crystallization
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Abbreviations

BDS Broadband dielectric Spectroscopy
FK Frölich-Kirkwood
HN Havriliak Negami equation
NR Natural rubber
PET Poly(ethylene terephthalate) (PET)
PPS Poly(propylene succinate)
PPT Poly(pentamethylene terephthalate)
PTT Poly(trimethylene terephthalate)
RAP Rigid amorphous phase (RAP)
SAXS Small Angle X-ray Scattering
WAXS Wide Angle X-ray Scattering

1 Introduction

Nowadays polymers are ubiquitous in our everyday life. The world polymer mate-
rials production reached around 350 million tons in 2017 being about two-thirds of
it related to semicrystalline polymers [1]. Similarly to other glass former materials
by cooling a polymer from its viscoelastic liquid phase its specific volume, Fig. 1
a, linearly decreases with temperature until the glass transition temperature, Tg, is
reached [2]. Below Tg a change in the specific volume decrease rate with temperature
is observed. Before reaching Tg the polymer has to transit through the supercooled
liquid state (SCL) temperature range defined by Tg > T > T 0

m being T 0
m the equilib-

rium melting temperature. In the SCL state the polymer can be thermodynamically
unstable depending on chemical structure factors like branching, copolymerization

Fig. 1 a Schematic dependence of the specific volume (V) of a material as a function of the
temperature indicating the liquid, supercooled liquid, glass and crystalline phases. b Energy land-
scape representation illustrating the energetic scenario for liquid, glass and crystalline phases. R*
is a generalized configuration coordinate for the whole system. The dashed arrow in a indicates a
possible liquid-crystal transition. See text for details
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or tacticity since its free energy can be higher than that of the crystalline state. If
this is the case, the supercooled liquid spontaneously suffers a first order liquid-to-
crystal phase transition [3, 4]. Semicrystalline polymers usually adopt a character-
istic folded chain crystalline lamellar morphology of nanometer dimensions when
located in the supercooling temperature range. The lamellar morphology typically
consists of stacks of laminar crystals with amorphous regions intercalated between
them. While the crystalline phase provides strength to the material, the amorphous
one is responsible of its toughness. Although extended chain crystals would be the
thermodynamically most stable state, kinetic factors favor that polymer chains may
fold several times forming crystalline lamellae [4–7]. From the point of view of
the potential energy landscape [8], Fig. 1b, when the temperature decreases the crys-
talline phase is the one offering aminimum in energy.However, depending on cooling
rate, the whole system cannot reach this state for kinetic reasons and fractions of the
material become eventually trapped in local minima as an amorphous phase. While
molecular dynamics is severely arrested in the crystalline phase, that of the fraction
in local minima can exhibit both segmental and local dynamics above Tg [9].

If the polymer is quenched fast enough below Tg a fully amorphous state can be
obtained where only local dynamics is allowed. In this case a semicrystalline state
can be achieved by a thermal treatment process referred to as “cold crystallization”
consisting in heating the glassy polymer above its Tg.

Experimentally in the past years Broadband Dielectric Spectroscopy (BDS) has
been shown to be a powerful technique to investigate crystallization in complex
fluids including liquids and polymers. Particularly attractive is when scattering and
diffraction experiments are performed simultaneously with dielectric spectroscopy
during crystallization in real-time [10–13]. The study of the isothermal polymer
crystallizationbydielectrics canbe complementedwith diffraction experiments using
either X-rays[14–16] or neutrons [17].

In this chapter we will review the application of BDS to the study of polymer
crystallization emphasizing those aspects related to the combination of X-ray scat-
tering techniques, rendering information about the crystalline phase, with dielectrics
providing information about the amorphous phase.

2 Probing Polymer Crystallization in Real-Time
by Dielectric Spectroscopy

As far as polymers are concerned, BDS is very suitable to investigate molecular
dynamics below and above Tg [18]. In particular, the segmental motions of the poly-
meric chains giving rise to the α-relaxation can be observed by BDS provided the
polymer possesses dipolar moieties in its chemical structure. Pioneering work by
Williams et al. showed that the dielectric α-relaxation can be used as a probe for
crystallization since it is strongly sensitive to development of the crystalline phase
[19]. The existence of a crystalline phase in a polymer material is reflected in the
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dynamics of the α-relaxation mainly by three effects: i) a reduction of the dielectric
strength, ii) a slowing down of the dynamics and iii) a modification of the shape of
the relaxation [9, 14, 20]. Accordingly, the α-relaxation has been used extensively as
a probe to follow in real-time the crystallization of polymer materials [17, 21–23],
polymer thin films [24] and polymer liquid crystals [25, 26] among other polymer
systems. Moreover, different ordered stages previous to crystallization have been
discussed on the basis of dielectric experiments [27–30]. In the frequency domain,
the α-relaxation appears as a maximum in the dielectric loss, ε′′, and as a step in
the dielectric constant, ε′ [18]. As an example, Fig. 2a shows the variation with
temperature of the dielectric loss spectra for initially amorphous poly(trimethylene
terephthalate) [16]. The initial dielectric spectrum shows the α-relaxation associ-
ated with the segmental motions of chains in the amorphous phase above the Tg.
As expected, the position in frequency of the relaxation maximum shifts to higher
frequencies with increasing temperature. As the temperature rises there is a dramatic
reduction of the intensity of the dielectric relaxation which is associated to the onset
of crystallization. This effect is accompanied by a decrease of the area underneath
the relaxation curve as a consequence of the reduction of the dielectric strength and
by a significant shift of the maximum loss towards lower frequencies. At higher
temperatures, the maximum further moves toward higher frequencies according to
the temperature activated character of the α-relaxation. At even higher temperatures
the contribution of the dc (direct current) electrical conductivity is observed by the
increase of ε′′ at low frequencies.

Scattering and diffraction techniques either with X-rays or with neutrons can
provide structural information about the ordered regions in semicrystalline polymers
at different length scales [4, 31]. Wide angle X-ray scattering (WAXS) allows the
possibility of obtaining information about molecular order in the range of tenths of
nanometers. Hence,WAXS can be useful to deal with crystalline structure determina-
tion and to estimate the crystallinity degree, Xc, defined as the amount of crystalline
fraction in a semicrystalline polymer [3, 4, 7, 32]. Therefore, WAXS experiments
can be used to visualize a crystallization process by monitoring the evolution with
temperature of the WAXS patterns as illustrated in Fig. 2b. The two initial WAXS
patterns show the typical broadmaximumcharacteristic of an amorphousmaterial.As
temperature increases, crystallization is revealed by the appearance of Bragg peaks
concurrently with the dramatic reduction of the intensity of the dielectric relaxation
(Fig. 2a). In addition toWAXS, Small angleX-ray scattering (SAXS) enables to char-
acterize structural features of semicrystalline polymers at length scales of the order of
nanometers [31]. Figure 2c shows that crystallization is revealed by an increase of the
scattered intensity at low angles in the SAXS patterns further developing into a well-
defined maximum, commonly referred to as Long-spacing, revealing the presence of
a periodicity between crystalline lamella and disordered domains. The experiments
illustrated in Fig. 2 highlight that an improvement in the characterization of a crystal-
lization process can be achieved by inter-correlating structural information, obtained
by scattering about the crystalline phase, and molecular dynamics results about the
amorphous phase obtained by BDS.
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Fig. 2 a Evolution with
increasing temperature of the
dielectric loss spectra (ε′′
versus frequency). b Wide
Angle X-ray Scattering
(WAXS) and c Small Angle
X-ray Scattering (SAXS) of
an initially amorphous
poly(trimethylene
terephthalate) sample.
WAXS and SAXS intensities
are represented as a function
of the modulus of the
scattering vector q. The three
techniques have been carried
out simultaneously [16]. The
position of Tg has been
highlighted by a dashed line
“Adapted with permission
from ref. [16]. Copyright
(2019) American Chemical
Society.”

(a)

(b)

(c)

Of particular experimental interest is when dielectric and scattering experi-
ments can be performed simultaneously. As a matter of fact the BDS, WAXS and
SAXS experiments described in Fig. 2 were accomplished simultaneously by using
synchrotron radiation for the scattering part [16]. For the sake of illustration, Fig. 3a
shows a scheme of a typical set-up to measure SAXS, WAXS by using two position
sensitive detectors at different distances from the sample [33] and BDS [10] simul-
taneously. The SAXS-WAXS-BDS (SWD) sample holder is schematized in Fig. 3b.
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Fig. 3 a Scheme of a typical set-up for simultaneous measurements of SAXS, WAXS and BDS.
b Schematic view of a sample cell (SWD) to accomplished BDSmeasurements simultaneously with
SAXS and WAXS experiments [10]. “Adapted with permission from ref. [10]. Copyright (2020)
AIP Publishing”

The polymer is placed between two metallic electrodes which are electrically insu-
lated from the heating/cooling blocks. TheX-ray beam can pass through the set-up by
the holes machined in the electrodes and heating blocks. Different devices aimed to
simultaneously measure BDS with other techniques including X-ray scattering and
chip calorimetry [12], wide angle neutron scattering [34] or even inelastic neutron
scattering under extreme pressure conditions [13] have been developed. This ongoing
endeavor emphasized the added value of BDS when combined with other techniques
in a simultaneous fashion to investigate ordering phenomena.

3 Isothermal Crystallization of Polymers as Revealed
by Dielectric Spectroscopy

Dielectric spectroscopy can be used to monitor changes during isothermal polymer
crystallization in real time. As mention above during crystallization the intensity
of the α-relaxation typically decreases and its frequency of maximum loss shifts to
lower values. Figure 4 (left panel) illustrates the time-resolved dielectric loss spectra
collected during an isothermal crystallization at a crystallization temperature Tc =
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Fig. 4 (Left panel)Real time isothermal crystallization of initially amorphous poly(pentamethylene
terephthalate) (PPT) at Tc = 30°C as revealed by BDS, (ε′′ data have been normalized to its
maximum at t = 0 s). (Right panel) Selected isothermal ε′′ data at different crystallization times (a–
c). Continuous lines represent best fits according to HN equation. Dashed lines show the separated
contribution of the different relaxation processes and conductivity. “ Adapted with permission from
ref. [35]. Copyright (2020) Elsevier.”

30°C of an initially amorphous poly(pentamethylene terephthalate) (PPT) sample
(Tg = 16°C) [35]. The ε” data have been normalized to the maximum at t = 0 s.
Figure 4b displays the dielectric loss spectra for selected times during crystallization.
The initial amorphous state is characterized by a well resolved maximum in the
spectrumassociated to theα-relaxation.A small decrease of theα-relaxation intensity
is observed in the initial stages of crystallization (Fig. 4a). This effect is associated
to the induction period of crystallization and will be discussed in the next section.
As crystallization develops, the α-relaxation changes significantly by the appearance
of an additional slower process that can be well resolved in frequency (Fig. 4b).
This slower relaxation can be ascribed to the segmental relaxation of a confined
amorphous phase. As crystallization further proceeds the slower process becomes
the main segmental process in the crystallized polymer (Fig. 4c).

The dielectric relaxations can be described in general by the HavriliakNegami
(HN) equation[18, 36]:

ε′′ = Im[ε∞ +
∑

x=α,β

�εx
[
1 + (iωτHNx )bx

]−cx − i

(
σdc

εvac ω
)s

]
(1)

This equation describes the dependence of the dielectric loss, ε´´, with the angular
frequency ω. Here �ε is the relaxation strength, τHN is the central relaxation time of
the relaxation timedistribution function, andb and c (0<b, c<1) are shapeparameters
which describe the symmetric and the asymmetric broadening of the relaxation time
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distribution function, respectively. The last term corresponds to the contribution
of the dc electrical conductivity, σdc, whose exponent is related to the conduction
mechanism [18]. The average relaxation time (τmax) value of the distribution can be
calculated as follows:

τmax = 1

2πFmax
= τHN

[
sin

bπ

2 + 2c

]− 1
b
[
sin

bcπ

2 + 2c

] 1
b

(2)

where Fmax is the frequency at which the maximum in dielectric loss appears, and
τHN is the central relaxation time of Eq. 1. A satisfactory description of the evolution
of the segmental relaxation with crystallization time based on the HN formalism
can be achieved considering separately the contribution of the different components
present in the dielectric loss spectra as described by the dashed lines in Fig. 4. In
general these include a dc conductivity and a β-relaxation contribution at lower and
higher frequencies, respectively, in addition to the two α-relaxations [15, 16, 35, 37].
In Fig. 5 (left panel) the evolution with crystallization time of the different dielectric
magnitudes has been represented for the data corresponding to Fig. 4. Figure 5a
shows the WAXS patterns during crystallization revealing the appearance of Bragg
maxima associated to the crystalline phase as crystallization time increases. An esti-
mation of the crystallinity degree (Xc) in the sample can be obtained by considering
the ratio of Bragg reflections contribution to the total scattered intensity [32, 35,

Fig. 5 HN equation parameters resulting from the fitting of the dielectric data of Fig. 3 for the
α (•) and α′ (◯) relaxations as a function of crystallization time. (�ε) dielectric strength, (b and
c) shape parameters, (log10τmax) relaxation time of maximum loss and (Xc) crystallinity degree.
Dashed lines in b correspond to the contribution of the different β1 and β2 processes described by
two independent Cole-Cole processes. The continuous line is the total fit considering the additive
contribution of both processes. “Adaptedwith permission from ref. [35]. Copyright (2020) Elsevier.”
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38]. The evolution of the crystallinity with crystallization time typically presents a
characteristic sigmoidal shape as shown in the bottom of the left panel of Fig. 5.
As time increases the main effect is that the dielectric strength (�ε) of the initial α-
relaxation decreases whereas the α′-relaxation grows up. In addition, crystallization
also affects the shape and frequency location of the α-relaxation. The b and c param-
eters decrease and increase, respectively, indicating broadening and symmetrization
of the α-relaxation. The broadening parameter has been associated to large scale
motions suggesting that these are dramatically affected by crystallization[39].

During crystallization not only segmental dynamics but also local dynamics,
giving rise to the dielectric β-relaxation, can be significantly affected. The β-
relaxation, observed below and above Tg, is a dielectric process faster than the α

one and therefore appearing in a BDS experiment at higher frequencies [40].
To measure the β-relaxation in real-time at crystallization temperatures of interest

is a difficult task since typically, as illustrated in Fig. 4, the maximum of the β-
relaxation is located out of the frequencywindowcovered by standard dielectric spec-
trometers. However some procedures can be used in order to achieve a quasi real-time
description of the influence of crystallization in the β-relaxation. One of such proto-
cols is illustrated in Fig. 6 as applied to the crystallization of poly(pentamethylene
terephthalate) (PPT) at Tc = 30°C. Firstly, the β- relaxation is measured at a temper-
ature where its maximum is well centered in the experimental frequency window, in
the case of PPT T = −85°C. Secondly, the temperature is increased up to the crystal-
lization temperature of interest where the α-relaxation can be well characterized and

Fig. 6 Schematic description of a protocol useful to evaluate the effect of crystallization on the β-
relaxation in quasi real-time: (1) The β relaxation is measured at a temperature where its maximum
is well centered in the experimental frequency window. (2) The temperature is increased up to
the crystallization temperature. (3) The α-relaxation is measured. (4) The polymer is allowed to
crystallize for a controlled period of time. (5) The sample is rapidly cooled down back to the
temperature where the β-relaxation was first characterized and another measurement is performed.
The process can be repeated several times until the crystallization is considered to be finished
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there the polymer is allowed to crystallize for a controlled period of time. Afterwards,
the sample is rapidly cooled down back to the temperature where the β-relaxation
was first characterized and another measurement is performed. It is worth noticing
that at T = −85°C, the crystallization process can be considered interrupted since
the temperature is well below the polymer Tg (16°C). The process can be repeated
several times until the crystallization is considered to be finished.

Figure 5b shows the dielectric loss spectra of theβ relaxation of PPT,measured atT
=−85°C, collected by the described procedure for some characteristic crystallization
times during the crystallization experiment at Tc = 30°C. Heating and cooling rates
were 5°C/min.

For PPT the β-relaxation, like for other aromatic polyesters, appears as a broad and
multimodal relaxation composed of two processes designated as β1 and β2 in order
of decreasing frequency [41, 42]. The β-relaxation of aromatic polyesters is typically
multimodal and it is composed by contribution of the three conformationally flexible
bonds of the repeating unit, namely, the aromatic ring carbon to ester carbon bond
(CA-C), the ester ether oxygen to aliphatic carbon bond (O-C) and the aliphatic
carbon-carbon bond (C-C) [43]. However, due to the small dipole moment of the
C-C bond its relaxation is not likely to be detected by BDS. For PPT the faster mode
(β1) has been assigned to the relaxation of the O-C bond of the diol subunit and
the slower one (β2) to the relaxation of the aromatic ring carbon to ester carbon
bond (CA-C) [35]. For PPT the β-relaxation can be described by the HN equation
(Eq. 1) considering the contribution of two symmetric processes described in Fig. 5b
by the dashed lines. In this case Eq. 1 is referred to as Cole − Cole equation. As
far as crystallization is concerned at the early stages of the crystallization process
the overall β-relaxation remains almost unaffected. As crystallization proceeds a net
decrease of the dielectric strength of both components is observed. However while
the�β of β1 decreases by 18%with respect to its initial value, the�β of β2 decreases
by 12%. This effect can be explained considering the assignment of β1 to the O-C
bond which is a more mobile bond than the CA-C one and therefore is more affected
by the crystalline phase.

Figure 7 represents, for the experiment presented in Fig. 4, the dependence of the
total dielectric strength of the α (�εα+�εα′ ) and of the β (�εβ1 + �εβ2) relaxations
normalized with respect to their initial values, as a function of crystallinity degree
as evaluated by WAXS.

The dielectric strength of both relaxations, α and β, decreases linearly with crys-
tallinity although the slopes are different being higher for the α-relaxation. In a first
approximation one may consider the dielectric strength to be related to the amount of
mobile amorphous phase and the crystallinity with the amount of material included
in the crystals. The results for the β-relaxation show an inversely proportional depen-
dencewith the crystallinity degree (Fig. 7b). This effect, observed in several polymers
[9, 44], suggests that the local dynamics of the material incorporated into the crys-
talline phase is significantly restricted. For the α-relaxation the decrease of the dielec-
tric strength with crystallinity deviates from the slope -1 to be expected for a simple
amorphous/crystal two phase model. This effect has been interpreted in the literature
considering that during isothermal crystallization the restrictions to the segmental
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Fig. 7 Evolution of the
dielectric strength of the a α

and b β relaxations with
crystallinity, Xc for the cold
crystallization of PPT(•) at
Tc= 30°C. The data have
been normalized to the initial
value and correspond to
�εnormα = �εa + �εa′ (top
panel) and
�εnormβ = �εβ1 + �εβ2
(bottom panel). Additional
data for PET [15] (�) and
PTT [16] (◯) have been
included. The dashed and
doted lines are a guide for
the eye. “Adapted with
permission from ref. [35].
Copyright (2020) Elsevier.”

mobility not only affect to polymer segments included in the crystalline phase but
also to other non-relaxing and non-crystallized segments which form a rigid amor-
phous phase (RAP) [45]. The RAP is a common structural feature of polymers with
a medium degree of crystallinity and it is formed by polymer segments which relax
at a significant slower rate than those of the amorphous phase. BDS measurements
have evidenced the existence of a RAP in different aromatic polyesters [15, 16, 37,
45–49]. For the sake of comparison similar results for two aromatic polyesters PET
[15] and PTT [16] have been included in Fig. 7a. As shown, the dielectric strength for
PPT decreases lineally with Xc with the same slope for the whole investigate range
suggesting that the rate of reduction of relaxing species is almost constant during
crystallization. A qualitatively similar behavior is followed by PTT. However, for
PET clearly two regimes with different slopes are observed in Fig. 7a. A similar
behavior has been found for poly(butylene isophthalate) [37] and for poly(lactide)
[49]. It has been proposed in the literature that for some polymers, like PET, cold
crystallization proceeds by filling the space with a heterogeneous distribution of
lamellar stacks separated by larger amorphous regions referred to as liquid pockets
[15]. A schematic ideal picture of such a model is described in Fig. 8. In this case,
it was proposed the RAP to be associated to the intra-lamellar amorphous regions,
being the material in the inter-lamellar stacks amorphous regions (liquid pockets)
the phase giving rise to the dielectric segmental relaxation. Accordingly, the initial
strong decrease of the dielectric strength with crystallinity observed in PET (See
Fig. 7a) can be associated to the immobilization of segments in the intra-lamellar
stacks amorphous regions while the second weaker dependence can be associated
to the formation of secondary lamellae in the liquid pockets. For PTT, and PPT the
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Fig. 8 Schematic ideal picture of a heterogeneous distribution of lamellar stacks separated by
larger amorphous regions referred to as liquid pockets. The Rigid Amorphous Phase is associated
to the intra-lamellar amorphous regions. Thematerial in the inter-lamellar stacks amorphous regions
(liquid pockets) give rise to the dielectric segmental relaxation. Secondary lamellae in the liquid
pockets appear during a secondary regime of crystallization.“ Adapted with permission from ref.
[37]. Copyright (2019) Elsevier.”

dielectric strength reduction with crystallinity is weaker than for PET exhibiting a
single regime. This can be interpreted considering a more homogeneous filling of the
space by uniformly separated crystalline lamellae with absence of liquid pockets. In
this case the RAP can be assigned to the crystalline-amorphous interface rather than
to the whole inter-lamellar amorphous regions. As a matter of fact morphological
studies for both PTT and PPT suggest a quite homogeneous crystal lamellae filling
[50, 51]. It is worth mentioning that for aromatic polyesters of the type n-glycol
terephthalate (nGT) the crystalline structure for 2GT (PET) exhibit unit cell with
fully extended chain conformation while in those for 3GT(PTT), 4GT(PBT) and
5GT(PPT) the chain is contracted [52]. In principle one may speculate that these
conformational differences of the crystals can affect the homogeneity of the lamellar
crystal distribution although more experimental evidence is definitely needed.

4 Polymer Crystallization by Simultaneous Dielectric α

and β-Relaxation Assessing

As discussed in the previous section, during crystallization not only the α-relaxation
but also the β-relaxation is significantly affected. Early work by Coburn et al. about
dielectric relaxation of poly(ethylene terephthalate) (PET), showed that the dielectric
strength of the β-relaxation was inversely proportional to the amount of crystalline
phase [9]. Accordingly, bymeasuring the β-relaxation during polymer crystallization
one could, in principle, evaluate the amount of crystalline phase without the need
of carrying out additional diffraction experiments. As mentioned above, to perform
this while simultaneously measuring the α-relaxation can be difficult due to the rela-
tive frequency positions of α and β relaxations at the crystallization temperature of
interest. However in some particular cases, like some low Tg aliphatic polyesters [28,
44], both α and β-relaxations may appear simultaneously in the covered frequency
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range. This fact can enable a characterization during the crystallization of the struc-
ture development and of the segmental dynamics evolution by using the β-relaxation
and the α-relaxation as probes, respectively. As an example, Fig. 9 (left panel) shows
ε′′ data collected during different stages of the cold crystallization of an aliphatic
polyester, poly(propylene succinate) (PPS), (Tg = −29°C) [44]. In order to follow
the crystallization process, a procedure as the one described in the previous section

Fig. 9 (Left panel) Crystallization of initially amorphous poly(propylene succinate) (PPS) as
revealed by BDS for different stages of crystallization including a the induction period and b–
c later stages of crystallization. The polymer was held at a crystallization temperature of Tc =
25°C for a controlled period of time and then rapidly cooled down to the measuring temperature
(Tmeas = − 25°C). After performing a frequency swept at Tmeas the sample is heated up back to Tc
to wait for another time period. The procedure is repeated several times until the crystallization is
considered terminated. Heating and cooling rates were 5°C/min. (Right panel) Results of the fittings
of the HN equation to the dielectric data of the α (•) and β (◯) relaxations: (d) dielectric strength
(�ε); (e) broadening parameter; (f ) asymmetry parameter and (g) frequency of maximum loss. All
parameters are represented as a function of crystallization time. Vertical dotted line indicates the
limit of the induction period. “ Adapted with permission from ref. [44]. Copyright (2019) Elsevier.”
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(Fig. 6) can be implemented. In this case, the polymer was held at the selected crys-
tallization temperature, Tc = 25°C, for a controlled period of time and then rapidly
cooled down to the measuring temperature (Tmeas = −25°C). After performing a
frequency sweep at the measuring temperature, lasting typically about 2 min, the
sample is immediately heated up back to Tc to wait for another time period. This
process is repeated several times until the crystallization is considered terminated.
Heating and cooling rates were 5°C/min. At the measuring temperature both relax-
ation processes, α and β, are well resolved. The initial amorphous state is charac-
terized by an intense α-relaxation and a less intense β-relaxation. In the early stage
of crystallization, Fig. 9a, the α-relaxation clearly decreases in intensity with crys-
tallization time while the β-relaxation remains nearly unaffected. Figure 9b, c show
the evolution of the dielectric relaxations with crystallization time after the initial
period until the completion of the crystallization process. Here, both α and β relax-
ations decrease with time. In addition, the Fmax of the α relaxation exhibits a shift
towards lower frequencies. The continuous lines in Fig. 9a–c correspond to the fits
of the experimental data to Eq. 1. The β-relaxation can be described as being a
symmetric process, c = 1, during the whole crystallization process. Figure 9 (right
panel) shows the changes of the characteristic parameters as a function of crystal-
lization time. It is worth mentioning the absence of a secondary α′-relaxation during
crystallization as observed for the previously discussed PPT case (Fig. 4). This can
be explained considering that, after completion of the crystallization process, the α-
relaxation of the semicrystalline PPS sample is only about half an order of magnitude
slower than the original one (Fig. 9), while for PPT the final segmental relaxation,
α′, is almost four orders of magnitude slower than the initial one (Fig. 4). This fact
provokes the α′ relaxation for PPS to merged with the α one. The general trend
followed by the shape parameters of the α-relaxation are similar to that discussed in
the previous paragraph: (i) a decrease of �εα values associated to a reduction of the
amorphous mobile phase due to a transfer to the crystalline phase, (ii) a broadening
and concurrent symmetrization as reveled by evolution of the bα and cα parameters
and (iii) a shift to lower values of the frequency of maximum loss, Fmax, suggesting
a slowing down of the amorphous phase dynamics due to the confinement exerted by
the crystalline phase. The β-relaxation follows a similar trend although in contrast its
maximum, Fmax, remains essentially unaltered during crystallization. This last effect
can be well understood considering the local character of the dynamics associated
to the β-relaxation being therefore less affected by the crystalline phase [9, 40].

Considering that the dielectric strength of theβ-relaxation is inversely proportional
to the amount of the crystalline phase [9, 28, 44] then a characterization of structure
development and dynamics could be possible by a single experiment. In this case
the magnitude defined as Xdiel

c = 1 − �εβ/�ε0β where �ε0β is the initial dielectric
strength of the β-relaxation, can be used to estimate the crystallinity [28]. Figure 10
represents, for the data of PPS shown in Fig. 9, the dependence of �εα as a function
of Xdiel

c .
The data reported in Fig. 10 clearly suggests the existence of three different

regimes. First, an initial period where a significant reduction of �εα takes place
without a concurrent change in Xdiel

c . The existence of this first regimewhere the�εβ
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(a)

Fig. 10 Normalized dielectric strength �εα as a function of Xdiel
c = 1−�εβ/�ε0β where �ε0β is

the initial dielectric strength of the β-relaxation for the data shown in Fig. 9 for PPS. The straight
lines are a guide for the eye. “Adapted with permission from ref. [44]. Copyright (2019) Elsevier.”

remains nearly unchanged while a significant decrease of �εα , i.e. no increment in
crystallinity is observed is a streaking fact of the crystallization experiments. Taking
into account that �εβ can be considered to be inversely proportional to the amount
of crystalline phase then the first regime can be identified with an induction period
of crystallization suggesting a modification of the segmental dynamics in the molten
state with respect to the initial one. Several possibilities to account for this effect
have been contemplated in the literature. One possibility is the formation of fringed
micelle nuclei as expected when a spinodal liquid-liquid phase separation appears
before crystallization [53, 54]. Another view, based on molecular simulation, is the
formation in the induction period of crystallization of a type of precursor nuclei
[55], which may act as physical cross-links of the amorphous phase and therefore
modifying its dynamics. Regardless of the model invoked these results point towards
the existence of precursors of crystallization in the induction period which has been
an important topic in polymer crystallization in the recent years [53–57].

After the induction period, a second regime is observed in which a reduction of
�εα is accompanied by an increase of Xdiel

c . Finally a third regime appears where
the reduction of �εα becomes directly inversely proportional to Xdiel

c . Focusing our
attention now on the second and third crystallization regimes, one can observe a
qualitatively similar behavior previously illustrated in Fig. 7 for PET. Following a
similar line of interpretation we can attribute the second period observed in Fig. 10 as
corresponding to the primary crystallization in which the crystalline phase provoke
a strong reduction in the amount of mobile material involved in the α-relaxation. As
mention in the previous section, this fact can be understood assuming the formation
of extra non-crystalline immobile RAP additional to the crystalline phase immobi-
lized within the crystals and to the ordinary amorphous phase. The RAP can explain
the strong reduction of �εα for moderate increase of Xdiel

c illustrated in Fig. 10 and
reported for several polymers [35, 37, 44]. Within this view, the third regime corre-
sponds to a secondary crystallization process where the reduction of �εα becomes
inversely proportional to Xdiel

c . This trend has been interpreted by assuming that
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during secondary crystallization the segmental immobilization induced by the crys-
talline phase is not as effective as in the previous period. As a matter of fact, in this
period the amount of immobilized material runs in parallel to the amount of material
incorporated to the crystals.

5 Polymer Crystallization Induced by Strain: The Case
of Vulcanized Natural Rubber

Although temperature is the main variable involved in most of the studies in polymer
crystallization also other magnitudes like pressure [58], shear [59] and strain [60]
can play an important role in the crystallization process. A paradigmatic case for
strain induced polymer crystallization is the one occurring in rubbers [61]. Natural
rubber (NR) is a natural amorphous polymer (Tg ≈ −64°C) basically consisting of
cis-1,4-isoprene units. NR is one of the most important natural materials present in
many products of our everyday life. It possesses a unique microstructure consisting
of different type of chain connections leading to the formations of a naturally occur-
ring network formed by branch, star and network structures [62]. For most of the
NR industrial applications it is compulsory to enhance both elasticity and tensile
strength by converting theweak naturally occurring network into amore robust three-
dimensional network [63]. This can be achieved by a process known as vulcanization
bywhich cross-linking of the polymer chains is produced by covalent bonding forma-
tion typically by chemical reaction with sulfur [64]. As far as BDS is concern NR
exhibits above its glass transition temperature two dielectric relaxation processes
which are illustrated in Fig. 11a for a NR sample (Malaysian Rubber: Berhad,
Malaysia, SMR CV60). Similarly to synthetic 1,4-cis-poly(isoprene) (PI) [65, 66],
NR presents an asymmetry in its chemical structure inducing components of the
dipolar moment parallel and perpendicular to the polymer chain. For this reason
NR exhibits a standard segmental relaxation process, associated to the perpendicular
dipole moment, and an additional slower one, referred to as normal mode, associated
to the parallel dipole moment [65].

For vulcanizedNR the dielectric relaxation process associated to the normalmode
is suppressed as a consequence of the crosslinking (Fig. 11b). Therefore vulcanized
NR exhibits above Tg only the α-relaxation associated to the segmental motions of
the polymer chains [64, 67].

Natural rubber, similarly to other polymers, can crystallize by thermal treatment
within the temperature window defined by its Tg and its melting point [68]. However
the crystallization rate is rather slow reaching a maximum at Tc ≈ −20°C [69]. It
has been proposed that the mechanical performance of vulcanized NR originates
from partial crystallization under the action of an extensional field. The formation
of strain-induced crystals can be responsible of the tensile modulus enhancement
observed when NR is subjected to fast deformations. The crystals are embedded into
an amorphous phase forming a semicrystalline structure and orient themselves in
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Fig. 11 Dielectric loss, ε′′,
spectra for a Natural rubber
(Neat NR) and b Vulcanized
natural rubber (Vulc NR)

response to a macroscopic mechanical load [70]. Figure 12 shows one experiment of
strain induced crystallization of a NR (Malaysian Rubber: Berhad, Malaysia, SMR
CV60) sulfur vulcanized [71]. The tensile stress-strain curve of the vulcanized NR
exhibits the characteristic mechanical behavior corresponding to a rubber -like elas-
tomer (Fig. 12). It is proposed that the application of a tensile stress provokes a chain
conformation change from a coiled to an extended configuration which at low strains
is Hookean, i.e. linear relationship between stress and strain. However as stretching
proceeds (strain ratio λ > 3) a significant increase in stress is observed characterized
by a change in the slope of the stress-strain curve. This peculiar property of NR
is mainly due to a crystallization process induced by stretching causing molecular
alignment in the stretching direction. Strain induced crystallization can be quantita-
tively evaluated byWide and Small Angle X-ray Scattering (WAXS and SAXS) [61,
71]. Different 2-dimensional WAXS patterns measured in NR samples stretched at
different strain ratios are shown in Fig. 12. The corresponding 2-dimensional SAXS
patterns are also shown at the bottom. For strain ratios between λ = 0 (initial non-
stretched sample) and λ = 2.5 the patterns (insets (a) and (b)) exhibit a diffuse ring
characteristic of an amorphous isotropic material. However at λ ≈ 3 crystalliza-
tion starts taking place as revealed by the presence of crystalline diffraction Bragg
maxima. For higher strain ratios (λ > 3), the patterns (insets (d-g)) clearly show the
diffraction maxima characteristic of an oriented crystalline phase which has been



212 A. Nogales et al.

Fig. 12 Tensile stress-strain curve of a vulcanized NR sample stretched up to a strain ratio of i =
7.5. Insets correspond to WAXS patterns of NR upon stretching at room temperature at different
strain ratios λ indicated by the arrows: a 0, b 2.5, c 3, d 4, e 5, f 7 and g 7.5. The corresponding
SAXS patterns [72] are shown at the bottom. “ Adapted with permission from ref. [71]. Copyright
(2019) American Chemical Society.”

induced by strain. Moreover, the Bragg peak intensities of these reflections increase
with increasing strain. This effect can be better visualized by an azimuthal integration
of the WAXS patterns represented in Fig. 13a. Here the 360° azimuthally integrated
intensity has been represented as a function of the scattering vector q = 4π /λw(sinθ )
being λw the X-ray wavelength and 2θ the scattering angle. It is noteworthy that
an amorphous halo always remains during the stretching process suggesting the
presence of a significant amorphous phase.

The evolution with the strain ratio of the SAXS patterns (Fig. 12 bottom) shows
that for λ > 2 the scattering tends to spread along the equator with increasing
stretching. This suggests the appearance of density fluctuation elongated in the
stretching direction. For strain rations λ > 3 a clear maximum appears in the equator
concurrently with the appearance of the crystalline phase as revealed by the WAXS
patterns. This maximum corresponds to the long spacing related to the average
distance between the crystalline lamella separated by amorphous domains. The long
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Fig. 13 (Upper panel) Scheme describing a experimental approach to evaluate the effect of strain
induced crystallization inNRas characterized byBDS: (1) The vulcanizedNRsample is subjected to
uniaxial deformation at room temperature by using a dynamometer (strain ratio shown λ = 7.5). (2)
Subsequently the elongated sample is glued either to a gold-plated electrode for BDSmeasurements
or to a metallic frame for the X-ray scattering experiments. (3) The stretched sample-electrode set
can be detached from the dynamometer clamps. (Lower panel): a Azimuthally integrated intensity
of the WAXS patterns as a function of the scattering vector q and bDielectric loss, ε′′, as a function
of frequency at different strain ratios (λ) for vulcanized NR [71]. “Adapted with permission from
ref. [71]. Copyright (2019) American Chemical Society.”

spacing value L ≈ 3.9 nm estimated from the SAXS patterns remains almost constant
for the whole strain ratio range explored.

The effect of strain induced crystallization in NR can be characterized by BDS
according to the experimental procedure described in Fig. 13 (upper panel) [71, 73].

First, the vulcanized NR sample is subjected to uniaxial deformation at room
temperature by using a dynamometer. In this way, samples with defined strain ratios
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can be prepared. Subsequently, the elongated sample can be glued either to a gold-
plated electrode forBDSmeasurements, or to ametallic frame for theX-ray scattering
experiments. Finally, the stretched sample-electrode set can be detached from the
dynamometer clamps. As mentioned above, vulcanized NR only exhibits above Tg

the characteristic α-relaxation because the normal mode has been suppressed by
the cross-linking induced by vulcanization. Therefore in order to assess the effect of
stretching on the segmental dynamics of vulcanized NR the BDS experiments can be
accomplished at a temperature at which the α-relaxation is well centered within the
frequency window measured. As an example Fig. 13b shows dielectric loss spectra
as measured at T = −40°C for vulcanized NR at the different strain ratios. The
dielectric loss data for different stretch ratios can be well fitted according to HN
equation (Eq. 1) considering one relaxation process. Figure 14 (left panel) shows
the frequency dependence of ε′′ for stretched vulcanized NR at different strain ratios
and the results of the fittings to the HN equation. The HN fitting parameters (�ε, b,
c and τHN) have been represented in Fig. 14 (right panel).

It is worth mentioning that the dielectric loss curves exhibit a systematic deviation
from the fitting of the experimental results at low frequencies. This effect has been

Fig. 14 (Left panel): Dielectric loss data, ε′′, as a function of frequency at T = − 40°C for
vulcanized NR samples stretched at different strain ratios as indicated. Dotted lines correspond
to best HN fitting. (Right panel): a Crystallinity index (Xc,), b segmental relaxation time (τHN),
c dielectric strength (�ε), and d dielectric shape parameters (b, c) as a function of strain ratio (λ)
for vulcanized NR samples. Dotted lines are guides for the eye. “Adapted with permission from ref.
[71]. Copyright (2019) American Chemical Society.”
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Fig. 15 a Example of an equatorial cake integrated intensity as a function of the scattering vector
q taken from the WAXS pattern of stretched vulcanized NR at λ = 7.5. b WAXS image shows
integration limits for the cake (from 75º to 105º). c Corresponding SAXS pattern at λ = 7.5 is also
shown. “Adapted with permission from ref. [71]. Copyright (2019) American Chemical Society.”

reported several times in the literature and attributed either to stearic acid [74] or to
zinc oxide [64] both presents in the formulation of vulcanized NR rubber.

Information about the structure development upon stretching can be obtained from
the WAXS experiments (Fig. 12). The strain induced crystalline structure developed
by vulcanized NR corresponds to that of the monoclinic unit cell of poly(isoprene)
[75, 76]. Different procedures have been proposed to evaluate quantitatively the
strain-induced crystallinity from WAXS patterns. The most accepted one is based
on the estimation of a crystallinity index based on the equator diffraction peaks [76].
As an example Fig. 15a shows the WAXS integrated intensity as a function of the
scattering vector q for a strain ratio of λ = 7.5 for an angular cake between 75º–105º

illustrated on the top of Fig. 15b.
The resultant patterns can be deconvoluted considering the diffraction peaks of the

200 and 120 reflections of the crystalline phase and the amorphous halo contribution
to evaluate a mass fraction crystallinity index, Xc, from the ratio of the area under
the crystalline peaks to the total scattered intensity. Calculated crystallinity index,
Xc, for vulcanized NR samples as a function of the strain ratio are shown in Fig. 14a.
Figure 15c shows the SAXS pattern for λ = 7 exhibiting a maximum corresponding
to the long spacing related to the average distance between the crystalline lamella
separated by amorphous domains at L ≈ 3.9 nm.

The results suggest that for strain ratiosλ<2.5 vulcanizedNRremains amorphous.
However, strain-induced crystallization occurs for λ > 2.5 and the crystallinity index
gradually increases with strain ratio. These results agree well with the significant
change of slope observed in the stress-strain measurements (Fig. 12) and suggest that
the polymer chains, which are initially coiled, stretch along the drawing direction and
partially crystallize once a critical value is reached. According to Tosaka et al. [75]
the network in vulcanized NR is expected to be composed of molecules with a broad
distribution of chain lengths between the network points. By stretching, only the
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Fig. 16 Model of strain induced crystallization in vulcanized NR based on Tosaka et al. (see text
for details). Short chains are drawn as blue lines. Filled circles represent cross-links. a Before
deformation. b After deformation: short chains are fully stretched. c Crystallites are grown from
the stretched chains. The experimental value of the long spacing, L, extracted from the SAXS
experiments (Fig. 15c) has been added to the model for illustrative purposes

molecules of small chain length between the densely packed network points can be
oriented and form crystallites, whereas the molecules of much longer chain lengths
would remain in the random coil state. Some of the tie molecule chains which have
overflown form fibrillary crystallites by the drawing process and hence, the degree of
crystallinity can further increase by subsequent drawing. A schematic representation
of this model is displayed in Fig. 16.

The effect of such amorphous to semicrystalline transition on the segmental
dynamics of the stretched vulcanized NR samples can be discussed on the basis
of the results shown in Fig. 14. The dependence of the dielectric magnitudes (Fig. 14
(right panel)) can be separated into two regimes. In a first regime, for λ < 3, where
no crystallization is evidenced there is, however a dramatic increase of the dielectric
strength, �ε. In a second regime, for λ > 3, strain induced crystallization takes place
the variation of the shape parameters with increasing strain ratio indicates a broad-
ening of the relaxation for the segmental process. In this second regime, a decrease
of �ε is observed. This type of behavior, that has been illustrated and discussed
in the previous section, is the characteristic one expected for the polymer crystal-
lization induced by thermal treatment where the crystalline domains slow down the
segmental dynamics. Indeed, for vulcanized NR the relaxation time, τHN, tends to
increase slightly with the strain once crystallization appears. A reduced segmental
mobility is expected by the confinement effect exerted by the crystalline phase. In a
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first approach changes in �ε can be discussed on the basis of the Frölich- Kirkwood
(FK) equation:

�ε ∝ 4πρNA

9kT M
gμ2 ∝ μ2

eff (3)

where ρ is the density, μ is the dipole moment, M is the molecular weight of the
repeating unit,NA isAvogadro’s number, k is theBoltzmann constant. The correlation
factor, g, contains contributions of both inter and intra chain dipolar correlations and
indicates the angular correlation between dipolar groups. The g factor is frequently
referred to as a reduction factor since the term gμ2 = μ2

eff corresponds to an effec-
tive dipole moment of the material. In the absence of correlation among dipoles,
as for example in a gas, g ≈ 1. For vulcanized NR in the first regime, λ < 3, an
increase of the density induced by stretching is expected by. However, according to
Eq. 3, the increment of �ε of about three times cannot be exclusively explained by
this fact. In vulcanized NR the dipole moments contributing to the segmental relax-
ation are mainly perpendicular to the polymer chain [66]. In the undeformed state
vulcanized NR, as most polymers different molecular conformations partially cancel
the net dipolar contribution. However, stretching can counteract this effect by selec-
tive molecular orientation provoking the observed increase of the dielectric strength.
Although the most favorable conformation of cis-1,4-polyisoprene should be that
with alternating CH3

− pendant groups in which dipoles should balance along the
chain [77] recent molecular modelling shows that the molecular asymmetric unit of
ordered cis-1,4-polyisoprene is a di-isoprene in which the two isoprene residues have
distinctive, not symmetrically related conformations [78]. This suggests a possible
increase of μeff by stretching in support of the observed increment of �ε. In the
second regime, λ > 3, crystallization should induce a net decrease of the dielectric
strength since the crystalline phase lacks the segmental relaxation. Consequently
the effect caused by stretching can be counterbalanced by that of crystallization
producing almost no change in �ε for further stretching.

6 Conclusions

Broadband Dielectric Spectroscopy (BDS) is a powerful technique to investigate
polymer crystallization in order to characterizemodifications of the amorphous phase
dynamics. Of special interest is the combination of BDS with scattering techniques
probing structure development during crystallization in real time. During cold crys-
tallization of polymers the α relaxation suffers significant modifications consisting
of the appearance of a new segmental process (α′) associated to the segmental relax-
ation of a confined amorphous phase coexisting with the initial one. By analysis of
the evolution of the α-relaxation during crystallization, information about the type
distribution of the crystal lamellar stacks, either homogeneous or heterogeneous, in
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the sample can be obtained. During cold crystallization not only the α-relaxation but
also the β-relaxation can be significantly affected by crystallization. The dielectric
strength of β-relaxation linearly decreases with crystallinity suggesting that local
dynamics is essentially arrested in the crystalline phase.

BDS can be used to follow in a straightforward manner the isothermal polymer
crystallization of some low Tg polymers exhibiting at the same temperature both
the α and the β relaxations in the measured frequency window. In these cases, by
simultaneousmeasurement of theα and the β relaxations a characterization in a single
experiment of the structure development, by the magnitude Xdiel

c = 1 − �εβ/�ε0β
where �ε0β is the initial dielectric strength of the β-relaxation, and of the dynamics
evolution, by�εα , canbe accomplishedduring the crystallizationprocess. The results
obtained suggest the existence of three differentiated regimes for crystallization as
revealed by BDS. Initially there is an induction period where �εα decreases without
significant increase of the crystallinity. These results point towards the existence of
precursors of crystals in the induction period of crystallization. After the induction
time a primary crystallization period follows, in which �εα decreases strongly with
crystallinity. This effect supports the existence of a Rigid Amorphous Phase (RAP)
formed by amorphous but immobile material in addition to the crystalline phase
immobilized within the crystals and to the ordinarymobile amorphous phase. Finally
there is secondary crystallization regimewhere�εα decreases inversely proportional
to crystallinity. Here, the segmental immobilization induced by the crystalline phase
is not as effective as in the previous period and the amount of immobilized material
runs in parallel to the amount of material incorporated to the crystals.

BDS can by also used to investigate strain induced polymer crystallization as
occurring in vulcanized natural rubber whose segmental dynamics is significantly
affected by uniaxial stretching. By combining BDS and X-ray scattering techniques
three regimes have been characterized upon stretching. For low strains, stretching
takes place without crystallization but with a dramatic increase of the dielectric
strength which cannot be accounted for by considering an increase in density. The
dielectric experiments suggest an increase of the effective dipole moment induced by
upon stretching as the responsible for the increment in �εα . For intermediate strain
ratios, crystallization takes place and the inclusion of segments into the crystalline
phase counteracts the increment in �εα provoked by stretching. The experiments
support a model in which by stretching, only the molecules of small chain length
between the densely packed network regions can be oriented and form crystallites,
whereas longer molecules remain in the random coil state. In summary, BDS has
contributed significantly to the understanding of crystallization. However, the contin-
uous engagement of scattering techniques to investigate novel in situ and in-operando
processes [79, 80] will require of complementary techniques. For sure BDS can be
one of them.
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Crystallization of Polymers Under 1D
Confinement

Simone Napolitano

Abstract Crystallization of polymers becomes tremendously sluggish upon
confinement at the nanoscale level, where a severe reduction in the overall crystalliza-
tion rate is commonly observed. In extreme cases, below a critical thickness (usually
on the order of few tens of nm) polymer chains do not crystallize. This phenomenon
has attracted a considerable technological interest. Being able to suppress, or at least
to reduce, the crystallization rate would yield, for example, a tremendous increase
in safety of those amorphous drugs where the crystalline form has non-negligible
toxicity, and a neat improvement the lifetime of polymer-based nanodevices where
the presence of crystals affects materials properties. While most of the work on crys-
tallization on confinement focused on the investigation of the formation of crystalline
structures, less is known on the molecular origin of the confinement effects of the
slower kinetics. Unveiling the nature of the changes in crystallization rate requires
the use of experimental approaches, as broadband dielectric spectroscopy, permit-
ting to achieve information also on molecular relaxation processes taking place in
the noncrystalline component. In this chapter, we will summarize the outcome of
the investigation of the cold crystallization of thin polymer films (1D confinement)
via Broadband Dielectric Spectroscopy (BDS). After discussing the experimental
protocol necessary to perform such measurements, we will show how BDS can be
employed to disentangle the nucleation and the growth component of the kinetics.
Finally, we will discuss on the interplay between chain adsorption and crystal growth
in thin films and introduce a general picture of the competition between the two
phenomena affecting mass transport at the nanoscale level.
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Segmental mobility · Crystallization · Irreversible adsorption
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Abbreviations

BDS Broadband Dielectric Spectroscopy
C Capacitance
G Crystal growth rate
h Film thickness
LN2 Liquid nitrogen
PEO Polyethylene oxide
PEN Poly(ethylene 2,6-naphthalate)
PET Poly(ethylene terephthalate)
PHB Poly(3-hydroxy butyrate)
PLLA Poly(L-lactide acid)
tcry Crystallization time
TFA Trifluoroacetic acid
Tg Glass transition temperature
Tm Melting temperature
�ε Dielectric strength
ξ Stokes–Einstein exponent

1 Introduction

Nanoconfinement affects the crystallization of polymers [1]. For long chains, same
as in the case of smaller molecules [2], the complex set of mechanisms leading to
the formation of ordered structures is affected by both finite size [3] and interfacial
effects [4]. The former case is related to a change occurring in a given property, e.g.,
the crystal growth rate, when reducing a size of the system from infinite to below a
threshold value, related to a length scale of the system, e.g., a multiple of the lamellar
thickness. Interfacial effects, instead, arise from a perturbation in material properties
because of the presence of an interface with another medium. This is, for example,
the case of density which might significantly vary in proximity of adsorbing walls
or at the free surface with air.

The literature on the impact of nanoconfinement on the crystallization of poly-
mers is impressively large [5–15]. Most of the work has, however, focused on the
analysis of changes in crystalline morphology and perturbations in the crystal growth
rate, by means of different optical and scanning probe microscopies. This type of
investigation has brought to a tremendous advancement of our knowledge on crystal-
lization: investigation of polymers confined at the nanoscale level permitted us to test
the robustness of theories of crystal formation. Working with confined geometries
has, in fact, allowed reaching regimes of undercooling, [16] and peculiar nucleation
densities otherwise not achievable in bulk [3, 17].

Despite this progress, little is known on how molecular mobility affects crys-
tallization in bulk and at the nanoscale. This is not related to the lack of interest
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towards the topics, but to the limited number of experimental techniques permitting
to characterize the relaxation processes occurring in polymers during crystallization.
In the case of confined geometries (thin films, nanorods, etc), at the state of the
art, only broadband dielectric spectroscopy has been able to provide a microscopic
information on mechanisms of crystallization [4, 14, 18–28].

In this chapter, focusing on 1D confinement (thin films), we will revise the results
of the investigation of the kinetics of crystallization bymeans of broadband dielectric
spectroscopy. After introducing the methodology to perform suchmeasurements, we
will discuss on a model of the thickness dependence of the crystallization rate and
finally show the first experimental tests supporting its validity. We will conclude this
chapter with a short perspective on future work which could further advance our
understanding of the crystallization at molecular level.

2 Guidelines for Sample Preparation

Samples for the investigation of the crystallization in thin films are commonly
prepared in the geometry of capped films, via a bottom-up approach permitting to
fabricate nanocapacitors by alternating conductive and dielectric layers; see Fig. 1.
Tough lacking a direct optical access, this geometry has several advantages. Its
symmetry [29] (metal/polymer/metal) eases modeling with respect to the case of
supported film (wall/polymer/gas) where the presence of two intrinsically different
interfaces requires a larger number of hypotheses. Capped geometry is also a bench-
mark system for the investigation of nanocomposites, [30] and is relevant at industrial
level, especially in the case of multilayers, for packaging applications.

Fig. 1 Sketch of the approach currently used to perform crystallization experiments on ultrathin
polymer films via dielectric spectroscopy. The polymer layer, a dielectricmedium is capped between
two conductive layers (e.g., thermally evaporated Al)
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To ensure mechanical stability and to allow an easier manipulation of the whole
sample, the first conductive layer is thermally evaporated onto a thick boronsili-
cate glass plate, that was previously cleaned in baths of commonly used solvents
(e.g., acetone, isopropanol). The material usually chosen for the conductive layer is
aluminum, which quickly oxides in contact with air (oxide layer thickness ≈3 nm).
Aluminum is preferred to other metals with better electric properties, because it is
cheaper, it can be directly evaporated onto glass and its roughness can be easily
tuned [31], while Au having a lower wettability requires the previous deposition of
Cr. Furthermore, Al forms sharper interfaces with polymers, while other metals, as
Au andNi, do diffuse inside the organic layer [32]. Regardless of themetal chosen for
evaporation, high purity is required. The presence of contaminants, e.g., othermetals,
might increase the resistivity of the conductive layer, which results in a known elec-
tronic artifact affecting the high-frequency response of confined systems. Because
of the reduced distance between electrodes, these samples are characterized by a
high capacitance, which for thin films easily reach the nF range; combining the large
capacity, C, values with a nonzero resistivity of the (non-pure) metallic layers gives
rise to an RC circuit, with characteristic time up to few ms, which limits the investi-
gation of dielectric properties at high frequencies. In the case of thin polymer films,
as C decreases with the inverse of film thickness, a bad control of the metallic can
evaporation can yield to a smaller and smaller frequency range where the measured
dielectric function is not affected by this electronic artifact.

The dielectric medium, in this case, the thin polymer film, is deposited via spin-
coating, a technique widely used to cover small to large flat surfaces. Solutions of
the polymer in a good solvent are poured on a plate spinning at several thousand
rotations per minute; within a short time (<1 min), the abrupt expulsion of solvent
upon spinning yields vitrification of the polymer layer. Annealing above T g allows
evaporation of the solvent an eases reduction in mechanical stresses arising from film
formation [33]. To allow application of an electric-field (E-field), a second metallic
layer is deposited on top of the dielectric medium.

Depending on the polymer and solvent pair, the thin polymer film could contain a
relevant crystalline volume fraction. Toobtain noncrystalline samples, amorphization
is possible by quenching the nanocapacitors from a temperature above the melting
transition down to sufficiently low temperatures, ideally below the glass transition
temperature, Tg. It should be noted that, despite the possibility of degradation upon
processing of thin layers above the melting temperature, Tm, amorphizing thin films
is easier than obtaining noncrystalline bulk melts, because of the most efficient heat
transfer (reduced volume) and the drop in Tm upon confinement.

Dielectric measurements on thin films are performed as in the case of bulk
samples, by applying a relatively small E-field (<106 V/m) to the (nano) capacitor
and measuring the current flow as a function of the frequency of the field. Differ-
ently than in the case of micron-thick samples, the E-field is applied without a direct
mechanical contact on the nanocondensator, because application of pressure would
induce a shortcut. Peaks in the frequency domain are associated with molecular
processes taking place at a timescale corresponding to the inverse of the frequency
of the maximum [34].
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Focusing on the structural process, the intensity of the polarization process is
proportional to the number of dipole moments fluctuating at the time of the exper-
iment [35]. Because of this link, the intensity of the structural peak, �ε, is a probe
of the volume fraction of the amorphous phase. The reduction in the solid angle
over which dipole moments are allowed to fluctuate when they are incorporated
into crystals allows monitor crystallization via BDS. The timescale of the reduc-
tion in �ε is thus associated with the conversion of the amorphous phase into the
ordered structures, and to glass stability. Monitoring the changes in the dielectric
response of a material while it crystallizes, hence, permits measuring the timescale
of crystallization together with the changes in the structural relaxation time.

3 Slowing Down in the Crystallization Kinetics of 1D
Confined Polymers

The crystallization kinetics in ultrathin polymer films has been investigated by several
techniques in both isothermal and nonisothermal conditions [1]. The large experi-
mental data set collected so far shows that the rate of crystallization strongly decreases
upon reducing the thickness, leading to an increase of the crystallization time tcry up
to several orders of magnitude, compared to the value measured in bulk melts [4, 24,
36–39]. In some case, below a given thickness, crystallization seems suppressed, no
detectable change is observed within timescales exceeding months [39, 40]. These
extreme conditions have attracted a large number of studies. The inhibition of crystal-
lization upon confinement has attracted a considerable technological interest. Being
able to suppress, or at least reduce, the crystallization rate would yield, for example,
a tremendous increase in safety of those amorphous drugs where the crystalline form
has non-negligible toxicity [2], and a neat improvement in the lifetime of polymer-
based nanodevices, as coatings for optics and display applicationswhere the presence
of crystals affects materials properties [1], e.g., opacity.

Understanding the reasons yielding these tremendous changes in crystallization
rate upon confinement is thus of fundamental importance. One of the first hypotheses
considered was an increase in glass transition temperature upon confinement [39].
Such change inT g would imply an increase in segmental relaxation time in isothermal
conditions and consequently lower self-diffusion coefficient. The latter reduction
corresponds to a neat drop in mass transport towards the crystalline growth front,
which would justify the observed confinement effect on crystallization. For example,
in the case of poly(ethylene oxide), PEO, [41, 42] it was argued that a reduction in
crystal growth factor by 2 orders of magnitude was imputable to an increase of 30 K
in the glass transition temperature.

These hypotheses, however, were not supported by experimental evidence,
because of the difficulties in monitoring crystallization kinetics and probing
molecular mobility within the same experiment.
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3.1 Is the Increase in Crystallization Time upon Confinement
Straightforwardly Related to Slower Segmental
Dynamics?

Measurements by Napolitano et al. in 2006 [36] could provide an answer to the ques-
tion. By assembling nanocapacitors of poly(3-hydroxy butyrate), PHB, the authors
showed that a reduction in crystallization rate does not imply an increase in relaxation
time.

Bulk amorphous samples were produced by melting the polymer powder (Mw =
170 k, by Sigma) for 3 min at 175 °C (Tm

DSC = 433 K) and then cooling the melt
onto a cold surface (metallic plate previously cooled at 268 K). Bulk samples were
prepared between two brass circular electrodes, separated by glassy fibers (diameter
= 50 μm), which fixed the sample thickness and allowed avoiding shortcuts. A
clear peak, attributed to the α-relaxation, was present in the dielectric spectra in the
temperature and the frequency range as previously reported for amorphous samples
of this polymer; see Fig. 2. [43–45] Ultrathin films of poly(3-hydroxybutyrate) were
obtained at room temperature, thus in the region of temperature above the glass
transition temperature (T g

DSC = 275 K). Samples as prepared were kept for 2 h at
318 K in order to remove solvent residuals. A second strip of Al was finally deposited
onto the polymer surface, following the procedure described above. Film thicknesses
were evaluated from the electrical capacity of the sample at high frequencies.

The applied annealing procedure brought the ultrathin samples in a semicrystalline
state, as verified by dielectric spectroscopy; i.e., the α-relaxationwas not detected. To
obtain amorphous samples, the polymer layersweremelted and quenched as reported

Fig. 2 Dielectric spectra of a 50 μm thick sample (left panel) and a 26-nm-thin film (right panel)
during an isothermal crystallization at 291K. The continuous lines are guides for the eye. In the inset,
a fit for the spectrum recorded after 105 min of annealing. The spectrumwas deconvolved as sum of
a conductive contribute and two relaxation processes: the structural relaxation and the constrained
amorphous phase at lower frequencies. Reproduced from Napolitano et al. [36] Copyright (2006)
by the American Chemical Society
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above for bulk samples. Successful amorphizations resulted in samples showing an
α-relaxation peaked in the same frequency range and with a similar intensity as
observed for bulk samples. Defining a general criterion to ensure reproducibility is,
however, not straightforward. For the thinnest films analyzed, the dielectric strength
was reduced by 10% compared to the bulk value, as discussed below. A priori it is not
possible to know whether the starting value of �ε for a given thickness is correct,
or if further material processing is necessary; we noticed that repeated essays of
amorphization of the same sample resulted in degradation—easily detectable via a
severe change in dielectric constant in the limit of high frequencies.

With respect to other more rigid polymers as poly(ethylene terephthalate), PET,
poly(ethylene 2,6-naphthalate), PEN, and polyether ether ketone, PEEK, PHB has a
serious advantage. Its structural relaxation time is not affected by the degree of crys-
tallinity, which allows a more reliable determination of the absolute determination
of the molecular mobility. Experiments were performed at 291 K, a temperature at
which the intense peak attributed to the structural relaxation is present in the middle
of the frequency window investigated, around 300 Hz. In bulk, the intensity of the
segmental peak decreases upon annealing and in isothermal conditions within 3 h
�ε drops to zero, indicating that crystallization is taking place.

For thin films, the same scenario is qualitative observed. No shift in segmental
relaxation time is measured in a 26-nm-thin sample, and �ε decreases upon
annealing. But, differently than in bulk, within 3 h no significant reduction in dielec-
tric strength is detected. Based on further analysis of the results, the crystallization
of the thin film appeared more than an order of magnitude slower than in bulk.
Remarkably, the segmental mobility was invariant with confinement, which strongly
confuted the original conjecture.

A more quantitative picture can be obtained considering the relation between
crystallization and segmental times in bulk [46]. In its simplest formulation, the
classical crystallization rate, G(T ) ~ t−1

cry (T ), can be written as the product of two
exponential terms n(T ) and D(T ), respectively related to the nucleation/growth free
energy term and molecular diffusion.

The latter component is related to the shear viscosity and to the main relaxation
time via fractional Stokes–Einstein and Debye–Stokes–Einstein relations through a
temperature-dependent parameter ξ ≤ 1:

G(T ) = n(T )D(T ) = n(T )τ (T )−ξ(T ) (1)

In the temperature regime of cold crystallization, undercooling is elevated, which
lowers the nucleation barrier, while mass transport is significantly reduced. This
condition implies that ∂n(T )/∂T � ∂D(T )/∂T, which, coupled to the approxima-
tion ∂ ξ (T )/∂T ≈ 0—valid over the relatively small T range were experiments
are possible—yields an expression relating the timescales of crystallization and
segmental mobility:

tcry(T ) ∼ τ(T )ξ (2)
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Fig. 3 Crystallization time as a function of the structural relaxation time for bulk and ultrathin films
of poly(3-hydroxybutyrate). The dashed line is the best linear fit (R = 0.999) for the data reported.
The arrows indicate the relaxation times of bulk samples that would correspond to the crystallization
times of the confined systems, according to the best linear fit. Reproduced from Napolitano et al.
[46] Copyright (2007) by the American Chemical Society

The experimental validity of Eq. 2 has been validated for PHB, with ξ =
0.75±0.04; see Fig. 3. Based on the correlation between tcry and τ , the increase in
crystallization time observed in 26-nm-thin films should have been accompanied by
a segmental time 15 times larger than what measured. To fully agree with the predic-
tion of Eq.2, the segmental peak should have shifted towards lowers frequencies by
more than a decade, which corresponds to an increase in T g by ≈5 K.

While the segmental relaxation time was thickness invariant over the whole
temperature range investigated, the value of the dielectric strength at the onset of
the crystallization process (i.e., in the amorphous state), dropped by 10% in the
thinnest film; see Fig. 4. A reduction in �ε is, in fact, not only related to crystalliza-
tion phenomena, but a common feature of immobilization processes [47]. The lower
value of dielectric strength in the case of thinner amorphous samples was attributed
to the presence of an immobilized layer, which at the time of publication (2006) was
commonly indicated as “dead layer”; these layers are now considered as a part of the
irreversibly adsorbed layer [48–53]. The correlation between the presence of a dead
layer and the reduced crystallization is possible by considering that molecules in an
immobilized layer cannot rearrange and thus inhibit or even just delay the formation
of order structures in the core of the film [4, 37, 51]. Importantly, this hypothesis
does not require a change in molecular mobility of the amorphous fraction.
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Fig. 4 Thermal evolution of the segmental relaxation time and of the dielectric strength (Inset) of
a bulk sample and a 26 nm thin film. The same set of Vogel Fulcher Tammann parameters can be
used to fit both series of data. Down to 26 nm, Tg, indicated in the figure as the temperature at which
the structural relaxation lasts 100 s, shows no thickness dependence. Reproduced from Napolitano
et al. [36] Copyright (2006) by the American Chemical Society

3.2 The Thickness Dependence of the Crystallization Rate

As the data setwas limited to 3 samples, one ofwhich thick enough to be considered as
bulk (50μm), this first investigation of the crystallization of thin polymer films could
not provide further information on the origin of the increase in glass stability upon
storing in isothermal conditions. Later work by Vanroy et al. [4] and by Martinez-
Tong et al. [24] was able to shed more light on the interplay between interfacial
immobilization and overall crystallization rate of confined polymers. Vanroy et al.
investigated the thickness dependence of the conversion of the amorphous fraction of
ultrathin films of poly(ethylene terephthalate) during isothermal cold crystallization
at 373 K. Their work allowed to text the validity of an analytical method assessing
the impact of irreversible chain adsorption and permitting to disentangle finite size
and interfacial effects. Analyzing films ranging in thickness from 1 μm down to few
tens of nm, they observed an increase in crystallization timescaling with the inverse
of the film thickness, which was attributed to a mere effect of finite size effects. Even
after prolonged annealing in the temperature range of the highest crystallization rate
in bulk, samples thinner than ~20 nm did not crystallize. This result was explained
in terms of the overruling role of adsorption on crystallization in the thinnest films.



230 S. Napolitano

Ultrathin films were prepared by spincoating solutions of PET in a mixture (5:2)
of trifluoroacetic acid (TFA) and chloroform. Optimizing the relative concentration
of the two liquids was possible by considering that TFA is a good solvent for PET,
while chloroform increases the volatility of the mixture. Using solutions of PET in
pure TFA for spincoating resulted in films with an undulated surface. This feature
is usually attributed to a nonhomogenous distribution of solvent in the film during
spinning, probably related to the low volatility of TFA. Adding chloroform permits
to decrease the surface roughness of PET. Samples as prepared were kept for 4 h at
353 K in order to remove residual solvent and reduce stresses induced by the spin-
coating preparation. No amorphization was necessary in this case, measurements via
atomic force microscopy and X-rays proved that the used annealing conditions do
not result in the formation of crystalline structures [54].

In the thickness range considered (7 nm–10μm), the crystallization rate varies by
more than five orders of magnitude. Investigating this enormous range of crystalliza-
tion times requires a serious feasibility study before performing the dielectric exper-
iments. Owing at investigating all the samples at the same experimental conditions,
that is, the same annealing/crystallization temperature, the dielectric function was
recorded at 373 K, where the characteristic crystallization time, tcry, is ~7min in bulk
samples. Performing experiments at lower temperatures might have given a better
control of the measuring conditions for bulk samples, but would have led to tremen-
dously slower kinetics in the thinnest films; in addition to reducing the maximum
number of samples to investigate within a given project time, measuring at lower
temperatures is also prohibitive because of the larger consumptions in exchange gas
used, and the finite volume of LN2 tanks, if employed. Working at higher temper-
atures, on the contrary is limited by the frequency window where the segmental
relaxation is not affected by artifacts.

At 373 K, the structural relaxation process of PET appears as a strong peak in the
imaginary component of the dielectric function, centered around 10 kHz (for bulk)
(i.e., τ ~ 16 μs). As observed for PHB, �ε decreased during isothermal annealing;
see Fig. 5. While for thick films this phenomenon could be directly explained in
terms of crystallization, that is, via a drop in �ε following an Avami-like law of the
type [23, 55]:

�ε ∼ −exp
(−t/tcry

)β
(3)

with 1 < β < 4. in the case of thinner films and extra term should be included. Prior to
crystallization, a reduction in �ε not following Eq. (3) is observed for films thinner
than ≈500 nm. This extra term is linear in a plot of �ε versus logt and increases
in amplitude upon reduction of the thickness; see Fig. 5. Such further reduction
in dielectric strength was associated with interfacial rearrangements increasing the
monomer/surface density without affecting the number of chains adsorbed per unit
surface [56]. Same as in the case of crystal perfection, this process yields an increase
in the number of monomers directly adsorbed onto the substrate, without affecting
the total adsorbed amount, that is. Under such conditions, the number of monomers
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Fig. 5 Time evolution of the dielectric strength of films of PET of different thickness capped
between aluminum layers. Reproduced from Vanroy et al. [4] Copyright (2013) by the American
Chemical Society

adsorbed (immobilized dipole moments) per chain increases logarithmically as a
function of time.

Taking into account the two phenomena, the time evolution of the dielectric
strength could be modeled as:

�ε(t)

�ε(t0)
= 1 − 	

[
exp

(−t/tcry
)β

]
− δ log(t/t0) (4)

where 	 indicates the final drop in dielectric strength (proportionally to the crys-
talline content of the sample), δ is a parameter proportional to the fraction of chains
immobilized upon adsorption, and t0 a conveniently short time, that we fixed for
all samples at 1 s. The results of the analysis, not reporting 	 because of higher
incertitude upon fitting data to Eq. (3), are given in Fig. 6.

We start commenting on the results by considering the upper and the lower panels,
indicating the changes in the timescales involved, that is how τ and tcry vary with
thickness, h. From the microscale down to 20 nm, tcry increases with h−1, while
within the same thickness range set τ is confinement-invariant. This condition is the
same as that observed for PHB. In the case of PET, having access to such a larger
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Fig. 6 Thickness dependence of the fitting parameters of crystallization time (a), Avrami exponent
(b), adsorption coefficient (c) as obtained from the fit of the time evolution of the dielectric strength
to Eq. (3). The values of the structural relaxation time of amorphous films at 373 Kwere also plotted
(d). In panel a, the red area indicates the values of crystallization time as obtained via Eq. (5), where
ξ was varied between the most probably values commonly shown in the literature for bulk samples,
that is 0.5 ≤ ξ ≤ 1.0; the blue line refers to the expected increase in tcry assuming only finite size
effects. In panel d, data from ref [54]. were added for comparison (semiopen symbols). The shadow
area below 20 nm indicates the thickness range where crystallization was not observed. Reproduced
from Vanroy et al. [4] Copyright (2013) by the American Chemical Society
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data set permitted us to build up the bases of a physical framework capable to explain
the increase in crystallization time at molecular level.

Working at constant sample surface, the scaling tcry ~h−1 implies that the crystal
growth rate (~t cry−1) is directly proportional to the sample volume. This condition is
in agreement with the trend observed in nanodroplets of PEO, where the nucleation
time linearly scales with the volume of the drop [3, 17]. This implies that for films
of PET down to 20 nm, the slowing down in the crystallization kinetics is merely
related to nucleation issues. To understand how this reasoning implies the scaling
tcry ~h−1, let us consider a polymer melt with homogenous nuclei density. Reduction
of the thickness, achievable by considering thinner and thinner slabs of the above-
mentioned melt, yields lower and lower probabilities to find active nuclei within a
given portion of the slab of constant surface. The scaling is finally obtained assuming
that crystallization is limited by nucleation; that is, the timescale of the process is
proportional to the probability of finding a nucleus in a slab of given surface and
thickness h.

The continuous and unperturbed reduction of β, in line with the prediction of the
finite size corrections proposed by Schultz to theAvramimodel [57], further supports
the reasoning. In the case of a finite volume, in fact, the presence of interfaces does
not permit a full development of the crystals as in bulk and contribution of trunked
crystals and lost nuclei (belonging to region outside the volume considered) results
in a lower effective transformation rate and smaller values of β.

As observed for other systems, crystallization does not take place in the thinnest
films. For films thinner than~20–25nm, no substantial reduction in dielectric strength
imputable to crystallization was observed. In such films, only the logarithmic drop in
�ε is present. Based on these results, we may conclude that either the crystallization
rate decreased by more than three orders of magnitude or that crystallization was
definitely inhibited. Because of the importance of this condition, further experiments
were performed at higher temperatures, where the crystallization kinetics is sped up
by the larger diffusion coefficients, and in repeated temperature scans up toTm +20K.
No crystallization was observed (Fig. 7).

Considering the increase in δ upon reduction of the thickness, it was proposed
that adsorption could be responsible for the tremendous increase (eventually to an
infinite value) in tcry of films thinner than 20 nm. Adsorbed chains would have a
lower (or zero) crystallization rate and thus act as a retarding agent on the formation
of ordered structures. To test this hypothesis, it was necessary to verify that adsorp-
tion takes place before crystallization. In line with evidence from other polymers,
thermal annealing in the liquid state promotes the adsorption of PET chains onto Al.
Vanroy et al. monitored the irreversible adsorption kinetics by isolating irreversibly
adsorbed layer from 40-nm-thick films held at 373 K for different annealing times.
The thickness of such layer, hads, is an operational parameter to determine the amount
of chains irreversibly adsorbed onto a unit surface [52, 58]. At 40 nm, the onset of
crystallization is observed after 10 h of annealing at this temperature, while after
already 10 min the adsorbed amount reached a constant value. Further tests at 363 K,
where the kinetics of adsorption is much slower, permitted to better study the kinetics
of adsorption and confirmed the same saturating value. These results clearly show
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Fig. 7 Time evolution of the component of the dielectric strength scalingwith the adsorbed amount,
�εhigh (red circles, left axis), and the thickness of the irreversibly adsorbed layer, hads, obtained in
the same annealing conditions (blue hexagons, right axis) at 363 K. Value of hads collected under
the isothermal crystallization conditions, 373 K, are shown for comparison (black diamonds, right
axis). Reproduced from Vanroy et al. [4] Copyright (2013) by the American Chemical Society

that in the temperature regime considered, adsorption takes place well before the
onset of crystallization.

To crystallize, chains far from the interfaces need to pay the entropic loss required
for the formation of stems, which then migrate towards the crystal growth front. On
the contrary, interfacial chains—because of the different timescales involved—start
to reduce their free energy via adsorption. Larger adsorption degrees, i.e., larger
enthalpy gains per unit surface, however, correspond to an increase in the barrier
to overcome before accessing the nearest available state of reduced free energy; the
system gets thus trapped in a metastable non-crystalline state with an extremely
long lifetime. Consequently, chains in the adsorbed layer are expected to have
tremendously low growth rates, corresponding to the lack of crystallization within
reasonable timescales, in line with the outcome of these experiments.

This condition implies ξ > 1; that is, diffusion would slow down way more than
what expected from its correlation to segmental mobility.

With these considerations in mind, we can further shape our physical framework
to describe the crystallization time of thin polymer films by explicitly considered the
role of nucleation and that of sluggish mass transport:

tcry(h, T ) = �(T )

h
τ(h, T )ξ (5)
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where � is a fitting parameter, convoluted to the value ofξ, taking into account
nucleation density. The results obtained for PET imply that ξ � 1.While the physics
behind Eq. (5) is intuitive, the lack of experimental points below 20 nm, that is the
region where a finite value of ξ could be determined, cannot grant validation of the
framework.

To overcome this issue, we will consider the work byMartinez-Tong et al. [24] on
thin films of poly(L-lactide acid) PLLA, a system forming less dense adsorbed layers,
which should correspond to measurable ξ values. Before discussing on experiments
on this biodegradable polymer, we remark that it is possible to reduce the adsorbed
amount of thin films of PET by capping with a layer of another polymer [59]. The
physics behind the reduction in adsorbed amount was discussed by Simavilla and
coworkers [58].

PLLA nanocapacitors for dielectric measurements were prepared via a similar
procedure to that described for PET and PHB. Here will consider the material-
specific details. Thin films of thickness ranging between 300 and 8 nm of poly(L-
lactide) (PLLA, Mw = 67,000 g/mol, PDI < 1.4, Sigma-Aldrich) were spin-coated
(3000 rpm, chloroform 99.9%) on top of the lower electrode. In order to guarantee
the evaporation of the solvent, the spin-coated films were left on a hot plate at 333 K
for one hour. Finally, a second aluminum layer (≈50 nm) was evaporated on top
of the polymer film. The annealing procedure resulted in semicrystalline samples.
Amorphous films were obtained by heating the nanocapacitors at 453 K (liquidus
temperature) for 30 s followed by cooling on a cold plate (278 K). Samples were
stored at room temperature before measurements. Dielectric relaxation spectroscopy
experiments were conducted isothermally at 343 K. Sweeping frequencies from
10 MHz to 0.1 Hz requires about 150 s, a measuring time that is much lower than
the crystallization time of any sample studied in this work. Such a condition permits
the investigation of the kinetics of crystallization in real time.

Same as in the case of PET, a preliminary study permitted to identify the most
convenient crystallization temperature to follow within a reasonable time the whole
thickness range. The data in Fig. 8 reveal a huge increase in glass stability upon
reduction of the thickness. Figure shows the frequency dependence of the dielectric
loss for two PLLA thin films of thicknesses h = 150–8 nm, respectively, representa-
tive of a bulk-like and an interfacial behavior. The top panels show the first dielectric
sweep (t = 0 s), where the polymers are in the amorphous state, while the lower
panels show the response after 25 min for the thick film and after 1600 min for the
thinner film.

While the dielectric signal of the interfacial layer is almost unaltered by annealing
for almost 3 h, the strength of the segmental peak of the thick film decreased by far.
This system shows a lot of similarities to PET. The crystallization time increases
upon reduction of the thickness, the segmental time is constant down to 30 nm and
then sharply increases, the kinetics of reduction in �ε; see Fig. 9, can be described
by Eq. (5). In the case of thicker films, the drop in dielectric strength is mostly
related to crystallization,while for the thinner samples the role of adsorption becomes
predominant. Differently than PET, the crystallization time of thin films of PLLA
does not reach values outside of the experimental time window in the case of the
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Fig. 8 Dielectric spectra for two PLLA thin films. (a) and (b) correspond to a film of thickness =
150 nm, amorphous and semicrystalline (t = 25 min) respectively. (c) and (d) correspond to a film
of thickness= 8 nm, amorphous first sweep and amorphous last sweep (t= 1600 min) respectively.
Reproduced from Martinez-Tong et al. [24] Copyright (2014) by the American Chemical Society

Fig. 9 Time evolution of �ε for films of PLLA of different thickness, whose value in nanometer
is labeled next to each curve. Reproduced from Martinez-Tong et al. [24] Copyright (2014) by the
American Physical Society

thinnest films. This system is thus optimal to fully test the validity of Eq. (4). Results
are shown in Fig. 10, where the crystallization time is plotted as a function of the
thickness.

For this system, we obtain a value of ξ = 2.7±0.2. For films of PET capped by
thin layers of polystyrene [59], the value of ξ could be varied between approx 6 and 2.
We remark that values of ξ > 1 are not experimentally observed when analyzing the
temperature dependence of crystallization. The exotic condition ξ > 1 is a peculiar
feature of spatial analysis, as the one proposed here as a function of the thickness.
Based on recent work [60, 61], this intriguing condition hints at the presence of
a gradient in tracer diffusivity (mass transport within the polymer matrix), with a
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Fig. 10 Thickness dependence of the crystallization time of thin films of PLLA. Pink triangles
indicate the experimental points of Martinez-Tong et al. [24], the continuous black line is a fit of
the thickness dependence of the crystallization time to Eq. 5

larger sensitivity to the distance from the interface than the gradient in segmental
mobility. While we expect values of ξ < 1 would be measured in each sublayer of the
gradient, values of ξ larger than unity originate from a large drop in mass transport
coupled to an almost constant value of τ all across the film; see sketch in Fig. 11.
We expect that being able to modify this gradient would result in a change inξ, or
similarly by measuring ξ we would be able to provide information on the gradient.
In particular, in the case of identical forms of the gradients in mass transport and
mobility, the same value of ξ would be measured in temperature and spatial analysis.
In the case of slower mobility in proximity of the interfaces, values of ξ < 1 would

Fig. 11 Sketch of the gradients in segmental mobility and in mass transport in a thin slab of
thickness h, leading to the exotic condition ξ > 1
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be representative of gradients in mobility steeper than those in mass transport, and
the condition ξ > 1 would originate from the opposite case.

4 Conclusion

In conclusion, in this chapter we have summarized the outcome of the experimental
work on the crystallization of thin polymer films performed via broadband dielectric
spectroscopy. We have discussed on the common issues related to sample prepara-
tion and showed that this technique was able to answer to a fundamental question
of interest to the large and broad group of researchers working on the effects of
nanoconfinement on the formation of polymer crystals. Differently that what previ-
ously speculated, the enormous reduction in crystallization rate cannot be associated
with slower segmental mobility: The crystallization time can increase at constant
dynamic glass transition temperature. We have shown that an analysis of the time
evolution of the dielectric strength—an experimentally accessible parameter, sensi-
tive to immobilization—can be used to determine the timescale of crystallization, and
to estimate if adsorption of chains is concurrently taking place concurrently. In this
regard, an analytical expression for the time dependence of the dielectric strength has
been discussed. We have also discussed on the analysis of the thickness dependence
of the crystallization time and indicated an expression capable to link the timescale
of the formation of ordered structures to that of segmental mobility. The link between
these two timescales was built up considering the role of finite size effects on nucle-
ation and appropriately modified version of the Debye–Stokes–Einstein relation for
bulk melts. Finally, we have shown that extending the latter equation, valid in the
temperature domain, to nanoconfinement yield an exotic and intriguing condition,
where mass transport along the film is more inhibited than what expected from a
gradient in segmental mobility.
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Dielectric Behavior of Nonpolar
Polymers and Their Composites: The
Case of Semicrystalline Polyolefins

Stavros X. Drakopoulos, Sara Ronca, and Ignacio Martin-Fabiani

Abstract Polyolefins are thermoplastic polymers used in a wide range of appli-
cations, including medical implants, insulating materials, fabrics, and packaging.
The two most popular representatives, polyethylene (PE) and polypropylene (PP),
present linear chemical structures that yield these materials semicrystalline (except
for atactic PP). The versatility of their synthesis enables the fabrication of different
grades, covering a wide range of crystallinities which can reach up to 90%. However,
because of their symmetric aliphatic structure, they do not present a permanent dipole
moment. Their nonpolar nature makes dielectric spectroscopy measurements chal-
lenging, as this technique relies on the relaxation of dipoles after the application
of an external electric field. Here, we review different approaches that have been
followed in order to introduce permanent dipoles and render polyolefins dielec-
trically active, including: (i) addition of probes with a permanent dipole moment,
(ii) oxidation/chlorination to produce dielectrically active chains, or (iii) induced
oxidation in the presence of metal oxide fillers. The introduction of dipoles, either
intentionally or due to the presence of impurities, has enabled the characterization of
the full relaxation spectra of polyethylene and polypropylene as well as the assign-
ment of dielectric relaxations to their respectivemolecular mechanisms.We then turn
our attention into PE and PP composites for electrical energy storage and insulation
applications. We show how, in these materials, the effect of the polymer matrix and
filler orientation has been proven key to enhance their dielectric breakdown strength.
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Abbreviations

PE Polyethylene
LDPE Low density polyethylene
HDPE High density polyethylene
UHMWPE Ultra-high molecular weight polyethylene
PP Polypropylene
i-PP Isotactic polypropylene
TiO2 Titanium oxide
Al2O3 Aluminum oxide
DBANS 4,4′-(N,N-di- butylamino)-(E)-nitrostilbene
MMT Montmorillonite
o-MMT Organo-montmorillonite
CNF Carbon nanofibers
MWCNT Multi-wall carbon nanotubes
CaCO3 Calcium carbonate
BaTiO3 Barium titanate

1 Introduction

The global plastic production has increased exponentially since 1950, when
1.5 tonnes were produced, rising to almost 348 million tonnes in 2017. In Europe
alone, over 1.5 million people are directly employed in the 60,000 companies related
to the plastic industry [1]. Polyolefins, consisting of saturated aliphatic hydrocarbon
macromolecules, account for more than 55% of the global plastics demand, with a
market share of 34.4% for polyethylene (PE) and 24.2% for polypropylene (PP) [2].
PE and PP, whose chemical formulas are presented in Fig. 1, are produced mainly
fromoil andnatural gas via a polymerisation process of ethylene or propylene, respec-
tively. The versatility of their synthesis enables the fabrication of different grades,
covering a wide range of beneficial properties. Low density polyethylene (LDPE)
presents the most extensive degree of branching among polyolefins, and a degree of
crystallinity which typically varies between 40–55%. As a result, it is easy to process

Fig. 1 Chemical structure of a polyethylene and b polypropylene. The structure presented for the
latter represents its isotactic configuration, with the methyl group always on the same side of the
main chain
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and is not reactive at room temperature, making it suitable for use in reusable bags
and food packaging films. Because of its very reduced amount of branching, crys-
tallinity in high density polyethylene (HDPE) can reach 70–80%, resulting in higher
tensile strength and thermal resistance than LDPE. HDPE is used in toys, milk, or
shampoo bottles. Ultra-high molecular weight polyethylene (UHMWPE) is charac-
terized by its extremely long chains, reaching molecular weights in the order of 106

g/mol. It embodies the advantages of HDPE and it has great chemical resistance,
as well as having the best impact strength among thermoplastics. These properties
make UHMWPE an excellent material for personal armor and medical implants. PP
generally presents better mechanical properties and thermal resistance than PE, but
its chemical resistance is lower. The most widely used is isotactic PP (i-PP), in which
the methyl group is on the same side of the main chain (Fig. 1b), with a crystallinity
in between that of LDPE and HDPE. PP is widely used in food packaging, bank
notes, and sweet or snack wrappers.

In most of these products, the fundamental understanding of the relationship
between the internal structure and dynamics of the polymer and the final properties
are key to optimize performance. One of the most valuable techniques to obtain
such understanding at a molecular and chain level is dielectric spectroscopy, which
measures the relaxation of dipoles present in the material after the application of an
external electric field of varying frequency [3]. This technique relies on the presence
of polar molecules, whose orientation can be affected by the external field and their
reorientation back to equilibrium can be detected. However, the chemical structure
of polyolefins is nonpolar, resulting in a lack of dipoles which renders them dielec-
trically inactive in the absence of impurities. Different approaches have been studied
to introduce dipoles in polyolefins, involving either chemical modifications to intro-
duce polar groups such as direct oxidization, chlorination, or indirect oxidization
through the introduction of inorganic fillers, as well as the addition of probes with a
large permanent dipole moment. In this chapter, we will first discuss representative
dielectric spectra of the most common variations of PE and PP, followed by a discus-
sion on the different approaches used to render them dielectrically active. Then, we
will present a summary of the studies on polyolefin composites for electrical energy
storage and insulation applications.

2 Dielectric Spectra Overview

Dielectric relaxation dynamics of PE and i-PP have been extensively studied for
decades, either relying on the presence of dipoles originated by impurities or sample
preparation, or actively introducing dipoles in the polymer by different methods
which will be reviewed in the following section. In this section, as a background for
the rest of the chapter, we will give an overview of the different relaxations found
in the different grades of PE and i-PP, as well as the current knowledge on their
molecular origins.
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Representative dielectric spectra for LDPE, HDPE, and i-PP are shown in Fig. 2.
Both PE and i-PP (Fig. 2a-c) display three characteristic relaxations, traditionally
named α, β, and γ , in order of decreasing temperature, with a fourth process at
very low temperatures, δ, which is weak or absent in some cases. The α relaxation,
associated to the crystalline phase, is attributed in PE to the longitudinal motion of
polymer chains through the crystalline lamellae, in a helicoidal movement [4, 5]. As
a result, the α relaxation is much more intense in HDPEwhen compared to LDPE, as
the former has a higher degree of crystallinity andmore chains in the crystalline phase
to contribute to this process. Theorigin of theα process in i-PP is still a topic of debate,
with evidence from mechanical experiments that it is due to a relaxation of defects
in the crystalline phase with some additional contribution from the neighboring

Fig. 2 Dielectric loss tangent for semicrystalline polyolefins as a function of temperature: a low
density polyethylene (LDPE). b high density polyethylene (HDPE), and c isotactic polypropy-
lene (iPP). Adapted with permission from Milicevic, D. Et al. Radiation-Induced Modification of
Dielectric Relaxation Spectra of Polyolefins: Polyethylenes vs. Polypropylene. Polym. Bull. 2014,
71, 2317–2334
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amorphous regions [6]. Dielectric [7] and mechanical [8] studies prove that the α

process in i-PP is multicomponent, involving two or three subprocesses. The next
process in order of increasing temperature is the β relaxation, which is related to the
glass transition in both PE [9] and i-PP [6]. This process is more intense in LDPE
than in HDPE, as the crystallinity is lower for LDPE and there are more amorphous
chains available to contribute to the glass transition. Then we have the γ relaxation,
which in PE is assigned to the movement of certain parts of chains in the amorphous
regions in the vicinity of the crystalline lamellae. Several γ subprocesses have been
reported, but their assignment to specific molecular dynamics is not fully clear yet
[10–12]. In i-PP, the γ process has been related to the movement of chain ends or
branches, in a crankshaft-type fashion, in mechanical and dielectric studies [8, 13,
14]. A fourth relaxation has been reported at very low temperatures in both PE and
i-PP, the δ process. This relaxation has been correlated with hindered rotation of
CH3 groups [14, 15] and it is generally weak or absent. It is expected to be especially
weak in the case of PE, where the CH3 groups can only be found at the chain ends.

We believe it is of importance to mention that the matter of polyethylene’s glass
to rubber transition temperature has been an ongoing matter for decades and some
researchers still do not fully agree on its assignment. Various works over the years
have proposed that either the β-relaxation [16, 17] or the γ-relaxation [18, 19] corre-
spond to the dynamic glass to rubber transition process. It has even been suggested
that polyethylene has two glass transitions, γ-relaxation for linear polyethylene and
β-relaxation for branched polyethylene [20, 21]. Generally, in semicrystalline poly-
mers, the β-relaxation appears to be broadened when compared with amorphous
samples and considerably less prominent than the β-relaxation, supporting the idea
that the β-relaxation is the dynamic glass to rubber transition process [16]. On the
other hand, the γ-relaxation has been found to increase in intensity with decreasing
crystallinity, and has been assigned to mobile groups of amorphous chains in the
vicinity of crystalline lamellae [22, 23]. For these reasons, and as described before,
here we will follow the most widespread approach in the community of assigning the
β relaxation to the glass transition of PE and the γ relaxation to a process associated
to movement of localized amorphous chain segments.

3 Methods to Introduce Polar Groups

The unveiling of the dielectric spectra of polyolefins,whose nonpolar structures result
in the absence of a permanent dipole moment, has only been possible thanks to the
introduction of dipoles. For the polymer to be dielectrically active and enable the
measurement of its relaxation spectra, such introduction of dipoles must have taken
place, either unintentionally (e.g. oxidization due to impurities or sample preparation
conditions) or intentionally. We will now review the different methods used to render
PE and i-PP dielectrically active, as well as the influence these procedures have on
their final dielectric spectra. Methods are classified into two types: (i) those that rely
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on the chemical modification of the polymer chain to induce dipoles and (ii) the
addition of probes with strong dipole moment into the polymer matrix.

3.1 Chemical Modifications

Wewill first report on methods that render polyolefins dielectrically active by means
of chemicalmodifications, including oxidization and chlorination. Themost common
is oxidization, which introduces carbonyl groups into the polymer chain that serve
as a dielectric probe. Thermally-initiated oxidization was one of the first methods to
be used, which enabled the unveiling of the dielectric spectra of PE early on [24–26].
Boyd argued that the α relaxation observed in lightly oxidized PE must involve the
screw rotation around the main chain axis of a perpendicular C=O dipole which is
yielding the necessary dielectric activity to detect the process [4, 16]. Several studies
have reported on the use of gamma radiation to oxidize PE and i-PP [12, 27–29]. As
shown in Fig. 3, the dielectric losses of some relaxations increase with increasing
doses, but after irradiation, some of the processes are not present anymore. For
example, the disappearance of theβ relaxation inHDPEand i-PP upon irradiation has
been attributed to an increase in crystallinity due to chain scission and the occurrence
of crosslinking, which reduces chain mobility [12, 27, 28]. The disappearance after
irradiation of the γ process has been associated in mechanical measurements to
the increase in carbonyl content and the decreased molecular weight of the highly
oxidized PP due to chain scission [30, 31].

Artificial weathering has been proposed as an alternative to thermal oxidation,
using UV radiation in a dry environment to induce photo oxidative chain scission

Fig. 3 Dielectric loss tangent versus absorbed dose for a LDPE, b HDPE, and c i-PP. Reproduced
fromRadiation-InducedModificationofDielectricRelaxationSpectra of Polyolefins: Polyethylenes
versus Polypropylene . Polym. Bull. 2014, 71, 2317–2334, reproduced with permission
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Fig. 4 Dielectric loss ε” versus. temperature of UV-weathered PE at a frequency of 1000 Hz for
0 (square), 3 (pentagon), 6 (hexagon), 12 (circle), 25 (star), and 32 (triangle) days of weathering.
The three relaxation processes, namely α, β, and γ appear in order of decreasing temperature. The
α relaxation is observed only for 25 (star) and 32 days (triangle) weathered LDPE in the given
temperature range. Reproduced with permission from Ramanujam et al. [32]

in LDPE followed by cross-linking [32]. As weathering time increases, a balance
is achieved between an increase of the glass transition temperature due to cross-
linking and further crystallization of newly created shorter polymer chains, and a
decrease of Tg related to the increase in free volume that the dangling chain ends
provide. As shown in Fig. 4, the unirradiated sample presents a weak dielectric
response, whereas the UV-weathered samples show an increasing dielectric strength
as weathering time increases, until at 32 days all relaxations (α, β, and γ ) are visible
in the spectra. However, for these long weathering times, the polymer films were
very brittle, leading to the complete loss of structural integrity.

Chlorination, consisting in the introductionof chlorine atoms as a side chain group,
has been proven successful as well in rendering polyethylene dielectrically active.
It has been reported that the dielectric strength of the α relaxation in chlorinated
polyethylene is not proportional to its crystallinity, [24] as the chlorine atoms favor
the amorphous phase [33].

In some cases, the introduction of inorganic fillers in a polymermatrix can result in
chemical modifications that generate dipoles in the chain. Metal oxide nanomaterials
can oxidize the polymer chains and generate the carbonyl groups needed to increase
the number of dipoles present. Frübing et al. introduced different contents of titanium
dioxide (TiO2) nanoparticles (200nm indiameter) inLDPE, enabling them toobserve
the α, β, and γ relaxations [9]. Figure 5 shows the relaxation map of LDPE with
different TiO2 contents. The relaxationmap shows that with increasing TiO2 content,
the β process shifts to higher temperature values. This is because the TiO2 particles
tend to remain in the amorphous phase, rendering it more rigid and hindering chain
movement. On the other hand, the position and slope of the Arrhenius plots of the
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Fig. 5 Relaxation maps of LDPE with different titanium-dioxide content as indicated. The full
curves are Arrhenius fits to the α and γ relaxations of LDPE with 10 wt% TiO2 as well as VFT
fits to the β relaxation of LDPE and LDPE with 5 wt% TiO2. Reproduced with permission from
Frübing et al. [9]

α and γ relaxation are hardly changed by the addition of TiO2. In this case, if the
filler remains in the amorphous phase, it is not expected to affect a crystalline phase
process (α) and it will only influence a localized process (γ ) if it is close to it, which
for a low TiO2 content it is unlikely. The authors reported that the dielectric strength
of the α relaxation increases with increasing TiO2 content and attributed this to the
increased presence of carbonyl groups formed in the melt during sample preparation.

We recently studied the dielectric behavior of disentangledUHMWPE, [10]which
contains a much lower fraction of entanglements than the commercial UHMWPE.
The use of methylaluminoxane (MAO) as a catalyst in the polymerization reaction
results in the presence of aluminum oxide (Al2O3) traces which oxidize the polymer
chain and create carbonyl groups in the chain that renders the polymer dielectrically
active [34, 35]. The disentangled character of our UHMWPE results into a non-
equilibrium melt-state leading into an increase in elastic shear modulus G’ in time
due to the progressive formation of entanglements [36]. The plateau modulus at
thermodynamic equilibrium, G0

N , can be calculated as [37]:

G0
N = gNρRT

Me
(1)

where gN is a numerical factor, r is the density of the material at the absolute temper-
ature T, R is the gas constant. Me is the molecular weight between entanglements,
and it is inversely proportional to the entanglement density.

To follow the entanglement process in the melt state, dielectric spectra of
UHMWPEduring consecutive frequency sweepswere acquired at a constant temper-
ature of 160 °C, considerably above the melting point of the material which is around
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Fig. 6 Imaginary part of dielectric permittivity ε′′in disentangled UHMWPE during consecutive
frequency sweeps at a constant temperature of 160 °C. The shift toward lower frequencies is indica-
tive of entanglement formation and reduced chain mobility. Adapted (Creative commons license)
from Drakopoulos et al. 150, 35 [10]

140 °C. As presented in Fig. 6, the main dielectric signal shifts toward lower frequen-
cies as entanglements form over time and the chainmobility is hindered [38]. In order
to try to establish a correlation with the elastic shear modulus G from rheology, the
complex electric modulus M* was calculated as follows:

M∗ = 1

ε∗ = 1

ε
′ − iε′′ = ε′

ε
′2 + ε

′′2 + i
ε

′′

ε
′2 + ε

′′2 = M
′ + iM

′′
(2)

where M’, and M” are the real and the imaginary parts of the electric modulus,
respectively, ε* is the complex permittivity and ε’ and ε” are the corresponding
real and imaginary parts, in analogy to the complex modulus defined for other types
of dynamic measurements. Figure 7 shows graphs for M’ as a function of time at
160 °C, showing how the electric modulus, which is the inverse of permittivity,
increases in time reaching a plateau. The same behavior can be observed for the
elastic shear modulus obtained by rheology. The formed entanglements restrict the
motion of filler-induced polar groups hindering their ability to align with the electric
field. Consequently, polarization and permittivity diminish approaching a constant
value as entanglements are formed.

3.2 Introduction of Dielectric Probes

As presented in the previous section, chemical modifications to introduce polar
groups in the polymer chain can lead to undesired consequences such as changes
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Fig. 7 The real part of electric modulus for disentangled UHMWPE at 160 °C as a function of
time at 10–100 Hz. The inset shows elastic shear modulus as determined by rheology at 1–10 Hz.
Adapted (Creative commons license) from Drakopoulos et al. 150, 35 [10]

in crystallinity, [33] chain scission [31], and crosslinking [32]. Therefore, the intro-
duction of small molecules that, rather than inducing dipoles in the polymer, carry
their own permanent dipole moment, has been explored in recent years as a less
invasive alternative.

Van den Berg et al. [39] introduced a 4,4-(N,N-di- butylamino)-(E)-nitrostilbene
(DBANS), which has a large dipole moment (9D), in LDPE and i-PP at low concen-
trations (up to 1 wt%) to aid the measurement of their dielectric spectra. DBANS
is a rigid rod-like molecule, eliminating possible signals coming from relaxations
associated with intramolecular motions, and does not tend to crystallize due to its
butyl tails. The dielectric loss ε” versus temperature graphs of LDPE and i-PP doped
with different concentrations of DBANs are shown in Fig. 8. For undoped LDPE
(Fig. 8a), the three main relaxation processes are observed, α, β, and γ . This is an
indication of the occurrence of oxidation of the polymer possibly due to the presence
of impurities. However, the dielectric losses are very low, in the range of 10–4-10–3.
After the addition of DBANS, clear changes are observed in the dielectric spectra
of LDPE, the most evident being a significant enhancement of the strength of the β

relaxation. The probe does not seem to enhance the crystalline α relaxation, which
is expected as the small molecules are more likely to dissolve in the amorphous
phase. Moreover, the small concentrations of DBANS used minimizes the chances
of influencing the strength of localized processes such as the γ relaxation, which
remains fairly unaltered. The fact that the probe only enhances the β relaxation,
attributed to the glass transition, implies that the DBANSmolecules feel the changes
in local viscosity associated with this process without the influence of other local
phenomena. A similar effect is observed when DBANS is added to i-PP, as shown in
Fig. 8b, where mainly a strengthening of the glass transition process (β) is observed.
For both PE and i-PP, it was found that the dielectric enhancement of the dielectric
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Fig. 8 Dielectric loss ε′′(T)
at f = 13 kHz for a undoped
LDPE and three
LDPE/DBANS blends, and
b undoped i-PP and three
i-PP/DBANS blends.
Reprinted with permission
from Van Den Berg et al.
[39]. Copyright 2004
American Chemical Society

glass transition process is proportional to the probe concentration up to about 0.5
DBANS wt %, and that the relaxation time remained within one order of magnitude
in frequency of that of the pristine polymer.

The same probe has been introduced in blends of PP and LDPE to study the glass
transition dynamics [40]. PE-PP blends with different compositions and morpholo-
gies presented substantially the same glass transition dynamics, indicating a bulk
behavior for both components. One of the main concerns when adding a dielec-
tric probe to a polymer blend is the preference of the probe to migrate to one of the
components or the blend or the interface between the different fractions, resulting in a
dielectric signal which does not represent the blend system accurately. In this study,
the relaxation strength normalized by the weight fraction of each polymer stayed
constant for all compositions. Therefore, the distribution of the dielectric probe was
homogeneous across the different phases of the sample.
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4 Polyolefin Composites for Electrical Energy Storage
and Insulation

4.1 Background

In recent years, renewed effort has been invested in the investigation of the storage,
efficient recovery and distribution of electrical energy, affecting directly an interdis-
ciplinary range of scientific fields, from fundamental and applied natural sciences to
economics and sociology. The need for new advancements in the energy materials
goes in parallel with the drawbacks of oil as a source of fuel, such as its impact
on climate change and variable cost. In addition, other sources of electrochemical
energy such as batteries are characterized by long recharging hours, thus limiting
the applicability for future fast-responsive applications, [41] and technologies that
are hazardous for the environment, generating a demand for more effective and safer
storage materials.

Insulating materials used as dielectric mediums to store capacitive electrical
energy find application in many modern electronic systems, ranging from electronic
devices to hybrid electric cars [42]. For such applications, a specific combination of
properties is required including [43–46]: (i) High values of dielectric permittivity,
which is a measure of the ability of the material to store energy; (ii) low dielectric
loss (tanδ) values, to maximize efficiency; (iii) low electrical conductivity, in order
to reduce leakage currents; and (iv) high dielectric breakdown strength so higher
electrical fields can be physically endured by the dielectric medium. Polymers, and
especially non-polar ones such as polyolefins, are characterized by low values of
dielectric permittivity and high breakdown strengths. In contrast, ceramic materials
exhibit the exact reciprocal behavior, presenting high permittivity and lowbreakdown
strength. Therefore, composite materials composed of a polymer matrix and ceramic
nanofillers are a priori great candidates for electrical energy storage materials [47].

In heterogeneous dielectric nanomaterials, understanding the role of inter-
face/interphase properties and the possibility to tailor them at will is of great scien-
tific and technological importance [48, 49]. In this respect, semicrystalline polymers
often are considered as heterogeneous materials, with the amorphous regions of the
polymer chains forming the continuous matrix phase and the rigid crystallites in the
role of the filler [50]. The crystallinity and crystal morphology also affect the dielec-
tric properties by enhancing interfacial polarization phenomena [51], and increase the
dielectric breakdown strength due to higher resistance to electrical treeing (current
propagation to failure) [52]. Toward this direction, biaxial orientation of semicrys-
talline polymers, like polypropylene, has found use as thin dielectric membranes for
electrical energy storage applications [53]. In addition, fillers of various shapes, elec-
trical characteristics and orientation, have been employed to enhance the dielectric
behavior of such polymers [43].

The addition of electrically conducting fillers within an insulating polymer matrix
can enhance their electrical and electromagnetic properties for applications in elec-
tromagnetic interference shielding and conductive adhesives in circuit elements in the
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microelectronics industry [54]. Due to the vastly different electrical conductivities
between the constituents of such system, the direct-current conductivity is strongly
dependent on the conducting filler concentration, thus leading to two basic charge
transport mechanisms:

(i) At low filler concentrations, the mean distance between conducting fillers is
sufficiently high and so the electrical properties of the composite are dominated
by the insulating matrix. In such cases, the charge carriers (in most cases elec-
trons, ions, and holes) hop to a nearby state that can be quantum-mechanically
described with higher or lower energetic jumps of the potential barrier, the latter
achieved through quantum tunnelling [55].

(ii) At concentrations equal or higher than the percolation threshold, the conducting
fillers are in contact and the charge carriers canmovewith low resistance (current
flow), exhibiting the behavior of a conductor [56]. This can also be determined
by the temperature dependence of electrical conductivity. In dielectric mate-
rials, conductivity increases with temperature due to higher mobility of charge
carriers, whereas in conductors conductivity decreases with temperature due to
polaron scattering effects [57].

Themovement of the charge carriers from the conductive fillers can cause a dipolar
response from the insulating polymer matrix and the corresponding interphase as
well, leading to a Maxwell–Wagner–Sillars interfacial polarization and increasing
the capacitive storage ability of the resulting composite [58]. Surface modification
processes to customize the interfaces between the matrix and the filler have been
extensively studied in the past decade to enhance dielectric performance. These
modifications affect the polarizability of the polyolefin matrix by introducing polar
groups and enhancing the hydrophobicity, resulting into better-performing insulating
materials [59].

4.2 Polyethylene Composites

Polyethylene is traditionally employed as an insulating material for cable manufac-
turing, due to its extremelyweak conductivity andhighdielectric breakdown strength.
The twoare interconnected, as the dielectric breakdown strength is dependent on elec-
trical conductivity; the addition of high permittivity or high conductivity particles
will enhance or decrease the dielectric breakdown strength, respectively. Moreover,
the presence of agglomerates forming a percolating network can highly improve the
thermal conductivity of the nanocomposite but decrease the dielectric breakdown
strength [60]. In polyethylene/montmorillonite composites, Li et al. observed that
the inclusion of aligned fillers results in an enhancement of the dielectric breakdown
response that adds up to that provided by the oriented polymer crystals [61]. This
effect could be exploited in materials that already present a drastic improvement of
thermal conductivity when stretched, such as UHMWPE, [62] to provide a suitable
material for electrical energy storage.
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Another very important factor for cable insulation applications is the desired
hydrophobic character of the dielectrics in use; the unwanted water molecules
induce charge transport resulting into poor dielectric breakdown strengths and failure.
Studies of hydrophilic/hydrophobic nanofillers at different humidity environments
have shown that the drawbacks from the moisture sorption can be greater than the
benefit of having the ceramic nanofiller in some cases [63]. As it can be observed
in Table 1, composites with oxide fillers perform much worse in ambient and wet
environments when compared with dry conditions, whereas composites using nitride
fillers had a much more consistent response under ambient humidity. Ayoob et al.
introduced hexagonal boron nitride in polyethylene to impart good great thermal
conductivity and hydrophobicity to the polymer matrix, resulting in minimal charge
transport at even very high filler concentrations (30% w/w) [60]. To reduce the
drawbacks from the diffusion and adsorption of water molecules intended for such
applications, chemicalmodification of the surface between the fillers and the polymer
matrix can be implemented [64].

Other key features to consider when designing new composite insulators are the
geometry and orientation of the fillers. Montmorillonite (MMT) nanosheets charac-
terized by a high aspect ratio, have been proved to diminish the electrical treeing,
through the encapsulation of mobile charge carriers in the interfaces between the
matrix and the nanosheets [43, 49]. Further enhancement on the dielectric prop-
erties was observed by inducing filler orientation, which yields higher dielectric
breakdown strength and higher energy efficiency when compared to an isotropic
system of the same composition [43]. The anisotropic character can be enhanced
further by orienting the crystalline and amorphous domains of the polymer matrix

Table 1 DC breakdown values for polyethylene composites with oxide and nitride fillers in
different humidity environments [63]. Adapted from Hosier et al. The effects of hydration on
the DC breakdown strength of polyethylene composites employing oxide and nitride fillers. IEEE
Transactions on Dielectrics and Electrical Insulation 2017, 24, 3073–3082

Nominal filler content
and type

Ambient conditioning
(MV/m)

Dry conditioning
(MV/m)

Wet conditioning
MV/m

– 416 ± 30 425 ± 32 408 ± 32

5 wt. % Si3N4 409 ± 30 431 ± 34 172 ± 14

10 wt. % Si3N4 389 ± 30 450 ± 27 150 ± 12

5 wt. % SiO2 228 ± 14 431 ± 30 135 ± 12

10 wt. % SiO2 194 ± 12 414 ± 30 102 ± 7

5 wt. % AlN 366 ± 19 362 ± 18 241 ± 14

10 wt. % AlN 362 ± 18 373 ± 15 350 ± 26

5 wt. % Al2O3 349 ± 17 393 ± 24 241 ± 14

10 wt. % Al2O3 259 ± 15 360 ± 25 154 ± 12

5 wt. % SiO2© 425 ± 42 442 ± 34 295 ± 26

10 wt. % SiO2© 463 ± 29 436 ± 20 207 ± 23
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by melt-state or solid-state processing, resulting in an improvement of the elec-
trical breakdown properties. As it can be observed in Fig. 9, the breakdown strength
of polyethylene/organo-montmorillonite (o-MMT) composites increases as they are
stretched further [65]. A percolative behavior of normalized breakdown strengthwith
crystalline orientation (strain) can be seen in Fig. 9b for PE composites with 9 wt%
of o-MMT. The observed increase in breakdown strength was correlated with crystal
orientation, as the crystallites provide higher potential barriers for electrical treeing
[66].

The introduction of conducting fillers can impart to highly insulating polyethylene
semiconducting electrical behavior even at low filler concentrations. The effect of
such fillers in polyethylene inDC (sdc) andAC (sac) conductivities can be appreciated
in Figs. 10 and 11 where carbon nanofibers (CNF) or multi-wall carbon nanotubes

Fig. 9 Electric breakdown properties of polyethylene nanocomposites with different contents of
organo-montmorillonite as a function of strain: a Weibull breakdown strength (EBD) and Weibull
modulus (bw) and b normalized EBD with respect to the first low-strain breakdown point in each
film [65]. Reproduced with permission from Li et al. Appl. Phys. Lett. 111, 082,906 (2017)
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Fig. 10 AC conductivity as a function of frequency for HDPE composites with a carbon nanofibers
(CNFs) and b Multi-wall carbon nanotubes (MWCNTs) for different filler concentrations [67].
Reproduced with permission from Linares et al. Macromolecules 2008, 41, 7090–7097

(MWCNT) are added to high density polyethylene (HDPE). In Fig. 10, it can also
be appreciated that with the increase of fillers concentration, the AC conductivity
becomes increasingly less dependent on frequency [67]. Since there is a contribution

of DC conductivity to the imaginary part of dielectric permittivity
(

σdc
ωε0

)
when the

sdc becomes sufficiently high, it shadows the molecular dipolar response originating
from the dielectric material resulting into sac(f,T)≈ sdc(T). This effect is considerably
more intense in polyolefins such as polyethylene due to their very weak relaxation
strengths (
ε = εs − ε∞).

As it can be appreciated from Fig. 11, the percolation threshold of CNF and
MWCNT in DC current is found to be at 3 and 1% v/v, respectively, which according
to percolation theory, is the concentration where a continuous network of conduc-
tive fillers is formed. It is significant to note that the electrical conductivity of the
nanocomposites at the percolation threshold is around 14 orders of magnitude the
one of plain polyethylene, highlighting the enhancement of the electrical properties.
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Fig. 11 DC conductivity as a function of filler volume concentration of polyethylene nanocom-
posites with carbon nanofibers (CNF, solid symbols) or multi-wall carbon nanotubes (MWCNTs,
empty symbols) [67]. Reproduced with permission from Linares et al. Macromolecules 2008, 41,
7090–7097

4.3 Polypropylene Composites

Polypropylene is currently the material of choice for capacitor applications over
several other polymers (e.g., polystyrene, polyethylene terephthalate) due to its very
low dissipation factor (tanδ < 0.001), superior dielectric strength (~700 MV/m),
thermal stability (130 °C < Tm < 170 °C), and its easier melt processing [53, 68].
Advancements in the chemistry of polyolefins has resulted into isotactic polypropy-
lene (iPP) exhibiting an isotacticity of 97–99% and very low impurity concentration
(30 ppm), facilitating processing and bringing itsmelting point of around 165 °C [69].
In industrial settings, the financial aspects related to the manufacturing conditions
play a significant role on the choice of material. For the aforementioned reasons,
polypropylene has remained the best option for over half a century. Since 1963
and the MAGVAR invention from General Electric, biaxially oriented polypropy-
lene films have been employed in capacitor applications, as they provide a thin and
efficient energy solution for the storage and recovery of electrical energy [68]. The
orientation in these films can be achieved through several methods, including simul-
taneous stretching in two perpendicular directions utilizing an apparatus such as the
one presented in Fig. 12. However, in industry, the prevalent approach is the tubular
process, which enables continuous production of BOPP [70].

During the earliest tests on unoriented polypropylene, it became clear that orienta-
tion is paramount to achieve time endurance, as an increase in dielectric breakdown
strength by at least a factor of 2 is achieved with the orientation process. Nash
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Fig. 12 A biaxial stretching machine [53]. Reproduced with permission from Ryroluoto et al.
European Polymer Journal, 2017, 95, 606–624

performed a thorough comparison (averaging 70 production samples) between the
dielectric breakdown strength values of oriented and unoriented polypropylene films
[68]. The enhancement in the dielectric breakdown strength upon orientation, shown
in Fig. 13, is attributed to the transformation of the spherulitic crystallinemorphology
to a highly ordered fibrillar network, consisting of oriented crystallites [53]. As in
the case of polyethylene composites, the improvement of the dielectric breakdown

Fig. 13 Dielectric breakdown strength of unoriented and biaxially oriented polypropylene pack-
aging films [68]. J.L Nash, Polymer Engineering and Science, 1988, 28, 862–870. Reproduced with
permission
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strength due to orientation can be attributed to the crystallites acting as a barrier
against treeing [66].

Two more parameters have been found to play a significant role on the dielectric
properties of biaxially oriented polypropylene. The first factor is that with orien-
tation, the porosity decreases enhancing thus the dielectric breakdown strength.
This is explained on the basis that the density of the material increases through the
alignment of the amorphous segments and crystallites [53]. Therefore, orientation
reduces the topological electric field enhancement generated around microcavities
that induces dielectric failure and breakdown. The second factor relies on the crystal
transformation of polypropylene from the β to the α crystal phase that takes place
upon stretching. An inversely proportional relationship has been found between the
amount of β-phase and the dielectric breakdown strength which also connects with
the presence of microvoids within the sample [53]. As shown in Fig. 14, the dielectric
breakdown strength is reducedwhen the β-phase content is increased, thus predicting
a better dielectric stability for oriented samples.

Different nanosized inorganic fillers have been used to dope polypropylene and
enhance its dielectric properties, resulting in the development of the so-called nanodi-
electric materials. Calcium carbonate (CaCO3) particles, which are highly polar,
are often employed as fillers due to their low commercial price and good thermal
resistance. When their size is in the nanoscale (1–100 nm), their inclusion in a
propylene matrix increases the dielectric direct-current breakdown, which reaches a
maximum at 1.8 wt.% concentration [71]. However, they tend to agglomerate and
are hydrophilic, which can be detrimental for electrical energy storage applications
[72]. These drawbacks can be avoided through surface modification and chemical
functionalization, which can reduce hydrophilicity of the particles and improve the

Fig. 14 Breakdown field as a function of the β crystal phase content in two isotactic polypropylenes
PP1 and PP2, withMw, PDI, Tm to be equal to 400 kg/mol, 6.0, 161 °C, and 300 kg/mol, 8.0, 163 °C,
respectively [53]. Reproduced with permission from Ryroluoto et al. European Polymer Journal,
2017, 95, 606–624



262 S. X. Drakopoulos et al.

Table 2 Dielectric properties of metal-isotactic polypropylene nano-composites having different
volume fractions of Al nanoparticles in the polymer matrix [75]. Adapted from Fredin
et al. Substantial recoverable energy storage in percolative metallic aluminum-polypropylene
nanocomposites. Advanced Functional Materials 2013, 23, 3560–3569

Al particle vol% Permittivity Interparticle distance
(nm)

Dielectric breakdown
strength (MV/m)

Al particle vol%

0.7 2.4 ± 0.4 321.3 123.7 0.7

2.0 2.8 ± 0.9 196.9 – 2.0

2.9 3.0 ± 0.4 162.3 85.2 2.9

10.4 10.5 ± 0.3 71.4 119.3 10.4

12.4 15.4 ± 0.1 61.6 75.8 12.4

25.4 conductive 27.3 – 25.4

38.2 conductive 11.1 – 38.2

40.8 conductive 8.7 – 40.8

adhesion/compatibility. The latter effect can enhance themechanical properties, such
as the case when stearic acid is used as a functionalization agent [73]. Another range
of ceramic nanoparticles that improve the dielectric behavior of polypropylene are
those of very high dielectric constants, like barium titanate (BaTiO3, εr ~ 2,000).
It has been proven that the addition of the BaTiO3 nanoparticles combined with
uniaxial orientation can indeed result in high energy densities [74].

Besides ceramic nanofillers, metallic nano-inclusions can be added to enhance the
interfacial polarization and hence the dielectric constant of the resulting composite.
Table 2 and Fig. 15 show the permittivity and dielectric breakdown strength values for
polypropylene composites with metallic aluminum nanoparticles. The composite’s
permittivity increases up to εr = 15.4 for a volume fraction of nanoparticles of 12.4%.
This maximum permittivity is reached just before the percolation volume fraction,
16%.

5 Conclusions

In this chapter, we have elaborated on the importance of understanding the correla-
tions between structure, molecular dynamics, and properties in polyolefins and their
composites, and how to overcome the difficulties of obtaining insights from dielectric
spectroscopy in such nonpolar polymers. We can draw three main conclusions:

1. Different approaches have been successfully implemented to render polyolefins
dielectrically active through the introduction of permanent dipoles in the system.
These methods might take place either inadvertently during sample prepara-
tion/synthesis or deliberately, and include the following: Direct oxidization
through thermal treatments, UV-weathering, or gamma radiation exposure, to
introduce carbonyl groups in the polymer chain; indirect oxidization, induced by
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Fig. 15 Experimental permittivity for Al– iso PP nanocomposites as a function of Al nanoparticle
volume fraction. Each permittivity is calculated from average capacitance measurements on at least
five devices on at least two different thin films; error bars are included for each point, and the solid
line is the percolation theory fit for the composites below the critical threshold [75]. Reproduced
with permission from Fredin et al. Advanced Functional Materials 2013, 23, 3560–3569

the inclusion of inorganic fillers (e.g., metal oxides); and the addition of small
molecules with a large permanent dipole moment that act as dielectric probes.

2. These approaches have enabled awide range of dielectric studies on polyethylene
and polypropylene and provided insights on the molecular origins of the main
dielectric relaxations (α, β, γ , δ), in some cases aided by complimentarymechan-
ical experiments. Moreover, the introduction of dipoles has allowed the moni-
toring of additional molecular processes, such as the entanglement formation
dynamics in ultra-high molecular weight polyethylene (UHMWPE).

3. Polyolefin composites are of great relevance in electrical energy storage and
insulation applications, as it is possible to tune their properties by combining
the high permittivity and low dielectric losses of the polymer with the right
choice of filler properties. The orientations of the polymer crystals, as well as
filler orientation and hydrophilicity, have a strong influence on the final dielectric
properties, for example, the higher orientation the larger the dielectric breakdown
strength.
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Confined Glassy Dynamics
in a Star-Shaped Polymer Induced
by Crystallization: Case Study
of Polyhedral Oligomeric
Polysilesquioxane—Isotactic Polystyrene
(POSS-iPS)

Martin Tress, Arthur Markus Anton, Maximilian Vielhauer, Pierre Lutz,
Rolf Mülhaupt, and Friedrich Kremer

Abstract The crystallites in semi-crystalline polymers typically constrain the
segmental motion of the protruding chains in close proximity. While segments far
away from the crystallites have the same (unperturbed) dynamics as the purely
amorphous state (mobile amorphous fraction), the segments in the transition regions
around the crystallites relax significantly slower (rigid amorphous fraction). Here,
we present a study combining broadband dielectric spectroscopy (BDS) and Fourier
transform infrared spectroscopy (FTIR) which reveals a further type of perturbation
of contrary impact on the dynamics. In a star-shaped polymer—based on a polyhe-
dral oligomeric silesquioxane (POSS) molecule as center and isotactic polystyrene
arms—we demonstrate for the first time that in the semi-crystalline state remaining
amorphous segments can exhibit a faster mean relaxation rate than in the purely
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amorphous state. This signature is typical for spatial confinement and a decomposi-
tion of the respective relaxation time distribution yields three fractions of different
dynamics. These are assigned to a rigid amorphous fraction around the crystal-
lites, a mobile amorphous fraction, and a confined amorphous fraction of enhanced
dynamics presumably located around the POSS centers. In complementary FTIR
measurements, crystalline and amorphous moieties can be addressed individually
and their evolution upon crystallization can be traced. The better time resolution
of the FTIR data reveals a multi-step process with a particular lag time; firstly, a
fast mechanism initializes the crystallization, secondly, a tenfold slower process is
present, which matches the BDS results. This suggests a complex interplay between
the crystallization of the iPS arms and conformational changes due to the complex
architecture and structural constraints.

Keywords Star-polymer · Confinement · Enhanced dynamics · POSS

Abbreviations

BDS Broadband Dielectric Spectroscopy
CAF Confined Amorphous Fraction
DSC Differential Scanning Calorimetry
FTIR Fourier Transform Infrared Spectroscopy
HN Havriliak-Negami
iPS Isotactic Polystyrene
MAF Mobile Amorphous Fraction
RAF Rigid Amorphous Fraction
POSS Polyhedral Oligomeric Silesquioxane
RTD Relaxation Time Distribution

1 Introduction

Crystallization in polymers can tremendously alter their material properties and is
therefore of great interest in fundamental and applied research [1, 2]. Thereby, not
only the properties of the crystalline structure itself are relevant. Due to the fact
that polymers basically never crystallize entirely, the implications for the remaining
amorphous fraction are of similar or even bigger importance. In most cases, the
material becomes macroscopically more rigid while its toughness is reduced after
(partial) crystallization [3, 4]. On the molecular scale this can be comprehended by
the smaller number of chains which can relax and dissipate mechanical stress. In the
crystalline domains the chains are arranged in lamellar structures which do not allow
for stress release (except for mobility along the chain axis in certain polymers [5]).
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Additionally, several chains can become connected if parts of them are joined in the
same crystallite. This connection acts as crosslink which further inhibits mechanical
stress relaxation.

Amore subtle effect is the impact on thepolymer segments of the chains protruding
from the crystallites. Due to the immobilization of chain segments in the crystallite,
the adjacent segments which are not part of the crystalline order are still limited
in their mobility. While structural aspects of crystallization are typically addressed
with scattering techniques [6–8] and thermodynamic methods [9, 10], such mobility
implications require dynamical methods that directly probe molecular quantities
[11, 12]. The development of the so-called rigid amorphous fraction (RAF), i.e. a
transition zone from the normal amorphous domain to the crystallite, with a reduced
mobility has been demonstrated by dielectric spectroscopy investigations in several
polymers [2, 11]. To some extent, the RAF corresponds to the interfacial layer in
polymer-nanocomposites where attractive interactions between nanoparticles and
polymer segments generate a layer of segments with reducedmobility at the interface
of the particles [13, 14]. This effect is fundamental to the property enhancement of
nanocomposites.

Here we present a case where the dynamics in the amorphous fraction of the
polymer becomes faster after partial crystallization of a star-shaped polymer. The
reason for this unexpected and counterintuitive response is the complex architec-
ture of the chains and its interplay with constraints arising from the crystallization
process. Further we will demonstrate how dielectric spectroscopy can be used to
resolve regions of different dynamics; in fact, the signature of a RAF is found as well
as normal amorphous behavior and a considerable fraction which exhibits character-
istics of dynamics in confinement [15, 16]. Finally, complimentary measurements
by means of infrared spectroscopy reveal a lag time of about 30 min in-between
the temperature jump initializing the crystallization process and first impacts on
structure-specific molecular vibrations become detectable. After this lag time, a fast
mechanism with a time constant around 2–3 × 103 s primes the crystallization and
a second process follows which is about 10 times slower and matches to the BDS
results. This suggests a multi-step process which is probably a result of the interplay
of constraints imposed by the crystallization and the complex architecture of the
molecules.

2 Sample Preparation and Measurements

2.1 Synthesis

Vinyl-terminated isotactic polystyrene (iPS) was synthesized by polymerization
of styrene on post-metallocene titanium catalysts using 1,9-decadiene as chain
transfer agent in toluene under dry argon atmosphere. Octakis (dimethylsilyloxy)
silesquioxane was obtained from Hybrid Plastics and used as received. It was
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dissolved in toluene together with the vinyl-terminated iPS. Under dry argon atmo-
sphere the hydrosilylation reaction to connect the iPS to the edges of the octakis
(dimethylsilyloxy) silesquioxane was initiated by adding a xylene solution with
Karstedt catalyst. After 2 h reaction time the solvent was removed by drying, and
then, the productwas purified in a chloroform solution and fractionation bymethanol.
The resulting star-polymers have 6–8 iPS arms attached to a polyhedral oligomeric
silesquioxane (POSS) molecule. Details on the synthesis were published elsewhere
[17].

2.2 Crystallization Procedure

In order to remove any thermal history before each experiment, the sample is heated
above its melting temperature of Tm = 206 °C (~480 K). The amorphous state is
prepared by annealing at 210 °C for about 1 h in the case of dielectric and calorimetric
experiments and 4 h before the infrared measurements. The sample was crystallized
at Tc = 460 K for up to 20 h. In the case of the dielectric experiments, the sample
dynamics was probed at certain times during and after the crystallization whereby
the sample had to be cooled rapidly from Tc to Tg + 25 K (335 K) and below for
each measurement. In the case of the infrared measurements spectra are collected
continuously at Tc and molecular vibrations are monitored.

2.3 Broadband Dielectric Spectroscopy (BDS)

The broadband dielectric spectroscopy (BDS)measurementswere performedwith an
Alpha-A Analyzer (Novocontrol) connected to a Quatro cryo-system (Novocontrol)
in a frequency and temperature range from 0.1 Hz to 1 MHz and 350 to 480 K,
respectively.

The sample was prepared by spin-coating from a toluene solution onto a piece of
highly conductive and ultra-flat silicon as lower electrode after a thorough cleaning by
acetone rinse, plasma treatment (100W for 5min) and expurgation with supercritical
CO2 [12]. The film of several hundred nm thickness was then covered by a top
electrode also made of highly conductive silicon which had silica nano-structures
as spacers with a height of 550 nm. These spacers prevent an electrical short circuit
between the electrodes and establish a free upper interface of the film which allows
for relaxation of mechanical stresses and structural rearrangements during potential
phase transitions.
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2.4 Fourier-Transform Infrared Spectroscopy (FTIR)

Fourier transform infrared spectroscopy (FTIR) measurements were performed with
a Bio–Rad FTS 6000 FTIR spectrometer equipped with a UMA 500 IR microscope
and a liquid nitrogen-cooled mercury-cadmium telluride (MCT) detector (Kolmar
Technologies, Inc., USA). To control the sample temperature, a THMS 350 V stage
(Linkam Scientific Instruments, UK) has been used and continuously flushed with
dry nitrogen during the measurement. To monitor the sample during crystallization,
spectra were recorded with an initial time resolution of approximately 2 min which
was increased to about 5 min after 2 h of crystallization.

The sample material has been deposited by drop-casting from toluene solution
(20mg/ml) onto an IR-transparent substrate (BaF2,KorthKristalleGmbH,Germany)
until the desired sample thickness and, thus, absorptionwas reached.Then, the sample
was dried under ultra-high vacuum (10–5 mbar) at 423 K for 20 h before the actual
measurement.

2.5 Differential Scanning Calorimetry (DSC)

The differential scanning calorimetry (DSC) measurements were conducted with
a Q2000 differential scanning calorimeter (TA Instruments) in a temperature range
from 335 to 515K. Samplemasses of 5–10mgwere put into standard aluminum pans
and studied at a heating rate of 10 K/min. From the area underneath the melting peak
the specific heat of fusion �Hf was extracted to calculate the degree of crystallinity
f c according to [18]:

fc = �Hf

�Hf,c
(1)

where �Hf,c = 86.5864 J/g [18, 19] denotes the specific heat of fusion of iPS with
100% crystallinity.

3 Experimental Results

3.1 Crystallite Dimensionality

Classically, crystallization is monitored by calorimetric techniques. Also, the heat
capacity of POSS-iPS as determined by means of DSC exhibits a sharp melting peak
if the material was crystalized before (Fig. 1a). The area under this peak is used to
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Fig. 1 a Specific heat capacity of POSS-iPS after different times of crystallization at 460 K as
indicated; for clarity the curves are shifted vertically. b Double-logarithmic plot of the degree of
crystallinity f c versus the crystallization time tc at 460 K as well as a fit to the Avrami equation.
cProportion of crystallinity f c as determinedbyDSC (black squares) and fraction of the immobilized
segments 1 − �ε(tc)/�ε(tc = 0) (red circles) as measured by BDS as function of crystallization
time tc at 460 K. The dotted lines are a guide to the eye and the gray-shaded areas indicate the
number of segments which are immobilized but not crystalized. Taken with permission from [12]

calculate the degree of crystallinity according to Eq. 1. Its time dependence f c(t) can
be described by the Avrami equation [20] (Fig. 1b):

fc(t) = fc,max
[
1 − exp

(−Ktn
)]

(2)

where f c,max is the maximum degree of crystallinity that can be achieved in the
experiment, K is a constant which depends on the rates of nucleation and growth,
and n is the so-called Avrami exponent. The latter is interpreted as an indicator
for the dimensionality of the growth of the crystallites [21]. For the 2-dimensional
lamellar crystallite structure in linear iPS, which is verified by X-ray scattering [11],
Avrami exponents of ~1.7 have been deduced from the crystallization kinetics [22].
For the POSS-iPS we find a value of 1.6 (±0.6) which is close and suggests a similar
crystallite dimensionality.

3.2 Dynamical Changes After Crystallization

The dielectric loss spectra ε′′(ω) of purely amorphous POSS-iPS exhibit a clear
relaxation process in the investigated frequency range at temperatures from 355 to
375 K (Fig. 2a). To analyze its characteristic parameters, a Havriliak Negami (HN)
function is fitted to the data [23]:
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Fig. 2 a Dielectric loss spectra ε′′(f ) in the amorphous and semi-crystalline state at different
temperatures as indicated. A high frequency contribution from the silicon electrodes25 has been
cropped for clarity. The solid lines are fits to an equivalent circuit equation including the Havriliak-
Negami function. From these fits, the following parameters were extracted: b relaxation strength�ε

versus temperature, cmean relaxation time τ c versus inverse temperature, d fraction of immobilized
segments 1 − �εsc/�εam and e slopes of the low and high frequency wing of the relaxation peak
β and βγ , respectively. The experimental error is smaller than the symbol size unless indicated
otherwise. Taken with permission from [12]

ε′′(ω) = −Im

[
�ε

(
1 + (iωτHN)β

)γ

]

(3)

Here Im denotes the imaginary part,�ε the relaxation strength, τHN the relaxation
time while β and γ are the symmetric and asymmetric shape parameter, respectively.
The characteristic relaxation time τ c reflecting the peak position can be calculated
according to [15]:

τc = τHN

⎡

⎣
sin

(
πβγ

2+2γ

)

sin
(

πβ

2+2γ

)

⎤

⎦

1/β

(4)

It corresponds to the invesre mean relaxation rate and follows a non-Arrhenius
temperature dependence (Fig. 2c) which can be described by the empirical Vogel-
Fulcher-Tammann equation [24–26]:
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τc = τ0 exp

(
BT0

T − T0

)
(5)

where τ 0 is the limiting relaxation time, B a constant and T 0 the Vogel temperature.
This type of thermal activation is characteristic for segmental fluctuations which
resemble the dielectric α-relaxation.

In the semi-crystalline state, the α-relaxation peak is still clearly visible, but its
relaxation strength is diminished (Fig. 2b) which reflects the reduced number of
mobile segments. Compared with the relaxation strength in the purely amorphous
state, a reduction of about 20–35% is found; whereby the lower end of this range is
observed at higher temperatures with a continuous increase toward lower tempera-
tures (Fig. 2c). This implies that a considerable fraction of the immobilized segments
is not part of the crystallites since they can be thermally activated. That is also
corroborated by the fact that the crystallinity deduced from the DSC measurements
is considerably lower than the reduction in relaxation strength (Fig. 1c).

Moreover, the peak is shifted to higher frequencies in the semi-crystalline state
which resembles a faster mean relaxation rate of the mobile segments. It still exhibits
a VFT-type thermal activation, but it is about half to one decade faster than in the
purely amorphous state (Fig. 2c). Additionally, the shape of the relaxation process
changes after crystallization; especially the high frequency wing and to a smaller
extent also the low frequency wing exhibit less pronounced slopes as quantified by
the reduced values of the parameters β and βγ , respectively (Fig. 2e).

3.3 Dissecting Dynamics in the Semi-crystalline State

To examine the implication of the crystallite formation on the dynamics in greater
detail, the relaxation time distributions (RTD) G(τ ) were calculated from the HN fit
parameters according to [15]:

G(τ ) =
sin

(

γ

[
π
2 − arctan

((
τ

τHN

)β+cos(πβ)

sin(πβ)

)])

π
(
1 + 2 cos(πβ)

(
τHN
τ

)β + (
τHN
τ

)2β)γ /2 (6)

Since the quality of the calculated G(τ ) relies strongly on the accurate determi-
nation of the shape parameters, the values obtained at a temperature of 360 K were
used for this analysis. At this temperature, the relaxation peak is located centrally
in the accessible frequency range which guarantees optimal conditions to determine
the slopes of both the low and high frequency wings of the relaxation. By scaling the
relaxation time distribution functions with the ratio of the actual relaxation strength
of the respective process and the relaxation strength in the purely amorphous state as
pre-factor, the area under the curve directly reflects the number of mobile segments
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Fig. 3 a Scaled relaxation time distributions G(τ )�ε/�εam of the purely amorphous state and the
semi-crystalline sample after 20 h of crystallization. b G(τ )�ε/�εam of semi-crystalline sample
and its decomposition into the contributions of the CAF and the RAF by subtracting a downscaled
G(τ ) of the amorphous state which resembles the MAF. Modified with permission after [12]

in the corresponding state. This enables a quantitative comparison of the RTD taken
before and after the crystallization (Fig. 3a). In addition to the shift in the mean relax-
ation timewhich has been found also from the loss peaks, this presentation reveals the
emergence of new relaxation modes at shorter times during the crystallization. This
may be interpreted in the sense that different spatial regions are formedwhich exhibit
different dynamics; some regions may retain the unperturbed dynamics known from
the purely amorphous state while in other regions the dynamics are altered.

To disentangle these, the purely amorphous RTD is downscaled so that its
maximum just fits into the RTD of the semi-crystalline state (Fig. 3b). The ratio of
the areas of these two curves is then an estimate for the fraction of mobile segments
which show unperturbed dynamics. Subtracting the former from the latter curve
yields the RTD of the perturbed segments which is a bimodal distribution; one large
peak at shorter times and a small peak at longer times. The latter resembles a small
fraction of segments with slower dynamics which can easily be attributed to the RAF
known from the literature. It is plausible that such a fraction is present around the
crystallites also in this special case but only due to the detailed analysis it can be
resolved. The faster fraction is even larger than the fraction of unperturbed segments,
and apparently the dominant moiety for the overall dynamical response. This indi-
cates that a considerable number of segments exhibits altered dynamics as known
from systems in geometrical confinement wheremolecular packing is frustrated [16].
In relation to this we will call this proportion of segments the confined amorphous
fraction (CAF). Since this observation opposes previous knowledge of the impact of
crystallites on the dynamics of the surrounding amorphous chains in linear polymers,
we concur that the interplay of the crystallization with the complex architecture of
the presented molecules leads to altered conformations and, thus, to a qualitatively
different change in dynamics.
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3.4 Spatial Distribution of Regions with Different Dynamics

Following the picture that the RAF is not only dynamically distinct but also spatially
separated, namely in a layer surrounding each crystallite, we assume that also the
segments belonging to the CAF are concentrated in a particular region. Hence, CAF
does not only refer to a certain proportion of the segments but also to particular
spatial regions. The architecture of the chains then allows more detailed conjectures
about the distribution of these regions.

It is known that in the presence of POSS molecules the crystallization of polymer
chains is suppressed [27–30]. Since in the studied star-polymer the arms are rela-
tively short, the chains are likely to resemble soft spherical shapes with only limited
interpenetration of arms of adjacent chains. Consequently, the POSS which connects
the arms of each molecule will be located roughly in the centers of these sphere-like
molecules and their arrangement may be approximated by some spherical packing.
For reasons of simplicity we will assume close packing of spheres to estimate the
average center-to-center distance of adjacent molecules of volume V which is then
given by:

2r =
(√

2V
)1/3

(7)

The volumeof a single POSS-iPSmolecule is calculated from itsmolecularweight
per arm Mn,a = 5500 g/mol and the number of arms na (6–8) as well as the bulk
density of amorphous iPS ρam = 1.06 g/cm3 and Avogadro’s number NA:

Vm = na
Mn,a

ρamNA
(8)

which yields center-to-center distances of 4.2–4.6 nm. This is exceeded by the
combined size of the one amorphous and one crystalline domain thickness in linear
iPS by a factor of 3 (12.5–14.5 nm) [11]. This strongly indicates that at least in its final
stages the crystallization is likely to be constrained. Furthermore, it appears favorable
for crystallites to start growth as far away as possible from the POSS kernels, i.e. in
the regions where arms of adjacent molecules join. As a result, each star-polymer
may become connected to its neighbors via joint crystallization of the tips of the
arms.

The density increase upon crystallization requires a concentration of segments in
the outer region of the sphere-like molecules. Since, due to the star architecture, this
process can happen in all directions from the POSS kernel, the chains are stretched
from the center to provide a higher density at the crystallites. This stretching may
also decrease the density especially in the vicinity of the POSS kernel. Both effects
the stretching of chains [31] and the reduction of density [16] are known to enhance
the dynamics. For reasons of continuity we can infer that the RAF forms a layer
around the crystallites which is then followed by a region of segments which exhibit
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the same dynamics as in the purely amorphous state, the so-called mobile amorphous
fraction (MAF), before the fastest dynamics is present most likely around the POSS
(CAF).

Ifweunderstand the different dynamical fractions to reflect a spatial heterogeneity,
the areas of the scaled RTD also resemble the relative size of the corresponding
regions. To introduce an absolute length scale, wemay infer that crystallites typically
grow in lamellar structures which in the present case must fit in-between the planes
defined by the arrangement of the POSS kernels of the star-shaped polymer chains.
Consequently, the separation between these planes defines a maximum distance.
We assume that the POSS kernels are in the center of the CAF which means that
the distance h = (2/3)1/22r = 3.6 (±0.2) nm (considering a close packing pattern)
between two adjacent planes of POSS kernels contains two times half the thickness
of the CAF 2dCAF/2, two times the thickness of each the MAF dMAF and the RAF
dRAF (we consider dMAF/2 to reflect the thickness of a single MAF layer; the same
applies to dRAF/2), and the thickness of the crystalline lamella dc:

h = dc + dRAF + dMAF + dCAF (9)

In a lamellar geometry, the ratio of any of these thicknesses to h is equivalent
to the volume fraction of the corresponding dynamical fraction. From the degree of
crystallinity f c as determined by DSC it can be determined directly that dc = f ch =
0.11 (±0.02) nm. The thicknesses of the other dynamical fractions can be estimated
from the area ratio Ai/Atotal of the scaled RTD where Ai is the area under the RTD of
the separated component (the index i denotes CAF, MAF or RAF) and Atotal the area
under the corresponding total RTD. Since Atotal reflects only the number of mobile
segments, a scaling by the factor �εsc/�εam is required to normalize to the whole
volume; here �εsc and �εam denote the relaxation strengths in the semi-crystalline
state under study and the purely amorphous state, respectively. This yields for the
volume fractions of the CAF:

fCAF = ACAF

Atotal

�εsc

�εam
(10)

and the MAF

fMAF = AMAF

Atotal

�εsc

�εam
(11)

For the RAF, however, it must be considered that only a certain proportion of it
is mobile while a considerable part is immobilized and does not contribute to the
relaxation data. Therefore, two terms are required for its description; that of the
former is equivalent to the terms describing the CAF and the MAF whereas the latter
basically denotes the difference between the proportion of immobile segments (1 −
�εsc/�εam) and the crystalline fraction f c:
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fRAF = ARAF

Atotal

�εsc

�εam
+ 1 − �εsc

�εam
− fc (12)

Based on these considerations, domain thicknesses of dRAF/2= 0.46 (±0.09) nm,
dMAF/2 = 0.45 (±0.09) nm and dCAF = 1.66 (±0.23) nm are obtained for the rigid
amorphous, mobile amorphous and confined amorphous fraction, respectively [the
corresponding volume fractions are f RAF = 0.26 (±0.04), fMAF = 0.25 (±0.04) and
f CAF = 0.46 (±0.04)].

Although one can expect to find smaller domain thicknesses than in linear iPS,
particularly the calculated thickness of the crystalline domain is unphysically small
(about half of a typical repeat unit length of polystyrene). Consequently, we presume
that the crystallites actually grow thicker, but instead of expanding through the entire
plane they are rather limited to small islands (Fig. 4b). This suggested limitation in
growth may also be plausible in view of the reduced values of the Avrami exponents
compared to the linear iPS.

Fig. 4 Sketches of
a extended lamellae of
crystalline domains and
b small crystalline domains.
Each large hexagon
approximates the extension
of one POSS-iPS
star-molecule. Taken with
permission and modified
after [12]
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3.5 Kinetics of the Crystallization and Coevolution
of the Dynamical Changes

In order to trace the development of the changes in the amorphous regions during
the formation and growth of the crystallites, the dynamics at a temperature of 360 K
were recorded after different times of crystallization at 460 K. The reduction of the
relaxation strength aswell as the relaxation time both follow the law of an exponential
decay. The corresponding time constants are 2.3 × 104 s in the former and 1.2 ×
104 s in the latter, which is merely comparable. This indicates that both changes are
related which agrees with the conjecture that the crystallization (which reduces �ε)
causes conformational changes which in turn yields faster relaxation times (Figs. 5
and 6).

To obtain deeper insight into the individual evolution of the different dynamical
regions, the separation procedure described in the previous section is applied to the
RTD at different crystallization times. In the case of the RAF, the mean relaxation
time is almost constant which is plausible since the mobility constraint is just caused
by the presence of crystallites. Only their size and quantity determine the number
of segments in the RAF because the latter scales with the combined surface area of

Fig. 5 a Characteristic
relaxation time τ c and
b dielectric relaxation
strength �ε of segmental
relaxation at 360 K as
function of the
crystallization time. The
experimental uncertainty is
smaller than the symbol size
if not stated otherwise; the
red line represents a fit to an
exponential function
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Fig. 6 Development of the scaled relaxation time distributions G(τ )�ε/�εam of a the CAF and
b the RAF depending on the crystallization time as indicated in panel a (vertical axes in (a) and
(b) not to scale). From the peak positions of the G(τ )�ε/�εam, the corresponding mean relaxation
times τmax are extracted for c the CAF and d the RAF. Similarly, the integrated areas of the
G(τ )�ε/�εam are depicted for e the CAF and f the RAF. In panels c–f, solid red lines represent
exponential functions and the dashed blue line is an Avrami equation fitted to the data; the dotted
black lines are constants and serve as a guide to the eye. The experimental uncertainty is smaller
than the symbol size. Taken an modified with permission after [12]

the crystallites. This is reflected by the increase of the area of the extracted RTD of
the RAF; considering that at tc = 0 no RAF is present, an exponential growth with
a time constant for of 1.2 × 104 s describes the process.

The CAF on the other hand exhibits only a minimal reduction in the area of
the separated RTD (most likely because the overall fraction of mobile segments
decreases) while its mean relaxation time becomes much smaller than the initial
value of the purely amorphous state; the time constant of the latter is, based also on
an exponential decay, 8.4 × 103 s which is on the same order of magnitude as the
other changes. The similarity of the time constants also in the separated contributions
suggests a strong interrelation of these phenomena which supports the hypothesized
mechanism.

3.6 Structural Details in the Crystallization Kinetics

In order to address the dynamical changes with chemical specificity, the BDS exper-
iments were complemented by FTIR measurements which enable tracing the evolu-
tion of both crystalline and amorphous moieties of the sample. In detail, we analyze
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the IR absorption bands at ν = 840, 906, 1155, and 980 cm−1 (Fig. 7) whereby the
former three are assigned to the amorphous state while the latter is present in the
crystalline state [32, 33]. To quantitatively examine the oscillator strength of these
bands Voigt functions are fitted to the spectra and the integrated absorbance (area
under the curve) as a measure of the oscillator strength is extracted (Fig. 7).

The oscillator strengths of all analyzed bands exhibit a lag time t0 of about 2
× 103 s (approx. 30 min) between the temperature decrease from 210 °C to Tc

initializing the crystallization and the appearance of first effects of crystallization on
molecular vibrations. This delayed crystallization is known for iPS from previous
studies [32]. Its duration depends on the crystallization temperature; for Tc = 190 °C
a value of 12 min was reported which is in the range of the ~30 min determined
here. This lag time was not observed in the BDS measurements reported here since
such short crystallization times were not investigated. As expected, the oscillator
strength of the three amorphous bands (at 840, 906, and 1155 cm−1) drops upon
crystallization after the lag time indicating a reduction of the number density of
amorphous segments. For the two bands at 840 and 1155 cm−1 a reduction by about
10% is observed which is in accord with the degree of crystallinity deduced from the
DSCmeasurements. However, while the reduction of these amorphous IR absorption
bands has a characteristic time of 2–3 × 103 s, the crystallization traced via DSC
happens much slower (Figs. 1 and 8).

The absorption band at 906 cm−1 exhibits a much larger drop in oscillator strength
of about 37% which is comparable to the reduction of �ε in the BDS measure-
ments. When fitted to a single exponential, the extracted time constant is 3 ×
103 s which corresponds to those found for the other two analyzed amorphous IR
bands, but is almost 10 times shorter than the time constant extracted from the BDS
results. However, in contrast to the two bands at 840 and 1155 cm−1, the integrated
absorbance of the band at 906 cm−1 can be determined with better accuracy which
reveals a mismatch of the single exponential fit with the data (Fig. 7f). Using a double
exponential, the evolution of the oscillator strength and thus reduction of amorphous
moieties due to crystallization can be described much better, the respective time
constants are 2.2 × 103 s and 2.6 × 104 s. While the former is similar to that one
from the single exponential fit (and those of the other two amorphous bands), the
latter corresponds well with the time constant of the reduction in �ε. This suggests
a multi-step process in the course of crystallization whereby only the slower step is
resolved in the case of BDS measurements.

In addition, the absorption band at 980 cm−1 is assigned to an out-of-plane ring
deformation sensitive to the crystalline moiety [32, 34]. Thus, this band grows signif-
icantly upon crystallization (at times longer than the lag time t0). The single expo-
nential fit yields a characteristic time of 2.8 × 103 s which is very similar to those
of the amorphous bands. Like in the case of the band at 906 cm−1 a deviation from
the single exponential fit is evident, consequently, a double exponential is fitted to
the spectra, as well. The resulting time constants are 2.3 × 103 and 2.3 × 104 s
which agrees well with the values obtained from the band at 906 cm−1. Thus, on the
basis of a second band distinct from that at 906 cm−1, another strong indication for
a multi-step process in the course of crystallization has been derived independently.
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Fig. 7 Infrared absorbance spectra of POSS-iPS for different spectral regions targeting
absorption bands assigned to a and b out-of-plane ring deformations (840 and 906 cm−1), c in-plane
C–H bending deformation at the benzene rings (1155 cm−1), and d out-of-plane ring deformation
(980 cm−1) [32, 34]. Solid lines depict absorbance spectra after crystallization at 460 K for 60 s
(red), 4820 s (brown), 43,410 s (green), and 71,880 s (blue). For the final state (71,880 s), the
baseline-corrected spectrum is shown (gray line) as well as the fit (dashed red line); where appli-
cable, the single fit contributions of adjacent bands are depicted (cyan lines) in addition to the fit
of the target band (magenta line). For each target band in a–d, the respective integrated absorbance
Aint is presented as function of crystallization time tc in panels e–h. The experimental uncertainty
is indicated in the initial data points; fits to single (red lines) and double (blue lines) exponential
functions are shown together with the respective time constants (τ for the single exponentials and
τ 1 and τ 2 for the double exponentials, respectively) and the lag time t0 until the crystallization
process starts
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Fig. 8 a Infrared absorbance spectra of POSS-iPS for the spectral region around 900 cm−1 which
exhibit up to three absorption bands. Their integrated absorbances are traced during the crystalliza-
tion and, based on their spectral position and changed intensity, each peak is assigned to a vibrational
mode specific for b the CAF, c the MAF, and d the crystalline fraction. e Assignment of the IR
bands to the proposed spatial distribution of the different dynamic regions. f Temporal evolution of
the degree of crystallinity as probed by different IR bands, BDS and DSC

Further insight is gained through the analysis of the absorption around 900 cm−1

which contains a single peak at 906 cm−1 in the purely amorphous state [35]. During
crystallization, however, two new contributions arise (Fig. 8a), whereas the integrated
absorbance of the amorphous peak at 906 cm−1 decreases by 37% (Fig. 8c), which
corresponds to the reduction of �ε in the BDS measurements. Thus, we conclude
that this vibration marks one mode of the purely amorphous system and is sensitive
to changes arising from crystallization but also from constraints. In the literature,
the two other peaks emerging at 899 and 920 cm−1 are assigned to intramolecular
conformational changes and the formation of a 31 helix structure of the iPS chains.
However, since crystallization introduces geometrical confinements, typically giving
rise to a red shift of the bands in a slightly distorted system, we ascribe the peak at
899 cm−1 to the crystalline phase. On the other hand, since chain “stretching” and a
reduced density (increased free volume) typically lead to a blue shift, we ascribe the
third peak (920 cm−1) to the CAF. Further support for this conclusion is provided by
the fact that the ratio of the integrated absorbance Aint of the bands assigned to the
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crystalline fraction and the CAF corresponds to the ratio of crystallinities extracted
from DSC and BDS (1:4). Apparently, different peaks can reflect distinct moieties
with rather subtle differences. E.g. the peak at 840 is assigned to iPS segments in an
amorphous structure, i.e. its integrated absorbance drops only, when the segments
are incorporated into the crystalline phase (the CAF still contributes to this peak).
In contrast, the peak at 906 cm−1, is sensitive to mobility of the segments, i.e. its
integrated absorbance drops alreadywhen the iPS segments experience the constrains
in the CAF (only the MAF contributes).

4 Conclusion

BDS measurements of a star-shaped polymer based on a polyhedral oligomeric
silesquioxane (POSS) molecule as center and isotactic polystyrene arms reveal a
faster mean relaxation time of about 1 decade in the amorphous fraction in the semi-
crystalline state compared to the purely amorphous state. Such a signature is typical
for spatial confinement and suggests tremendous constraints within the material. A
decomposition of the respective relaxation time distributions yields three fractions of
different dynamics: a rigid amorphous fraction (RAF) around the crystallites which
is well known from the literature, a mobile amorphous fraction (MAF) which was
considered identical to the purely amorphous state, and a confined amorphous frac-
tion (CAF) of enhanced dynamics presumably located around the POSS centers. The
latter is assigned to chain stretching of the arms due to the volume reduction upon
crystallization. This is promoted by the POSS centers which suppress crystallization
in their surrounding as well as the star-shape which connects arms from all directions
and, thus, prevents a relaxation by contraction. Investigation of the kinetics reveals
an exponential decay of both relaxation strength and mean relaxation time with time
constants of about 1–2 × 104 s.

Complementary FTIR measurements of crystalline and amorphous moieties with
a better time resolution reveal a multi-step process with a lag time of about 30 min
before actual changes can be observed. Then, a fast mechanism initializes the crystal-
lization with time constants of about 2–3 × 103 s before a second transition follows
with a 10 times slower rate corresponding to the BDS results. This suggests an intri-
cate interplay between the crystallization of iPS arms giving rise to conformational
changes and structural constraints in the sample’s complex chain architecture.
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