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Abstract. In recent years crowd-voting and crowd-sourcing systems are attract-
ing increased attention in research and industry. As a part of computational social
choice (COMSOC) crowd-voting and crowd-sourcing address important societal
problems (e.g. participatory budgeting), but also many industry problems (e.g.
sentiment analyses, data labeling, ranking and selection, etc.). Consequently, deci-
sions that are based on aggregation of crowd votes do not guarantee high-quality
results. Even more, in many cases majority of crowd voters may not be satis-
fied with final decisions if votes have high heterogeneity. On the other side in
many crowd voting problems and settings it is possible to acquire and formalize
knowledge and/or opinions from domain experts. Integration of expert knowledge
and “Wisdom of crowd” should lead to high-quality decisions that satisfy crowd
opinion. In this research, we address the problem of integration of experts domain
knowledgewith “Wisdomof crowds” by proposingmachine learning based frame-
work that enables ranking and selection of alternatives as well as quantification
of quality of crowd votes. This framework enables weighting of crowd votes with
respect to expert knowledge and procedures formodeling trade-off between crowd
and experts satisfaction with final decisions (ranking or selection).

Keywords: Crowd voting · Experts · Machine learning · Clustering · Matrix
factorization

1 Introduction

Inclusion of crowd in decision-making processes may not only result in greater crowd
satisfaction, but also higher quality and timeliness of decisions even if they are compared
to decisionsmadeby limitednumber of experts [5]. This is due to phenomenaof “Wisdom
of Crowd” or “Collective Intelligence” that have theoretical roots in Condorsets Jury
theorem. This theorem states that given a group of independent voters (a “jury”) that

© Springer Nature Switzerland AG 2020
L. Bellatreche et al. (Eds.): ADBIS/TPDL/EDA 2020 Workshops and
Doctoral Consortium, CCIS 1260, pp. 131–144, 2020.
https://doi.org/10.1007/978-3-030-55814-7_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55814-7_11&domain=pdf
http://orcid.org/0000-0003-3014-9116
http://orcid.org/0000-0002-1631-6531
http://orcid.org/0000-0002-9975-8844
http://orcid.org/0000-0002-6153-5119
https://doi.org/10.1007/978-3-030-55814-7_11


132 A. Kovacevic et al.

have probability of correct outcome (alternative) 1 >= p >= 0 and incorrect outcome
of 1-p, probability of choosing correct outcome by majority voting increases by adding
more voters if probability of the correct outcome of each voter is greater than random
choice (e.g. p > 0.5 in case of binary outcome). Even though this theory has strong
assumption on voter independence that is not fulfilled in many real-world scenarios
and several other limitations, it showed cutting edge results in many application areas
and problems of ranking, selection, prediction, etc. Over the last few years, Collective
Intelligence (CI) platforms have become a vital resource for learning, problem-solving,
decision-making, and predictions [8] and led to development of numerous frameworks.
Adequate technology support and desirable properties of crowd-voting systems led to
wide acceptance of crowd/voting as a tool for solving both industry and societal problems
[22].

In societal problems inclusion of crowd in decisionmaking should lead to greater sat-
isfaction and welfare. Additionally, “Wisdom of crowds” may be exploited in order to
make high-quality decisions, while satisfying crowd opinion. Collection of votes from
the general population can be encouraged by the followingmain reasons [22]: democratic
participating in political elections and policymaking (e.g., law regulation [18]); solving
issues from common interest (e.g., budget allocation –Knapsack voting and participatory
budgeting [19] or resolving a different kind of issues in thefield of education, health, etc.).

For many industry problems, companies adopt “Crowd Intelligence” in order to
automate processes increase quality of their products and services and reduce costs. For
example: choosing innovative ideas that should be adopted [20]; giving feedback on
creative works [10]; making recommendations based on users’ critical rating [21]; stock
market predictions [3]; selecting winners in competitions (e.g. TV music competitions
such as Eurovision Song Contest, American Idol, etc.), and others.

However, implementation of knowledge and patterns identified in information col-
lected from crowd in both societal and industry settings posses a significant challenge.
Most of the problems that are inherited from assumptions of Condorcet’s jury theorem
that are not fulfilled in most of the real world application problems. Some of the major
problems are:

– Incompetence, lack of interest, favoritism and manipulation of the crowd for problem
at hand [9],

– Bias in ordinal voting systems [6],
– Sparse and imbalanced data generated from crowd votes [2],
– Etc.

We hypothesize that exploitation of expert knowledge (even with single or limited num-
ber of experts) may address many problems of crowd voting quality, while preserving
advantages of “Wisdom of Crowd” and “Collective Intelligence”.

In this paper, we present a framework that enables fusion of experts’ domain knowl-
edge based on unsupervisedmachine learning approach. Themain idea of the framework
is to use limited number (or single) of expert inputs in order to weight crowd votes. In this
way, we pose the problem of vote aggregation as a minmax problem: minimization of
distance from experts and maximization of crowd satisfaction. We address this problem
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by estimation of density and similarity of votes between crowd and experts through clus-
tering and outlier detection. Additionally, we address the problem of sparseness of votes
by using matrix factorization techniques that showed cutting edge results in the area of
recommender systems based on collaborative filtering. Such factorization enables not
only dimensionality reduction and solving sparsity problem, but also extraction of latent
features that represent affinities of crowd and expert voters. Affinities in dense format
enable definition of good quality distance/similarity measures but also estimation of
voters’ preferences towards alternatives that they did not voted for (or gave rating). In
experimental part of this paper, we show usefulness of our approach on the Eurosong
contest ranking problem. We compare the results in terms of both expert and crowd
satisfaction by final ranks with two benchmarks: official Eurosong voting aggregation
procedure and newly weighted voting procedure that does not exploit benefits of latent
feature space.

The contribution of this paper is twofold:

1. We propose a framework for unsupervised machine learning based aggregation of
crowd and expert opinions.

2. We provide an experimental evaluation of the framework and make additional
insights on crowd performance based on characteristics of crowd and experts
opinions.

2 State-of-the-Art

Exhaustive and systematic review on Collective Intelligence (CI) platforms including
9,418 scholarly articles published since 2000 recently is presented in [8]. Additionally,
in our previous work [22] we provided detailed review and analyses of advantages
and disadvantages of expert-based and crowd-based decision making systems that are
summarized in Table 1. Thus, in this literature review we will focus only on research
that is closest to current research with special focus on similarities and differences and
compatibility between similar approaches and the one proposed in this paper.

Usage of matrix factorization in CI is not a new idea. There are a numerous examples
where latent features are extracted to help the process of decision-making. One such
example is filling missing values in crowd judgments [2]. Majority of the voters in the
CI process express their judgments for only several alternatives (out of a much larger
set of alternatives) thus leaving votes sparse and imbalanced. Consequently, decision-
making process yields in undesirable solutions. As a part of solution one can employ
probabilistic matrix factorization techniques. As a result, votes are going to be imputed
with themost probable values. By having a full voters datamatrixmore reliable solutions
can be obtained.

However, matrix factorization is seldom used for imputation of missing values.More
often one uses matrix factorization to investigate crowd characteristics and for validation
of the crowd. One such example is presented in paper [5]. Namely, factorization using
pBOLmethod is used for validation of crowdsourced ideas based on expert opinions. The
method provides idea-filtering techniques that reduces the number of crowdsourced ideas
thatwill bemanually evaluatedby experts. This is achievedby creating apredictivemodel
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based on latent features which predict opinion of each expert about the crowdsourced
idea. In order to reduce false negatives, the task is transformed from selecting the good
ideas to eliminating the poor ones. Compared to pBOL, our framework is used for
crowd and expert weighting (instead of filtering), thus allowing automated estimation
of importance of crowd votes as well as aggregation of the final solution.

Table 1. Experts vs. crowd – different aspects of collective decision-making [22]

Different aspects Experts Crowd

Voting properties
[10]:

Selector qualification Small groups of
qualified judges

Many voters with
unknown qualifications

“Selector-selectee”
relationship

Experts as an
independent body

Voters and candidates
can be from the same
crowdsourcing
community

Selection process A systematic voting
process with justified
evaluation criteria

An uncertain voting
process in which
participants have their
own evaluation criteria

Decision making relies on… …intuition and
reasoning at the same
time [11]

…collective intelligence
and “wisdom of the
crowd” [12]

Application Complex
decision-making
problems (e.g., MCDM
methods with mutual
interdependencies of
criteria [13])

Social choice topics
with respect to
individual preferences
as a central topic of AI
[14]

Challenges Possible difficulties in
multidisciplinary
decision making [15]

Impossibility theorems
in Social Choice Theory
(e.g., Arrow’s theorem
[16], the Condorcet
paradox [17])

It is worth to mention SmartCrowd framework proposed by [7] that allows 1) charac-
terization of the participants using their social media posts with summary word vectors,
2) clustering of the participants based on these vectors, and 3) sampling of the partici-
pants from these clusters, maximizing multiple diversity measures to form final diverse
crowds. They show that SmartCrowd generates diverse crowds and that they outperform
random crowds. They estimate the diversity based on external data (tweets). In a sense,
this research also tries to estimate diversity of crowds but with respect to both crowd
and expert members and without external information.

Expert weighting has also been done in the CI area. One can find such an example
in paper [4] where the task was to assign weight to voters for stock pick decisions. This
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was done using metaheuristics, namely genetic algorithm. Information about previous
judgments and their accuracy as well as additional information (i.e. sentiment analysis
from social media) are inserted in genetic algorithm that produces a probability that
a crowd voter is an expert. As a result, a framework has a predictive model that can
be used for future crowd voters. They showed better average performance than the
S&P 500 for two test time periods, 2008 and 2009, in terms overall and risk-adjusted
returns.However, this approach assumes existence of historical data (and other additional
information) to be available at the predicting model-learning phase and for evaluation
of a new crowd voter. In majority of CI examples, one cannot expect to have such an
amount of information about crowd voters. Thus it allows weighting and aggregation of
crowed and expert votes without collection of additional data Unsupervised approach
seems like an intuitive solution. Unsupervised approach would represent identification
of the experts from the crowd voters by using only current votes. We propose one such
approach based on similaritymatching of experts and crowds.As a result, it is expected to
have better decision-making process with greater satisfaction of both crowd and experts.

However, bias in crowd-voting systems can exists. In paper [6], one can find an
investigation of the influence of bias in crowd-voting systems with a special focus on
ordinal voting. They showed that ordinal rankings often converge to an indistinguishable
rating and demonstrated this trend in certain cities for the majority of restaurants to
all have a four-star rating. Additionally, they also show that ratings may be severely
influenced by the number of users. Finally, they conclude that user bias in voting is not
a spam, but rather a preference that can be harnessed to provide more information to
users. Based on analyses of global skew and bias they suggest explicit models for better
personalization and more informative ratings. Even though research of [6] does not
model expert and crowd votes, their research is highly applicable to framework that we
are proposing in this paper, because performance of the framework is highly dependent
on skew and bias in the data.

3 Framework for Expert-Crowd Voting

Based on opportunities and challenges of crowd voting, as well as potential of bene-
fits of integration of crowd and domain expert knowledge we propose CrEx-Wisdom
(Crowd and Expert Wisdom) framework for fusion of experts and crowd “Wisdom”
for problems of participatory voting and ranking. The main idea of the framework is
to utilize knowledge from a limited number of experts in order to validate and weight
crowd votes. Another important aspect that wewant tomodel is the agreement (variance)
of both expert and crowd votes as well as their mutual agreement in order to address
problems of bias in crowd-voting (described in previous sections). It is important to
note that the proposed framework can work in a completely unsupervised manner. This
means that expert efforts are reduced to giving opinion on the problem by ranking or
grading subset of alternatives, without the need for validation of crowd votes or tracking
of crowd voters’ performance history or adding external data. Finally, we try to address
the problem of sparsity and aggregation of crowd and expert votes. The data flow of the
proposed framework is depicted on Fig. 1.
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Fig. 1. CrEx-Wisdom framework – data flow

General data and process can be described in following way:

– Experts and crowd are providing votes (ranks, grades, etc.) that are stored in a sparse
format.

– Votes of both expert and crowd groups are aggregated in one dataset.
– Latent features (embeddings) are identified based on machine learning (i.e. collabo-
rative filtering) methods.

– Based on latent space of features agreement between experts and crowd (and their
mutual agreement) is quantified with machine learning methods such as clustering
and outlier detection.

– Based on estimated agreement levels votes of both experts and crowd are weighted
on individual level (each voter may have unique weight).

– Votes are aggregated based on traditional methods (e.g. weighted majority) and
converted to ranks or grades.

– After aggregation expert satisfaction and crowd satisfaction aremeasured, and aPareto
front of non-dominated solutions is generated.

CrEx-Wisdom framework provides quite general guidance for fusion of crowd and
expert votes in terms of selection of methods and techniques in each step.

In the latent features identification phase, we use the matrix factorization algorithm
Alternating Least Squares (ALS) [23] in order to learn latent user and alternative factors.
Matrix factorization assumes that each user can be described by k attributes (factors),
and each alternative can be described by an analogous set of k attributes (factors). The
final prediction (rating) is obtained by multiplication of these two matrices of the voter
and alternative factors in order to get a good approximation of missing user ratings. Final
model can be represented as (1):

�
r ui = xTy · yi =

∑
k
xukyki (1)
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where
�
r ui represents prediction for the true rating rui, and yi

(
xTu

)
is assumed to be a

column (row) vector of user and items called latent vectors of low-dimensional embed-
dings. Loss function that we used is minimizing the square of the difference between all
points in our data (D). Formula of loss function is given in (2):

L =
∑

u,i∈D
(
rui − xTu · yi

)2 + λx
∑

u
‖xu‖2 + λy

∑
u
‖yi‖2 (2)

We also added on two regularization terms in order to prevent overfitting of user and
alterative vectors.

ALS algorithm is selected because of cutting edge performance in terms of ranking
quality, but also because of its scalability that enables work with big data. Additionally,
ALS (and other matrix factorization algorithms) provides convenient representation of
both voter and alternative spaces. As such it is important since it allows characterization
and application of clustering and/or outlier detection techniques in space of the voters
as well as in the space of alternatives.

On the other hand, many different popular techniques may be used e.g. autoen-
coders, Word2Vec [24], Glove [25], and similar algorithms that showed cutting edge
performance in NLP (Natural Language Processing) problems.

Similarly, in this research, we used the well known K-means algorithm [26] (clus-
tering) and Isolation forest [27] (outlier detection) for estimation of voters agreement
(density, variance), but we acknowledge that other types of algorithms may be used and
possible achieve even better results. However, this investigation is out of the scope of
this research since the objective is to show value of integration of crowd and expert votes
with machine learning approach.

Considering that the goal of this research is to maximize crowd satisfaction with
respect to expert opinion, we used two metrics. The first metric is Satisfaction, which
we define as expected value of alternatives number that overlaps with the final decision.
This metric does not take into account the ranks of alternatives; we consider that one is
satisfied if their favorite alternative is chosen in the first ten ranks. The formula for this
metric is given in (3):

Overlapwi =
∑n

j=1

(
xwj ∗ xij

)
(3)

E(Overlap) =
∑k=10

i=0
p(overlap) ∗ overlap

Where:
n – Number of alternatives (countries, songs);
k – Number of selected (winning) alternatives;
xwj– A boolean value of j-th alternative;
xij – A boolean value of j-th alternatives for i-th voter.
We considered that the rank difference is more important and in order to capture it,

we evaluated ourmethods using the average points difference fromwinning combination
of alternatives. The formula of this metric is given in (4).

avg PD = 1

m

∑m

i=1

∑n

j=1

∣∣xwj − xij
∣∣ (4)
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Where:
m –Number of voters;
n – Number of alternatives;
xwj - Winning alternative points at rank j;
xij - Alternative points of i-th user at rank j.

4 Experimental Evaluation

In this research, we analyzed the problem of aggregation of crowd and expert votes
from the Eurovision song contest. In this contest crowd is represented by televoting
participants for each country.

4.1 Data

Votes are aggregated for every country by experts and crowd (televoting), which means,
that we had the same number of instances for experts and for crowd. Data used in our
experiments are from three years: 2016, 2017, and 2018 for all types of events, which
include first-semifinal, second-semifinal, and grand-final. Votes from each country, for
both experts and crowd (televoting participants) have a total points range of 58 which
is distributed as 1 to 8, 10 and, 12 points. The number of countries that have the right
to vote in grand-final is 42 and they can choose from 26 countries that took part in the
final contest. In the semifinals, the number of countries that can vote is 21 each and they
have the option to choose from 18 available songs. Out of fairness is not allowed for
countries to vote for themselves. In a current Eurovision voting setup, the final decision
is made by weighting crowd and experts evenly.

4.2 Experimental Setup

We conducted several experiments for different voting methods. In order to compare
our methods we used two benchmark methods, one is the current Eurovision weighting
method and we created a simple “Single Weighting Crowd” method based on distance
from experts.

TheBenchmarkmodel thatwe created is based onweighting voters based on distance
from experts. Distance is calculated for each crowd participant to every expert, and then
the minimum value is converted to similarity, which represents the weight of a particular
voter in the crowd. Every crowd vote is multiplied with its calculated weight, and then
the crowd data is summarized together with expert votes in order to get final winning
ranking. It is important to note that in this similarity definition latent features (matrix
factorization) were not used for representation of voter and alternative space, but rather
sparse ranks from original data.

In order to find latent factors (embeddings) of voters and alternative spaces, and
consequently define similarities between voters we optimized Alternating Least Squares
(ALS) that we trained using Mean Absolute Error. Training is done by splitting data on
train and test set. Expert and crowd votes are used together and part of their votes has
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been masked and used for measuring error on test set. Several hyper-parameters have
been optimized in order to minimize error on test data. Greed search of parameters is
shown in the table below (Table 2).

Table 2. Hyperparameter greed search optimization of ALS

Parameter Grid of values

Number of latent factors [2, 3, 5, 7, 10, 15, 20]

Regularizations [0.01, 0.1, 1.0, 10, 100]

After this procedure the best parameters were found, single weight of every crowd is
determined as a distance of crowd factor data and expert factor data, which is converted
to similarity and used to weigh every crowd vote with corresponding similarity weight.

Further, we tried to identify homogenous groups of experts and describe them with
representatives (centroids). These representatives enabled us to simulate situation of
much smaller number of experts. Additionally, we used these centroids for measuring
similarity with the crowd and assign weights to each crowd participants. Based on
exploratory analysis of factor data we saw that there are experts that form homogeneous
groups. Hence we used K-means algorithm where we optimize the number of clusters
for every data set using Silhouette index as a measure of clusters quality. Here K-means
can be replaced with any other cluster algorithm with different measures of quality of
detected homogenous groups.

Additionally, we identified outliers in embedded space and conducted the same
experimental procedure but with outliers removed from the data.

It can be concluded from description of CrEx-Wisdom framework and experimental
setup, crowd votes are weighted based on similarity with expert votes. This means that
overall satisfaction of expert voters should increase compared to the current contest
voting method (aggregation of expert and crowd votes with equal weights). Therefore,
we evaluate the proposed methods in Pareto terms: maximize satisfaction of experts
while minimizing “dissatisfaction” of crowd compared to the current voting procedure.

4.3 Results and Discussion

As explained earlier, we used two evaluation metrics one that takes into account only
overlapping of selected alternatives with crowd and expert votes and another one that
includes rank differences using the number of points given to each rank. Due to space
limitation, we will discuss only results of average points difference.

Figure 2 shows percentage of change of voter and expert satisfaction (blue and orange
bars, respectively) compared to current voting system:

– for each method (x-axis)
– each event and each competition year (y-axis)
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Fig. 2. Relative change in points difference with regard to Eurovision voting (Color figure online)

It can be seen that these changes vary over both years, events and proposed methods.
In order to easier spot differences in performance between methods, the relative

change of satisfaction is expressed as ratio of absolute crowd percentage change over
absolute expert change (showed in detail in Fig. 2) and presented in Table 3. This ratio
practically shows decrease of crowd satisfaction for unit increase of expert satisfaction.
Meaning that best results are achieved with minimal values in Table 3.

Table 3. The ratio between crowd and expert change in points

Year Event type Overlap Factorization Clust – Factors Outliers

2016 first-semi-final 1.13 1.13 1.13 1.13

2016 grand-final 9.90 1.15 12.64 1.15

2016 second-semi-final 0.89 0.87 1.17 0.87

2017 first-semi-final 3.33 1.09 1.57 1.09

2017 grand-final 4.59 2.53 3.54 2.53

2017 second-semi-final 2.08 0.74 1.89 0.74

2018 first-semi-final 17.00 4.03 3.50 4.03

2018 grand-final 2.50 1.39 1.72 1.61

2018 second-semi-final 1.72 0.13 2.90 0.13

It can be seen from Table 3 that factorization and outlier detection methods are the
best performing in most of the cases. However, there are some exceptions. In year 2016



CrEx-Wisdom Framework for Fusion of Crowd and Experts 141

in the first semifinal, we can see that all methods had the same results. We conducted
more detailed inspection of embedded data (Fig. 3) that we compressed using T-SNE
algorithm in order to visualize points in a two-dimensional space. On these graphs, every
point is colored - blue for crowd group, and orange for expert group. It is important to
note that the shape represents corresponding cluster labels and that for the convenience
of visualization the whole crowd is represented as one cluster (labeled “-1” since only
expert data were clustered).

Fig. 3. TSNE 2016 first-semifinal (Color figure online)

Analyzing Fig. 3 we can conclude that the same performance of all voting methods
is because of a high dispersion of data. It is clear that there are no homogenous groups
neither within expert group or crowd group. Similarly, there are no outliers in this data.
On the other hand, in 2016 in grand final, it can be seen that factorization notably
outperforms clusters. On Fig. 4 are shown data of this event.

Fig. 4. TSNE grand final in 2016
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It can be seen from Fig. 4. That our clustering optimization method found 9 clusters
of experts. Such a large number of clusters with respect to number of instances (several
clusters have only two or three members) reveals high diversity in expert opinions that is
emphasized evenmore by representing cluster of experts with centroids.We hypothesize
that usage of other types of clustering algorithms such as hierarchical clustering could
lead to better quality grouping with respect to cluster density. From Fig. 4 it can be seen
that most of the experts and a significant number of crowd voters are grouped in the
lower right part of the space. This could mean that the final decision (ranking) should
be positioned in that part of the space in order to maximize satisfaction of experts and
minimize dissatisfaction of crowd.

Additionally, in 2018 in first-semifinal there is a situation where clusters outperform
factorization. On Fig. 5 we can see that the cluster algorithm found five quite homo-
geneous clusters which diminish the variance of expert votes. Based on those groups
similarity of crowd is better generalized and thus result from Table 3 is better compared
to other methods.

Fig. 5. TSNE 2018 first-semifinal data

In addition, one of the reasons for these results might come from the nature of data
used for the experiments. Pop music culture is an area where subjective opinions are
highly expected. Moreover, the bias in voting between neighboring countries is present
and could be seen from the history of voting. Despite all these unfavorable factors, we
showed that in caseswhere at least part of voters (crowd and/or experts) are homogeneous
it is possible to increase crowd/expert satisfaction.

5 Conclusion and Future Research

In this paper, we proposed a framework for integration of expert and crowd votes with
the idea of achieving good quality solutions that respect to expert opinion and crowd
satisfaction. Results showed that weighting of crowd voters on the individual level, rep-
resentation of votes in latent space and estimation of consensus level between voters with
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clustering and outlier detection procedures can have good impact on finding solutions
that compromise between crowd and experts, even if these groups are quite different.
In future work, we plan to evaluate more machine learning methods for embedding of
votes in latent spaces, clustering and outlier detection. Additionally, we plan to analyze
results from this research on theoretical level in terms of voters bias, mutual information
between experts and crowd, and densities of crowds and experts. Additionally we plan
to validate approach against different voting data (e.g. curriculum creation, best paper
awards etc.) where we expect less bias and more consistent voting from experts.

Acknowledgments. This paper is a result of the project ONR - N62909-19-1-2008 supported
by the Office for Naval Research, the United States: Aggregating computational algorithms and
human decision-making preferences in multi-agent settings.
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