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Preface

Formulated in its contemporary use almost 50 years ago (1972), the sustainable
development concept continuously evolved and is now well considered as the path
towards the future. Going beyond the concept phase, various actions are considered
for implementing this concept, going beyond the demonstration phase up to a
broad, global scale.

One of the key elements supporting the sustainable development is the energy;
the energy production, distribution and consumption are the main issues to be
addressed and to be solved as our current economic development relies on energy
that is (still) produced using mainly fossil fuels.

As it is well known, burning fossil fuels represent the main source of greenhouse
gases (GHGs) that are directly related to the global heating. About 44% of the
GHGs are the result of using coal as an energy source in our world; thus, the 7th
UN Sustainable Development Goal to “ensure access to affordable, reliable, sus-
tainable and modern energy for all” is well justified.

Through the Paris Agreement (2015), the stakeholders focused on the emissions’
reduction, by using renewable energy sources, increasing the energy efficiency and
electrifying sectors such as the buildings or the transportation sectors.

This represents a major change (as only 18% of the global energy consumption
was in the form of electricity in 2016) that asks for conjugated efforts in imple-
menting coherent actions involving the energy producers, distributors and users.
However, significant results are possible to be obtained while these parts are
considered as (sub)parts of legal entities that give coherence to all their efforts
towards well-defined scopes.

This is why the renewable energy communities are considered important by the
recast Renewable Energy Directive (RED-II) that aims at European level to stim-
ulate the formation of renewable energy communities in all EU member states
where the “citizens take ownership of the energy transition”.

Solar energy, as a widely available energy resource, represents a significant part
of the future energy scenario but, due to the differences between the solar radiation
(and energy) variability and the pattern of the current energy demand, in 2018 solar
energy accounted less than 2% of the total electricity production. However, it is

vii



expected that by 2050 the use of solar energy will raise to 16% and future
decentralized solar energy conversion systems for electricity production systems are
expected to feed communities worldwide.

The European Green Deal Investment Plan was presented by The EU
Commission on January 2020. This represents a strategic response considered by
EU for the development through the next decade aiming at supporting public and
private investments required by the transition to a climate-neutral, green, compet-
itive and inclusive economy. Thus, the conceptual phase is considered to be ended
as it is also the demonstrator phase. The Green Deal asks for specific projects
focusing on developing a green economy to be financed as “no one is left behind”;
thus, a just transition is targeted. The aim is to have EU as a global leader.

The specific targets considered are related to: increasing the EU’s climate
ambition for 2030 and 2050; supplying clean, affordable and secure energy;
mobilizing industry for a clean and circular economy; building and renovating in an
energy and resource efficient way; a zero-pollution ambition for a toxic-free
environment; preserving and restoring ecosystems and biodiversity; from “farm to
fork”: a fair, healthy, environmentally friendly food system; and accelerating the
shift to sustainable and smart mobility.

Obviously, these targets require new knowledge and solutions for specific issues
that are and will be further identified; therefore, “mobilizing research and fostering
innovation” represents an important goal of the EU Green Deal.

These important trends in the near-future energy scenario are well mirrored in
the 2020 edition of the Conference for Sustainable Energy (CSE) focusing on the
main topic of Solar Energy Conversion in Communities.

The CSE takes place once every three years, starting with 2005, organized by the
R&D Centre Renewable Energy Systems and Recycling (RESREC). Each edition
was dedicated to a core subject, identified according to the sustainable energy
pre-requisites: sustainable energy (2005), solar energy conversion (2008), sustain-
able communities (2011), nearly zero energy buildings (2014) and nearly zero
energy communities (2017).

The 6th CSE edition runs in the R&D Institute of the Transilvania University of
Brasov, designed as a sustainable community heavily relying on solar energy con-
version systems (photovoltaic systems and solar-thermal systems). The institute was
developed during 2009–2013; thus, we can now discuss the efficiency and feasibility
of the installed solar energy conversion systems based on a real case study.

It is important to notice that the last two proceedings volumes (2014 and 2017)
were published by Springer and reached over 40000 downloads for the 2017 and
over 58000 downloads for the 2014 volume, thus proving their impact on the R&D
community. The high level of the presentations is also preserved in this volume that
contains the results of the latest research done on solar energy conversion in
communities.

Brașov, Romania Ion Visa
October 2020 Anca Duta
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Chapter 1
Challenges in Implementing Solar
Energy Conversion Systems in the Built
Environment

Ion Visa and Anca Duta

Abstract Implementing the solar energy conversion systems has currently overpass
the statement level. For a broad scale implementation, the pre-requisites has to be
carefully formulated and fulfilled, according to the implementation site. The built
environment represents a particularly challenging option, considering that besides
functionality (and efficiency) the solar energy conversion systems have to fulfill
various other conditions related to architectural acceptance and are facing, during
operation, particular restrictions as e.g. shadowing. These aspects are discussed for
the mostly used solar energy conversion systems implemented in the built environ-
ment (photovoltaic and solar-thermal systems) and emergent solutions are presented
and analyzed.

Keywords Solar energy conversion systems · Building integrated photovoltaics ·
Solar-thermal systems in the built environment

1.1 Introduction

The Earth is considered to be formed about 4.53 billion years ago, [1]. However, life
as we know it now-a-days occurred much later and evolved through centuries from
human muscle power to horse, further on from horse power to railway while the past
century witnessed the evolution from coal fired railway to the airplane and electric
engines, [2].

Thus, the first industrial revolution (1750–1840) was driven by coal and supported
the iron, textile, cement, chemicals, etc. industries alongwith a significant increase in
theworld population. The second industrial revolution (1840–1914) was launched by
the invention of electricity and the discovery of oil that supported the development
of rubber, glass and, further on, of various machine tools and the construction of
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thermal power plants and of hydropower stations (as the Niagara Falls, completed in
1896), [2].

The broad use of computers and ICTs became well represented after 1970 being
known as the third industrial revolution and we are currently living the grand energy
transition from conventional fuels to renewable energy sources. This last energy tran-
sition is mainly the result of the use of fossil fuels that have accelerated the industrial
development but has also increased the pollution, responsible for the climate change.

The industrial revolution allowed the development of health supporting processes
and materials and this was mirrored in a continuous increase in the global population
number.As the results in Fig. 1.1 show, a significant increase in theworld’s population
was observed in the past 70 years along with a restructuring of this population in
regions with factories. This led to an increase of the share of people living in urban
areas, from 30% (in 1951) to 56% (in 2019), according to the data delivered by the
United Nations, Department of Economic and Social Affairs, [3].

By 2100 theworld population is projected to reach 10.9 billionswith amuch lower
annual growth rate (0.1%) as compared with the current rate. However, by the end
of our century, the population increase is projected to nearly stop as result of falling
in the values of the global fertility rates from 2.5 (today) to 1.9 births per woman,
according to the United Nations report, [4]. The urban population is expected to
nearly double by 2030, increasing from 2.84 billions in 2000 to 4.9 billions by then
[5].

The extended industrial development asked for larger amounts of energy while
the extended world population asks for larger amounts of energy for direct use. As
the data in Fig. 1.2 show, the primary world energy consumption steadily increased,
even after the need for a wise (and reduced) energy use was officially recognized.

Currently, about 80% of the world’s energy is obtained using fossil fuels, mainly
oil, coal and gas, [7]. Natural gas generates more energy for the same amount of
emissions as coal, thus the increase in the use of gas contributes in decreasing the
carbon intensity and emissions in the last decade, in China, [8].

The share of the energy consumption used in buildings ranges between 20 and
40% in developed countries and is estimated to increase by 34% in the next 20 years,
according to the review presented in [9].

The fossil fuels use is also linked with the increased amounts of greenhouse gases
(GHG, mainly CO2) emissions that did not exceed a concentration of 300 ppm in
the atmosphere up to the industrial revolution but exceed now 400 ppm as result of
fossil fuels burning, [6] Thus, to cover the energy demand and have a liveable Earth,
in an affordable way, a set of measures have to be considered to mitigate the energy
demand (in any process, particularly in buildings) and to produce this energy using
renewable energy sources that are not emitting GHG during their energy production
processes. In terms of GHG, during operation the renewable energy sources can be
divided into: zero (wind, solar and hydro), low (geothermal) and neutral (biomass)
resources, [8].

Moreover, the energy returned to energy invested (EROI) represents an indicator
of the viability of the energy business, [2], thus the energy consumed for obtaining
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1 Challenges in Implementing Solar Energy Conversion … 7

the installations/systems using renewable energy sources have to be well watched to
reach sustainability.

The state and the governmental policies are supporting, in different degrees,
the development of energy-efficient buildings (and products). Starting with 2010,
Sustainable Energy Action Plans were developed by EU countries aiming at CO2

emissions mitigation and at decreasing the buildings energy demand, [10]. This
is why relevant documents are currently regulating the development of the built
environment as the Energy Performance of Buildings Directive (EPBD) in EU, the
ASHRAE standard in US and the Design Standard for Energy Efficiency of Public
Buildings in China, as synthesized in the review presented in [11]. In China, in 23
provinces, under the guidance of local and national authorities, a mandatory policy
for implementing solar water heating systems in buildings with less than 12 floors,
was launched since 2007 and resulted, after 10 years in reaching a share of 24% of
solar water heating in the urban domestic area, [12]. Following the legal frame, the
nearly Zero Energy Building (nZEB) concept was extended towards the nearly zero-
energy district (nZED), [13], or nearly zero-energy community (nZEC), [14]. Further
on, EU is exploring routes targeting a zero emissions economy by 2050 looking at
the role played by the buildings and related industries, focusing on GHG emis-
sions, resources efficiency, water use, health and comfort, resilience and adaptation
to climate change, [15].

1.2 Decreasing the building’s Energy Demand

The energy consumed in buildings in developed countries has surpassed the energy
consumed in transportation and industrial sectors, [16, 17]. The energy is consumed
for heating and/or cooling, for lighting and for powering other home appliances. The
energy demand of a building has to consider the building’s performance strongly
depending on the form, compactness, orientation and thermo-physical properties of
the building’s envelope and shading. Besides these, the urban context where the
building is implemented affects the building’s performance e.g. by shadowing and
reflection of the solar radiation from the surrounding buildings. Further on, for multi-
stored buildings, the energy demand can vary about 10% according to the level where
the apartment is.

The heat control entering/exiting the buildings represents a serious issue consid-
ering the heat gain during the warm season and the heat loss during cold(er) seasons.
Thermal insulations represents the obvious solution to mitigate the effects caused by
this issue. For the opaque part of the building envelope (walls, floor, roof) the usual
insulation technologies are based on slabs or blocking elements (made of mineral
wool, cellular rubber, saw dust, etc.) or on blanket insulation (cotton, wood fibers,
etc.), insulating boards, etc. Insulations that are more efficient are currently under
investigation as the thermally switchable insulation that can reversibly improve or
decrease the heat transfer, [18]. However, the largest heat loss or gain is observed
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through glazing as outlined in [17] and in [19] for China where 40–50% of the winter
heat losses are through the glazing.

The current trend is to develop solar facades that are satisfying the common
requirements for facades and the possibility to reflect, absorb and reuse the solar
energy. This can be done by implementing special glazing in these solar facades.
According to the reviewpresented in [20], the chromic devices can be electrochromic,
gasochromic, photochromic, or thermochromic with the last two responding directly
to light or temperature changes. The mostly often cited thermochromic materials
are metal-oxide based, among which VO2 is the most promising alternative where
switching occurs between a low temperature conducting phase (low IR absorption
thus large IR throughput) and a high(er) temperature, metal-like phase, with high IR
reflectance, [21].

It has to be noticed that the buildings in the urban area are required to face
additional issues as the urban heat island effect. This effect is the consequence of
urban density that supports reaching temperatures with several degrees higher than
the non-urban surroundings. Therefore, the use of thermochromic glazing (using
VO2/TiO2 coating to prevent VO2 oxidation, [17]) for buildings in the urban area
represents a possible solution. Tomitigate the heat island effect various solutionswere
proposed as the cool pavements that represent a regular asphalt pavement cooled
down by a cooling liquid that flows through pipes inserted inside the pavement.
This system resembles a solar-thermal collector but care should be taken as this
type of system cannot face high traffic or heavy-vehicles loading. Obviously, the
cooling liquid (e.g. anti-freeze) can be further used in various applications in the
built environment, [22].

Besides these alternatives, the heat loss (thus the energy consumed for heating) can
be mitigated by replacing the double-plane glazing with a triple- or quadruple-plane
glazing that can lead to up to 67% energy savings, [17, 23].

These concepts were implemented when developing the R&D Institute of the
Transilvania University of Brasov, as a sustainable built environment dedicated to the
research community in the university. The construction has 12 laboratory buildings
that are interconnected by two spine areas and a central atrium, Fig. 1.3.

The buildings are designed according to the Low Energy Buildings (LEB) status
and the entire Institute functions as a Nearly Zero Energy Community, considering
the usual energy consumers (not the high energy consuming research equipment).
The thermal energy demand estimated for this communitywas of 57.8 kWh/(m2 year)
for heating, 5.75 kWh/(m2 year) for cooling and 3.14 kWh/(m2 year) for domestic
hot water, [14] while the electricity consumption for lighting and other appliances
(except the laboratory equipment) was 12.3 kWh/(m2 year). This gives an overall
energy demand of 79 kWh/(m2 year) for the Institute and qualifies the construction
in the Nearly Zero Energy Building standard.

The average electrical energy mix, for lighting, common appliances and for
powering the thermal systems will eventually consist of photovoltaic systems and
small wind turbines and will use the grid as backup source. The PV systems can
be mounted on the top terrace of each building (117,535 kWh/year) and nearby the
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Atrium 

Fig. 1.3 The R&D Institute of the Transilvania University of Brasov, Romania

buildings as a 1MWp tracked PV park, while the small wind turbines can be installed
on the rooftops (34,672 kWh/year). Currently the components of the energy mixes
are installed and monitored on two laboratory buildings, Fig. 1.3

1.3 Photovoltaic Systems in the Built Environment

Currently, solar energy is considered as a viable energy source (in the built environ-
ment) when using conversion systems to produce electricity (photovoltaic systems)
and thermal energy (solar-thermal systems).

It is currently reported that thePVmarket approaches 134billionUSD in2020, [2].
For the use at buildings level, a preliminary calculation shows that if a normal house
consumes on average 4–6 kWh/day in an implementation location with an average
solar insolation of 3.5–7 kWh/m2/day, about 4–5 m2 of photovoltaic modules are
required. Obviously, this estimation can be more reality-related when specifying the
climatic profile of the implementation location and the type of PV modules to be
implemented. According to the review presented in [24], there are currently about
24 solar cells technologies and among these, about nine apply to transparent solar
cells.

The solar to power energy conversion efficiency depends on the PV material
and on the PVmodule construction (as e.g. opaque or semi-transparent). The highest
conversion efficiency reported by the National Renewable Energy Laboratory in U.S.
(NREL) corresponds to the four-junctions, concentrator solar cell (47.1%), followed
by the four-junctions cell without concentrator (39.2%), single junction GaAs cell
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(35.5%), two-junction cell (32.9%), single crystal silicon solar cell (26.7%), multi-
crystalline silicon solar cells (21.2%), CIGS (23.4%), CdTe (22.1%), amorphous
silicon (14%), [24]. These results correspond to PVs under research. The best
commercial PV modules in 2019 were the mono-crystalline silicon modules with
an expected lifetime for the materials of 25 years and a conversion efficiency of
22.8%, manufactured by SunPower, followed by the modules manufactured by LG
and the REC Group (21.7%), China Sunergy (21.17%), Solaria (20.5%), Panasonic
(20.3%), etc. [25].

In 2007 China (Taiwan) became the largest PV manufacturer all over the world,
exceeding Europe, Japan, USA and currently producing about two thirds of the world
total PVs production, [2]. The second-generation solar cells of CdTe (16.5%), or
CIGS cells (18.4%), poly-crystalline and amorphous silicon solar cells are covering
about 20% of the solar cell market. Other solar cell types, as the dye-sensitized solar
cells (DSSC) are at laboratory testing stage.

The implementation of the PV systems in the built environment is supported by
the regional strategies to develop (nearly) Zero Energy Buildings. These systems
are investigated as Building Attached PVs (BAPV) or as Building Integrated PVs
(BIPV) depending on their effect on the building structure: while BAPV are added
to the building and have no direct effect on the structure’s function, the BIPV can
be integrated in the building envelope as in the roof or in the façade. The largely
reported BIPV systems have as active elements Si-PV modules, [26].

Most of the BIPV modules have a lower efficiency comparing with the modules
in-field implemented, mainly because of the temperature effect. As well known, the
PVs register a drop in the efficiency when the temperature increases. The crystalline
silicon solar cells have a temperature coefficient, Tc, of −0.5%/oC that means that
a 10 °C increase in temperature can lead to a 5% power loss. If the power output
is measured in standard testing conditions (STC), at 25 °C, any temperature on the
module higher than this standard temperature will lead to a power loss; e.g. for a
250 W PV module that has 65 °C on the surface, the solar module power loss will
be of 50 W, thus the maximum output that can be expected is of 200 W. Therefore,
self-ventilation or self-heat dissipation mechanisms are proposed in the design stage
supported by natural ventilation and buoyant force, [20]. Further on, mounting rows
of PVmodules (e.g. on the roof) can also consider to support the air-flow as a natural
ventilation option.

The amount of collected solar energy canbe increased by tracking. Tracking canbe
easily applied in the built environment to PV rows (single axis tracking), to platforms
implemented on the flat roofs or in the close vicinity of the building (double axis
tracking). Well-designed tracking algorithms may increase the amount of collected
solar energy by about 30% [27, 28]; if this is not followed by heating themodules, the
power output will be increased with a similar percentage. In-field studies, supported
by an infrastructure consisting of tracked platform on-ground installed, near the
buildings, and of tracked PV rows installed on the flat roof terrace of a building are
developed in the R&D center Renewable Energy Systems and Recycling (RESREC),
in the Transilvania University of Brasov, Romania, as presented in Fig. 1.4.
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Moreover, the amount of solar radiation that can reach the PV material can
be increased by depositing a self-cleaning layer on the glazed surface of the
PV module. This self-cleaning layer can be either super-hydrophobic or super-
hydrophilic depending on the expected mechanism for cleaning. These are currently
emergent technologies that are under industrial implementation, [29].

Besides their performance, the BIPV has to meet additional requirements for
building integration. These requirements are related to aesthetic benefits and lack
of shadowing in the implementation locations that has to be considered at the
implementation moment and further on.

Research and in-filed studies outlined that for BIPV an average efficiency and
performance degradation of 1% can be observed for each year of operation in low
insolation areas, [30].

A research option intensively investigated for integrating PVs in buildings is
related to the transparent or semi-transparent modules. These represent a real chal-
lenge considering that a PV cell has to absorb photons with energies in the VIS
(and UV) part of the solar spectrum thus can hardly be considered transparent. The
(semi)transparent solar cell have to absorb radiation in the NIR and in the UV spec-
tral range and are used for integration in the glazing part of a building, suitably
oriented. These cells are expected to reach transparency up to 80% and efficiencies
high enough to justify their implementation.

A synthesis of the (semi) transparent solar cells currently investigated is presented
in Table 1.1. For these cells, the best transparencies (Vis transmittance) are below
80% even for the laboratory best products, while the efficiencies are up to 8%, Table
1.1. The cost of these modules depends on the deposition technology and on the
components, mainly the fillers in the structure.

The broad scale implementation of PVs for developing a sustainable built environ-
ment will eventually consider the entire building’s energy consumption vs. the energy
demand for manufacturing the PV system. The Energy Return on Energy Invested,
EROI (or ERoEI) represents thus an indicator on how sustainable a PV system is.
Obviously, this indicator depends on the type of PV system (type of materials used
for manufacturing the PV modules) and on the insolation in the implementation
location.

A study on the EROI of PVs implemented in low insolation locations (Germany
or in Switzerland) is presented in [29]. Based on accurate and realistic calculations
in the selected locations it was outlined that the PV implementation is far from
the EROI value of 5 required for sustainability. Actually, the EROI value estimated
for a building integrated PV system was less than 1 (0.82), thus the PVs broad
implementation represents a clean way to produce electrical energy but is not a
fully sustainable one. Moreover, the cost associated to these systems are currently
subsidized but are high; the solar electricity price is over 10 cents/kWh that is double
considering as reference the cost of 5 cents/kWh corresponding to solar-thermal
power plants, [2]. Most of these solar-thermal power plants are located in USA and
in Spain, [2].
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Table 1.1 (Semi)transparent PV modules for building integration

Type of PV module Efficiency (%) Transmittance (%) Film thickness References

Thin film
photovoltaics

7.8–8.4 20–23 6–12 µm [30, 31]

Near infrared
transparent solar cells

1.3–0.1%(using IR
radiation)

Over 65 [31, 32]

VIS-transparent
polymer solar cells

4 66 [31, 33]

7.56 25 [31, 34]

5.6 30 [31, 35]

Transparent
luminescent solar
concentrator

0.4 86 [31]

Semi-transparent
Perovskite solar cell

6.4 29 40 nm [31, 36]

7.3 22 40 nm [31, 37]

12.7 77 [31]

DSSC obtained using
the electrophoretic
deposition

7.1 55 5 µm [31]

DSSC deposited via
dip coating

8.22 70 [31, 37]

Quantum dot solar
cells

3.88 22 [31]

5.4 24.1

Further research will therefore be directed to increase the photovoltaic conversion
efficiency and decrease the cost of the materials involved in the system (PVmodules,
inverter, etc.).

1.4 Solar-Thermal Systems in the Built Environment

The use of solar energy to produce heat is well known since 1896 when Clarence
Kemp proposed the first system that used solar energy to produce hot water. During
the first half of the twentieth century, in California and Florida (U.S.) solar powered
hot water systems were installed in almost 30% of the households, [28]. The key
component in a solar-thermal system is the solar energy collector that can be mainly
developed as flat plate collector or as evacuated tube collector.

When installing solar-thermal systems in the temperate or cold(er) climates, one
major issue that has to be faced is represented by the lack of full compliance between
the periods when the solar energy is available and the periods when heat is needed.
This is why, solar-thermal energy systems are mainly used to cover the hot water
demand and less the space heating energy demand in the built environment. For space
heating, usually the major RES component is a heat pump and solar-thermal heating
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systems are recommended for pre-heating or as supplementary heating source, as
proved by the Solar Decathlon buildings, [38].

Additionally, the heat storage solutions are highly investigated as these solutions
have to be implemented in buildings without asking for excessive storage space. Heat
storage is proposed to be done using phase change materials (PCM) that can store a
large amount of heat as latent heat, as e.g. microencapsulated paraffin (60%) within
an ethylene based copolymer (40%), [20]. PCMs have large energy densities and
may have different melting temperatures, [38].

To compensate the seasonal fluctuations in the amount of solar energy, thermo-
chemical materials (TCM) represent a possible alternative, investigated in the review
presented in [39]. Considering the boundary conditions, related to the heat storage
capacity, energy density of the material, the hydration and the de-hydration temper-
atures, safety, chemical stability, corrosive action it was found that the material that
mostly satisfies the pre-requisites is K2CO3 but all these pre-requisites were not fully
satisfied by any of the over 500 investigated reactions and materials.

Another heat storage option is represented by the Trombe walls that represent a
thermal mass installed on the Southern building envelope that regulates the heat flow
into the building. In the case study discussed in [40] the system contains a 40 cm
concrete structure with plaster on the inner side and a single glazed window in an
aluminum frame on the outer/exterior side.

Besides their functionality, the solar-thermal systems installed in the built environ-
ment have to comply with additional requirements as aesthetics and safety. Consid-
ering these, flat plate solar-thermal collectors were developed by Visa and the group
he coordinates with various shapes (trapeze, triangle), sizes and colors, [41, 42] for
implementation on the building facades. These PV modules grouped in variously
formed arrays can well cover the opaque part of the optimally oriented facades, as
presented in Fig. 1.5.

The size of these type of modules can be redesigned according to the particular
needs of the façade and various colors can be employed for the absorber plates
allowing a diversity that might be required for the urban landscape [43, 44]. This
topic was the core subject of a COST project, Action TU-1205 BIST that developed
a network active in modelling and performance analysis of building integrated solar-
thermal systems, [45].

1.5 Conclusions

A detailed overview of the solar energy conversion systems implemented in the built
environment was recently developed, [43], and outlines that the use of solar energy
in developing sustainable cities has to be carefully considered and implemented in
a coherent way based on efficient affordable solutions. A better collaboration frame
between architects, constructors and renewable energy systems designers has to be
implemented from the very beginningwhen developing newdwellings.Urban retrofit
represents another viable option for extending the solar share in the built environment
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Fig. 1.5 Outdoor testing rig for the solar-thermal collectors in the R&D Institute of the Transilvania
University of Brasov

by implementing and operating systems that well consider functionality and the
specific features of the implementation location at the installment moment up to the
end of the lifetime projected for these systems.

Sustainable (urban) communities represents the path to be followed starting with
the near future; it requires the support of the inhabitants (users), of the stakeholders
and it is advisable to have representatives of all the interested parties in a Community
Company for Sustainability, working for the welfare of the community, based on
well-informed acceptance and support, [46–48].
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Chapter 2
Simple Modeling of the Solar Seasonal
Thermal Storage Behavior

Paul Daniel Hiris, Florin Bode, Octavian Gabriel Pop,
and Mugur Ciprian Balan

Abstract The study presents a preliminary numerical investigation on the thermal
behavior of a ground buried cylindrical solar thermal energy storage tank, operating
in a solar district heating network. The proposed analytical model is based on energy
balance and on the finite difference method. Due to the symmetry of the system,
the model was considered one dimensional. A thermal solar field and an auxiliary
gas boiler were considered as the thermal energy sources of the investigated system.
The system serves a residential area situated in Zaragoza, Spain, with 1000 dwelling
considered as heat consumer. The hourly variation of the operating conditions with
different solar radiation and different ambient temperature were taken into account.
The mathematical model was validated by comparison with results available in the
literature and was further used in a case study, to prove the capability of this simple
mathematical model to correctly describe the thermal behavior of a real solar district
heating system with seasonal storage and to correctly adjust the storage tank volume
with the solar field size andwith the heating load. The solar fraction of the investigated
system was determined in the range of (55.66–64.5%) depending on the size of the
storage tank.

Keywords Seasonal thermal storage · District heating · Solar energy ·
Mathematical model

2.1 Introduction

In the context in which solar energy is accepted to be the most promising renewable
alternative to the fossil fuels [1], its use in district heating systems appears logical and
the first large-scale solar district heating system (SDHS) was inaugurated in Sweden
in 1978 [2, 3]. Despite the advantage of providing energy without environmental
pollution [4], the solar radiation also presents the disadvantage of important diurnal
and seasonal variations [5]. Mainly because there is a difference between the district
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heat demand and the availability of solar radiation, seasonal thermal storage (STS)
is required in all SDHS [3–5]. In such systems, solar energy is usual coupled with
other heat sources [6, 7].

SDHS with STS are usually designed for solar fractions of approximate 50% and
usually supply more than 100 flats [8]. The storage period can vary from a few hours
for diurnal storage cycles, to many months for seasonal cycles [9].

Planning, design and realization of long-term STS is challenging because of the
following issues: very long storage period, huge quantity of thermal storagematerials,
large thermal losses, important temperature variations at charging and discharging,
etc. Over time, four different types of long term STS were considered: water tank,
pits, boreholes, and aquifers [1, 10].

Due to its high specific heat, water is the most common storage medium in STS.
Most STS use water for thermal storage and are located either inside or outside the
buildings or underground. The sizes of the tanks used vary from a few hundred liters
to a few thousand cubic meters [11].

A large variety of materials like steel, concrete and fiberglass, are used to make
STS. The STS are frequently insulated with a thick layer of different materials due to
the large surface area resulted from a seasonal storage [1, 11]. STS can operate with
different degrees of stratification: highly stratified, moderately stratified and fully
mixed or un-stratified [12].

Between the STS sizing methods, those based on climatic data and heat demand
data are preferred because of low required computing efforts. Even the simple
computing methods allow frequently the correct design of the main components
and correct estimation of the STS behavior during long periods of time [13–15].

Numerical simulations performed to investigate different aspects of water storage
systems, such as geometry, location of the diffuser, temperature variation, etc., are
presented in [16]. Simplified dynamic models of different complexity are: zero-
dimensional, quasi-one-dimensional and one-dimensional. Comparison with the
experimental data presented in [17] showed that even the one-dimensional model
is capable of predicting the performance, the thermal stratification and any other
relevant aspects of the storage behavior with sufficient accuracy.

The goal of the study is to present and validate the accuracy of a simple analytical
model of the thermal behavior of STS in a SDHS. The model is based on energy
balance and on the finite difference method. After validation, the model was used in a
case study of a system located in Zaragoza, Spain. The influence of the STS volume
on the temperature variation and on the solar fraction was investigated, under the
typical meteorological year (TMY) climatic data of the considered location.
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2.2 Materials and Methods

2.2.1 Configuration, Location and Energy Components
of the SDHS

The investigated SDHS is the same as the one considered in [13]. The scheme of the
SDHS is presented in Fig. 2.1.

The SDHS is considered located in Zaragoza, Spain at the coordinates 41.652 °N
and 0.881 °E, at the altitude of 218 m. The residential area (1) is considered of 1000
dwellings in multifamily buildings, each of 100 m2, located in Zaragoza (Spain) as
in [13, 18] and is characterized by the required heat demand (Qd [kWh]) that can be
calculated as function of the temperature difference between the inside temperature
(ti) considered constant at 21 °C like in [13] and the exterior temperature (te [°C]).
In this study only the heating of the residential area is considered. The heating load
required for preparing the domestic hotwater (DHW)was not considered, because the
first goal of the study is to validate the proposed mathematical model by comparing

a

b

c

g

f

4

2

1

3

e

d

Fig. 2.1 Principle scheme of the solar district heating system: 1—residential area; 2—solar field;
3—seasonal storage tank; 4—gas boiler; a—solar energy (Qr); b—solar heat for heating (Qsh);
c—STS charging solar storage heat (Qst); d—excess solar heat (Qsx); e—heat losses (Ql); f—STS
discharging solar storage heat for (Qss); g—gas heat (Qg)
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the results with the ones of the considered reference case presented in [13], where
DHW heat load was not investigated.

The heat demand can be calculated as:

Qd = k · S · (ti − te) · �τ (2.1)

where k · S = 0.12 MW/K was considered the thermal characteristic of the heated
buildings (compatible with [13]) and �τ = 1 h is the time step considered in the
calculations. If ti < te or if te ≥ 12 °C = > Qd = 0.

The solar energy (Qr [kWh]) represents the global solar energy on the horizontal
plane, available at the considered location and represents the local potential of the
solar radiation. The solar field (2) provides the solar heat (Qs [kWh]) that during
the operation of the SDHS is distributed directly to the consumers (Qsh [kWh]) or is
accumulated into the cylindrical STS (3) (Qst [kWh]).

The STS is buried underground because it requires a high mounting area and the
landscape in the vicinity of residential areas is usually expensive. In fact, only one
of the first 11 SDHS systems built in Europe contains an over ground STS [2].

The solar heat provided by the solar field (Qs [kWh]) depends on the thermal
efficiency of the solar collectors (ηth [-]) that can be calculated using:

ηth = η0 − k1
�t

Igt
− k2

�t2

Igt
(2.2)

where η0 [-] is the optical efficiency of the collectors, k1 [W/m2K] and k2 [W/m2K2]
are correction factors taking into account thermal losses and Igt [W/m2] is the global
solar radiation on the tilted plane of the collectors, considered of 30°.

In this study, Arcon-Sunmark HT-SolarBoost 35/10 solar collectors are consid-
ered with the following characteristics: η0 = 0.838; k1 = 2.46 W/m2K and k2
= 0.0197 W/m2K2, determined by Solartechnic Prüfung Forschung independent
laboratory. The aperture area of this collector type is of 12,555 m2.

The global solar radiation on the tilted plane of the collectors was calculated using
a validated algorithm previously used in [19–21]. The total number of collectors was
considered 230, in order to obtain almost the same collectors area considered in [13].

In the case of no heat demand or of very low heat demand, if the storage tank
is already at its upper temperature limit, the exceeding solar heat (Qsx) must be
dissipated.

The heat demand of the residential area (Qd [kWh]), can be covered either directly
by the solar field (Qsh [kWh]) or by the heat provided by the solar storage tank (Qss

[kWh]) or by the gas boiler (Qg [kWh]) or by any combination of the three heat
components.

The situations that can be reached during the operation of the SDHS as a function
of the tank temperature (ttank [°C]) relative to the lower temperature limit (tlim,min) and
upper temperature limit (tlim,max), but also to the relative values of the heat demand
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Table 2.1 Situations that can be reached during the operation of the SDHS

ttank < tlim,min tlim,min ≤ ttank ≥ tlim,max ttank ≥ tlim,max

A B C D E F

Qd ≥ Qs Qd < Qs Qd ≥ Qs Qd < Qs Qd ≥ Qs Qd < Qs

Qsh = Qs Qsh = Qd Qsh = Qs Qsh = Qd Qsh = Qs Qsh = Qd

Qst = 0 Qst = Qs
– Qd

Qst = 0 Qst = Qs
– Qd

Qst = 0 Qst = 0

Qsx = 0 Qsx = 0 Qsx = 0 Qsx = 0 Qsx = 0 Qsx = Qs
– Qd

Qss = 0 Qss = 0 Qss = Qd – Qsh Qss = 0 Qss = Qd – Qsh Qss = 0

Qg = Qd – Qsh Qg = 0 Qg = 0 Qg = 0 Qg = 0 Qg = 0

Table 2.2 Description of the operating cases

Heat source A B C D E F

Solar Only
heating

Also storage Only
heating

Also storage Only
heating

Exceeding
heat

Tank Stay cold Self-heating Provides
heating

Self-heating Provides
heating

Stay hot

Gas Gas
heating

No gas
heating

No gas
heating

No gas
heating

No gas
heating

No gas
heating

(Qd [kWh]) and of the solar heat provided by the solar field (Qs [kWh]) are presented
in Table 2.1. In this case study tlim,min = 45 °C and tlim,max = 90°.

The description of the operating cases is presented in Table 2.2.

2.2.2 The Mathematical Model of the STS Thermal Behavior

The proposed mathematical model of the STS thermal behavior is one dimensional
and is based on the finite difference method. The transition from the real model of
the storage tank filled with water to the numerical model is suggested in Fig. 2.2.

The real STS (Fig. 2.2a) was divided into n layers, or volumes, thus the discretiza-
tion scheme is obtained (Fig. 2.2b). Each of these volumes is considered fully-mixed,
meaning that the water temperature is uniform. A similar hypothesis is considered
in [22]. Due to the assumed uniformity of the water temperature, the heat transfer
between the elementary volumes can be considered one-dimensional and the whole
mass of the water in each volume can be considered concentrated in equivalent nodes
(Fig. 2.2c).

Such simple models are usually used for fully mixed STS and only the average
water temperature is expected to be accurately predicted [13], even if the water
temperature is computed in all the nodes.



26 P. D. Hiris et al.

Fig. 2.2 Transition from the real model to the mathematical model, a real STS; b discretized STS;
c numerical model of the STS

There are three types of nodes in the considered model.
The upper node (1) represents the energy interface with the environment: in this

case the solar field and the heated residential area. The energy balance for this node
and for each considered time step (of 1 h) can be calculated as:

Qa1 = Qst − Qss − Ql1 − Q1 (2.3)

where:
Qa1 [kWh] represents the heat accumulated in the node and can be calculated as:

Qa1 = mi · c · �t1 · �τ (2.4)

where: mi [kg] is the mass of water in each elementary volume, c = 4.18 kJ/kgK is
the specific heat capacity of the water and�t1 [°C] is the water temperature variation
in the upper node (1);

Qst [kWh] represents the share of the heat provided by the solar field that is stored
into the STS and can be computed as presented in Table 2.1;

Qss [kWh] is the heat discharged from the STS into the heating system of the
residential area and can be computed as presented in Table 2.1;

Ql1 [kWh] is the partial heat loss into the environment (ground), corresponding
to this node and can be calculated as:

Ql1 = kl · S1 · (
t1 − tg

) · �τ (2.5)
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where kl [kW/m2K] is the global heat transfer coefficient between the water and the
ground, S1 [m2] is the heat transfer surface, corresponding to the upper elementary
volume, t1 [°C] is the water temperature in this node at the previous time step and tg
[°C] is the ground temperature at the previous time step;

Q1 [kWh] is the heat transferred through conduction to the adjacent node and can
be calculated as:

Q1 = λ

δx
· St · (t1 − t2) · �τ (2.6)

where λ = 0.6 W/mK is the thermal conductivity of the water, δx [m] is the width
of each elementary volume, St [m2] is the area of the tank cross section, t1 [°C] is
the water temperature in this node at the previous time step and t2 [°C] is the water
temperature in the adjacent node (2) at the previous time step.

The intermediate nodes (i) are the nodes between 2 and n − 1, for which the
thermal energy balance for each considered time step can be calculated as:

Qai = Qi−1 − Qi+1 − Qli (2.7)

where Qi−1 [kWh] and Qi+1[kWh] are the heat transferred through conduction to
the adjacent nodes and can be calculated with Eq. (2.6), by adapting the nodes
temperatures, and Qli [kWh] is the partial heat loss to the environment (ground),
corresponding to this node and can be calculated with Eq. (2.5) by adapting the heat
transfer surface and the node temperature.

The lower node (n) is the node corresponding to the lower elementary volume,
for which the thermal energy balance for each considered time step can be calculated
as:

Qan = Qn−1 − Qln (2.8)

where Qn−1[kWh] is the heat transferred through conduction from the adjacent node
(n− 1) and can be calculated with Eq. (2.6), by adapting the nodes temperatures and
Qln [kWh] is the partial heat loss to the environment (ground), corresponding to this
node and can be calculated with Eq. (2.5) by adapting the heat transfer surface and
the node temperature.

Mathematical models based on similar principles were also investigated [23, 24].

2.3 Results and Discussions

2.3.1 Validation

The validation of the presented mathematical model of the STS thermal behavior
was realized by comparing the obtained results with similar data available in the
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Table 2.3 Input data for the Lunde model

Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.

Qd 1309 865 632 366 80 0 0 0 0 142 807 1287

Qs 162 210 279 296 349 330 341 294 186 128 69 99

Qg 1147 655 353 70 0 0 0 0 0 0 0 606

literature. The Lunde model [25] with its results presented in [13] was considered as
reference case, where all the available results are monthly.

The input data corresponding to the Lunde method are presented in Table 2.3.
The comparative values of the monthly average water tank temperature (tavg [°C])

and monthly heat losses (Ql [MWh]) are presented in Figs. 2.3 and 2.4, respectively.
The monthly accumulated heat (Qa [kWh]) was also calculated and compared

with the corresponding values presented in [13].
The relative errors are situated for the water temperature between (0.0–6.43) %,

for the heat losses between (0.22–6.07)%and for the accumulated heat between (0.3–
6.06%). Similar results were obtained by comparing the determined values with the
presented mathematical model with the results obtained by the methods BKS and
GLS, which are also available in [13]. Taking into account the small differences, the
presented model can be considered validated.

Fig. 2.3 Comparison for
water temperature
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Fig. 2.5 The ground temperature variation

2.3.2 Case Study

The proposed model was also used in a case study, in order to evaluate its capability
to estimate the thermal behavior of the STS and of the entire SDHS.

The same SDHS was considered, and the simulation was realized based on the
hourly variation of the solar radiation and the ambient temperature, available from
TMY for Zaragoza.

The considered ground temperature variation for a period of two years is presented
in Fig. 2.5.

The yearly average ground temperature is of 15.9 °C and it is in agreement with
the available values for different locations in Europe [26].

The upper limit of the average water temperature (tlim,max) was set at 90 °C like
in the reference case and the lower limit of the water temperature (tlim,min) was set at
45 °C, which is different from the value of 30 °C considered in the reference case.
The value of 45 °C is considered as the minimum supply temperature for the SDHS
and corresponds to a low temperature heating system inside the buildings, considered
crucial for the overall efficiency of the SDHS systems [2].

The initial temperature of the STS, at the beginning of the year, corresponding to
the middle of the heating season, was considered 55 °C.

The influence of theSTSwater volumewas investigated, considering the following
values: 0 m3 (no STS); 23,000 m3 (near 22,829 m3 in the reference case where 50%
of the solar fraction was targeted); 30,000 and 36,000 m3.

The solar fraction of the SDHS (SF [%]) represents the share of solar heat intro-
duced in the heating system of the considered residential area, directly from the solar
field or from the STS and is calculated as:

SF = Qsh + Qss

Qd
· 100 (2.9)
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Fig. 2.6 The influence of the STS volume on the average water temperature

The following values of the SF were determined for the considered values of the
STS volume: 4.68%; 55.66%; 62.93% and 64.50%, respectively.

The influence of the STS volume on the average water temperature inside the
STS, is presented in Fig. 2.6.

It can be observed that the average water temperature varies between the upper
limit and the lower limit. Values below the lower limit occur only in a single period
when the charging of the STS is not possible because the heat demand is higher than
the heat provided by the solar field and in this period heat losses still exist.

The comparative variation curves of the heat components of the SDHS energy
balance (Qd; Qsh; Qst; Qss; Qsx; Qg) are presented in Figs. 2.7, 2.8, 2.9, 2.10, 2.11
and 2.12, respectively.

The heat demand (Qd) is important during late autumn, winter and early spring,
but it is null during summer, when solar radiation is high. The share from solar heat
that can be directly used for heating (Qsh) is low because solar radiation is low when
heat demand is high.

Solar heat available for storage (Qst) is higher in periods when heat demand is low,
but when the heat demand increases, the solar heat from the storage (Qss) becomes
available.

Fig. 2.7 The variation of the
heating demand (Qd)
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Fig. 2.8 The variation of the
solar energy for heating
(Qsh)

Fig. 2.9 The variation of the
solar energy for storage (Qst)

Fig. 2.10 The variation of
the heat from STS (Qss)

Fig. 2.11 The variation of
the excess solar energy (Qsx)
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Fig. 2.12 The variation of
the gas heat (Qg)

There is only a single short period with excess solar heat that must be rejected.
For lower volumes of the STS this component of the energy balance is much higher.

All charts are drawn for the STS volume of 36,000 m3. This volume corresponds
to the best use of solar heat, because the excess solar heat (Qsx) is lower. In fact Qsx

= 0 for the STS volume of 36,500 m3.
The gas heat (Qg) is necessary only in the last period of the heating season, when

direct and stored solar heat is not available.

2.4 Conclusions

The study presents a simple one dimensional mathematical model for the simulation
of the thermal behavior of the STS and even of the SDHS. Such simple models are
capable to correctly estimate the average water temperature inside the storage tank.

The presented model was validated by comparing the results with similar data
available in the literature. The presented validation includes the comparative data
with the Lunde method, and the maximum relative differences are of 6.43% for the
water tank temperature, of 6.07% for the heat losses and of 6.06% for the accumulated
heat. These low differences obtained for a very long simulation period of one year,
confirm the correct calculation capability of the proposed method. Moreover, similar
comparative results were also obtained for other two different calculation methods.

The mathematical model was also used to investigate the thermal behavior of the
SDHS that includes a STS. It was proved that the model can be used to adjust the
size of the STS in order to obtain the best use of the available solar radiation. If the
size of the solar field is also considered variable, the model can be used to adjust the
relative sizes of the two major components of the SDHS system: solar field and STS.
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Chapter 3
Solar Solutions for Housing

Dragoş Ştefan Gherghescu

Abstract Since the first types of housing appeared in history, they were built in
such matter that benefit from the Sun. Further in history, in Ancient Greece, the
right to Sun was specified in the Civil Law, which gave each house the right to have
direct sunlight. Today, in the context of environment protection for lowering the
emissions of CO2, new ways are being searched for consuming less energy by living
in a building and for producing renewable energy. We find the Sun once again as an
infinite resource. By benefiting of its light, during the day we can obtain electricity
and heat that we can use in our homes. The manufacturing industry for the active
solutions offers a large variety of products that can be applied on building. The
technological support being assured, the architects have the final task of finding new
ways of integrating the solutions in the architecture of the building.Due its limitations
of material and colours, the active solutions require special architectural approaches
for obtaining a final coherent image of the building where the products blend in with
the construction materials. While the active solutions are integrated in the building’s
façade, the passive solutions have to be integrated in the volume of the building in a
more unitary way. This paper analyses the newest active and passive solar systems
and modern architectural solutions of integrating them in the building’s architecture.

Keywords Architectural integration · Passive solution · Active solutions · Solar
architecture · Solar solutions

3.1 Introduction

The increasing level of the pollution in the last two centuries have visible effects even
today, by increasing of the annual mean temperature which leads to the ice melting.
In the last year the permafrost thawing [1] represented a trigger to the all sectors on
the subject of changing the way of consuming and produce energy and in the way of
protecting the natural environment.
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The building landscape represents the biggest footprint of the human civilization
on Earth, thus theway the building looks and theway it is preserved has a high impact
on the human lives. In the same rhythm as the technology evolved, the demand for
energy to fuel the factories and the logistics increased. The construction sector is a
high consumer of energy and a waste generator; only itself produces one third of the
world’s waste.

In the last decades many specialists from all the research fields came up with great
solutions for reducing the energy consumption, by creating alternative materials for
many large-scale fabrication products and solutions for harvesting and producing
alternative energy. In architecture, various styles emerged, that integrate the nature
as an energy resource. Since the Ancient period the wind and the Sun were used
for the comfort of the interior space only by modeling the building with no active
systems whatsoever. Many of the passive methods used before in the Ancient History
are adopted today alongwith biophilic, sustainable, solar and bioclimatic architecture
styles.

The solar energy represents one of the nature most important infinite resource
that the man can use for ensuring the comfort of the interior space. The house has,
not only the largest presence on the building environment but represents one of the
oldest preoccupations of the man. It always had a special attention and dedication
from the architect. For a house to be well integrated to its natural environment, it
should have well designed both the active and the passive solutions in respect with its
climate, orientation and natural surroundings. The solar power is a natural resource
from which a house can benefit both in passive and active way. Comparing with the
wind power or the water power, the Sun is present all around the globe during the
whole year, the only factors that affect the power of the solar radiation being the
clouds and the changes of the Earth’s axis inclination.

3.1.1 Sun a Provider, More Than a Star

For theman the Sun represented an important resource since the beginning of agricul-
ture, and thus, the beginning of the first types of houses. Because agriculture required
prolonged work of the soil, the need of a property and a permanent shelter appeared.
With the sedentariness came the need of a more durable home, well adapted to its
environment. From this point forward, the man started to look upwards, differently
to the Sun, as a dependable resource for the crops. In time, after the people started to
spread around the world, new territories were discovered and, with it, different types
of climate.

Even if the Sun is viewed in different ways, many religions see it as the center
of all thing being represented as the symbol of a Divinity, the science sees it as the
center of our solar system. As for the day to day living point of view, the people see
it in a unitary way, representing the beautiful light on the sky that warms us in the
cooler days, the light that brings joy and wellbeing when appearing from the clouds,
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the symbol of the day and the nourishment of the nature. It is the presence on the sky
that every man rises his head to, with joy and hope, even in the cloudiest days.

The sunlight, besides assuring the physical and psychological condition, both for
the nature and the man, also represents an infinite resource of energy that can be
collected and used as renewable clean energy, instead of the fossil fuels. Even if the
core of the Sun would stop emitting energy, its successive layers would continue to
radiate energy into the space for millions of years. The amount of Sun’s energy that
reaches the top of the Earth’s atmosphere in one hour is equivalent with the amount
of energy demand worldwide during a whole year. Once the sunlight entered into the
atmosphere, the following phenomenon happens: scattering and absorption by the
air particles, reflection by the clouds and conversion to low temperature heat by the
soil, oceans and air [2].

A beam of solar light is in the same time both a wave and a particle. The speed
of light is the physical limit for a particle to reach such speed, beyond it any particle
would dematerialize in a wave. This paradox of the light makes possible for the solar
beam radiation to produce in the same time heat and electricity. By harvesting the
solar light in a collector, it can be transformed in hot air or hot water and in electricity.
In Ancient History, besides warming the interior space by the direct solar gain, the
Sunlight was also collected and stored in building elements with high thermal inertia
like stone floors or stone walls.

3.2 Sun Power in Architecture

The house being a construction that the man built for living purposes for both day
and night, it must be equipped to offer the comfort that the man needs, including
a series of natural factors. If possible, a great living space would be a replica to
the natural image with a controlled environment of the temperature, humidity, light
and smell. No matter of the architectural styles adopted for a house, either modern
or traditional, with artificial or natural materials used as finishing, the need of the
occupant would at least still be reduced to a natural factor, the presence of the Sun in
the interior space. By definition, in the Romanian legislation [3, 4] a space for living
must have a minimum of natural sunlight in the winter period.

The presence of the Sun is not only a human necessity, but it is also a construction
requirement, because a healthy construction is a sunny andwell ventilated one. There
are multiple factors that can influence the solar gain: (1) the different climates on the
planet, (2) different possible geographical positions of the future site and (3) the Sun
and Earth movement. After taking into consideration all the three factors mentioned
above, it can be proper designed a solar control which represents an important part
in the set of the passive architectural methods applied on the volume of the house.
Having a good solar control, the house will receive sunlight when is cool outside and
will be shaded when it is very hot, to maintain a constant warm interior temperature.

The passive methods have their limitations in the temperate or cold climates, from
which point forward the active solutions can substitute. A house can be designed to
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protect itself from the Sun or to naturally ventilate and cool the interior space, but
when it comes to heating the interior temperature to+21 °C despite the outside below
freezing temperature, certain active systems powered by electricity must function.
Also, heating the domestic house water (DHW) is a high energy consuming process,
even if it is powered by electricity produced by the solar radiation. So, additional
systems to heat the DHW are needed to be installed.

Each solution has its advantages and its limitations, therefore it is necessary to
realize a thorough analysis of the site and to determine all the climate and geograph-
ical conditions in order to apply the best methods that fit to the location for the future
building and so, to design a proper architectural integration of the solar solutions to
the volume of the house.

3.2.1 Solar Passive Solutions

Solar passive solutions are methods that can be applied to the architectural volume
of the building with the purpose of obtaining the thermal comfort of the interior
space using no energy or no mechanical parts beside the natural power following the
principles of thermodynamics.

The basic passive approach of the sun power is by having control on three factors:
when, how and where. When during year, how much and where should the sunlight
enter the house.

When. Due to the planet movement around its own axis, Earth has the day-night
sequence. In this cycle, the Sun has a continuous path on the sky, it starts from the
East, from the horizon, uprising to a maximum point in the South direction. That
specific point is associated with a certain unique day, which repeats exactly each
year. Each day has the maximum point at a different position than its previous or the
following day. After that point the Sun goes downwards disappearing on the horizon,
on the West.

On its path, the solar radiation has different intensity, different color and most
important different angle with the Earth’s surface.

The movement around the Sun in an elliptical path that takes one year, during
which the inclination of the Earth’s axis is changing, producing variations in temper-
atures on the surface of the planet, therefor the existence of the seasons. The summer
and the winter are caused by the effect of the beam radiation travel through space.
As further is a surface from the Sun, as less solar power it gets. Due to the inclination
of the Earth’s axis, when a hemisphere is closer to the Sun, the other is further. That
means that when the north hemisphere it is closer to the Sun, it has the hot season,
while the south hemisphere is further from it, having a cold season.

The changes of the sun path on the sky during a day and during a year requires
a special design of a house. Starting from the outside to the inside of the building,
orientation is the firstmajor step in the designing process.Usually the roomspreferred
to be oriented to the south are the living rooms related to the day-time activities, to
be able to benefit as much as possible of the sunlight.
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Fig. 3.1 Shading devices: horizontal fins above the window—vertical section through a window.
The concept can be applied the same for the vertical fins by looking at the drawing as a horizontal
section

How to limit the amount of light that enters the house is by having a solar control.
By using elements that block the sunlight at certain moments of the day, the shading
of the interior space is assured. Themain attention in the designing process is focused
on the architectural integration of the shading elements with the façade or even with
the whole volume.

Where is best to allow the sunlight inside depends much on the project theme
determined by the client needs. But it can be generally accepted that the common
living spaces need to receive as much as possible natural light, direct or indirect, the
amount of each type is determined by the when factor.

Solar control—Applied shading devices. The applied shading devices represent a
solution for equipping the new or the old buildings with minimum intervention on
the existing volume. The solution aims to create the solar control by protecting the
glazing surfaces with system applied directly on the façade or as structure in front
of it, serving also to other purposes (Fig. 3.1).

The basic concept of the sun shading has a fin to block the sun rays from the
desired direction. From the East and from the West, the solar beams are at a low
angle which require vertical fins to block them, while solar beams from the South
direction require horizontal fins. The difference from a simple sunshade to a shading
device is given by the design of the fins. The design of the length, the number and
the distance between the fins offer the actual solar control.

Starting from the geographical position of the existing or the future house position,
the Sun path diagram can be calculated, revealing the position of the Sun on the sky
at any hour of the day, during any day of the year. Using this data and the client
needs, it can be designed a personalized shading system to allow the sunlight to enter
the house only at a certain time, different by each season. The purpose is to block
the solar radiation to warm the interior air during the hot summer days and to allow
it to enter during the winter days to use the solar energy to warm the air (Fig. 3.2).

Solar control—Integrated solutions. The integrated solutions of the solar control
represent an important part of the passive and bioclimatic architectural styles. It is an
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Fig. 3.2 Shadingdevices: horizontal fins in front of thewindow—vertical section through awindow.
The concept can be applied the same for the vertical fins by looking at the drawing as a horizontal
section

approach that express more sincere expression of the house architecture. All its parts
are integrated in its volume and function, as a whole. Using the building elements as
a shading device, the need of maintenance is minimized. By using this method, it is
obtained a great wide visibility through the glazing, with no obstacle on the exterior.
The only limitation of the integrated solution compared with the applied shading
devices is the lack of mobility. Once designed to have a fixed solar control, it can’t
be changed to receive or block the sun rays on other periods of time (Fig. 3.3).

The design of the building elements, to be a part of the solar control, focus on
tilted or horizontal elements in front of the glazing. Same data is collected as in the
previous solution, by using the Sun path diagram. If the fins system, by placing the
elements at different distances and with different tilting, are able to choose which
range of sun paths to be blocked, the passive methods of shading does not allow to
selectmultiple ranges. For example, if is planned to have solar gain from10 to 11 a.m.
and from 4 p.m. to 6 p.m. in July by using fins system it can be done. Using passive
method of solar control, it can be designed to block all the beams with angles bigger
than 50° and allow all below 50°. Most of the solutions work with the balcony or top
floor slab. The most workable element is the roof, whose large variety of structure
types allows to be used as a continuous shade element or as a form that replicate the
geometry of parallel elements, same as the horizontal fins.

Shading the house from excessive radiation might be enough for the interior
comfort, but for the comfort of the outside yard building elements might be over
expensive and might affect the natural landscape no matter the size of the yard. If
the climate and the soil allow, the use of vegetation can have a substantial effect on
the outside comfort. Each climate influence differently and requires a specific type
of plants according to the seasons and soil composition.

Solar control—Vegetation. For the temperate-continental climate the vegetation
can be used both for the cold and hot climate, due to the change of wind direction
during the seasons. On the South direction, deciduous trees are fit to be planted due
to the high density of crown leaves and due to the fact, that during the winter, after
the leaves are falling, the bare branches allow the sun rays to pass. The distance of the
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trees from the house must be determined by their future height for allowing to pass,
if the case, the desired sun rays. On the North direction of the yard, evergreen trees
are best suited having green leaves through the whole year offering great protection
against the winds (Fig. 3.4).

Solar gain—Direct and Indirect gain. The amount of solar radiation that a house
receives and uses for improving the comfort of the interior space, is called solar gain.
By having the passive methods applied to the house, the building volume can gain
solar radiation directly through windows raising the temperature or indirectly, the
heat being transferred by another building element.

Offering great visibility and creating sunny rooms, the direct solar gain method
is associated with shading devices. A direct exposure of the interior to the sunlight
without a solar control affects both the temperature ambiance and the living comfort.
Due to the direct sunlight many objects inside the house can be affected by long solar
exposure and a glazing UV treatment might be required. The effect produced by the
prolonged exposure to the sunlight of the plastic, fabrics, photographs and other
objects are decolorization or even cracking. So, a special approach for the interior
design is required in order to have a long time well behavior of the finishing and
decorations.

For a full benefit of the solar power gained during the day, high thermal inertia
materials are used for storing the heat. Thermal inertia is a method often adopted by
regions from the hot climates where there are big day-night differences and from the
continental climate during the winter days. The areas where the solar radiation can
be stored are next to the glazing. The floor slab or finishing next to the windows can
be best designed for this purpose. Their quality stands in absorption the radiation
during the day when the interior air heating is assured by the direct solar gain, and
giving it back the heat stored during the night when the Sun is absent, through the
conductive process.

There are situations when, due to the urban environment, high reflectiveness or
privacy issues might occur and makes it impossible to open the house to the outside
for gaining solar radiation. The TrombeWall is a concept developed to gain and store
solar heat while protecting the interior space. By building a buffer room between the
living room and the exterior, with glazing on the façade on one side and a thick wall
on another side, it acts like a solar collector gaining the radiation inside the buffer
room and storing heat. Being very efficient in the sunny days during the winter, its
efficiency it’s dropping during the cloudy days. During the summer the glazing in
front of it needs to be shaded for avoiding overheating the interior, [5].

This concept uses the solar radiation indirectly through a solar collector that can
be from a variety of materials with high thermal inertia like masonry, concrete, stone
or even a water tank. A dark color is used for the collector surface for enhancing
the radiation absorption. The energy stored it is transferred to the interior either
conductive by thewall directly, or by convection using openings for the airmovement.
For improving the air exchange, a ventilated system can be installed and it increases
the overall efficiency by 10%.
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3.2.2 Solar Active Systems

The solar active systems represent a set of devices which collect the solar radia-
tion and transform it in a usable form of electricity or heat. The active systems are
composed of collectors, distribution parts, and in some cases, storage units. The limi-
tations of the active systems are due to the need of direct sunlight; thus, it requires
a certain orientation and inclination of the solar collectors for them to be as much
as possible efficient. The different inclination of the beam radiations from Winter
to Summer periods, require either movable panels, which imply very high costs, or
either a specific tilting that, during a whole year, assure the highest mean efficiency.
Compared with the passive solutions, solar active systems require a special design,
additional installing and maintenance which results in higher costs.

At this moment there are available two concepts of transforming the solar energy,
in electricity and in thermal energy. Each collector is mounted outside in the same
way on the building. Even though the technical requirement is the same, to have
full access to the sunlight, there are two different types of equipment available to
be installed on a building. The first type is the oldest on the market, called Building
Applied solar panels, they are mounted directly on the building, or even on the
ground, stand-alone best suited for the existing buildings. Building Integrated solar
panels represent the second type of solar panels, which are designed to be perfectly
integrated in the building volume as finishing, lighter, bendable, being able to offer
great possibilities in order to achieve a unique architectural design (Fig. 3.5).

Building Applied Systems. The first models of solar panels whose concept and
design are still used at this moment represents stand-alone solar panels that are
separate from the building materials with the possibility of mounting anywhere on
it due to the necessity of its own structural frame. It will always exist a separation of
the panel from the building finishing.

Building applied Photovoltaics (BAPV). The photovoltaic cells (PV) produce
direct current from sunlight, which after passing through an inverter is converting it
in alternative current, and, if needed stored in batteries for night time loads. A photo-
voltaic or solar cell represents the basic unit which produces electricity through
silicon-based semiconductors. A single solar cell represents a module that is multi-
plied on the glass support to form a panel which is mounted on a metal structure on
the ground or on the building, directly on the roof (Fig. 3.6).

According to a study onmultiple PVmanufacturers developed by the author, each
panel produces in an hour at 100% efficiency between 250 Wh (the polycrystalline
cells), and up to 450 Wh (the monocrystalline cells). These are mean values that
depends on the manufacturer and on the number of the modules on a panel, which
are at this moment available, for the residential use, with 60 or 72 modules, the
difference of the 12 modules are arranged on the longitudinal axis of the panel, the
width being the same, respectively 99 cm. The difference of the two types of the
PV panels is small regarding a residential system. The monocrystalline solar cell
requires more energy to be produced but it has a slightly higher efficiency. In the
end, the amount of energy required to manufacture the monocrystalline solar cell, is
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Fig. 3.6 Vertical section through a wall and roof. Relation between building element and applied
solar equipment

equal with the amount of energy they produce in their operational life, which makes
the polycrystalline solar cells to be better in a long-term approach.

The number of the panels on a building is determined by calculating a few
scenarios of the loads a house can have. By adding the consumption of the equip-
ment’s that must run in the same time for the comfort of the house, a mean load
measured in kWh is obtained which will represent the power of the PV’s. Over-
loading power can be supplied either by a stack of batteries, in the case of an off-grid
solution, or by the grid. The automatization of the solution is made by the inverter
which can function in off-grid mode, on-grid mode or hybrid mode, the last solution
would offer power from the PV, the batteries and the grid in the same time.

Roof mounting PV panels represent a practical approach due to the large applica-
bility on all the houses, old or new, with inclined roof or with a terrace, south oriented
or not. By using a metal frame, at all costs, neglecting the image of the building,
it can be assured the orientation and the inclination needed for the best efficiency.
Besides the orientation factor, the surrounding of the site can affect the efficiency of
the PV’s or even the possibility of installing them in the first place. The shading that
may come from a mountain, or a tall building, will limit the possibility of receiving
the solar beams only for a few hours, or not even at all. By using the sun path diagram
to study the shadows casted by the surroundings can anticipate the efficiency of the
future PV panels.

Building applied Solar Thermal panels (BAST). The solar thermal panels function
by very old techniquewith themost basic concept: heating a liquid under the sunlight.
By putting a large tank of water under the Sun it will get warm. The heating process
is related to the amount of sun power that can heat up a liquid during the limited time
of a day (Fig. 3.7).

For eliminating the issue regarding the time, it takes to a water tank to be heated
up, small pipes have been developed that run water or a mix of glycol–water which
collects the solar radiation through a dark colored surface. The purpose of the small
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Fig. 3.7 Photo of a BAST on the roof of a house marking the lack of compatibility between the
equipment and the building due to the wrong solar orientation of the house

pipes is that it requires less energy, and so less time for the liquid to achieve the
desired high temperature.

The solar thermal panels collect the energy and transfer it to a liquid that circulates
through pipes, well insulated to maintain the high temperature. The high temperature
achieved fast in the small amount of liquid is then transferred to a heat exchanger
to store the thermal energy, [2]. The energy stored can be used in multiple ways by
adding specialized equipment for each purpose: DHW, heating by air ventilation or
if installed in larger quantity for conductive heating by radiating panels.

Two types of solar thermal panels exist: pressurized or unpressurized. The main
difference is that the pressurized panel have, as the name suggests, liquid under
pressure in the piping, which allows it to produce heat even during the winter which
increases its efficiency. Another advantage of the pressurized panel is that the heat
exchanger can be placed inside a utility room, and so the panels design will close to
the BAPV, not having a big cylinder above it.

BAST are widely spread at this moment, being a solution well implemented on
the market in the last 20 years, especially in the hot climates, Greece for example
has one of the most developed solar thermal panel market since 1970’s, by 2002 had
installed more than 25% of the systems in the EU-15 countries, [6].

Building Integrated solar panels. The BIPV’s offer new ways of equipping a
building with solar systems on the vertical surfaces of the buildings. If the BAPV’s
are limited to the horizontal surfaces or to the opaque areas on a façade, the new tech-
nology makes possible for the architects to design the façade and integrate the solar
panels without compromising the desired image of the building. Building integrated
solar panels represent a different solution for a building, instead of applying them on
the roof, new materials can be placed instead of the finishing materials of the façade,
roof and glazing. The integrated solar panels become one with the building offering
the possibility to interplay them during the design process, in accordance with the
architecture style (Fig. 3.8).

The integration in the façade extends the way of designing building, offering the
possibility to install in each building solar equipment enough to produce at least the
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Fig. 3.8 Photo of a Curtain façade highlighting the large possibilities of integrating the solar panels
in the façade architecture (free images online library www.pexels.com)

amount of energy needed by it, and even maybe enough to contribute to the grid and
to be able to have self-sufficient cities.

The importance of the building integrated solar panels in housing. For a building,
the surface available for installing the solar equipment decreases with its volume.
A house need of electricity in Europe goes from 1639 kWh/dw, where “dw” stands
for dwelling, in Romania up to 17,666 kWh/dw in Norway in the year 2017, [7],
the big difference being given by the fact that countries like France and Norway use
electricity as source for heating, where Romania uses natural gas. Considering that
the mean house area in Europe is 91 m2 of all new and old houses, [8] and given the
need of electricity, it can be determined that the surface of a house roof is enough
for mounting PV, even for Norway, where it’s needed approximately 48 kWh/dw
for each day. If it would be to design solar thermal panels, the amount of electricity
needed would obviously decrease. So, the need of use the BIPV or BIST for housing
is different from the situation of the urban tall building. The integrated solar panels
represent a tool very useful for the architect to achieve the perfect architectural image
of the house, exceeding the technical need.

Building integrated Photovoltaics (BIPV). The new technology of producing
photovoltaic cells makes the PV to be lighter and plastic allowing it to be used
as finishing on the roof or on the façade. New possibilities appear also due to the use
of colors, in the façade design the game of colour improve the integration of the PV
for a better architectural result (Fig. 3.9).

Building integrated Solar Thermal panels (BIST). The integration of the solar
thermal panels has been experienced before the BIPV. By placing the tubes on the
façade, with proper insulation on the building side it acts like a BIST (Fig. 3.10).

The modern approaches involve placing the dark tubes as shading devices, or
as decorative panels on the façade. Flat dark collectors are an option for smother
finishing of a building. Many possibilities exist for the BIST, mainly because the
architecture of the façade already includes solutions that makes it seamlessly to
integrate the panels in its metal rail system.

http://www.pexels.com
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Fig. 3.9 Vertical section through exterior wall presenting various situations of how BIPV can be
integrated in a building façade. From the left: 1. integrated in façade plaster like finishing, 2. installed
in a ventilated façade, 3. installed in a Curtain façade

Fig. 3.10 Vertical section through exterior wall presenting various situations of how BIST can be
integrated in a building façade. From the left: 1. integrated in façade, 2. installed in a ventilated
façade either as a module or as shading device in front of a window or a balcony

3.3 Conclusions

The house represents the smallest individual unit of a building type the man uses
for its day to day needs. Fulfilling one of the basic needs of the man, the housing,
receives and deserves all the attention and the dedication of the future inhabitant,
the client, and of the architect. Being spread all around the world, according to the
high number of populations, the housing sector represents an important factor in
the high energy consumption that happens nowadays. If any other natural resource
on the planet depends on the actions of the man, the Sun is the only independent
and infinite resource available. It is necessary to preserve the natural environment
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in order to achieve a sustainable future. By starting to use clean solar energy and
to transform the houses into devices that are able to use natural sources in order to
obtain interior comfort it is one important step. No matter where the energy comes
from, the responsible consumption of it has an equal part.
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Chapter 4
Outdoor Performance of Triangle Solar
Thermal Collectors for Facades
Integration

Macedon Moldovan, Ion Visa, and Anca Duta

Abstract The European Commission presented the European Green Deal in
December 2019, aiming at making Europe the first climate-neutral continent by
2050. An Investment Plan was released in January 2020, mobilizing at least e1 tril-
lion of sustainable investments over the next decade, to reach the ambitious climate
and energy targets. The need for clean, secure and affordable energy supply is recog-
nized as one of the main policy areas. Following this international context, one of
the key research objectives in the Renewable Energy Systems and Recycling R&D
Centre of the Transilvania University of Brasov focuses on the increase of the solar
energy share in meeting the thermal energy demand of the buildings. Thus, novel
solar thermal collectors were developed, with nonrectangular shapes (trapeze and
triangle) and non-traditional colours (green, red, orange), to increase the architec-
tural acceptance of the facade integrated solar thermal collectors.After indoor testing,
four triangle solar thermal collectors have been installed on the southern facade of
an outdoor testing rig for a long-term testing procedure. The collectors are paral-
lelly interconnected and equipped with temperature sensors at each inlet and outlet
and with digital flow meters that allow evaluating the thermal power output of each
collector. The conversion efficiencies for each solar thermal collector are discussed
in this paper for four representative clear sky days during the monitoring period.
These efficiencies are compared with the values previously obtained on the indoor
testing rig, outlining the behaviour of the novel solar thermal collectors in the outdoor
working conditions.

Keywords Triangle solar thermal collector · Coloured absorber plate · Efficiency
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4.1 Introduction

The European Commission goal of making Europe the first climate-neutral continent
by 2050 was stated in the European Green Deal released in December 2019 [1].
Ambitious climate and energy targets were established for the next decade backed
up by an Investment Plan released in January 2020, mobilizing at leaste1 trillion for
sustainable investments [2]. The need for clean, secure and affordable energy supply
is recognized as one of the main policy areas, in line with the United Nations 2030
Agenda [3] and the Paris Agreement [4].

In this context, one of the research objectives of the Renewable Energy Systems
and Recycling R&D Centre (RESREC) in the Transilvania University of Brasov
focuses on the increase of the renewable energy share in meeting the energy demand
of the buildings [5], aiming to complywith theNearlyZeroEnergyBuilding standard,
as defined in the European Directive 2010/31 [6].

Solar energy is a promising alternative to fossil fuels, with an expected increase
of the implemented solar thermal collectors at global level from 686 million m2

reported for 2018 to 2000 million m2 by 2030 and 5800 million m2 by 2050 [7]. To
reach these targets, the number of the building integrated solar thermal systems [8]
must be significantly increased and thus, large available surfaces will be required.
Moreover, the architectural acceptance of the solar thermal collectors is an issue,
especially for those installed on the visible surfaces of the buildings, such as the
building facades [9, 10] that require specific policies [11] and planning processes
[12]. The solar facades are particularly targeted due to theirs better exposure to the
sun during the cold season allowing thus to be used for space heating [13].

Considering the high share (71%) of the flat plate solar thermal collectors installed
in Europe [14], a novel concept of this type of collectors with nonrectangular shapes
(trapeze and triangle) and non-traditional colors (green, red, orange) was developed
in RESREC to increase the architectural acceptance of the façade integrated solar
thermal collectors [15]. Firstly, novel trapeze solar thermal collectors with small
aperture surface (0.63 m2) were designed and developed at demonstrator level [16]
and the optimized prototype was further implemented on an outdoor facade to assess
its performances in real implementation conditions [17]. To further increase the
coverage degree of the available surfaces on the building facades, novel triangle
solar thermal collectors with smaller surface (0.067 m2) were developed [18]. After
indoor testing on a vertical testing rig [19], four triangle solar thermal collectors
were installed on the southern facade of an outdoor testing rig for a long-term testing
procedure. The collectors are parallelly interconnected and equipped with tempera-
ture sensors and digital flowmeters that allow evaluating the thermal power output
for each collector. The conversion efficiencies for each solar thermal collector are
presented in this paper for four representative clear sky days during the monitoring
period. These efficiencies are compared with the values previously recorded on an
indoor testing rig, outlining the behaviour of the novel solar collectors in the outdoor
working conditions.
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4.2 Methodology

Due to the seasonal variability of the solar irradiance in the implementation location
(Brasov, Romania, 45.67 °N, 25.55 °E), the output of the novel triangle solar thermal
collectors was evaluated in the sunniest days during the monitoring period (August
2018–July 2019), close to the four representative days: spring and fall equinoxes,
and summer and winter solstices. The sunniest day in a given period of time is
considered the day with the highest amount of the daily available global solar energy
that is calculated using:

EG = 1

n

tss∑

i=tsr

G (4.1)

where: tsr and tss are the sunrise and sunset time of the day, G is the available global
solar irradiance at the time i and n is the number of the measurements during one
hour.

The available global solar irradiance is calculated using:

G = B + D (4.2)

where B and D are the available direct and diffuse solar irradiance.
The available direct solar irradiance was measured by the pyrheliometer installed

on a Solys2 sun tracker (Kipp and Zonen) while the available diffuse solar irradiance
was calculated using:

D = Dh
(1+ sin α)

2
(4.3)

where: Dh is the available diffuse solar irradiance measured in the horizontal plane
by the shaded pyranometer installed on the Solys2 sun tracker and α is the solar
altitude angle calculated with well-known equations as in [20].

The performance of the novel solar thermal collector is evaluated through its
thermal efficiency calculated using:

η = pt
Gn

100 (4.4)

where: pt is the specific thermal power output of the solar thermal collector and Gn

is the global solar irradiance received in the plane of the solar thermal collector.
The specific thermal power output of the solar thermal collector is calculated

based on the measured mass flow rate of the fluid through the solar thermal collector
(ṁ), on the specific heat at constant pressure of the antifreeze thermal fluid (c), on
the outlet and inlet temperatures (to and ti) and on the absorber surface (Sa) using:
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pt = ṁc(to−ti )

Sa
(4.5)

The global solar irradiance received in the plane of the solar thermal collector is
calculated using:

Gn = Bn + Dn (4.6)

whereBn andDn are the direct and diffuse components of the solar irradiance received
by the solar thermal collector.

The direct solar irradiance received in the plane of the solar thermal collector is
calculated based on the measured direct solar irradiance (B) and on the incidence
angle (ν) using:

Bn = B cos ν (4.7)

The incidence angle, defined as the angle between the sun ray and the normal to
the solar thermal collector [21], is calculated using:

ν = cos−1(cosα cosαn cos(ψ − ψn) + sin α sin αn) (4.8)

where: α and ψ are the altitude and the azimuth angles that define the solar ray
direction calculated with well-known equations as in [21] while αn and ψn are the
altitude and the azimuth angles of the solar thermal collector. In the particular case of
the solar thermal collectors vertically installed on the southern façade of the outdoor
testing rig (αn = 0° and ψn = 0°), the Eqs. (4.8) and (4.7) become:

ν = cos−1(cosα cosψ) (4.9)

Bn = B cosα cosψ (4.10)

The diffuse solar irradiance received in the plane of the solar thermal collector is
calculated based on the measured horizontal diffuse solar irradiance (Dh) and on the
altitude angle of the solar thermal collector (αn) using:

Dn = Dh
(1+ sin αn)

2
(4.11)

In the particular case of the solar thermal collectors vertically installed on the
southern façade of the outdoor testing rig (αn = 0°), the Eq. (4.11) becomes:

Dn = Dh

2
(4.12)

The daily received global solar energy is calculated using:
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EGn =
1

n

tss∑

i=tsr

Gn (4.13)

4.3 Experimental Setup

The novel triangle solar thermal collectors developed in the RESREC Centre in the
Transilvania University of Brasov [18] were installed on the southern façade of the
outdoor testing rig starting with August 2018. The outdoor testing rig is installed in
the R&D Institute of the Transilvania University of Brasov (temperate continental
climate) and it is equipped with commercial flat plate (1) and evacuated tubes (2)
solar thermal collectors used as references during the simultaneous tests of the newly
developed solar thermal collectors of trapeze (3) and triangle (4) type (Fig. 4.1).

The hydraulic scheme of the solar thermal system including four triangle solar
thermal collectors is presented in Fig. 4.2. The four triangle solar thermal collectors
(1) are parallelly interconnected to a storage tank (2) with a capacity of 500 L. A mix
of water and propylene glycol is circulated through the solar circuit by the pumping
group (3) driven by the controller (4). The volume variation of this antifreeze fluid
is compensated by an expansion vessel (5). An electric heater (6) is used to increase
the temperature in the storage tank when a higher inlet temperature is required for
testing of the solar thermal collectors. The temperature is measured using Pt1000
sensors (T1–T12), with an accuracy of ±0.1 °C, installed at each inlet and outlet of
the solar thermal collectors as well as in four positions in the storage tank. The mass
flow rate through each solar thermal collector is measured using IFM-SM4000 flow
meters (Q1–Q4) with an accuracy of ±0.5%. The measured parameters are stored,
each minute, in a data logger.

After implementing the novel triangle solar thermal collectors on the southern
façade of the outdoor testing rig, the mass flow rate was adjusted to 0.001 kg/s
through each collector, according to the standard for solar thermal collector testing
[22]. During the testing period, there was no consumption of hot water and the pump
was continuously running the antifreeze solution through the solar thermal system.

The meteorological parameters were monitored using a DeltaT weather station
(Fig. 4.3a) and a Solys2 sun tracker (Fig. 4.3b) installed on the rooftop of a nearby
building in the R&D Institute of the Transilvania University of Brasov. The DeltaT
weather station is equipped with a RHT2 sensor to measure the outdoor air temper-
ature and relative humidity, with a ±0.1 °C temperature precision and an accuracy
of 2% for the relative humidity; the station also consist of an AN4 anemometer to
measure the wind speed with an accuracy of±0.5 m/s, a WD4 wind vane to measure
the wind direction with an accuracy of ±2% and a RG2 rain gauge to measure the
precipitation with an accuracy of ±2%. The Solys2 sun tracker is equipped with a
CHP1 pyrheliometer to measure the direct solar irradiance (B) with an accuracy of
1%, a CMP22 pyranometer to measure the horizontal global solar irradiance (Gh)
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Fig. 4.2 Hydraulic scheme of the solar thermal system with four triangle solar thermal collectors

(a) (b)

Fig. 4.3 Monitoring system of the meteorological parameters: a Delta T weather station. b Solys
2 sun tracker

with an accuracy of 0.5% and a shadowed CMP22 pyranometer to measure the
horizontal diffuse solar irradiance (Dh) with an accuracy of 0.5%.

4.4 Results and Discussions

The results obtained by processing the parameters recorded during the one year
monitoring period are outlined. The sunniest days close to the equinoxes and solstices
were selected and the solar irradiance measured during these days is comparatively
presented in Fig. 4.4.

Based on the measured values of the solar irradiance, the direct (Bn), diffuse (Dn)
and global irradiance (Gn) received by the vertically installed, south oriented solar
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Fig. 4.4 The available global (G), direct (B) and diffuse (D) solar irradiance measured during the
selected days: a 20.09.2018, b 05.01.2019, c 24.03.2019 and d 26.06.2019

Fig. 4.5 The received global (Gn), direct (Bn) and diffuse (Dn) solar irradiance calculated for the
selected days: a 20.09.2018, b 05.01.2019, c 24.03.2019 and d 26.06.2019

thermal collectors are calculated using Eqs. (4.10), (4.12) and (4.6), respectively.
The results are comparatively presented in Fig. 4.5.

Similar profiles can be observed in Figs. 4.4 and 4.5 for the days close to the
equinoxes for both the available and the received solar irradiance. The maximum
solar irradiance reaches 1013 W/m2 only at summer day noon, while for the other
representative days it reached only about 900 W/m2, even in the winter day. Due to
the vertically installed, south oriented solar thermal collectors, the received solar irra-
diance is significantly reduced (392 W/m2) during the summer day (Fig. 4.5d) when
the maximum available solar irradiance is the highest while for the winter day the
received solar irradiance reaches a maximum of 836 W/m2 (Fig. 4.5b) representing
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Table 4.1 The daily available
and received global solar
energy in the selected days

Day Daily available global
solar energy (kWh/m2)

Daily received global
solar energy (kWh/m2)

20.09.2018 8.77 4.61

05.01.2019 5.78 4.86

24.03.2019 8.88 4.55

26.06.2019 11.98 2.41

91.7% of the available solar irradiance (912W/m2). These results show that the solar
irradiance of 1000 W/m2, required in the standard for solar thermal collector testing
[22], is never reached on the southern façade in the implementation location.

The values of the daily available and received global solar energy are included
in Table 4.1 for the selected days. When comparing the values of the daily available
global solar energy, a large variation can be observed, ranging from 5.78 to 11.98
kWh/m2, mainly due to the length of the daytime. For the daily received global solar
energy, the maximum amount resulted in the winter day, closely followed by the
fall and the spring days, indicating an almost constant distribution of the received
solar energy during the cold season; this makes the solar facades good candidates
for both space heating and domestic hot water preparation. The minimum received
solar energy (almost half comparing to that in the winter day) resulted in summer.
This represents an advantage in terms of protection to overheating that may appear
in summer due to the reduced thermal load (only for hot water preparation).

Further on, the specific thermal power output of each collector was calculated for
the selected days based on themeasuredmass flow rates and inlet/outlet temperatures.
Similar results were observed for the two orange absorbers therefore, the results will
be presented only for one of them. The specific thermal power output (pt) is plotted
in Fig. 4.6 along with the calculated global solar irradiance received in the vertical
plane (Gn). Once again, similar profiles result for the days close to the equinoxes
(Fig. 4.6a, c). The highest specific thermal output power is obtained during the
winter day (Fig. 4.6b), despite the lowest outdoor air temperatures, compensated by
the higher received solar irradiance. For the summer day (Fig. 4.6d), because of the
high solar altitude angles the incidence angle is the worst and so is the received solar
irradiance generating the lowest specific thermal output.

The efficiencies of the solar thermal collectors are comparatively plotted inFig. 4.7
for the time interval close to noon of each selected day. Almost similar variations
result, except the winter when the lower outdoor temperature slightly decrease the
efficiency.

As expected, the colour of the absorber plate has a significant influence on the
conversion efficiency, with the highest values (close to 50%) for the black plate
and the lowest values (close to 30%) for the orange absorber plate. Despite these
differences, it can be also observed that the sensitivity to the outdoor conditions is
similar for all the colours, as the results in Fig. 4.7b show for the winter day.

Finally, the outdoor efficiencies variation with the reduced temperature difference
is plotted (using dots) in Fig. 4.8 and compared with the efficiencies of the same
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Fig. 4.6 The received global solar irradiance (Gn) and the specific thermal output power of the
black (B) green (G) and orange (O) solar thermal collectors in the selected days: a 20.09.2018,
b 05.01.2019, c 24.03.2019 and d 26.06.2019

Fig. 4.7 The efficiency of the black (B) green (G) and orange (O) solar thermal collectors in the
central part of the selected days: a 20.09.2018, b 05.01.2019, c 24.03.2019 and d 26.06.2019
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Fig. 4.8 Experimental efficiency obtained on the indoor (lines) and outdoor (dots) testing rigs for
the black (B) green (G) and orange (O) solar thermal collectors in the selected days: a 20.09.2018,
b 05.01.2019, c 24.03.2019 and d 26.06.2019

solar thermal collectors previously recorded on an indoor testing rig [18] plotted
using lines in Fig. 4.8. Similar values of the root mean squared deviation (RMSD)
ranging between 0.45 and 1.03% result for the spring and fall days (Fig. 4.8a, c).
The influence of the low outdoor temperatures during the winter day can be observed
in Fig. 4.8b with RMSD ranging between 0.83 and 1.20%. The best fit is observed
during the summer day (Fig. 4.8d) when the RMSD value ranges between 0.30 and
0.37%. However, RMSD values lower than 1.2%, as observed during the testing
period, can be considered mirroring a good agreement between the outdoor and the
indoor experimentally assessed efficiencies.

4.5 Conclusions

The thermal efficiency is assessed in this paper for three solar thermal collectors
having triangle shape, small surface (0.067 m2) and differently colored absorber
plates (black, green and orange), installed on the southern façade of an outdoor
testing rig during a monitoring period of one year (August 2018–July 2019).
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The results obtained for four sunny days, close to the equinoxes and solstices in
the monitoring period, are comparatively presented and discussed.

The vertical implementation of the solar thermal collectors on the southern façade
has as main advantages the increase of the received solar energy during winter
sunny days (that is beneficial for the space heating systems) and the decrease during
summer, protecting the solar thermal system against overheating. For the location of
the outdoor testing rig (Brasov, mountain area with temperate continental climate)
the solar energy received on the southern façade during the winter sunny day is two
times higher than during the summer sunny day, opposite to the available solar energy
that in the winter day is half of the summer day.

Accordingly, the specific thermal power output of the solar thermal collectors
resulted the highest during the winter day and the smallest in the summer day.

The thermal efficiencies obtained for the time interval close to noon during the
four selected days (10:00–14:00) are in good agreement with the results previously
obtained on an indoor testing rig, showing a root mean squared deviation lower than
1.2%, with the highest values during the winter day (between 0.83 and 1.20%) and
with the best fit during the summer day (between 0.30 and 0.37%).

Future research will focus on the influence of the mass flow rate on the thermal
efficiency of the novel solar thermal collectors and on the influence of the serial
interconnections among them.
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Chapter 5
Alternative Energy Sources Onboard
Warships. Case Study: The Use
of Solar-Thermal Systems on a Military
Support Vessel

Alexandru Cotorcea, Ion Visa, and Andrei Pocora

Abstract In an oil market with prices per barrel less than half than few years ago,
the use of classic fuels remains the economically viable and affordable solution.
This aspect has a negative impact on the design, development and implementation of
solutions based on the use of alternative energy sources in all sectors of activity. The
present paper reviews the efforts made and the results obtained in order to provide
energy to warships from sources other than the classical ones. Implementation of
alternative sources of energy on warships is even more difficult, because on such a
vessel there is generally no free space needed to place the systems. In this context,
an analysis of the installation of solar thermal systems on military support vessels,
which are not directly involved in combat and which are built like a merchant vessel,
is presented. Also, three solar thermal systems are proposed for the preparation of
DHW onboard vessels.

Keywords Military support vessels · Solar thermal system · Naval boiler

5.1 Introduction

Shipping is an energy-efficient mean of transportation compared to air and road
transport, due to large carrying capacity of vessels and low fuel consumption per
ton transported [1]. However, in this industry as well there are measures needed
in order to reduce the fuel consumption from ships and, thus, reduce the carbon
footprint of the marine industry [2]. International Maritime Organization (IMO)
naval machineries efficiency requirements for existing ships include a Ship Energy
Efficiency Management Plan and International Energy Efficiency Certificate and are
enforce starting with January 1, 2013 [3]. Also, IMO prepared an initial strategy
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to reduce greenhouse gases (GHGs) emissions from worldwide fleet. The strategy
includes a 50% reduction in GHGs by 2050, compared to 2008 levels, and complete
elimination of GHG’s as soon as possible [2]. Among the methods of reducing
dependence of fossil fuels IMO has identified use of alternative fuels, wind power
and solar energy [4]. Issuing energy efficiency policies and technological leadership
in the shipping industry leads to the idea that the environmental impact of energy
use (renewable energy) has and will improve even more [5].

The use of alternative sources of energy onboard vessels is intended to minimize
the consumption of diesel oil or heavy fuel oil. Recent studies, based on experi-
mental data, consider hybrid energy systems for naval application [6–8]. As example,
according to an analysis of the use of a solar energy hybrid power system, the fuel
consumption is reduced by 4.02% and carbon dioxide emissions by 8.55% a year
[6]. Also, the concern about impact of emissions on neighboring communities [9]
during anchoring in port, conduct to regulations for the use of shore-energy, known
as cold-ironing and onboard clean technologies [7, 8].

Regarding the warships, the regulations issued by IMO do not fully apply, due to
the relative reduced impact on the environment (the traffic of military vessels is less
intensive than that of commercial ones). Thus, opportunities for energy efficiency and
renewable energy as a means of cutting costs, emissions and risks associated with
reliance on traditional energy sources have been identified in this area of activity
[10]. Consequently, USA Defense Department (DoD) allocate an important budget
for increasing energy efficiency of military facilities, use of renewable energy and
reduction of petroleum products for non-tactical vehicles. Also, the program Great
Green Fleet, with standards and solutions in the field of alternative-energy, is intended
to increase fuel efficiency and save millions of dollars [11].

In this context, the utility and opportunity of installing solar-thermal conver-
sion systems onboard a military support vessel are further analyzed. The amount of
thermal energy onboard any ship is high [12] and is used to heat the main engine, the
fuel from different tanks, themain engine lubricating oil before entering the separator
and producing the domestic hot water (DHW) needed by the crew.

In order to identify the benefits of using solar thermal collectors onboard the ship,
the following steps were completed:

• description of the vessel, its main characteristics and identification of the areas
available for the location of the collectors;

• choosing and evaluating from the point of viewof the energy gain of a relevant trip,
taking place in the two hemispheres and under extreme astronomical conditions;

• identification of the way to use the thermal energy obtained through conversion.

Also, three systems, of which two hybrids (used to produce thermal energy in
combination with the ship’s boiler), are proposed for implementation onboard the
ship.
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5.2 Determination of the Amount of Energy Produced
by Solar-Thermal Conversion

As amilitary logistic support vessel, the Albatros vessel was chosen from the endow-
ment of theRomanianNaval Forces. The vessel is intended for the transport of general
goods, bulk goods (excluding ores), timber under decks or on decks and containers.
It is useful for any type of navigation area with a range of 8000 nautical miles (Nm),
which can be increased to 12,000 Nm by using mixed fuel tanks.

The vessel has a 2-stroke reversible diesel engine, engine running on heavy fuel
oil while on open sea and diesel fuel oil during entry or leaving ports maneuvers,
as well as in high-risk areas. The main engine is of type SULZER 5RD68 with
an effective power Pe = 6100 HP = 4550 kW and a specific fuel consumption

ce = 0.165
[

kg
kWh

]
. The fuel used has a lower calorific valueQi = 42, 700

[
kJ
kg

]
. Table

5.1 shows the main technical characteristics and capabilities for the Albatros vessel.
In order to obtain the thermal energy, the Albatros vessel is equipped with a naval

boiler CAVNO1000 type. This type of boiler is intended to produce saturated steam
at a maximum pressure of 7 bar and works with heavy fuel oil or diesel oil and has
a nominal steam flow rate of 1000 kg/h. The Albatros can take 604 tons of heavy
marine fuel, and according to the legislation in force 10% of this quantity must be
permanently in conditions of immediate use. The vessel consumes, at an economic
speed of 7 knots, a quantity of fuel of 500 kg/h [13].

The possibilities of placing renewable energy systems (photovoltaic modules,
solar thermal collectors etc.) on a vessel are usually limited, because the design of
the vessels is realized with the purpose of minimizing unnecessary spaces. In the
present analysis for the military logistic support vessel, the following areas were
considered in the initial analysis as being available for the location of solar thermal

Table 5.1 Main technical
characteristics and
capabilities of the Albatros
vessel

Maximum length 130.86 m Oil (Castrol CDX
30)

40 t

Width 17.70 m Drinking water 55 t

Construction height 10.20 m Warehouse cover
surface 1

10.2 m2

Draft 8.10 m Warehouse cover
surface 2

136 m2

Displacement 12,350 t Warehouse cover
surface 3

136 m2

Deadweight 8750 t Warehouse cover
surface 4

136 m2

Heavy fuel 604 t Full speed 15 knots

Diesel fuel 265 t Standard/maximum
crew

20/44
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collectors: storage lid with an area of 136 m2, the compass deck with a surface of
105.24 m2 and the aft deck with an area of 96 m2.

The analysis of the areas initially identified for the installation of solar-thermal
collectors led to the following conclusions:

• the installation of the collectors on the covers of the warehouses, although they
have the largest surface, can affect the manipulation of the goods and can damage
the collectors during the activities; also, the positioning of the collectors in these
areas will make impossible the transport of goods with arrangement on the covers
of the warehouses;

• the arrangement of collectors in the stern area may affect the crew’s ability to act
during mooring or towing maneuvers; also, there may be shading of this area at
certain times (when the Sun is positioned towards the bow of the vessel), thus
resulting in a lower efficiency of the collectors;

• the compass deck has the advantage of being the area best exposed to the Sun
(being the highest point of the vessel); therefore, communication and positioning
equipment are installed in this area, which in this context is a disadvantage;
however, this disadvantage can be eliminated by adopting modern, powerful and
small equipment in a retrofitting and modernization process of the vessel.

From the aspects identified in the analysis of the areas for the installation of solar
thermal collectors it can be concluded that the compass deck is the most suitable and,
consequently, this area will be considered further. The aim is to use at maximum the
available space and the way of disposing of the collectors (horizontal or inclined).
Considering the area previously identified for the installation of the collectors, in
Fig. 5.1 there are presented the main dimensions and distances between the solar-
thermal collectors that can be installed on the compass deck.

As it can be seen in Fig. 5.1 on the surface of the compass deck, 23 solar thermal
collectors can be installed, which represents from the point of view of the absorber
surface a total of 59.11 m2.

In order to evaluate the optimal option (in which the thermal energy obtained by
the system has the highest value), three scenarios were considered, namely:

• Scenario 1: the collectors are horizontally arranged;

Fig. 5.1 The main
dimensions and distances
between the solar-thermal
collectors on the compass
deck
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Fig. 5.2 Voyage sketch on the Constanta—Rio de Janeiro route (overview)

• Scenario 2: the collectors are tilted with the optimum angle depending on the
season and latitude and permanently oriented towards the South/North;

• Scenario 3: the collectors are tilted at the optimum angle and permanently follow
the Sun (daily movement in steps).

All three scenarios consider the use of 23 solar thermal collectors, the main
purpose being for the evaluation of energy according to the absorber surface, without
consideration of the effect of self-shadowing.

For the carried-out study, a long route was chosen, covering the two hemispheres,
the routeConstanta (Romania)—Riode Janeiro (Brazil),whose generalmap is shown
in Fig. 5.2. The mapping was carried out in Transas Navi-Sailor ECDIS program,
software used on most vessels, with the support of specialized personnel from the
Ship-handling Simulator within the Naval Academy of Constanta, Romania.

The route has a length of 6482 nautical miles and the duration of the trip is 926 h;
on this route the latitude varies between 44.08 °N and 22.51 °S. The speed of the
vessel was considered constant at 7 knots, this being an economic speed that respects
the current trends in the field.

The simulation of the voyage, from the point of view of the deployment period,
was performed by considering two relevant options, corresponding to totally opposite
astronomical phenomena:

• Option 1 envisaged that during the summer solstice in the northern hemisphere
(respectively the winter solstice in the southern hemisphere), June 21, the vessel
would be in the middle of the voyage. Thus, the voyage takes place between June
2 (day of the year n = 153) at 08.00 and July 10 (n = 191) at 22.00;

• Option 2 was chosen so that during the winter solstice in the northern hemisphere
(respectively the summer solstice in the southern hemisphere), December 21 (n=
355), the vessel would be as in the previous case at mid-voyage. Thus, the voyage
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takes place between December 2 (n = 336) at 08.00 h and January 9 (n = 9) at
22.00 h.

The determination of the global solar radiation in the plane of the solar-thermal
collectors was done using the Bason model [14, 15]. The turbidity (Linke) factor
specific to the water surfaces was determined considering latitude and season, cold
or warm [16]. An example with the daily values of the turbidity factor during the
two voyage periods depending on the average latitude at which the vessel is located
daily are centralized in Table 5.2.

Optimum angle of tilt of the collectors, with great impact on the received energy,
was determined according to latitude and season with relation (5.1) [16]. An example
with the obtained results is presented in Table 5.3.

Table 5.2 Linke factor values by average daily latitude and day of the year

Average daily latitude (°) Option 1 Option 2

Day of the year Linke factor Day of the year Linke factor

43.05 153 3.25 336 2.33

35.75 158 3.52 341 2.60

37.06 163 3.48 346 2.55

31.63 168 3.64 351 2.76

23.80 172 3.80 355 3.06

13.86 176 3.85 359 3.41

0.45 181 3.68 364 3.74

−12.79 186 3.31 4 3.83

−23.03 191 2.97 9 3.80

Table 5.3 The optimum tilt angle according to the average daily latitude and the day of the year

Average daily
latitude (°)

Option 1 Option 2

Day of the year Optimum tilt angle
(°)

Day of the year Optimum tilt angle
(°)

43.05 153 8 336 70

35.75 158 2 341 63

37.06 163 3 346 64

31.63 168 −2 351 59

23.80 172 −9 355 52

13.86 176 −17 359 43

0.45 181 −29 364 31

−12.79 186 −40 4 16

−23.03 191 −49 9 7
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Table 5.4 Main technical
specifications of the
TitanPower-ALDH 29
collector

Absorber surface 2.57 m2 Collector efficiency 82.0%

Total area 2.72 m2 Maximum working
pressure

11 bar

Length 2160 mm Absorption factor 95%

Width 1260 mm Emission factor 5%

Depth 105 mm Stagnation
temperature

200 °C

Mass 55.2 kg Price per piece 599 $

Source www.siliconsolar.com

χopt = 0, 919 · ϕ ± 17, 448 (5.1)

In relation (5.1), the “+” sign will be adopted between October and March, and
the sign “−” between April and September.

The negative values of the optimum tilt angle in Table 5.3 indicate the north
orientation of the solar collectors (in the southern hemisphere).

For the conversion of solar energy into thermal energy a flat-plate collector of the
type TitanPower-ALDH29 was considered, whose technical specifications are given
in Table 5.4.

Knowing the efficiency of the collectors based on the characteristics emitted
by the manufacturer (82%) and considering the heat losses from the installation
(approximately 40%), the efficiency of thewhole solar-thermal systemwill be≈50%.

Further, the three scenarios of arrangement of solar-thermal collectors are
compared in terms of thermal energy produced during the two voyages. Following the
analysis, the optimal arrangement of the solar thermal collectors will be determined
onboard the vessel.

The determination of the thermal energy produced by the solar-thermal system
during the voyages on the Constanta—Rio de Janeiro route was made considering
position of the vessel from hour to hour, hourly estimated global solar radiation and
an efficiency of the solar-thermal collectors of 82% and an overall efficiency of the
system of η = 50%.

The thermal energy resulting from the conversion of solar energy (ESTC) was
determined based on the relationship:

ESTC = E · Aabs · η (5.2)

where E is solar energy in Wh/m2 and Aabs is the absorber area in m2.
The amount of thermal energy produced in the three scenarios is presented in

Table 5.5. As can be seen the maximum energy corresponds to scenario 3 (tilted with
optimum angle and diurnal tracking in steps), and the minimum one corresponds
to scenario 1 (collectors arranged horizontally). Also, Table 5.5 shows the average

http://www.siliconsolar.com
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Table 5.5 The thermal energy produced during the voyages in the three scenarios

Period of voyage The thermal energy produced during voyage (kWh)

Scenario 1 Scenario 2 Scenario 3

2 June–10 July 8709.02 9274.98 11,179.31

2 December–9 January 5967.06 8200.81 9845.88

Average energy 7338.04 8737.90 10,512.60

Table 5.6 Percentage differences between scenario 1 and scenarios 2 and 3

2 June–10 July 2 December–9 January

Thermal energy
(kWh)

Difference from
scenario 1 (%)

Thermal energy
(kWh)

Difference from
scenario 1 (%)

Scenario 1 8709.02 – 5967.06 –

Scenario 2 9274.98 +6.5 8200.81 +37.4

Scenario 3 11,179.31 +28.4 9845.88 +65.0

values over the two periods. This average, given that the chosen periods are astro-
nomically extreme, can be considered as a reference value regardless of the period
of voyage of a Constanta—Rio de Janeiro route.

Another relevant aspect is the percentage differences that appear between the
most unfavorable case (horizontal arrangement of collectors—scenario 1) and cases
of tilted collectors (scenarios 2 and 3), Table 5.6.

From the analysis of the results presented in Tables 5.5 and 5.6 the following can
be stated:

• the arrangement with an tilt angle χ = 0 (horizontal) of the solar-thermal collec-
tors (scenario 1) represents the least favorable option, regardless of the period
analyzed; the differences are significant especially during the winter period when
the contribution of the solar radiation is lower, being between 37.4% compared
to scenario 2 and 65.0% compared to scenario 3;

• scenario 2, which implies the daily tilt of the collectors with the optimum angle
depending on the latitude and their orientation towards the south/north, becomes
efficient compared to scenario 1, especially in winter, in summer the difference
is 6.5%;

• scenario 3, which considers the permanent track of the Sun, as well as the tilt of
the collectors with the optimal angle depending on latitude, represents the most
advantageous option regardless of the season; thus, at an annual level, there is a
difference of 65.0% compared to scenario 1 and 20.0% compared to scenario 2.

5.3 Methods of Using the Energy Generated
by the Solar-Thermal System
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The use of solar-thermal collectors leads to the reduction of the fuel consumption
used to produce thermal energy onboard the vessels and implicitly to the reduction of
the greenhouse gases resulting from the burning of this quantity of fuel. In this case,
the fuel used onboard the vessel (and generally onboard the commercial vessels) is
heavy fuel oil with a lower calorific value Qi = 42,700 (kJ/kg). The quantity of fuelm
saved by using the thermal energy delivered by the solar-thermal system considered,
considering that 1 kWh = 3600 kJ, is given by:

m = ESTC · 3600
Qi

[
kg

]
(5.3)

where: ESTC represents the energy produced by the solar thermal system in kWh, and
Qi the calorific power of the fuel, in kJ/kg.

Knowing the thermal energy obtained in the most favorable case (scenario 3 in
summer time) as being 11,179.31 kWh and using the above relationship, will result in
a fuel saving during the voyage of 942.52 kg,which leads to an average of 24.8 kg/day.
Compared to the total fuel consumption during the journey which is 463 tons (taking
into account an hourly consumption of 500 kg and a duration of 926 h), the amount
saved represents 0.20%, but as will be shown further, the thermal energy obtained
by the solar-thermal conversion covers 100% of the energy needed to prepare DHW,
and when stationed at anchorage it substantially reduces pollution.

The thermal energy obtained onboard the vessel from the considered solar-thermal
system is intended to be used for the purpose of providing the DHW needed by the
crew. The DHW is used in the installations serving the sanitary system, as well as
in the installations that ensure the functioning of the kitchens. Also, the use of the
solar-thermal system during the stationing of the vessel in the port or vicinity of
the port for the purpose of obtaining domestic hot water, can lead to the following
benefits:

• reduces the burden of facilities commonly used for hot water preparation, instal-
lations that use fossil fuels for operation; thus, the installations will function less
(for the realization of other functionalities), which leads to fuel savings and to
increase the life of the subcomponents of the installation;

• by reducing fuel consumption, greenhouse gas emissions will also be reduced,
with direct favorable impact on the communities near the ports.

To identify this potential for use it is necessary to know the necessary DHW
of the crew and the average daily amount of energy delivered by the solar thermal
system (to determine the amount of water that can be heated with this energy). The
number of sailors in the crew according to the main characteristics of the Albatros
can be between 20 (standard crew) and 44 (maximum crew). The daily requirement
of DHW for each crew member is 50–100 L, depending on the activities carried out.
This results in a daily requirement of 1000–2000 L for the standard crew and 2200–
4400 L for the maximum crew. The average daily amount of energy delivered by the
solar-thermal system is 276.6 kWh, considering a total of 10,512.6 kWh during the
38 days of the trip. The daily amount of DHW that can be obtained with this energy
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is determined according to the relation:

Eavgdaily = m · c · �t → m = Eavgdaily

c · �t
= 276, 6

0.001161 · 40
= 5956.1

[
kg

] = 5956.1[l] (5.4)

where: c = 4, 18
[

kJ
kg·K

]
= 0, 001161

[
kWh
kg·K

]
is the specific heat of the water, �t =

40 °C is the temperature difference between the DHW temperature required for
consumption (50 °C) and the water temperature of the storage tanks (10 °C), and
Eavgdaily is the average daily energy produced by the solar thermal system.

The obtained results make it possible to state the following observations:

• the average thermal energy during the trip obtained from the considered solar-
thermal system satisfies the need for DHW preparation for the whole crew,
exceeding even the maximum required regardless of the number of sailors in
the crew;

• the surplus of DHW produced on a clear day (if the obtained thermal energy is
higher than the average thermal energy considered in the present study) can be
used on cloudy days; also, this surplus can be transferred to naval boilers, thus
reducing their load by delivering water at 50 °C instead of 10 °C as usual, which
also leads to a reduction in the amount of fuel used by boilers;

• the surplus of thermal energy obtained during sunny days can also be used for
periodically raising of the DHW temperature above 60 °C, in order to prevent the
development of bacteria on distribution facilities and storage tanks [17, 18];

• in case of consecutive cloudy days, when the DHW requirement cannot be
provided by the solar thermal system, thewater heating can be done in the classical
way through the boiler, thus creating a combined DHW production system.

The utility of solar-thermal systems onboard vessels should also be looked at
from the point of view of the environmental impact. As previously shown, solar
energy conversion systems offer clean energy-saving solutions for periods when
vessels are in coastal areas. In addition, these solutions are more likely to be imple-
mented on cruise vessels or pleasure boats where, together with immediate utility
(DHW production), another important application, that of drinking water produc-
tion, through desalination process, can be considered. For this type of application,
the implementation of solar-thermal collector systems must be considered from the
design stage of the vessel, with surfaces dedicated to their positioning.

5.4 Design of Solar-Thermal Systems for the Military
Support Vessel

Based on the results obtained previously regarding the amount of DHW that can be
prepared by using the solar energy, further there are proposed three types of systems
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that can be adapted onboard the vessel (Figs. 5.3, 5.4 and 5.5). Within the proposed
systems, the conversion of solar energy into thermal energy, the transfer of energy
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necessary for the preparation of DHW, as well as its storage and/or distribution to
consumers, is carried out.

The system shown in Fig. 5.3 is a classic solar-thermal system composed of
collectors, storage tanks and distribution system. The storage tanks have been sized
in such a way as to allow the preparation and storage of the quantity of DHW
previously determined based on the average daily thermal energy delivered by the
collector system. Three 2000 L storage tanks were included, the design being made
so that one of them could be insulated in the event of a malfunction or a low supply
of thermal energy.

The systems in Figs. 5.4 and 5.5 are designed in such a way as to ensure a close
connection between the classic system of hot water production onboard (boiler) and
the solar thermal system. Thus, in the first proposed combined system (Fig. 5.4),
a storage tank of 6000 L is designed, a tank that takes the thermal energy from
the collectors but can receive energy when needed from the boiler. Additionally, to
avoid overheating the collectors if the hot water in the storage tank is not used by
the consumers, it can become an auxiliary source of water for the boiler. The main
advantage of this use is that in the boiler the water is already preheated, and the
amount of fuel needed to obtain steam will be lower.

The system in Fig. 5.5 is designed with two 2000 L storage tanks and a plate
heat exchanger. The role of the storage tank that can store hot water at 90 °C is to
reduce the space required onboard for the installation of the system (having a smaller
capacity) compared to the system proposed in Fig. 5.3 and to allow storage and use
at need of hot water with a high temperature (thus limiting the losses that can occur
during the days with an increased radiation intake).
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The systems proposed in this case can be adopted onboard the logistic support
vessel but can also be viable solutions for any vessel. Two of the basic principles to
consider when choosing the right system are the dependence on the available space
(in the case of vessels already in service) and the additional weight that appears
onboard, weight that is intended to be as lower as possible, as well as the quantity of
cargo that can be transported and consequently the revenue from it.

5.5 Conclusions

An analysis of a logistical support military vessel from the point of view of the
functionalities of the thermal energy and of the implementation of the solar thermal
systems onboard vessel was carried out. The analysis took into account a voyage on
the Constanta—Rio de Janeiro route (38 days, 12,000 km), made during different
periods of the year and astronomically extreme in order to determine the thermal
energy delivered by a solar-thermal system. Further, there were identified methods
of using the energy obtained by solar-thermal conversion, as well as the quantity of
fuel saved. Results showed that a maximum of 11,179.31 kWh is produced on the
chosen voyage, using tracking systems during summer time, and the reduction in
terms of fuel and emissions were 886 kg (which represent 0.2% of total amount of
fuel), respectively 2760 kg of CO2. Also, three types of solar-thermal systems that
can be adapted on vessels for the direct delivery of DHW and/or for the storage of
thermal energy and its subsequent use have been proposed.
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Chapter 6
Agri.q: A Sustainable Rover for Precision
Agriculture

Giuseppe Quaglia, Carmen Visconte, Luca Carbonari, Andrea Botta,
and Paride Cavallone

Abstract In this paper, an innovative mobile and sustainable robot for precision
agriculture, named “Agri.q”, is presented. Characterized by a peculiar mechanical
architecture and provided with specific sensors and tools, the Agri.q is able to operate
in unstructured agricultural environments in order to fulfill several tasks as mapping,
monitoring, and manipulating or collecting small soil and leaf samples. In addition,
the rover is equippedwith a top platform coveredwith solar panels, whose orientation
can be exploited both to maximize the sunrays collection during the auto-charging
phase and to permit a drone landing over a horizontal surface, regardless of the ground
inclination. A particular attention to energy consumptions and sustainability has
driven the mechanical design of the Agri.q powertrain: the weight reduction results
into a limited number of small size locomotion motors, enhancing the importance
of the harvested solar energy on the energy balance of the whole system. In this
paper, all these characteristics are described and analyzed in detail. Moreover, some
preliminary tests aimed at evaluating the energetic behaviour of the rover under
different working and weather conditions are presented.
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6.1 Introduction

Precision agriculture aims at improving the sustainability of agricultural production
by taking advantage of specialized technological equipment. As a side effect, also
profitability and efficiency turn conveniently enhanced [1]. In a fewwords, the whole
precision agriculture paradigm can be summarized in applying ‘the right treatment
in the right place at the right time’ [2]. Many relevant studies demonstrated in the
recent past the beneficial effect of such paradigm on environment and economics
[3, 4]. The interest demonstrated by private producers and governments is then well
understandable. In this technological transition, robotics and automation perform
a leading role, which can profit of the advancements of decades of research. Those
technologies will produce a significant thrust in the modernization of the agricultural
production. Many examples of re-adaptation of agricultural machines are available
in the literature: Wang et al. [5], and later Zaman et al. [6], focused on the use
of advanced navigation systems; in [7] a cooperative system of aerial and ground
vehicles is used for monitoring tasks; Khaliq et al. [8] approached the problem
under the point of view of trajectory planning using multispectral imagery. Aside
such interesting advancements in the field of control, few examples are available of
machines designed to fulfill some specific requirements. Among others, [9] and [10]
present two innovative ground robotic units for automated harvesting, while in [11]
an aerial robot for mango harvesting is proposed. As a matter of fact, one of the
most important features that an autonomous robot should have is to work without
human intervention as long as possible. Then, the use of solar panels can allow the
robot to have a high exploration capability in open spaces. Many studies focused on
motion planning and control to reduce the energy consumption [12, 13], better than
increasing the stored energy. At present, two main strategies are in use for battery
recharging, based on board solar panels [14] and off board stations [15].

In this scenario, the researchers of the Politecnico di Torino developed a novel
wheeled UGV named Agri.q (shown in Fig. 6.1) tailored on precision agriculture
tasks and specifically designed for monitoring and sampling of crops and soil [16–
18], especially for vineyard cultures. The rover is a small size (approximately 1 m
× 2 m × 0.7 m) electric vehicle designed to operate in unstructured environments,
to move through the rows of grapes and to cooperate with aerial drones. Moreover,
it is equipped with a robotic arm to accomplish sampling tasks. The Agri.q mobile
rover has been equipped with an orientable platform covered with solar panels, with
the aim of enhancing the battery runtime and therefore the duration of the missions
executable by the rover.

6.2 Prototype Description

The actuators of the modular locomotion systems have been carefully chosen consid-
ering, as themost burdening condition, a slope of about 15° to be overcomewith only
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Fig. 6.1 Prototype of the Agri.q mobile robot

two front traction motors (namely the two front driving units) at a maximum speed
of about 5 km/h. To achieve such goal, the transmission of each unit is composed by
an electric brushless DC motor, connected to a planetary gearbox. A further speed
reduction is then provided by a chain system between the gearmotor and a pair of
wheel (front left or front right). Some details on the adopted mechanical compo-
nents are provided in Table 6.1. Each gearmotor unit is also provided with an electric
parking brake.

In addition, the rover is equippedwith two rear locomotion units that are used only
when the slope exceeds 15% or when the adherence condition requires to pass from
the 2 to the 4 driving units architecture; in this second case, the power transmission
is distributed to the eight wheels in contact with the soil (Fig. 6.2).

The powertrain layout was completed by a battery able to feed the adopted loco-
motion systems, and by a solar panel whose dimension was reasonably chosen to
ensure the recharge of the battery during the idle time between missions. Details
about the rechargeable battery are provided in Table 6.2.

The solar panelwas chosen tomeet the needs deriving from themobile application.
In particular, two flexible light-weighted panels were installed, able to guarantee

an adequate recharging capabilitywithout affecting the robot dynamicswith an exces-
sive weight. Some technical details are shown in Table 6.3 and Fig. 6.3. The data
refers to a perpendicular solar irradiation of 1000 W/m2 at the working temperature
of 25◦.
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Table 6.1 Front and rear
driving modules functional
parameters

Front driving
units

Rear driving
units

Motor
nominal
power

PM,Nom 120W 120W

Motor
nominal
torque

CM,Nom 0.38 Nm 0.38 Nm

Motor
nominal
speed

ωM,Nom 3000 rpm 3000 rpm

Motor
nominal
current

IM,Nom 10A 10A

Motor
maximum
current

IM,Max 20A 20A

Motor torque
constant

KI 0.055Nm/A 0.055Nm/A

Gearbox
reduction

τ1 1 : 15.88 1 : 28.93

Chain system
reduction

τ2 1:3 1:1

Total
reduction

τ 1:47.64 1 : 28.93

Wheels
radius

rw 0.200m 0.200m

Fig. 6.2 Usage of the orientable upper panel during solar recharge (a) and for safe drone landing
(b)

Table 6.2 Battery technical
specifications

Battery voltage 29.7V Maximum current 128A

Battery capacity 56Ah Total stored energy 4.84MJ
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Table 6.3 Solar panel technical specifications

Peak power 154W Maximum tension 18.2V

Dimensions 1046mm × 996mm Maximum current 8.5A

Mass 2.40 kg Working temperature −45/ + 85 ◦C

6.3 Photovoltaic Potentiality of the Agri.q

As well known, solar tracking strategies can substantially increase the efficiency of
the energy harvesting capability of a solar panel (up to 40%). In general, the idea is
to optimize the direct absorption of the solar radiation by reorienting the panels so
that the sunrays turn to be perpendicular to them [19].

In order to get an effective solar tracking, the rover can take advantage of two
expressly conceived degrees of freedom able to orientate the upper platform around
two independent axes. In particular, the pitch and the roll angles of the solar panel can
be modified (as shown in Fig. 6.4a), so that the reference frame ξ −ψ − ζ solid with
the panels assume a non-identical rotation matrix with respect to the rover reference
frame x−y − z.

As shown in [16–18], the Agri.q upper plane pitch mechanism can provide a
rotation of γ = −5◦/ + 40◦. The plane can also roll of αR = −20◦/ + 20◦. Such
degrees of freedom can orientate the solar panels so that the perpendicular unit vector
ζ is:

ζ = Ry(γ )Rx (αR)
[
0 0 1

]T
(1)

where Ry(γ ) and Rx (αR) represent two rotation matrices respectively around the
y and the x axes of the reference frame x−y − z. These ranges of rotation allow the
rover to point the solar panels towards a relevant section of the sky (red spherical
cap in Fig. 6.4b). The minimum pointing angle ϕmin that the platform can perform is
ϕmin = 46.04◦.

Moreover, thanks to its maneuverability in the plane x−y, the rover can assume
whatever orientation around the axis z, so increasing the number of possible poses
of the platform. Figure 6.3b shows through the gray spherical cap the reachable
orientations of the solar panel.

6.4 Consumptions Estimation

The average power consumption can be estimated monitoring the mechanical power
absorbed by the front left (WFL ) and right (WFR) traction motors in different condi-
tions. In the following, four tests are analysed (see Fig. 6.5): Test 1 to 3 refer to
straight trajectories on non-sloped surfaces at different velocity levels (details are
shown in Table 6.4), while Test 4 refers to a constant curvature trajectory. Aside the
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Table 6.4 Velocity, torque and power measurement for tests of Fig. 6.5

Test 1 Test 2 Test 3 Test 4

Velocity 2.15 km/h 3.2 km/h 4.7 km/h 2.00 km/h

Mean motors torque 0.91Nm 0.93Nm 0.94Nm 0.25Nm

Mean motors power 30.94W 66.28W 78.19W 74.14W

mechanical power of the left and right driving units, also the global power absorp-
tion WTOT and the mean value W are shown. A combination of such experimental
tests can be used to estimate the average energy consumption of the rover during
an actual monitoring mission. By simply mediating the registered powers, a mean
value of 62.4W is obtained. Such a value should be properly increased to take into
consideration slopes, different possible levels of terrain roughness, and even the case
in which all the four driving units (both front and rear) are needed. Moreover, the re-
orientation actuators and the electronic hardware are expected to increase the power
absorption too. As also evicted in the following, an average consumption of about
90W is an acceptable approximation.

As a further consumption estimation proof, some numerical data obtained during a
two hours mission of the rover are reported. The tested duty cycle included almost all
theworking conditions reasonably foreseeable during a standardmonitoringmission:
paths on non-sloped uneven terrains, curves, slopes (of about 10° approached both
with only the front locomotion units activated and with all the four units active),
reorientations of the solar panels, etc. This wide use scenario resulted in the energy
consumption reported in Table 6.5. A total consumption of 179.5Wh, corresponding
to 0.65 MJ, was recorded. Taken into account the tested mission duration, it corre-
sponds to a power absorption of approximately 89.75 W; therefore, the 13.35% of
the whole battery energy was used. A similar result can also be inferred from data
on the used battery capacity: 6.54 Ah on a total capacity of 56 Ah, corresponding to
the 11.71%. Even in terms of peak current, the powertrain turns to be well sized on
the rover needs: the maximum value, recorded along a slope of 10° approached at
the maximum rover velocity with all the four driving units active, is 24.19 A, which
is well lower than the maximum battery current (128 A).

Table 6.5 Energy and electric parameters recorded during a two hours mission

Time Voltage Actual
current

Actual power Used charge Used energy

0 h 00′ 28.95V 0A 0W 0Ah 0Wh

0 h 30′ 28.50V 0.97A 27.9W 3.86Ah 106.8Wh

1 h 00′ 28.36V 3.15A 89.3W 5.33Ah 145.3Wh

1 h 30′ 28.47V 0.94A 26.7W 5.44Ah 148.8Wh

2 h 00′ 28.34V 0.86A 24.3W 6.56Ah 179.5Wh

Peak current: 24.19A Peak power: 674.1W Average tension: 27.76V
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6.5 Concluding Remarks

The exploitation of robotics technologies for precision agriculture applications is
increasingly catching the attention of both research and industrial community, for
it representing a smart and sustainable way to enhance profitability and produc-
tivity. Moreover the sustainable design approach adopted in this research represents
a method to address the technological evolution to the achievement of some Sustain-
able Development Goals, fixed by United Nations in 2015 [20]. The most relevant
SDGs, in this case are 7, affordable and clean energy, 13, Climate action, 15, life on
land. The researchers of the Politecnico di Torino developed a novel wheeled UGV,
named Agri.q, designed for unmanned monitoring and sampling tasks of crops and
soil. This paper focuses on the sustainability features which characterize the robot,
and in particular on its capability to exploit solar renewable energy. The installed
set of photovoltaic panels, in fact, makes available an effective source of energy
that increases the autonomy of Agri.q during operating missions. The panels can
recharge the rover battery in the idle time between the missions, avoiding it to come
back to base for such a reason. The tests showed the behavior of the robot in the most
common use conditions, such as straight and curved paths, and allowed verifying the
effectiveness of the chosen powertrain. Aside that, some details are also provided
about the energy consumption during a reasonable mission-like usage.

Acknowledgements Authors’ acknowledgement goes to the PIC4SeR (PoliTO Interdepartmental
Centre for Service Robotics) which gave support and assistance to this research.
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Chapter 7
A Comparative Analysis of the Solar
Energy Receiving Share Using Four
Tracking System Types at Mid-Latitude
Regions

Mircea Neagoe, Bogdan Gabriel Burduhos, Fazel Mohammadi,
and Nadia Ramona Cretescu

Abstract This paper presents a comparative study of the share of direct solar radia-
tion received by flat solar converters (photovoltaic modules, solar thermal collectors)
using four tracking systems of equatorial, azimuth, pseudo-equatorial, and pseudo-
azimuth type. The study is developed for the Bras,ov, Romania location (45.65° N,
25.60° N), but its results can be extended for most mid-latitude regions. The effect
of dual-axis vs. single-axis tracking is studied in the first part, highlighting high
shares of received solar energy using single-axis diurnal tracking with an optimum
fixed tilt angle. The four tracking systems with unequal steps tracking algorithms are
compared with a fixed tilted system as reference. The paper outlines the ability of
single-axis tracking in receiving high shares of direct solar radiation. This method-
ology allows the designers to rank the four tracking system types, for mid-latitudes,
according to the criteria of solar energy receiving share and tracking angular strokes.
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7.1 Introduction

The main role of a solar tracking system is to increase the share of the solar energy
received by the conversion devices, i.e. Photovoltaic (PV)modules or Flat Plate Solar
Thermal Collectors (FPSTC), thus increasing their output.

A high-precision PV tracking system can support an annual increase in the elec-
trical energy production up to 45% compared to a fix-tilted PV array, depending on
the latitude and weather profile of the implementation location, the tracking system
complexity (single-axis or dual-axis), and type of the tracking algorithm. This signifi-
cant increase represents an important advantage in the case of solar energy conversion
systems integrated into the built environment, considering the limited space available
for implementation. However, this advantage also has several drawbacks compared
to the fixed tilted PV systems [1, 2]. Fixed solar systems, tilted at an annual optimal
angular value, can receive amaximumof 70–75%of the available solar energy during
clear sky periods, therefore their output is at least 25% lower than the possible one.
The yearly output gain when using solar trackers can vary from 20% in unsteady
weather regions up to 40–45% in sunnier areas, compared to fixed, optimally tilted
PV modules. The daily gain may range from almost zero (during the cloudiest days)
to nearly 100% (during the clear sky days) [3]. Thus, solar tracking can be a feasible
solution to significantly increase the output of solar energy conversion devices [4–6].

Tracked solar energy conversion systems have significant advantages compared
to the stationary systems as they produce more energy for the same installed capacity
or require a smaller number of PV modules/FPSTCs to obtain the same output and
there is a current mature market that offers reliable and affordable tracking systems.
However, the balance between these advantages and drawbacks of the higher initial
investment and operational costs represents a critical point in the design process
of a solar energy conversion system, highly dependent on the climatic profile of
the implementation location, the available space for implementation, and the solar
tracker type.

Starting from these considerations, this paper proposes a study on the capabilities
of various tracking systems to increase the share of the direct solar radiation received
at mid-latitude locations. Therefore, the methodology proposed for computing the
the share of the received solar energy is presented in the first part, focusing on
modeling the solar angles (Sect. 7.2), describing the four tracking systemmain types
(Sect. 7.3),modeling the direct solar radiation (Sect. 7.4) alongwith the solar tracking
algorithms and simulation scenarios (Sect. 7.5). The scenarios are simulated for the
Bras,ov location, Romania, and numerical results are discussed in Sect. 7.6, along
with the final conclusions formulated in Sect. 7.7.
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7.2 Solar Angles

The solar radiation has two main components: the direct radiation that has the
maximum irradiance value on the sunray’s direction, and the diffuse radiation,
with its maximum irradiance measured on the horizontal plane of the observer. The
solar radiation profile with the preponderant direct component is mostly suitable for
tracking applications and consequently, the design of solar tracking systems starts
with modeling the angles of the sunray vector.

Considering an implementation location Q (Fig. 7.1) defined by the latitude angle
ϕ, the solar angles associated to the sunray vector can be defined both in the global
coordinate system of the Earth (OX0Y0Z0), denoted also as the equatorial coor-
dinate system (further symbolized by Eq ), and in the observer coordinate system
(QXqYq Zq ). The point O is the Earth’s center, the Z0 axis is the South (S)—North
(N ) rotation axis of the Earth, the X0 axis is perpendicular to the local meridian
plane and oriented toward the local East (E) direction, and the Y0 axis is given by
the intersection of the equatorial plane with the local meridian plane. The axis Zq

corresponds to the local vertical (zenith) axis, while Yq to the N direction and Xq to
the E direction.

The solar angles defined in the equatorial coordinate system (Eq ) defined in
Fig. 7.1a are:

• The hour angle (ωs) is the angle between the sunray projection in the equatorial
plane and the (−Y 0) axis and changes by 15°/hour. Thus, it can be calculated
considering:

ωs = 15◦(12 − ts) (7.1)

where ts is the solar time expressed in hours.

• The declination angle (δs) is the angle between the sunray and the equatorial
plane, ranging between −23.45° and +23.45° during the year as the Earth axis is
tilted at 23°26′21′′ from the normal vector of its orbit plane. Its variation during
24 h is about 0.25° and hence, it is considered constant over one day in practical
applications.

δs = sin−1

(
sin 23.45◦ sin

(
360◦(N − 80)

365

))
(7.2)

where N denotes the day number of the year.
The Sun crosses the local meridian at solar noon (ts = 12 and ωs = 0◦). The

hour angle is positive toward East (E) and negative towards West (W ). The sunray
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(a)

(b)
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Local Meridian (Vertical N-S) Plane
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Fig. 7.1 The sunray angles: a equatorial solar angle pair (ωs , δs ) defined in the global coordinate
system OX0Y0Z0, b azimuth solar angle pair (�s , αs ), pseudo-azimuth solar angle pair (εs , ρs )
and pseudo-equatorial solar angle pair (βs , γs ) defined in the local coordinate system QXqYq Zq
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vector can be projected on the three orthogonal planes of the local coordinate system
QXqYq Zq (Fig. 7.1b) and the following solar angle pairs result [7].

• (�s , αs) Azimuth (Az) solar angles, where QXqYq is the projection plane (the
local horizontal plane).

• (εs ,ρs)Pseudo-Azimuth (PAz) solar angles, where QXq Zq is the projection plane
(the vertical East–West plane).

• (βs , γs) Pseudo-Equatorial (PEq) solar angles, where QYq Zq is the projection
plane (the vertical North–South plane).

The solar angles�s , εs , and βs are diurnal angles and describe the relative motion
of the Sun from the East (sunrise) toward the West (sunset). The elevation of the Sun
on the sky is modeled by the solar angles αs , ρs , and γs . In the particular case of the
azimuth system, the solar angle �s is named azimuth and αs–altitude. The daylight
corresponds to αs > 0. Thus, the sunrise time tsr and at sunset time tss αs = 0.

The diurnal angles �s of the Az system and εs of the PAz system are measured
relative to a fixed axis (i.e. −Y0 and Z0, respectively), while the solar angle βs of
the PEq system has a time variable axis used as a reference. Generally, the stroke
of the diurnal angles is higher than the stroke of the elevation angles and the diurnal
motion has a bigger impact on the direct solar radiation collected by a tracked PV or
FPSTC surface. The Sun path on the sky changes every day its parameters (sunrise
and sunset positions on the horizontal plane, the height at noon). Thus, solar angles
strokes are continuously modified during the year. The longest Sun trajectory during
daylight occurs at the summer solstice.

(N = 172). As a result, the summer solstice is typically the key day for evaluating
the maximum strokes of the solar angles.

In the assumption of parallel sunray falling on the Earth, the expressions of the
solar angle pairs of Az, PAz, and PEq types can be established in relation with the
Eq solar angle pair, as follows [7]:

{
αs = sin−1(cos ωs cos δs cos ϕ + sin δs sin ϕ)

�s = sgn(ωs) cos−1
(
sin αs sin ϕ−sin δs

cos αs cos ϕ

) (7.3)

{
ρs = sin−1(cos ωs cos δs sin ϕ − sin δs cos ϕ)

εs = sgn(ωs) cos−1
(
cos ωs cos δs cos ϕ−sin δs sin ϕ

cos ρs

) (7.4)

⎧⎨
⎩

γs = tan−1
(
cosωs cos δs sin ϕ−sin δs cosϕ

cosωs cos δs cosϕ+sin δs sin ϕ

)
βs = sgn(ωs) cos−1

(
cosωs cos δs cosϕ+sin δs sin ϕ

cos γs

) (7.5)

The incidence angle ν of the sunrayon aplane surface represents the angle between
the unit vector −→s of the Earth-Sun direction and the normal unit vector −→n of the
surface, Fig. 7.2.
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Fig. 7.2 The incidence
angle of the sunray on a
receiving surface

The angle ν is important in evaluating the direct solar radiation received by the
PVmodules or FPSTC and can be calculated based on the angle pairs of the two-unit
vectors (−→s and −→n ), expressed in the same coordinate system.

cos ν = �s · �n = cos δs cos δn cos(ωs − ωn)

+ sin δs sin δn = cosαs cosαn cos(�s − �n)

+ sin αs sin αn = cos ρs cos ρn cos(εs − εn)

+ sin ρs sin ρn = cosβs cosβn cos(γs − γn)

+ sin βs sin βn (7.6)

7.3 Solar Tracking Systems

Considering the four solar angle pairs so far described, four types of dual-axis solar
tracking systems can be defined (Fig. 7.3):

• Equatorial (or polar) type, Fig. 7.3a, with the diurnal axis parallel to the Earth
polar axis [8–10].

• Azimuth (or azimuth-altitude) type, Fig. 7.3b, where the diurnal axis is parallel to
the zenith (local vertical) axis [9–13].

• Pseudo-Azimuth type, Fig. 7.3c, with a fixed horizontal rotation axis parallel to
the North–South direction [7, 14, 15].

• Pseudo-Equatorial type, Fig. 7.3d, with a fixed horizontal rotation axis parallel
to the East–West direction [7, 14, 15].

A dual-axis tracking system contains two revolute joints with perpendicular axes.
The first (primary) axis is fixed to the ground, while the other (secondary) is perpen-
dicular to the first axis. The primary axis is used for the daytime (diurnal) motion,
and the secondary axis for the elevation motion, except the PEq system where the
role of the two motion axes is reversed.
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The single-axis tracking systems result from dual-axis systems typically by
removing the elevation axis or, by exception, the diurnal axis where the tilt angle has
to be periodically adjusted. Themaximumvalues of the solar angles and, particularly,
of the diurnal angles (i.e. the angular strokes) are important input data in the design
process of optimal tracking systems suitable for a given location.

7.4 Received Direct Solar Radiation

Under clear sky conditions, neglecting the diffuse component of the global solar
radiation can be an acceptable hypothesis when designing solar tracking systems.
Thus, the solar energy received depends both on the PV or FPSTC surface position
relative to the sunrays and on the available direct solar radiation, variable in time
according to the location on the Earth and the local weather conditions.

The irradiance of the received direct solar radiation (Bn) on a PVor FPSTC surface
with the normal unit vector �n (Fig. 7.2) can be obtained using the Lambert law [16]:

Bn = Bs cos ν (7.7)

where the incidence angle ν is set according to Eq. (7.6) and Bs is the available
direct solar radiation measured on a plane perpendicular to the sunray at the ground
level under clear sky assumption, expressed as follows [16]:

Bs = I0
[
1 + 0.0334 cos

( π

180
(0.9856N − 2.72)

)]
e− TR

0.9+9.4 sin αs (7.8)

where I0 = 1367W/m2 is the solar constant, N is the day number in the year and
TR is the turbidity (Linke) factor.

The share of received direct solar radiation is expressed as an instantaneous value
by the ratio between the irradiances of the received and of the available direct solar
radiation, as follows:

η = Bn

Bs
= cos ν (7.9)

or as an average value on a time interval T (e.g. a day, a month, a season, a year),
as follows:

ηT = E(Bn)

E(Bs)
= ∫ts∈T Bndts

∫ts∈T Bsdts
(7.10)

where E(Bn) and E(Bs) represent the the energy of received and available direct
solar radiation during the time interval T .
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7.5 Solar Tracking Algorithms and Scenarios

The solar tracking algorithms are aiming at optimizing (typically at increasing) the
solar energy collected by the conversion devices. The tracking performance depends
on the solar energy converter type (concentrating or non-concentrating the solar
radiation) and on their configuration (platforms, strings), along with the specific
meteorological and shading conditions of the implementation location [7, 17–19].
Since continuous tracking is not practically feasible, stepwise tracking represents a
feasible and affordable option.

For a given application, the steps of the tracking algorithm are designed to
control the tracking mechanismmotions, that cannot be continuous for technical and
economic reasons [7]. Consequently, stepwise tracking algorithms are commonly
used in practice, i.e. a sequence of commands (ts, u) for each tracking axis, whereby
the motion from the current angular position to the new position u is triggered at the
time ts .

Various solar tracking algorithms can be implemented considering constant or
variable time steps, bigger or smaller number of steps, the size of the angular
strokes, and the duration of a tracking season, i.e. the continuous period of time
when a tracking algorithm remains unchanged, e.g. one month [14]. The share of
the received solar energy increases as the number of tracking seasons is higher, the
number of steps in a day is higher and steps with variable optimized durations are
used while the angular stokes of the tracking system are closer to the strokes of
the solar angular parameters. The tracking algorithms can be designed aiming at
increasing the receiving share of different solar radiation components:

• The irradiance of the direct solar radiation Bn , by following as closely as possible
the Sun’s trajectory in the sky. Since the diffuse component is neglected, these
algorithms are recommended for sunny areas with large numbers of clear sky days
during the year.

• The direct or diffuse components of the solar radiation at a certain time, under
variable environmental conditions [20–22].

• The global solar radiation, as proposed in [14, 23, 24].

The stepwise solar tracking algorithms can be divided into the categories [24]:

• Predefined algorithms that calculate and follow the solar angles, aiming at
maximizing the irradiance of the received direct or global solar radiation.

• Adaptive algorithms, aiming at identifying the brightest point on the sky by a
3-facet PV sensor and a logic controller [25]. These are recommended in sunny
regions, for accurate tracking using appropriate movements, each several minutes
[26].

A comparative analysis proposed in the paper considers the city of Brasov,
Romania (45.65° N, 25.5° E) as implementation location, the four tracking system
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types (Eq, Az, PAz, PEq) and the following scenarios of predefined tracking algo-
rithms, in the clear sky assumption, aiming at increasing the share of the received
direct solar radiation during the year.

• Scenario 1: Fix-tilted system at the annual optimal tilt angle, used as a reference
for the tracking scenarios.

• Scenario 2: Single-axis elevation tracked system with fixed diurnal angle set at
0° and optimal elevation angle adjusted monthly (manually or automatically),
aiming at investigating the impact of the tilt angle on collecting the solar energy
during various seasons by using less complex mechanical systems.

• Scenario 3: Single-axis diurnal tracked system considering a stepwise diurnal
tracking algorithm with a small number of optimized unequal steps (2, 4, and 6
steps) and annual optimally fixed tilted angle.

• Scenario 4: Dual-axis tracked system using stepwise tracking algorithms with a
small number of optimized unequal steps (2, 4, and 6 steps) for both diurnal and
elevation motions.

The tracking procedure can be optimized by identifying the optimal values (ts, u)
of each step, aiming atmaximizing the received solar energy [7].A four-steps tracking
algorithm, optimized for the Az system in mid-June, is depicted in Fig. 7.4 outlining
an anti-symmetrical design in relation to the solar noon and four motions (2 steps in
the morning and 2 steps in the afternoon) between sunrise to sunset.

7.6 Numerical Results and Discussions

The numerical simulations aim at identifying the impact of various solar tracking
systems and algorithms on the share of the received direct solar radiation compared
with thefix-tilted case. Themethodology is applied to amid-latitude location (Bras, ov,
Romania), in amountain temperate climate on the northern hemisphere, by neglecting
the diffuse radiation (i.e. in the clear sky hypothesis).According to the four simulation
scenarios, the numerical results of the receiving share of the direct solar radiation are
obtained as monthly and yearly average values by using Eqs. (7.1)−(7.10), where
the altitude angle is ϕ is equal to 45.65◦ and the values of the turbidity factor are
presented in Table 7.1.

The four scenarios are simulated in a temperate climate for three representative
months: December (Fig. 7.5a), March (Fig. 7.5b), and June (Fig. 7.5c), when the
4-steps tracking algorithms are only involved in Scenarios 3 and 4. The following
remarks can be formulated.

• A South-facing fixed surface, tilted at an annual 40° optimal angle will receive
between 59.5% (in June) and 75.3% (in December) of the available direct solar
radiation; the yearly average receiving share is of approximatively 69%. Despite
its reduced energy performance, this solution is commonly preferred by designers
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Table 7.1 Monthly values of the turbidity (Linke) factor TR for Bras,ov, Romania [15

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

2.8 2.9 3 3 3 3.2 3.2 3.2 3 2.9 2.8 2.8

due to its simplicity andbecause it requires lower costs for themechanical structure
and for maintenance.

• By monthly adjustment at an optimal tilt angle, a single-axis elevation tracking
system (Scenario 2) allows receiving an average monthly energy amount of the
direct solar radiation ranging between 67.7% (in June) and 89% (in December).
The system receives about 74% of the yearly available radiation, with only 5%
more than the fixed-tilted system. Therefore, the increased complexity and the cost
of the system by introducing one mobile axis to adjust the tilt angle periodically
(e.g. monthly) is an important factor for designers.

• Amore efficient strategy is the single-axis diurnal tracking with a smaller number
of unequal steps and fixed tilt angle at the yearly optimal value, as considered in
Scenario 3. The 4-steps optimized tracking algorithm brings a significant monthly
average share of over 84%, depending on the tracking system type. The yearly
value of the solar radiation receiving share ranges between 91.8% (PAz system)
and 94.5% (Az system) as presented in Table 7.2. The Eq and PEq systems
also allow high receiving shares. Thus, the single-axis diurnal tracking allows an
increase with 20% and 25% of the receiving share compared to Scenario 2 and
Scenario 1.

• Moreover, the dual-axis tracking with optimized unequal 4-steps algorithms
implemented on both motion axes supports the collection of approximately 98%
of the available direct solar radiation, irrespective of the month, or system type.

The results of Scenarios 2 and 4 are independent of the tracking system type and
they are depicted over one year in Fig. 7.6, using Scenario 1 as a reference. The higher
values of the receiving share are observed during the winter season and a decreased
performance results during the summer months due to the higher strokes of the solar
angles. Compared to the reference (Scenario 1), the solar energy collected by using
dual-axis tracking (Scenario 4) is over 50% higher during the summer season and
significant (~30%) during the transient and winter seasons.

The number of unequal steps, optimally set, has a little relevance during the cold
season, but has a significant impact in the warm season (Figs. 7.7 and 7.8).

The 4-steps tracking algorithm is the main candidate for implementation in a
single-axis tracking system, Fig. 7.7, as it allows an increase by ~2% of the yearly
receiving share compared to the 2-steps algorithm, and ~0.6% difference from the
6-steps algorithm. Similar conclusions can be drawn from Fig. 7.8 for a dual-axis
tracking system, the 4-steps tracking algorithm can bring over 2% than the 2-steps
algorithm. The 6-steps algorithm proved only a slight increase (less than 0.7%) in
the share of the collected solar energy compared to the 4-steps case.

A global overview of the receiving share using the four tracking system types,
analyzed over one year, is developed in Fig. 7.9 for Scenario 3.
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Fig. 7.5 Monthly average receiving share of direct solar radiation in Bras,ov using various scenarios
in a December, bMarch, c June
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Table 7.2 Yearly average values of the share of the received direct solar radiation (ηy) and the
maximum angular strokes (�max) for Brasov, Romania

Scenario No Tracking system type ηy[%] Tracking axis type �max [°]

Scenario 1 − 68.9 − −
Scenario 2 All 74.0 Elevation 61.8

Scenario 3
(4-steps single-axis)

Az 94.5 Diurnal 214.0

Eq 94.2 Diurnal 180.0

PAz 91.8 Diurnal 168.0

PEq 94.1 Diurnal 154.0

Scenario 4
(4-steps dual-axis)

Az 98.1 Diurnal/Elevation 214.0/62.3

Eq 98.1 Diurnal/Elevation 180.0/46.9

PAz 98.1 Diurnal/Elevation 168.0/85.2

PEq 98.1 Diurnal/Elevation 154.0/121.7

50

55

60

65

70

75

80

85

90

95

100

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

S
o
la

r 
E

n
er

g
y
 R

ec
ei

v
in

g
 S

h
ar

e
[%

]

Month

Scenario 1 Scenario 2 Scenario 4

Scenario 1 Scenario 2 Scenario 4

Fig. 7.6 Monthly (continuous line) and yearly (dotted line) average receiving share of the direct
solar radiation in Bras,ov for Scenarios 1, 2, and 4 (in the 4-steps algorithm)

The results depicted in Fig. 7.9 show the higher performance when using the Az,
Eq, and PEq tracking systems, and slightly lower performance for the PAz system.
Therefore, considering the implementation difficulties raised by the Eq system at
mid- and high-latitudes, the Az and PEq tracking systems can be recommended for
mid-latitude regions.

Another important design parameter in selecting a tracking system type is repre-
sented by the angular tracking strokes required by the implemented stepwise tracking
algorithms. According to the data in Table 7.2, the lowest diurnal angular stroke is
required by the PEq system (154°), while the Az system needs the largest diurnal
stroke (214°). It is worth to mention that the elevation stroke required by the Eq
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Fig. 7.7 Monthly (continuous line) and yearly (dotted line) average receiving share of the direct
solar radiation in Bras,ov for Scenario 3 using 2-steps, 4-steps and 6-steps algorithms for single-axis
Az tracking
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Fig. 7.8 Monthly (continuous line) and yearly (dotted line) average receiving share of the direct
solar radiation in Bras,ov in case of Scenario 4 (dual-axis tracking) using 2-steps, 4-steps and 6-steps
algorithms for both diurnal and elevation axes of the Az tracking system

system is almost double than that of the Az system, but in the range accepted for
simple trackingmechanismof triangle type [15].As a result, single- or dual-axis PEq
tracking systems with 4-steps tracking algorithms, with optimized unequal steps, can
be considered as an optimal solution for the Brasov implementation location, and
generally, for mid-latitude regions.
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Fig. 7.9 Monthly average receiving share of direct solar radiation in Bras,ov in Scenario 3 using a
4-steps algorithm for Az, Eq, PAz, and PEq single-axis tracking systems

7.7 Conclusions

The paper presents a comparative study of the share of direct solar radiation received
considering four types of tracking systems and various scenarios used typically for
tracking non-concentrating solar converters versus fixed South-facing system tilted at
the yearly optimal angle. Two strategies for the solar tracking scenarios were applied,
which are monthly adjusting the elevation angles at optimal values for single-axis
elevation trackers and stepwise tracking algorithms based on a small number of
optimized unequal steps. The numerical results, obtained by simulating over one
year based on the model described by Eqs. (7.1)–(7.10) for the Brasov location
(Romania), allow to formulate the following conclusions, valid to a large extent for
mid-latitude regions:

• The monthly adjustment of the tilt angle allows increasing the share of the
received solar radiation by approximately 5% compared to the fixed system
(ηy ≈ 69%), while this requires a more complex and expensive single-axis
mechanical structure.

• A significant increase of the receiving share (up to 95%) can be obtained using
single-axis tracking systems of diurnal type and optimized stepwise tracking
algorithms with lower diurnal tracking strokes.

• Dual-axis tracking systems lead to smaller energy gains compared to the single-
axis diurnal tracking (~3% more); therefore, they are less recommended for non-
concentrating solar applications due to the significant increase of the system
complexity and cost.

• Compared with the classical stepwise tracking algorithms using equal steps, the
tracking algorithmswith a smaller number of optimized steps bring the advantages
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of shorter controller programs, smaller tracking angular strokes, and a higher share
of the received solar radiation. The choice of the 4-steps tracking algorithms seems
to be a good compromise between simplicity and efficiency.

• The single-axis diurnal tracking systems with optimized unequal steps algo-
rithms reaches different receiving shares and requires different tracking angular
strokes. Considering these evaluation criteria, the PEq system type is the best
recommended for mid-latitude locations, followed by the Az system type.

Solar tracking supports the output increase of the solar energy converters by
increasing the share of the collected solar energy. The feasibility of a tracked solar
application is analyzed considering certain technical and economic criteria, such as
the available space for project implementation, the energy demand, the overall life-
time cost of the conversion system. The decreasing cost of the solar energy conversion
devices and tracking systems, along with the efficiency increase of the modern solar
energy technologies, indicates that the solar tracking systems can be used as an
affordable option for applications with limited available implementation area, as the
built environment, or under the requirement of high energy shares produced using
renewables.
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Chapter 8
Reliability Assessment of PV Modules

Divine Atsu, Istvan Seres, and Istvan Farkas

Abstract Degradation and reliability evaluation of solar photovoltaic (PV) modules
is very critical to enhance the durability and lifespan of PV systems in opera-
tion. This study assesses the reliability and rate of degradation of a twelve-year-
old ground-mount monocrystalline silicon (c-Si) solar PV modules exposed to the
tropical climate of the sub-Saharan. The methods used for the assessment are visual
inspection, current–voltage (I–V) curve characterization and thermal imaging. The
process of partial shading was applied to determine the state of the bypass diodes.
Results revealed a decrease in short circuit current (Isc) ranging from 7% to 16.4%
whiles the reduction in open-circuit voltage (V oc) was between 11.4 and 17.1%. The
decline in Fill Factor (FF) and maximum power were respectively between 11.3%
to 24.2% and 34.5% to 41.4% with 3.19% per year decline in power output. It was
found that Voc had the most significant impact on the decrease in the performance
of the modules.

Keywords Degradation rate · Reliability · Solar photovoltaic

8.1 Introduction

Solar PV market has been growing very fast over the last decade, recording an
unprecedented yearly increase of 107.3 GW in 2018, which is about 34.3% over the
preceding year’s addition. The total global capacity of solar PV as of 2018 stands at
509.3 GW [1]. The growth of solar PV in the share of the global power market is as a
result of several factors such as the favourable international and regional policies for
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their dissemination, reduction in the cost of solar modules, its environmental friend-
liness and the growing awareness of the negative impact of conventional sources of
energy. However, the increasing growth in PV is not without the associated reliability
and efficiency challenges encountered in operation, which are site-specific.

Warranty provided by manufacturers is to offer the assurance of reliability for
the period. The number of years given as warranty by most manufacturers for PV
modules is 25 years of 80% peak power output. These warranties provide for 90–
95% of power output in the first ten years and then 80–87% peak power output from
the tenth year until the 25 years [2]. Manufacturers give two types of warranties for
PV modules. Performance warranty which guarantees the performance output and
equipment warranty for non-failure over the given years [3, 4].

The lifespan and the reliability of solar modules in outdoor operation depend
on the degradation and failure modes which are controlled by several factors such
as, defects incurred during the production process, transportation, installation and
the issues that arise from climate-specific conditions such as solar irradiation and
ambient temperature, humidity, wind, water ingress and ultraviolet (UV) intensity
[5].

To guarantee the performance of PV modules over their lifetime, they are taken
through rigorous quality qualification test procedures as per the IEC standards. These
tests are intended to reveal any design and manufacturing flaws which may instigate
the early failure of PV modules than expected. The accelerated ageing test has also
been included in the test requirements, which has led to the improvement in tech-
nology and reliability in the last decade. These tests, as mentioned above, however,
are incapable of revealing all degradation modes and the reliability issues that may
exist whiles in outdoor operation with varying climatic influences. Testing for the
degradation whiles in operation is a purposive approach to ascertain the problems
that show forth whiles in real operating conditions [6].

The main mechanisms that lead to efficiency and performance loss in solar PV
cells are mainly due to corrosion, light-induced degradation, decrease in stability of
contacts and cracked cells, cell delamination, moisture ingress, and the discoloration
of the encapsulant material [5]. At the module level, the loss in power is found to be
as a result of failures from individual cells and compounded. It is also, from breakage
of cover glass, delamination, failure of the busbar, front surface discoloration, diode
failure, hotspots, loss in interlayer adhesion, and broken interconnects [7]. A study
conducted by NREL [8] presents module degradation rates to reach as high as 4%
per year while the average degradation rate is estimated to be an 0.8% reduction in
power output per year. Data available for the studies on PV module reliability in the
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sub-Saharan tropical climates, which has been proven to have theworst impact on PV
modules is rather insignificant [9]. This study investigates the reliability and degra-
dation of performance output of a twelve (12) year ground mount monocrystalline
solar PV modules exposed to the tropical climate of the sub-Saharan of Ghana.

8.2 Materials and Methods

The location of the study is Koforidua in the Eastern Region of Ghana. According
to the Köppen-Geiger climate classification, the climate of Koforidua is classified
as ‘Aw’ which is savanna with dry winter [10]. The average temperature of the
site is 25.9 °C and experiences about 1407 mm of precipitation annually, as shown
in Fig. 8.1. The average maximum temperature of the site is 30.58 °C, while the
average minimum temperature is 24 °C (Climate-data, 2019). The annual average
horizontal irradiation for the site is 1733.75 kWhm−2 d with an average value of
4.75 kWhm−2 d. The solar radiation map of Ghana is presented in Fig. 8.2. The
monthly global horizontal radiation figures for the location of the study range from
4.19–5.37 kWhm−2 d. Minimum and maximum wind speed are 2.40 and 4.19 ms−1,
respectively. The average monthly humidity ranges from 76.5 to 88.3%. Koforidua
experiences two major seasons, The dry season and the wet season. The dry season
usually starts from December to March while the wet season starts from April to
November.

Fig. 8.1 Rainfall pattern and temperatures [11]
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Fig. 8.2 Global Horizontal
Radiation (GHI) map of
Ghana [12]

8.2.1 System Description

The system for the study is an off-grid PV system located at the forecourt of the
demonstrationworkshop (EnergyHouse) of theRenewableEnergyDepartment of the
KoforiduaTechnicalUniversity inGhana. It is installed for demonstration purposes to
aid students’ practical training. It also serves as a backup for the power requirements
of the Energy House. It is situated on the 6.062545 N,−0.266001 W at an elevation
of 173 m above sea level. The ground-mounted systemwas installed in 2007 with the
modules fixed on a structure made of aluminium angle bars and bolted onto metal
bars, as shown in Fig. 8.3.

The array consists of four monocrystalline modules with specifications outlined
in Table 8.1. The modules are CE Europe, TÜV and ESTI certified. The warranty

Fig. 8.3 General view of the
installation
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Table 8.1 Specification of
the PV module at STC given
by the manufacturer

Parameters Value

Maximum power (Pmax) 50 Wp

Short circuit current (Isc) 3.16 A

Open circuit voltage (Voc) 21.6 V

Voltage at Pmax (Vmp) 17.60 V

Current at Pmax (Imp) 2.9 A

NOCT 43 ± 2°

Power tolerance ±10%

given by the manufacturer is 25 years for 80% power output.
The EKO MP–170 I–V curve plotter was used to obtain the module parameters

under the experimental conditions. It has an accuracy of (±1% for 0.1–10 A) for
current (Idc), and (±1% for 10 –1000 V) for Voltage (Vdc). Solar radiation was
measured using the Kimo solarimeter LSL 200 (resolution 1 Wm−2, accuracy 5%)
at the plane of the modules. The Voltcraft infrared thermometer (IR260—8S) with
a measuring range of −30 to 260 °C(±2 °C), resolution and emissivity of 0.1 °C
and 0.95 respectively were employed in the measurement of the temperature of the
modules. Quantitative analysis of the captured infrared (IR) images was performed
with the aid of the Report Generator Lite software. IR images were obtained using
the (NEC Avio H2640) camera having specifications as follows: temperature range,
−40 to 500 °C, Spectral range, 8–13 μm, Emissivity, 0.1–1.00 with an accuracy of
±2% or ±2 °C.

Measurements were done on a bright sunny day to avoid significant variations
in curated data which consequently will affect the translated results at low levels of
solar radiations [13]. The modules were disconnected from each other and tested
individually. The inbuilt logger stored measured data in the I–V curve plotter. The
characteristics of the modules were obtained simultaneously with the acquisition of
data on irradiation and module temperatures.

8.2.2 Translation of Experimental Data to STC Values

A uniform translation procedure developed by the Joint Research Centre (JRC) of
the European Commission in Ispra is adopted. The method is convenient to apply
and could be used even when specific module parameters under a particular temper-
ature and irradiation are not known. Input parameters can be deduced from experi-
mental measurements. Application of this procedure has a translation accuracy of 4%
achieved for one array measurement [14]. The default values applied are dimension-
less temperature coefficient of Isc (α)= 0.0045, dimensionless temperature coeffcient
of Voc (b) = 0.06 and Dimensionless irradiance correction factor (a) = 0.06. These
default values are valid for crystalline silicon modules.
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Equations 8.1 to 8.4 provides a less complex, practicable, convenient and accurate
procedure of translation or correction of the parameters of a PV module in operation
without having to determine any constant at predetermined ambient and irradiation
conditions which are not achievable with modules in operation [15].

Isc,2 = Isc,1[1+ α(T2 − T1)]
G2

G1
(8.1)

Voc,2 = Voc,1

[
1+ aI n

G2

G1
+ b(T2 − T1)

]
(8.2)

I2 = I1

(
Isc,2

Isc,1

)
(8.3)

V2 = V1 +
(
Voc,2 − Voc,1

) + Rs(I1 − I2) (8.4)

where I1(A) and V 1(V) are the experimentally acquired current and voltage, respec-
tively. I2 and V 2 are the pair of the corrected module current and voltage character-
istics. G1 and G2(W/m2) are the experimental and the reference irradiance values,
respectively. Isc,1 (A) and Voc,1 (V) are the measured short circuit current, and open-
circuit voltage while Isc,2 and Voc,2 are the corrected short circuit current and open-
circuit voltage. α is the dimensionless temperature coefficient of short circuit current,
b is the dimensionless temperature coefficient of open-circuit voltage, a is the dimen-
sionless correction factor for irradiance, with a default value of 0.06. Rs is the series
resistance [15]. The default values are valid for crystalline silicon.

8.2.3 Module Degradation Factor (MDF)

MDF is an estimation of the total degradation, which indicates the decline in Isc as
a result of an increase in Rs. Since module degradation is directly related to Isc, the
MDF is defined as the level of degradation in a module and is obtained by the relation
presented by Eq. 8.5 [16].

%M DF =
(
1− Isc(degraded module)

Isc(ideal module)

)
× 100 (8.5)
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8.3 Results and Discussions

In this section, the results of the various observations and measurements conducted
on the modules are presented, discussed and compared with results in other climatic
conditions.

8.3.1 Visual Inspection

The fastest but most effective and less complicated method for finding defects and
failures in solar modules is by visual inspection [17]. According to [13], the appro-
priate period for undertaking visual inspection is under the illumination of more than
1000 lx during the visual inspection and apply to defects detectable with the unaided
eye. The visual inspection of the PV modules and the entire measurements were
conducted at irradiation levels close to 1000 W/m2 to satisfy the above condition.
Table 8.2 presents the results of the visual inspection.

The IEC 61215 standard of testing for degradation requires only total irradiation
of 15 kWh/m2 of UV energy. With this requirement, modules pass the test. However,
under real operation conditions, some modules have the potential of 5% or more
power degradation and browning of encapsulant material just under UV irradiation
of 150 kWh/m2 or more [17]. The annual average horizontal radiation for the site
is 1733.75 kWh/m2. Thus, there is a high possibility of browning of the studies
modules. Table 8.2 shows the level of browning or discoloration of EVA, covering
about 70% of each cell area. EVA browning, which is a commonly reported defect
is directly proportional to the Ultraviolet (UV) light, leading to transmittance loss
hence drop in performance output [17, 18]. Another defect observed during the visual
inspection was the browning of the interconnect metallization. However, it was not
as prevalent as the EVA browning.

8.3.2 Bypass Diode Test

Partial shading method was employed to assess the state of the bypass diodes.
Modules are partially shaded one at a time whiles tracing the I–V and P–V curves. In
cases where the bypass diodes are malfunctioning, there is a decrease in the current
flow in the shaded string of cells when they are not protected. However, in the pres-
ence of healthy diodes, the decline is transformed to inflection points. It is observed
from the output that all modules deviate from the standard I–V curves with a drastic
decrease in current to the extent of being negligible, as shown in Fig. 8.4 which
presents the output for module 4. The I–V curves and P–V curves under shading
conditions for all four modules are similar to Fig. 8.4 in magnitude and shape. The
voltage, however, remains unaffected. This indicates an open circuit performance for
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Table 8.2 Results of visual inspection

PV module component Observation/remark Image

Front of the PV module Shows no sign of
delamination, or
browning. Glass still
feels smooth. Except for
accumulated dirt in the
lower end and the edges

PV cells All cells uncracked and
not broken. Each cell
shows some level of
discoloration of
encapsulant (>70%).
EVA discoloration was
observed in all the
modules

Cell metallization Shows no sign of burns
or having been oxidized
except for browning or
colouration of cell
interconnects ribbons

Module frame Well intact with no
scratches or broken parts
and not askew. Some
discoloration as a result
of the accumulation of
dirt and water mostly at
the bottom half of the
module

Juntion box Intact and all well closed
but corrosion observed at
portions when opened.
This was seen in the
junction boxes for all
four modules at similar
spots. This may be due to
moisture ingress. It can
also be as a result of the
material used which may
have a high affinity for
water vapour

(continued)
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Table 8.2 (continued)

PV module component Observation/remark Image

Evidence of bad wiring
was observed. (Module
wire touching conducting
components within the
box). This may lead to
internal arcing in the box.
This was seen for only
module 4. This could be
a result of students’
activities on the system

Fig. 8.4 Measured characteristic I–V, P–V curves ( unshaded and partially shaded) of module 4

the modules; a state in which an insignificant amount of current or no current flows
through the circuit. This condition may be the result of defective bypass diodes or
soldering disconnection between the bypass diode and the metal contact inside the
junction box [14].

8.3.3 Temperature Measurement

Thermography was utilized to determine the operating temperatures of the modules
for the period of the study. The report lite software was used for the quantitative
analysis of the captured IR images. The expanse of the modules was captured during
the process. Results show thatmodule 3 had the highest temperature of 59.5 °Cwhiles
the lowest temperature of 45.9 °C was measured for module 4 during the period. The
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highest mean temperature of 56.3 °C was obtained by module 1, with module 4
recording the least mean temperature of 52.4 °C. Modules 2 and 3 recorded average
temperatures of 55.3 °C and 55.03 °C respectively.Module 4 had themost significant
temperature dissimilarity of 10.7 °C, as well as the lowest mean temperature.Module
3, 2 and 1 respectively recorded temperature dissimilarity of 10.0, 6.5 and 4.2 °C. The
standard deviation calculated showed values of 1.5905, 2.8557, 3.8676, and 4.7545
for modules 1, 2, 3 and 4, respectively. The average temperatures were 56.28, 55.25,
55.03 and 52.38 for modules 1, 2, 3 and 4 respectively. The temperature variations
observed for the four modules are as a result of the different absorption rates of
solar radiation caused by the non-uniform discoloration of EVA in each module. The
uneven discoloration of the modules also causes dissimilar electrical defects which
lead to mismatch losses and consequently causing the modules to generate varying
temperatures on their surfaces.

8.3.4 Degradation Rates

Correction of module parameters to the corresponding values at standard test condi-
tions (STC) was executed by adopting the JRC approach. Results show that module
2 recorded the highest Isc (2.94 A) and the closest to the nameplate value. The lowest
Isc (2.6 A) was observed for module 1. The average Isc for the array was 2.78 A,
whiles the mean decline in Isc was determined as 11.7%. Module 1 had the highest
reduction of 16.4% in Isc and the lowest drop of 7% was observed for module 2, as
illustrated in Fig. 8.5. The annual average decline in Isc is 0.98%.

The average Voc determined for the array is 18.4 V which is 14.8% lower than
the nameplate value of 21.6 V, as shown in Fig. 8.6. The highest Voc of 19.4 V was
recorded by module 2, and the least Voc of 17.91 V determined for module 3. The
most significant decline of 17.1% in Voc was observed for module 3. The average
decrease in Voc was 14.8% which presents an annual decline in Voc of 1.23%. The
average fill factor determined for the arraywas 60.05. The highest drop in fill factor of

Fig. 8.5 Translated short
circuit current
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Fig. 8.6 The Translated
open-circuit voltage

24.2% was determined for module 3, while the least decline of 11.3% was recorded
by module 1, as illustrated by Fig. 8.7. The average decline in FF was 18.0%. This
shows an annual average decline in FF to be 1.5%.

Module 2 recorded the highest Vmp of 13.76 V whiles the lowest Vmp of 12.4 V
was observed for module 3 and the average for the array was found to be 13.08 V. The
average decline in Vmp was found to be 25.7% with an annual decline being 1.09 V
as shown in Fig. 8.8. The decrease in Imp was relatively lower than is recorded by
Vmp, which was as a result of the significant reductions in the observed Voc. The
highest observed Imp was 2.40 A for module 4 and the least Imp of 2.30 A recorded
for module 1. The mean Imp for the studied array was found to be 2.36 A, as shown
in Fig. 8.9. The average decline in Imp was 18.6%, with an annual decline of 1.55%.

The average power output observed for the modules was 30.86 W. The highest
and lowest power of 32.72 and 29.3 Wp were determined for modules 2 and 3,
respectively. The significant decline in power output of 41.4% was recorded by
module 3. The lowest drop was found to be 34.6% for module 2, as depicted in

Fig. 8.7 Fill factor of
modules at STC
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Fig. 8.8 Translated
maximum power point
voltage

Fig. 8.9 Translated
maximum power point
current

Fig. 8.10. The average decline in the nominal power for the array was 3% which
indicates an average annual decline of 3.19% for the 12 years in operation. Similar
studies conducted by Carr et al. in Australia reveal a decline of 2%/year in nominal
power of c-Si modules after 16 months in operation [19]. Also, a 2%/year decline in
power was observed for a-Si modules in the tropical climate of Singapore [20]. The
most significant contributing factors are found to be the Voc and the FF, considering
their average declines. According to [21], the order of impact of failure modes is the
potential induced degradation, failure of bypass diodes and discoloration of EVA,
the encapsulant material of the module. The reason given for this is that there are
not appropriate tests yet approved for these failure mechanisms. It is therefore not
unexpected the high degradation levels of the modules which demonstrated acute
EVA discoloration and bypass diode failures. As it is corroborated by [22], the degree
of discoloration of EVA determines the change in the transmittance of the light
reaching the solar cells. Thus, the decrease in the power generated [22]. The estimated
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Fig. 8.10 Translated
nominal power

MDF of the modules is 16.46%, 6.96%, 11.39% and 11.71% for modules 1, 2, 3 and
4 respectively.

8.4 Conclusion

This work presented the failures and degradation levels in a 12-year ground mount
solar PV array in the tropical climate of the sub-Saharan. The power decline observed
ranges from 34.6 to 41.4% with an average decrease in power output per year being
3.19%. Compared with the manufacturer’s values of nominal power 50 Wp, Isc
3.16 A, Voc 21.6 V, the performance decline of the measured parameters for the
12 years of outdoor exposure are Isc, 7.1–16.4%, Voc, 11.4–17.1%, FF, 11.3–24.2%.
All studied modules had malfunctioning bypass diodes. The modules showed high
levels of EVA discoloration, covering about 70% of the cell area. The thermal evalua-
tion of the modules revealed temperature dissimilarities ranging from 4.2 to 10.7 °C.
This work provides further insights into the varying impacts of specific climates on
the long-term performance of solar PV modules and the sources of degradation of
PV modules in outdoor operation in the tropical environment.
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Chapter 9
Comparative Analysis of Software
Accuracy in Photovoltaic Energy
Estimation for a Temperate Mountain
Climate

Bogdan Gabriel Burduhos , Ion Visa , Mircea Neagoe ,
Mirjana Devetakovic , and Nadia Ramona Cretescu

Abstract The paper analyses four of the mostly used photovoltaic (PV) simulation
software tools (PVsyst, PV*SOL online, PV-Watts and PVGIS) from the produced
electrical energy point of view. Based on the monthly and yearly estimated perfor-
mances that are compared with the 6-years-long experimental values recorded from
a PV system, recommendations are formulated on the accuracy and setup flexibility
of each tool in order to replicate the infield PV application. The experimental data
are recorded using a fixed tilted 2 kWp PV platform installed in Brasov, Romania
(a mountain temperate climate location), containing two types of PV modules (m-Si
and p-Si). The obtained results are useful for the prefeasibility studies of PV systems
installed in similar conditions.

Keywords PV system · Electrical energy production · Simulation software ·
Experimental result · Temperate mountain climate · Validation
9.1 Introduction

Renewable energy systems, able to convert local energy resources (solar,wind, hydro,
etc.) represent an important component of the energymix in sustainable communities
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that will also diminish the conflict between energy-rich and -poor regions. Especially
the solar energy converters (photovoltaic and solar-thermal systems) will play a key
role, as solar radiation is the only resource available anywhere on Earth [1].

The accurate estimation of the solar and photovoltaic energy potential [2] is an
important issue in selecting the optimal energy solutions for the specific conditions
of a region. Various tools are available for this purpose, out of which the following are
mainly used: PVsyst, PVGIS, PVWatts, PVSol, SolarGIS, Homer, SISIFO, etc.[3].
The use of such tools can generate recommendations on the installation of large-scale
PV plants in different countries [4, 5].

The different estimation accuracy of the simulation tools requires for each type of
implementation location/climate a comparative analysis between the available tools
(e.g. Ujjain, India [6]), or between estimated and experimental results (e.g. Rama-
gundam, India [7]; Khatkar-Kalan, India [8]; Valencia, Spain [9]; Port Elizabeth,
South Africa [10]; Brasov, Romania [11]).

Since most literature studies compare the software estimated with the infield
results mainly for locations from the tropical and subtropical climates, this paper
focuses on the accuracy of the simulation tools for mono- and poly-crystalline PV
systems installed in the European temperate climate.

One offline software (PVsyst) and three online web-based simulation tools
(PVWatts, PVGIS and PV*SOL online) are used; their photovoltaic estimations
are compared with the experimental measurements recorded from a 2 kWp fixed
tilted PV platform with both mono- and poly-crystalline PVmodules, installed at the
outskirts of Brasov, Romania, located in the temperate climate.

The paper has two parts; the first one describes the details of the experimental PV
platform and the configuration possibilities of the four simulation tools. The second
part is dedicated to the comparison between measured and estimated data and allows
different recommendations formulated in the conclusions of the paper, for similar
PV systems installed in the temperate climate conditions.

9.2 Experimental Setup

The PV system analysed in this paper is a 2 kWp PV platform, part of a photovoltaic
infrastructure with 5 trackable platforms and a total nominal power of 10 kWp.
The infrastructure was installed in 2011 near the buildings of the newly established
R&D Institute of the Transilvania University of Brasov, Romania (Fig. 9.1). It was
installed both for covering a part of the electrical energy demand of the institute with
renewable energy but also for research purposes. In this study, the PV platform is
tilted at 25° from the horizontal plane and oriented towards South.

The 2 kWp PV platform (Fig. 9.2a) has eight crystalline Silicon PV modules
(250 Wp). Four modules are of m-Si type (model Heliene HEE215M) while the
other four are of p-Si type (model LDK_DS_250P-20). For compatibility reasons,
in order not to limit each other’s power production, the two PV module models have
very similar electrical parameters. Table 9.1 describes the main electrical parameters
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Fig. 9.1 Grid-connected
2 kWp photovoltaic system
installed in the Renewable
Energy Systems and
Recycling R&D Centre, near
the Research Institute
buildings of the Transilvania
University of Brasov,
Romania

Table 9.1 Electrical parameters under STC conditions of the two PV modules installed

Parameter module type Pmp (Wp) Vmp (V) Imp (A) VOC (V) ISC (A)

HEE215M 250 30.3 8.22 37.5 8.72

LDK_DS_250P-20 250 30.3 8.17 37.7 8.69

under Standard Testing Conditions (STC), where Pmp is the nominal power, Vmp is
the voltage at maximum power point, Imp is the current at maximum power point,
VOC is the open-circuit voltage and ISC is the short-circuit current.

In 2011 the 8 PV modules were connected in a series string to a SMA Sunnyboy
SB 1700 inverter that injected the produced electrical energy to the local grid. This
solution allowed the monitoring of the overall platform performance, but was not
able to provide information about each module in the system. However, the study
required also to evaluate the performance of each individual PV module on the
platform therefore, in May 2014, the system was upgraded with Solaredge OPI300-
LV power optimizers (DC/DC converters). Each PV module was connected to a
power optimizer,while all optimizerswere serially connected to a compatible inverter
(Solaredge SE 2200) as indicated in Fig. 9.3.

Besides the possibility to extract themaximumavailable power from eachmodule,
without any interferences from the other modules in the series, this solution also
allows individual monitoring of the PVmodules on a dedicatedweb interface, https://
monitoring.solaredge.com (Fig. 9.2b).

The upgraded PV platform was fully operational and commissioned at the begin-
ning of June 2014. In this paper the monthly energy production data since June 2014
until March 2020, extracted from the web interface for each PV module, are used.

The DC to AC size ratio of the SE 2200 inverter is close to 0.91 indicating that
power cut-offs can hardly occur even during intervals with better conditions than
STC.

https://monitoring.solaredge.com
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Fig. 9.2 Grid-connected 2 kWp photovoltaic platform with p-Si (LDK_DS_250P-20) and m-Si
(Heliene HEE215M) photovoltaic modules: a infield installation; b Solaredge online monitoring
platform
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Fig. 9.3 Electrical connection and operation model of the Solaredge solution based on power
optimizers (PO) [12]

9.3 Simulation Setup

Four common tools for simulating photovoltaic systems (PVsyst, PVGIS, PVWatts
and PV*SOL online) were used to estimate the electrical energy produced by a PV
system similar to the one above described and installed near the buildings of the
R&D Institute of the Transilvania University of Brasov. Further the four simulation
tools are briefly described.
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PVsyst is a specialized offline software, available both as full and 1-month trial
version. It is widely used for sizing, simulation and prefeasibility studies of PV
systems and considered a reference tool in the PV industry.

The software was firstly developed by the Energy Group at the University of
Geneva, Switzerland during the 1990s and updated regularly until the current version
no. 6.86, available since November 1st, 2019 (https://www.pvsyst.com).

As input data for simulations, PVsyst uses the hourly values of the available solar
radiation and several other meteorological parameters from the analysed location.
These parameters canbeobtaineddirectly using the software from theSwiss company
calledMeteotest which develops theMeteoNorm software and fromNASA (National
Aeronautics and Space Administration), but they can also be imported to PVsyst if
they are available from different other sources.

For a detailed replication of the PV system to be simulated, PVsyst offers a broad
databasewith all types of components specific for photovoltaic systems (PVmodules,
inverters, charge regulators, rechargeable batteries, electrical loads, etc.), produced
by different manufacturers. If a specific product is not available in the database, the
user can define the product, add it to the database and use it further in the analysis.

The influence of shading on the PV modules can also be simulated in PVsyst,
if the PV structure and the surrounding objects are 3D modelled in the dedicated
interface within PVsyst (Fig. 9.4).

Fig. 9.4 3D perspective of the PV platform and the surrounding shading scene, implemented in
PVsyst software

https://www.pvsyst.com
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PV*SOL is the name of a simulation software bundle provided by the German
company called Valentin. It can be found in three different formats, either as a paid
full installable program (PV*SOL Premium and PV*SOL) that allows a detailed
simulation of the PV system, or as a free online tool (https://pvsol-online.valentin-
software.com) with only general proprieties that can be adjusted. The later was the
format used in this paper to simulate the PV platform installed at the Transilvania
University of Brasov.

This tool uses for worldwide locations input climate data as hourly values, orig-
inated mainly from Meteotest. Additionally climate data from the German Weather
Service (DWD) are used for more precise analyses of systems located in Germany.

PVWatts is an online web application (https://pvwatts.nrel.gov) for estimating
the electrical energy production of different photovoltaic system types using only
few general parameters of the simulated PV system.

The input solar radiation used by this tool are hourly typical meteorological year
(TMY) datasets from different sources:

• National Solar Radiation Database (NSRDB) developed by NREL for most
locations on the American continent and Indian/Central Asian subcontinents;

• NREL International database, that contains, for locations outside the United
States, data from the Solar and Wind Energy Resource Assessment Programme
(SWERA), ASHRAE International Weather for Energy Calculations Version 1.1
(IWEC) and Canadian Weather for Energy Calculations (CWEC).
PVGIS is also an online web-based simulation tool (https://re.jrc.ec.europa.eu/
pvg_tools/en/tools.html) which provides free and open access to solar radia-
tion resource and temperature, photovoltaic performance for different technolo-
gies/systems and full time series on a large geographical scale, on most of the
Earth’s surface.
This tool has been developed since 2001, at the Joint Research Center of the
EuropeanCommission (Ispra, Italy). The analysis in the current paper usedPVGIS
5.1, last updated on December 17, 2019 in order to estimate, based on few general
characteristics, the electrical energy produced by a similar PV system to the one
installed at the Transilvania University of Brasov.
The input solar radiation data used by PVGIS for simulating the photovoltaic
performance of the PV systems are obtained from five different databases, but
the number of available sources might differ for each location on the Earth’s
surface. According to the tool developers, the first three databases are calculated
from satellite images while the last two are obtained by regional reanalysis for
high-latitude areas:

• PVGIS-CMSAF, is a dataset developed by the European Organization for the
Exploitation ofMeteorological Satellites (EUMETSAT) and Satellite Application
Facility on Climate Monitoring (CM SAF), which covers the European, African
and parts of South-American continents. Since this operational dataset is not
updated anymore in the PVGIS tool, its developers recommend using the PVGIS-
SARAH database instead;

https://pvsol-online.valentin-software.com
https://pvwatts.nrel.gov
https://re.jrc.ec.europa.eu/pvg_tools/en/tools.html
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• PVGIS-SARAH is a dataset developed by the PVGIS team in collaboration with
CM SAF, based on a new algorithm that also covers the Asian continent;

• PVGIS-NSRDB is a dataset provided by National Renewable Energy Laboratory
(NREL) part of the National Solar Radiation Database, which covers only the
American continents;

• PVGIS-ERA5 is a dataset developed through reanalysis by the European Centre
for Medium-Range Weather Forecast (ECMWF), containing solar radiation data
only for the European continent;

• PVGIS-COSMO dataset is also a reanalysis product taken from the Consortium
for Small-scale Modelling Regional Reanalysis 6 (COSMO-REA6) database,
covering also only the European continent.

Among the four simulation tools used in this paper, PVsyst allows the most
detailed parameter adjustment of all PV components, electrical loads and nearby
objects (see Table 9.2) so that the simulated PV system is very similar to the real
implemented one.

In contrast to PVsyst the other three simulation tools only allow the adjustment
of the main, general parameters of the implemented system, as described in Table
9.2.

Table 9.2 Parameters that can be adjusted in the four simulation tools

Parameter name PVsyst PV*SOL online PVWatts PVGIS

General parameters

Location x x x x

PV technology – – x x

Model of PV module x x – –

Tilt/Inclination angle x x x x

Azimuth/Orientation angle x x x x

Installation/Mounting type x x x x

Overall system losses – – x x

Albedo – x – –

Shading – x – –

Soiling – x – –

Inverter efficiency/selection x x x –

DC to AC size ratio x x x –

Detailed parameters

PV module editing x – – –

PV string configuration x – – –

Horizon editing x – – x

Detailed system losses x – – –

Inverter editing x – – –
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All four simulation tools considered in the paper allowed the accurate selection
of the PV platform location, installed near the R&D Institute of the Transilvania
University in Brasov (45.6701°N, 25.5486°E).

The two Silicon based PV modules (mono- and polycrystalline silicon) installed
on the platform were selected from the PVsyst database and all PV parameters were
adjusted [13]. In PVWatts the simulation of both modules was done by selecting the
same module type (standard, premium or thin-film), while in PVGIS only the PV
technology could be selected (crystalline silicon, CIS and CdTe). This means that a
single result could be obtained in PVWatts and PVGIS for both types of modules. In
PV*SOL two module types (Example mono 200 W and Example poly 200 W) were
selected and the simulation for each type was independently done.

The tilt/inclination and the azimuth/orientation angle were defined in all tools
according to the ones of the real PV platform: 25° from the horizontal plane and
facing the South direction.

The installation/mounting type was selected in all tools so that it was similar to the
mounting of the experimental platform: in PVsyst the option Free mounted modules
with air circulationwas selected, in PVWatts theFixed (open rack) option, in PVGIS
the Free-standing option, while in PV*SOL the Mounted—open space option.

The losses of the PV platform were selected as follows in the three simula-
tion tools: PVsyst allowed the adjustment of several losses sources (the module’s
Aging was considered to decrease the efficiency with 0.4%/year; the Soiling was
only considered during December (15%) and January (20%) due to snow; the PV
module Efficiency loss was considered −1.5% for p-Si modules and −1% for m-
Si modules). In PVWatts and PVGIS the overall system losses were considered as
predefined (14%). In PV*SOL the losses were adjusted using the Albedo (20%), the
Shadowing (3%) and the Soiling (5%) parameters.

From the electrical configuration point of view, the real electrical connections of
the module optimizers, inverter etc. used on the PV platform could be replicated in
PVsyst. In PVWatts theDC/AC size ratio (2000W/2200W) and the Standard inverter
efficiency (97.6%) were the only parameters which could be adjusted according to
the experimental setup. In PVGIS and PV*SOL online, no details of the connection
between PV module—optimizer—inverter could be detailed.

9.4 Results and Discussions

Further, the electrical energy produced in a temperate mountain area (RESRECR&D
Centre, Brasov, Romania) by a photovoltaic platform is comparatively analysed, on
a monthly and annual basis, with the simulation results from the four simulation
tools above described (PVsyst, PVWatts, PVGIS and PV*SOL). The experimental
results were recorded during June 2014–March 2020, from the 2 kWp platform with
individually monitored m-Si and p-Si PV modules.

The validation of the experimental data was an important step in the analysis and
showed that each four modules of the same type similarly performed throughout the
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analysed interval, with amaximummonthly relative deviation from the average value
of 4.6% for m-Si and 10.35% for p-Si modules, as the monthly energy production of
m-Si—Fig. 9.5a and p-Si modules—Fig. 9.5b show. Consequently, each set of four
modules of the same type was considered as a separate 1 kWp unit whose values will
be further analysed.

The monthly electrical energy produced by a PV unit of 1 kWp (Fig. 9.6a, b)
indicates a high variation during all the analysed years, mainly during the winter and
transient seasons.This highvariation is rather normal in temperatemountain climates,
as the one where the platform is installed, due to the high variability throughout the

(a)

(b)

Fig. 9.5 Experimental monthly electrical energy produced during June 2014–March 2020 by the
four PV modules of the: a 1 kWp m-Si and b 1 kWp p-Si photovoltaic units

Fig. 9.6 Experimental monthly and average electrical energy produced during June 2014–March
2020, by: a a 1 kWp m-Si and b a 1 kWp p-Si photovoltaic unit
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years of the meteorological parameters that influence the photovoltaic conversion
(available solar radiation, air temperature and rainfall amount) [14].

The month with the highest relative deviation from the average monthly value
was December 2017 (−42.92% for the m-Si unit and −43.06% for the p-Si unit),
which can be attributed to the low solar irradiance conditions and heavy soiling of
the PV modules due to snowfall.

The monthly electrical energy produced by a PV unit of 1 kWp (Fig. 9.6a, b)
indicates a high variation during all the analysed years, mainly during the winter and
transient seasons.This highvariation is rather normal in temperatemountain climates,
as the one where the platform is installed, due to the high variability throughout the
years of the meteorological parameters that influence the photovoltaic conversion
(available solar radiation, air temperature and rainfall amount) [14].

The month with the highest relative deviation from the average monthly value is
December 2017 (−42.92% for the m-Si unit and −43.06% for the p-Si unit), which
can be attributed to the low solar irradiance conditions and heavy soiling of the PV
modules due to snowfall.

The two PV module types had a similar performance during the entire investi-
gated period with the monthly average values presented in Fig. 9.7, p-Si performing
slightly better than m-Si. The average yearly energy produced by the m-Si PV unit is
1,248.8 kWh and 1,272.8 kWh by the p-Si module indicating a better performance
of the p-Si unit in the temperate mountain climate conditions (23.6 kWp increase).

Consideringonly the complete years, the highest relative deviation from the annual
average value was observed during 2016 (−10.8%, for the m-Si unit and −10.44%
for the p-Si unit), while the minimum relative deviation was during 2017 (−0.89%,
for the m-Si unit and −1.14% for the p-Si unit).

Themonthly average experimental values denotedwithExp.avg.M andExp.avg.P
in Figs. 9.6 and 9.7 will be further compared with the estimated values by the four
simulation tools.

As already described, the PVsyst software is the most advanced tool among the
four used in this paper. It allowed fine tuning of detailed parameters of the PV
modules, optimizers, inverter etc. and consequently generated themost realistic simu-
lation model. Several databases can be used in PVsyst for generating the weather

Fig. 9.7 Experimental
electrical energy produced
during an average month by
the two 1 kWp photovoltaic
units of m-Si and p-Si type
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profile of a location, out of which theMeteonorm dataset showed the best correlation
in the considered mountain climate location (Brasov, Romania) [11].

According to Table 9.3, the results indicate a very low annual relative deviation
of the energy estimated compared to the infield energy produced (0.1% for the m-Si
unit) and (−0.5% for the p-Si unit), but rather high monthly deviations during winter
(December, January) and August. The highest deviation can be observed during
January (15.9% for m-Si and 16.2% for p-Si). As indicated in Fig. 9.8a the increased
performance of the p-Si unit compared to the m-Si unit can also be observed, in
agreement with the experimental results.

Similar to PVsyst, PV*SOL allows the selection of the PV module type, but
only few other general parameters of the PV system can be adjusted. As such, two
simulations were generated with the results outlined in Fig. 9.10 and Table 9.3, that
lead to low annual deviations of 0.6% (m-Si) and −2.5% (p-Si). Unfortunately the
tool underestimates the energy production during the summer interval, when most
of the solar energy is available (e.g. August:−23.9% for m-Si and−25.9% for p-Si)
and greatly overestimates the production during the winter months (e.g. December:
83.1% for m-Si and 77.4% for p-Si). Moreover, according to Fig. 9.8b, this tool
indicates a slightly better performance of the m-Si photovoltaic unit, contrary to the
infield and the PVsyst results.

(a) (b)

Fig. 9.8 Monthly electrical energy produced by 1 kWpm-Si and p-Si photovoltaic units, estimated
using: a the Meteonorm dataset in PVsyst software; b the PV*SOL online simulation tool

(a) (b)

Fig. 9.9 Monthly experimental and estimated electrical energy produced by 1 kWp m-Si and p-Si
photovoltaic units, using online simulation tools: a PVWatts; b PVGIS
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(a) (b)

Fig. 9.10 Monthly electrical energy produced versus estimated using PVsyst, PVWatts, PVGIS
and PV*SOL online simulation software for: a the 1 kWp m-Si and b the 1 kWp p-Si photovoltaic
unit

In contrast to the two tools analysed above, in PVWatts only the simulation of
a generic PV system is allowed, with no possibility to define the exact PV module
type or any other electric component.

As such, PVWatts generated a single set of simulation results (Fig. 9.9a) that was
compared with the energy produced by the 1 kWp m-Si and p-Si experimental units.
Despite this limitation, the results indicate a good match between real and simulated
data (Table 9.3), with a yearly relative deviation of 0.7% (m-Si) and −1.2% (p-Si)
respectively. The maximum monthly relative deviation observed is 18.3% during
December for the m-Si unit, and 19.5% during November for p-Si modules.

The same limitations in simulating a PV system are valid for PVGIS (Fig. 9.9b),
where also a single set of simulation results was obtained. According to the tool
developers, the recommended dataset for the implementation location is PVGIS-
SARAH, because PVGIS-CMSAF is not updated anymore, while PVGIS-ERA5
and PVGIS-COSMO are datasets intended for high latitude locations (over 65°).

The correlation in this case between the real and simulated results is not as accu-
rate as in the previous case (Table 9.3), especially during the summer interval (May–
August), when the electricity production was underestimated with about 15%. The
yearly relative deviation is −9.9% for m-Si and −11.6% for p-Si modules. Also,
the maximum monthly relative deviations are higher and were observed during
December, with values of 24.3% (m-Si) and 23.2% (p-Si).
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9.5 Conclusions

This paper comparatively analyses, using four common photovoltaic simulation soft-
ware tools, the electrical energy that can be produced with a fixed tilted 2 kWp
photovoltaic system installed in a temperate mountain climate, containing both
mono- and polycrystalline silicone PV modules. The simulated data were compared
with the experimental results recorded in Brasov, Romania during 2014–2020 using
a PV system installed in the RESREC R&D Centre of the Transilvania Univer-
sity of Brasov. The comparative data analysis allowed to formulate the following
conclusions:

• The results obtained using PVsyst indicate the best correlation with the experi-
mental data. This aspect together with the fact that the software allows the most
detailed setup of all PV system parameters, according to the real PV applica-
tion, makes it an accurate solution especially if real local meteorological data are
available in the simulation.

• Despite the fact that PVWatts is mainly recommended for preliminary studies on
the performance of photovoltaic systems allowing only a general setup, the simu-
lation results indicate the best agreement with the experimental results, among
all the investigated simulation tools. Given the simplicity of this tool and the low
yearly and acceptable monthly relative deviations, PVWatts can be considered a
good simulation tool for similar PV systems installed in mountain areas with a
temperate climate.

• Since PV*SOL online gives good results at annual level it can represent a good
solution for yearly analyses of PV systems, but the high deviations during summer
andwinter monthsmake the free online version of PV*SOL an unreliable solution
for monthly analyses.

• The current version of PVGIS is the least reliable tool for electrical energy esti-
mations of similar PV systems due to its high yearly and monthly deviations from
the experimental data.

Acknowledgements We hereby acknowledge the COST Action CA16235, PEARL PV—Perfor-
mance and Reliability of Photovoltaic Systems: Evaluations of Large-Scale Monitoring Data.
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Chapter 10
Hybrid RES Mobile Innovative System
Optimized for DC-DC Applications

Bogdan-Alexandru Onose, Ion Murgescu, and S, tefan-Adrian Sontea

Abstract The research focus was to develop an off-grid hybrid RES mobile
containerized system, combining the energy from the photovoltaic and micro-wind
turbine source in order to directly providing the energy viaDC-DCpower supply. The
applicability of the system was intended for irrigation and fertigation, in semi-dry
and dry-sub-humid arid climates. The project tackled the most common technologies
used in solar photovoltaic and small wind turbine applications combining them in an
autonomous hybrid RES system that can be used in agriculture to power directly DC
power supply (without the need of DC–AC conversion). During the development of
the project an experimental model of the hybrid RES mobile system was deployed
using a 2.16 kWp photovoltaic and 600 Wp wind turbine power source combined
with a 5.3 kWh battery pack for extended use period. For the photovoltaic panels a
mobile mechanical system of the photovoltaic source was developed and patented
(no. A00730/12-11-2019) in order to increase the flexibility and maximize power
production in real life conditions. Further testing in real file conditions is planned
for a yearlong irrigation period in order to validate and further improve the energy
management algorithm for the for irrigation and fertigation periods.

Keywords Off-grid photovoltaic · Hybrid RES system ·Micro-wind turbine ·
Energy management · Irrigation and fertigation

10.1 Introduction

Mobile, photovoltaic and wind power generators have entered history in the last half
of the last century. In fact, the first photovoltaic generator used for practical purposes
was a mobile system. In 1958, Hoffman Electronics created a photovoltaic generator
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with 9% efficiency, with a power of 0.1 W and a 100 cm2 panel, for Vanguard I, the
first solar-powered satellite [1]. Although today’s photovoltaic mobile generators are
muchmore common thanwind turbines,which is easy to understandgiven that the sun
sends its energy all over the planet’s surface, the wind generator has outperformed
the photovoltaic one in time. The first wind turbine to generate electricity was a
battery charger installed in July 1887 by Scottish scholar James Blyth to illuminate
his vacation home in Marykirk, Scotland [2].

Mobile electric generators are usually stand-alone generators being used in places
without access to the electricity grid. The explosive technological development of the
photovoltaic industry and the exponential fall in prices for photovoltaic modules in
the first two decades of the twenty-first century have naturally led to the development
of a large number of mobile applications in all areas of human activity [3].

Solar energy water pumps, one of the applications that could not be missed by the
photovoltaic industry, work with zero cost electricity generated by the photovoltaic
panels, replacing the diesel generators. Solar pumps are useful where the electric grid
is not available and alternative sources (wind power) cannot provide enough energy
[4]. When they do, even if it is less predictable than photovoltaic, hybrid applications
are developed, photovoltaic-wind, which can improve the energy supply continuity.

10.2 Concept Definition

The irrigation and fertigation application, which represents the energy consumer in
this case, dictates the type and size of the mobile hybrid electric generator. In our
case, for the supply of the water pump for irrigation and fertigation of agricultural
crops, the solution was to use a small containerized systemwith a mobile mechanical
structure that will provide optimal photovoltaic placement regardless of the terrain
configuration.

All the above must be achieved with minimum costs and with a maximum of 2
operators. Thus being the case, the irrigation and fertigation system characteristics
are:

• A plantation with an area of 500 m2 as presented in Fig. 10.1;
• Thewater requirement for the crop,maximum4m3/day and amaximumof 8 h/day

of irrigation;
• The pump will be positioned at a maximum of 10 m from the irrigation plantation

are system (dynamic level), with a maximum of 4 bar pressure in the irrigation
pipes, but not more than 5 m above the water level;

• Water temperature is not relevant to this case;

Solar irrigation pumps are built to operate without batteries as long as there is sun.
To make irrigation possible during the morning and evening, an additional energy
storage will be used to capture the excess energy from the hybrid photovoltaic-wind
system.
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10.3 Mechanical and Structural Analysis of Mobile Systems

In order to develop a new and innovative solution for the hybrid RES mobile system,
a state-of-the-art analysis of the available systems on the market was made taking
into account two important structural aspects: trailer or container mounted systems.

10.3.1 Trailer Mounted Mobile Generators

Trailer mounted mobile generators provide mechanical support for the photovoltaic
modules and/or wind turbine, that are secured directly to the trailer structure. This
approach provides a high degree of mobility to the overall system and can easily
towed to the application site.

The most common option is to have only the photovoltaic system fixed on a trailer
chassis (Fig. 10.2a) [5]. The number of photovoltaic modules may vary depending
on the size of the application, but usually 1.6 × 1 m standard dimension are used
with a weight of approx. 20 kg each. The overall structure is wind resistance with
reinforced steel bars mounted vertically on the floor at the ends of the PV modules.

In the second case (Fig. 10.2b) [6], is a simple structure of a hybrid system
(photovoltaic and wind) mounted on a road legal trailer. The foldable structure is
made from aluminium profiles, in solidarity with the PV modules, similar to the
structure of a solar tracker. The wind turbine is gripped by a folding pillar so that it
does not exceed the transport limit and is reinforced with three steel pipe bars for
anchorage that are also fastened to the trailer.

10.3.2 Mobile Generators Mounted on Containers

In the case of mobile generators mounted on containers, the mechanical support
structure and equipment are mounted directly on a container. For transport ease, the
structure is easily detachable and stored inside the container. The structure is built to
be in solidarity with the container placed directly on the ground or on an arranged
platform or is mounted directly on the ground, near the container, with the electrical
equipment usually is fixed inside the container (Fig. 10.3) [7–9].

The above solution shows a variety of containerized systems available on the
market, that can be either only photovoltaic systems, or hybrid photovoltaic-wind
systems. To further improve the overall efficiency of this systems, energy storage
solution was adopted, due also to the available space inside the container [10].

Container mobile structures can provide much higher powers, only depending
on the size of the container in which they are transported. The systems can also be
modularized with dedicated containers for electrical equipment and for mechanical
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structures that can be installed on-site and in this case the power of this mobile
generators becomes unlimited.

The disadvantage is that there is time and labor required for installation and
uninstallation. Nevertheless, this drawback becomes more insignificant in relation
to the length of the time that this mobile generator is used in a single location or
application.

This solution represents the most common mobile solar photovoltaic and/or wind
turbine solution because it can provide higher powers than the trailer and also offers
greater safety conditions during transport and storage periods. The only down side
is the reduced mobility compared with trailer solutions [11].

10.4 System Design and Component Sizing

10.4.1 DC–DC Water Pump

Using the concept definition data from Chap. 2 and the manufacturer simulation
software we managed to identify the correct pump for this application. The solar
surface water pumping systems resulted from the simulation has an ECDRIVE DC
brushless motor, designed for solar, with over 90% efficiency, MPPT technology to
maximize power use from PV modules, an inbuilt data logging and also a direct
connect with AC connection options. A typical application using the solar surface
water pumping system is outlined in Fig. 10.4 [12].

For optimum performance the manufacturer simulation software report [13]
provided information about the pump technical data, with performance matching of
the concept case with daily or monthly pump operation scenarios connected directly
to the photovoltaic system.

When choosing the pump, it will be taken into account to ensure a greater need
due to the increase of the irrigated surface in the future or the same performance for
a greater depth in drought times. Also, in addition to the simulation, battery storage
capacity will be added that will allow the pump to keep running even during the night
or days without too much sun.

10.4.2 Hybrid Photovoltaic-Wind System with Energy
Storage

During the development of the project an experimental model of the hybrid PV-wind
DC pumping surface system was deployed using 8× 270Wp photovoltaic modules,
a 600 Wp micro-wind turbine and a 5.3 kWh gel battery pack, to extend the system
usage period during the period without sun (Fig. 10.5).
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The photovoltaic modules will be grouped in 2 groups of 4 modules connected
directly to the DC solar pump controller. The micro-wind turbine will be connected
to the wind turbine charging controller and will provide the energy required to charge
the 48 V battery pack. The DC solar pump controller is connected to the battery pack
via a programmable source (PLC).

The DC pump controller is in contact communication with the solar surface water
pump to determine the energy demand at any moment, thus making it the primary
factor in the control logic of the hybrid PV-wind DC pumping system.

During the irrigation/fertigation hours, all energy from the PV system is supplied
directly to the solar pump to cover the load. During periods with low irradiation
levels, the energy demand will be covered from the wind turbine and/or the battery
pack.

10.4.3 Mobile Container and Mechanical Photovoltaic
System

The development of the new and innovative solution for the hybrid RES mobile
system, was done with the purpose of solving the major disadvantages discovered in
the already existing systems (detailed in Chap. 3).

For the structure of the photovoltaic panels a mobile mechanical system of the
photovoltaic source was developed in order to increase the free movement flexi-
bility in real life conditions. The designed folding support system is ideal for easy
photovoltaic modules installation and positioning to maximize the energy captured
from the sun, thus increasing the system energy production (Fig. 10.6 Diagram
of the photovoltaic panels a mobile mechanical system structure (a) without PV
modules and (b)with PVmodules attached. Thefinal result of the experimentalmodel
of the mobile container structure with hybrid PV-wind with photovoltaic modules
mobile mechanical system structure and micro-wind turbine position is presented in
Fig. 10.7).

The design of themechanical photovoltaic support and folding system is verywell
adapted for awide range of photovoltaic solar panels from the point of viewof its size.
The support and folding system for solar modules, from a constructive point of view,
with a movable metallic structure that has multiple inclination angle adjustment for
better capturing the solar rays. The azimuth adjustment is done using the wheels and
position it on the ground based on the solar position. As a result of the development,
a patent was registered to the State Office for Inventions and Trademarks for the
mobile mechanical system of the photovoltaic source (no. A00730/12-11-2019).

The main system components are: the metal supports on which the solar panels
are mounted, a fastening systems that allow the fastening and folding assembly of the
system, suspension rods that allow adjusting the angle of exposure of the PVmodules,
clamping elements that ensure the fixing of the PVmodules on the metallic structure,
mobile wheels that allow this system free movement over the terrain, a hinge system
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that ensure the folding of the 2 metal supports with solar panels, having as main
advantage the diminution of the storage space and the ease of their transport.

The final result of the experimental model of the mobile container structure with
hybrid PV-wind with photovoltaic modules mobile mechanical system structure and
micro-wind turbine position is presented in Fig. 10.7.

The mobile container is custom made based on a predefined structure of 3 m
× 2.4 m and a height of 2.54 m. In order to provide the necessary safety during
transport and anti-vandal in the operation site, a metal structure was chosen, from
special p zinc-plated profiles, the upper part (exterior) form double-zinc plated sheet,
anti-condensation foil, wooden panels, mineral wool insulation and PVC board and
the exterior walls made of cut sheet, fastened on rectangular support posts covered
by undulated painted sheet.

10.5 Simulation and Results

Based on the simulations, the technical properties of the solar surface water pumping
system required for the irrigation/fertigation were estimated. The period required for
the irrigation/fertigation is between March–September, so this was the focus period
of the simulation of the hybrid PV-wind energy source.

The simulation of the micro-wind turbine energy production was done based on
monthly average data for the defined period of time, using the test site location
real-life weather conditions.

The simulation of the photovoltaic system was done using PVSYST dedicated
software in order to determine the performance of the system in real-life operation
for the defined period of irrigation/fertigation (Fig. 10.8) [14].

The simulation results show that the off-grid hybrid RES mobile system has an
overall energy availability from hybrid PV-wind of 2563.4 kWh/period and an user
energy demand of 1605.0 kWh/period from the solar surface water pumping system
used in the irrigation/fertigation period, as outlined in Table 10.1.

The results are based on an annual horizontal global irradiation of 1436 kWh/m2

[15] for the selected location, an annual average wind speed at 10 m above ground
of 3.42 m/s [16] and a defined irrigation/fertigation schedule of 8 h/day.

Thus, the results for used energy from the total hybrid system fraction is 1.60, with
a photovoltaic solar fraction of 1.43. The defined algorithm for irrigation/fertigation
uses the energy produced by the photovoltaic system is directly to cover the demand
of the solar surface water pumping system and the micro-wind turbine energy to
charge the battery pack. This control logic provides more flexibility to the hybrid
PV-wind system in the order to cover the required demand by the irrigation/fertigation
system, in periods without sun and offer autonomy to the system from 1 to 3 days.
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Table 10.1 Energy produced by the hybrid PV-wind system during the irrigation/fertigation season

Month PV system Micro-Wind turbine Total
available
energy

User
energy
demand

Total
fractionHorizontal

global
irradiation

Available
solar
energy

Average
wind speed

Available
wind
energy

[kwh/m2] [kWh] [m/s] [kWh] [kWh] [kWh] [-]

March 111.3 262.2 3.7 40.7 302.9 232.5 1.30

April 151.0 320.1 3.7 40.5 360.6 225.0 1.60

May 184.4 354.0 3.3 36.6 390.6 232.5 1.68

June 191.3 352.3 3.3 36.3 388.6 225.0 1.73

July 208.0 387.5 3.2 35.4 422.9 232.5 1.82

August 172.5 339.9 3.2 34.6 374.5 232.5 1.61

September 128.6 285.3 3.5 38.0 323.3 225.0 1.44

TOTAL/period 2563.4 1605.0 1.60

10.6 Conclusions

The hybrid RES mobile innovative system optimized for DC-DC applications,
resulted from the project has a mobile container custom structure 3 × 2.4 m, with a
hybrid PV-wind system using 8 × 270 Wp photovoltaic modules, a 600 Wp micro-
wind turbine and a 5.3 kWh gel battery pack. Also, a patent was registered to the
State Office for Inventions and Trademarks for the mobile mechanical system of the
photovoltaic source (no. A00730/12-11-2019).

For the irrigation/fertigation application a solar surface water pumping system
is used, having a solar designed ECDRIVE DC brushless motors, with over 90%
efficiency and MPPT technology to maximize power use from PV modules.

The simulation results show that the off-grid hybrid RES mobile system has an
overall energy availability from hybrid PV-wind of 2563 kWh/period and a total
hybrid system fraction of 1.60 and a photovoltaic solar fraction of 1.43, for a defined
irrigation and fertigation schedule of 8 h/day.

Further testing in real life conditions at the Research and Development Facility
for Plant Culture in Dăbuleni, Dolj county, Romania will be done for a yearlong
irrigation period in order to validate and further improve the energy management
algorithm for the irrigation and fertigation periods.
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Chapter 11
Emerging Issues and Challenges
with the Integration of Solar Power
Plants into Power Systems

Fazel Mohammadi and Mircea Neagoe

Abstract The characteristics of solar-generated electricity, including intermittency,
uncertainty, and non-synchronous power generation, lead to some technical chal-
lenges to large-scale power grid integration. Each of those characteristics causes an
economic challenge as well as reverse power flow, power quality issues, dynamic
stability, and big data challenges. This paper aims to comprehensively investigate
the existing challenges with the integration of high-penetration solar power plants,
particularly Photovoltaic (PV) power plants, into power systems and corresponding
solutions to improve the security, reliability, and resiliency of power systems.

Keywords Distributed Generations (DGs) · Photovoltaic (PV) power plants ·
Renewable Energy Sources (RESs) · Solar power plants

11.1 Introduction

The limited fossil fuel resources, global warming and environmental concerns,
growth in the load demand, cyber-physical attacks, power shortage, and intercon-
nection of new load types, such as Plug-in Hybrid Electric Vehicles (PHEVs), to
power grids, have enforced the energy sector using Renewable Energy Sources
(RESs) [1–6]. Conventional power systems are based on centralized and regulated
power generation, transmission, and distribution systems and there is noflexibility for
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Distributed Generations (DGs) [1, 2]. The interconnection of DGs to power systems
requires control, communication, and computation systems to ensure efficient, stable,
and reliable operation [7]. Solar power plants, particularly Photovoltaic (PV) power
plants, are one of the fast-growing types of DGs being integrated into power systems
in recent years. Solar power plants reduce operational costs to generate electricity
and provide added value to customers and utilities. The share of solar power plants
capacities is increasing by roughly 40% annually [8]. The most favorable charac-
teristics of solar power plants are the availability of solar irradiation in most of the
world sites and the fact that solar power plants can be installed in a variety of sizes
from small-scale to very large-scale systems [9].

Most of the solar power plants are integrated with the low-voltage distribution
grids. While the increase in the solar power plants penetration into power systems
leads to many challenges, which all depend on the point of interconnection of the
solar power plants to power systems and the state and performance of equipment
that are already installed on power systems [10]. To integrate solar power plants into
power systems, advanced inverters, anti-islanding capability, protection systems,
forecasting technology, and smart metering and control systems are required [11].

This paper comprehensively reviews the challenges with the integration of solar
power plants, specifically PV power plants, into power systems and explains some
possible technical solutions to mitigate such challenges and improve the security,
reliability, and resiliency of power systems.

The rest of the paper is organized as follows. Section 11.2 describes the existing
challenges of solar power plants integration into power grids. Possible solutions
for solar power plants integration into power grids are presented in Sect. 11.3. A
summary of the existing challenges and possible solutions for solar power plants
integration into power grids is given in Sect. 11.4. Finally, some brief conclusions
are indicated in Sect. 11.5.

11.2 Existing Challenges of Solar Power Plants Integration
into Power Grids

The integration of solar power plants into power systems requires to take the char-
acteristics of solar-generated electricity and their corresponding challenges into
account. Such characteristics alongwith their challenges are presented in this section.

11.2.1 Variability

The output power of conventional power plants, including some hydro and
geothermal power plants, that run on fuel can increase and decrease on command.
Therefore, they are dispatchable. However, DGs, such as solar power plants, generate
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electricity when the Sun is shining. Power systems operators do not control DGs;
they accommodate them, which need some agility. From the grid operator point of
view, the output power of DGs, particularly solar power plants, is functionally equiv-
alent to a reduction in the load demand. This can cause fluctuations in the demand
for dispatchable power [12–16]. Therefore, there should be rules and regulations
that govern existing power systems infrastructure while the integration of DGs into
power systems.

11.2.2 Uncertainty

The output power of solar power plants in day-ahead and/or day of forecast cannot be
accurately predicted [17–19]. Hence, power systems operators should ensure having
excess reserve running to meet the demand.

11.2.3 Non-Synchronous Power Generation

Conventional power generation units provide voltage support and frequency control
to power grids. Solar power plants do not currently help to maintain grid frequency
[20]. In the case of doing so, additional capital investment is required.

11.2.4 Location-Specificity and Low Capacity Factor

The solar irradiation is good and efficient in some places than others. Such places
may not be close to power grids. Thus, power transmission infrastructure is required
to transfer the power to where it is needed. The area occupied by solar power plants is
directly related to the size of the plant, solar irradiance at specific locations, and the
technology and efficiency of solar cells. Such issues adversely affect the agriculture
industry and the environment. In addition, solar power plants operate when there is
enough solar irradiation [21–24]. Hence, the average capacity factor, which is defined
as generation relative to potential, for large-scale solar power plants is approximately
30%.Comparing to the average capacity factor of a typical nuclear power plant,which
is ~93%, DGs are generating electricity at low capacity factors.

11.2.5 Hazardous Materials and Life-Cycle Emissions

Solar cells contain heavymetals, such as lead and cadmium, whichmay be hazardous
when they are decommissioned. Solar cells are mainly made with thin-films cells
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containing harmful materials, such as indium, gallium, and arsenic. Considering the
manufacturing process of silicon-based solar cells, the silicon dust is released that
causes breathing problems when inhaled. In addition, for cleaning and purifying
the semiconductor surface of solar cells, hazardous chemicals are involved. More-
over, the solar cells manufacturing process, their transportation, and installation and
decommissioning cause aggregate life-cycle emission [25–27]. It can be concluded
that the increase in solar power plants installation can increase the risk of exposure
to hazardous material, as well as an increase in the life-cycle emission.

11.2.6 Power Grids Flexibility

Proper operation of power systems depends on continuously balancing power genera-
tion from different conventional and non-conventional sources with the load demand.
In order to balance the electricity supply with the load demand, when solar power
plants cannot operate, thermal and hydroelectric power plants provide operating
reserves and supply the loads. Also, there is a need for storing energy during periods
of lowdemand and injecting the stored energywhen it is needed, aswell as (1) sharing
energy and capacity across particular regions, which needs both power transmission
capacity and power market participants to trade electricity and (2) changing the load
demand in response to power grids conditions [28–32]. Solar power plants can cause
overgeneration conditions. This refers to a condition during which the aggregated
supply of conventional power plants and solar power plants exceeds the demand. To
avoid this, solar power plants generation should be curtailed by either reducing the
output from the inverter or disconnecting the entire power plants frompower systems.
To do so, the physical control systems of the generation sources are required.

11.2.7 Capacity Value to Meet the Peak Demand

Solar power plants can provide capacity value by reducing the load demand that must
be supplied by the conventional generation units during periods of high demand. In
other words, capacity value shows how much additional load can be added with
the addition of solar power plants [32–34]. The major issue with this is related to
the reliability of solar power plants to continuously and adequately supply the load
demand.

11.2.8 Big Data and Cybersecurity

The high penetration of DGs, such as solar power plants, causes an increase in the
volume of data. The data includes power consumption pattern data, smart metering
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and control devices data, and operational data [35–40]. The data is used for real-time
monitoring and control of the entire grid. To successfully monitor and control the
system, there is a need for a highly efficient communication infrastructure. At high
penetration of solar power plants, the massive data intrusion and cyber-attacks can
affect the quality of service. However, the latency, adequate bandwidth, efficiency,
and reliability of communication should be considered.

11.3 Possible Solutions for Solar Power Plants Integration
into Power Grids

To tackle the challenges of solar power plants integration into power systems, several
solutions are further proposed.

11.3.1 Minimum Power Injection Limit

The minimum power injection limit can be applied when the output power of the
grid-connected solar inverters falls below a certain threshold value and accordingly,
the relay should disconnect the grid-connected solar inverters from the power grid.
In the case of an overload (>1.20 of the nominal load level), the relay should also
disconnect the grid-connected solar inverters from the power grid [41, 42].

11.3.2 Reverse Power Flow Index

When the power flow from the power grid becomes zero or changes to the opposite
direction, the relay should disconnect the grid-connected solar inverters from the
power grid [43, 44]. To do so, the relay should continuously monitor the direction of
power flow and send the trip signal to the corresponding breaker, when the reverse
power flow is detected.

11.3.3 Loading Condition

The output power of the solar inverter should be dynamically controlled by the
Diode Clamped Inverters (DCIs) and smart inverters and varies based on the loading
condition. This helps the solar inverters to efficiently operate and mitigate the impact
of reverse power flow. In addition, solar inverters can participate in the voltage
regulation on the feeders [45–49].
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11.3.4 Utilization of Energy Storage Systems

As mentioned in Sect. 11.2.1, variability is one of the biggest challenges to integrate
the large-scale solar power plants into power grids. To mitigate the impacts of the
variability of the output power of solar power plants, Energy Storage Systems (ESSs),
such as battery banks and supercapacitors, can be utilized to smooth the output power
and prevent the sudden power outage [50, 51].

11.3.5 Utilization of Solid-State Transformers

Solid-state transformers are capable of improving the power quality and protecting
the system against faulty conditions [52, 53]. However, the efficiency of the solid-
state transformers is lower than electromagnetic induction-based transformers and
their protection scheme both at the low voltage and high voltage is complicated, with
their help, large-scale solar power plants can be integrated into power grids while
providing real-time control and monitoring of energy dispatch and improving the
power quality.

11.3.6 Optimal Energy Dispatch

Apractical solution to supply the load demand is to generate electricity using different
types of DGs. However, it is difficult to achieve efficient energy dispatch. To over-
come this issue, optimal energy dispatch algorithms and power electronics topologies
should be investigated [54–59]. By implementing optimal energy dispatch algorithms
with high penetration of DGs, particularly solar power plants, (1) balancing the load
demand in an efficient way can be guaranteed, (2) the feeders power losses can be
minimized, and (3) the stability of the power grid can be improved.

11.3.7 Utilization of Advanced Control and Distribution
Management Systems

Using the advanced control and distribution management systems can optimize the
overall performance of power systems while solar power plants are integrated and
provide an automated outage restoration procedure. In addition, the advanced control
and distribution management systems enable smooth integration of DGs, voltage
regulation, and resiliency improvement [60–62]. However, it is difficult to achieve
an optimal solution by combining the advanced control and distributionmanagement
systems and the existing power grids infrastructure.



11 Emerging Issues and Challenges with the Integration of Solar … 163

11.3.8 Utilization of Advanced Communication
Infrastructure and Intelligent Protection Systems

The integration of DGs into power grids impacts the reliability, security, and
resiliency of power systems. Using the advanced communication infrastructure and
intelligent protection systems can improve the reliability and resiliency of power
systems. Dynamic monitoring and control of the grid parameters, such as voltage,
current, frequency, through a fast and reliable communication infrastructure can
cause the operation of the entire gridmore efficient [63–74]. To dealwith the dynamic
nature of power systems with the integration of solar power plants, more intelli-
gent protection systems with self-awareness, self-reconfiguration, and self-healing
capabilities should be deployed.

11.3.9 Determining the Optimal Size and Allocation
of Distributed Generators

Determining the optimal size and allocation of DGs, especially solar power plants,
is a function of the feeder power losses, voltage profile, operating costs, line load
ability, and the existence of other previous DGs installations. For solar power plants,
the average solar irradiation for the candidate locations is important. Therefore, the
immense benefits with high integration of solar power plants can be achieved, if the
size and location of solar power plants, subject to the technical and non-technical
constraints, are optimally determined [74–79].

11.3.10 Utilization of Hybrid Grid-Connected Distributed
Generators

In order to improve the efficiency and reliability of power systems, the grid-connected
DGs can be used in a hybrid form. This means different types of DGs with different
power capacities can be combined with each other. In this case, by properly selecting
the type and size of DGs, such as wind, ESSs, etc., and integrating them with
solar power plants, and also scheduling of such power generation units, the overall
performance of the grid improves [80–88].
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11.3.11 Utilization of Flexible Conventional Power
Generation Units

Power systems planners always consider more flexible conventional power gener-
ation units, such as natural gas and small-scale Combined Heat and Power (CHP)
plants to deal with the variable nature of power generation by non-conventional
generation units [89, 90]. It should be noted that the operating costs of conventional
power plants can be smaller than fuel savings from the increased DGs penetration.

11.3.12 Demand Response Program and Demand-Side
Management

It was beforementioned that power generation units must be capable of supplying the
aggregated load demand and power losses associated with transferring power from
the generation units to the load centers. By dynamically control the loads tomatch the
power generation in real-time through demand response program and demand-side
management, i.e., load shifting and load shedding/curtailment, the DGs can be more
dispatch-able within certain limits [91–94]. This also causes overcoming the variable
nature of power generation by DGs. For instance, if the majority of the customers in a
certain area participate in demand response program and demand-side management,
the generated power by the concentrated solar power plants that have molten-salt
storage becomes available for 24 h of the day. In addition, demand response program
and demand-side management lead to a reduction in power generation and oper-
ating costs to balance the load demand, reduction in power market price variations,
improving the reliability of the grid, managing the grid congestion, and improving
power systems security [93, 94].

11.3.13 Interconnected Power Transmission Grids

If different DGs, e.g., solar power plants and wind farms, are aggregated across a
broader region, the generated power by such DGs becomes less variable. In this case,
if the geographical area linked up by power transmission grids is big enough, this is
highly possible that the Sun is shining and the wind is blowing somewhere within
that specific area [95].
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11.3.14 Cloud Computing and Artificial Intelligence

To deal with big data and cybersecurity challenges, the collected data from all nodes
in power systems should be stored in high capacity and high-speed data storage
systems. One solution is to use big data streaming frameworks, such as Storm, Spark,
Flink, Kafka, and Samza suggested. The other solution is to use cloud computing,
which enables achieving more level of flexibility and efficiency in data management
[96–99]. Some cloud computing services are Software as a Service (SaaS), Infras-
tructure as a Service (IaaS), Platform as a Service (PaaS), Data as a Service (DaaS),
Communication as a Service (CaaS), andMonitoring as a Service (MaaS). However,
the major challenges in cloud computing are data security and latency. In order to
improve the security of cloud computing services, scalability, and visibility, and
reducing the bandwidth and latency, the post-cloud computing frameworks, such as
fog computing, Mobile Edge Computing (MEC), and dew computing, are proposed
[100–102]. It should be noted that the deployment of artificial intelligence along
with cloud computing and post-cloud computing helps to efficient integration of
solar power plants into power systems by analyzing the new and historical data and
weather forecasting, and optimal controlling of the system, estimating the state of
the system, and diagnosing faults in power systems [103–114].

11.4 Summary of the Existing Challenges and Possible
Solutions for Solar Power Plants Integration
into Power Grids

Table 11.1 gives a summary of the existing challenges of solar power plants integra-
tion into power systems and possible solutions that can address such challenges. In
addition, suggested future solutions are mentioned.

According to Table 11.1, the integration of small-scale and large-scale solar power
plants into power grids requires to develop more advanced control, protection and
communication systems to improve the reliability, security, and resiliency of the
power systems.

11.5 Conclusions

This paper presents different challenges with the integration of solar power plants
into power systems and their consequences. In addition, considering the future of
solar power plants integration, various existing and practical solutions are presented.
As the existing solutions need to be further improved, some suggested future solu-
tions are indicated in this paper. It should be noted that technical, operational, and
environmental challenges with the integration of solar power plants into power grids
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Table 11.1 Solar power plants penetration problems and suggested future solutions

Challenges Existing solutions Suggested future solutions

Reverse power flow Limited choice to connect solar
power plants to power grids

(1) Minimizing the load on the
specific feeder

(2) Using smart relays

Voltage instability Using On-Load Tap Changers
(OLTCs) and Dynamic Voltage
Regulators (DVRs)

(1) Using Flexible Alternating
Current Transmission System
(FACTS) devices with Fault
Ride Through (FRT)
capability

Frequency Instability Geographical smoothing of solar
power plants output

(1) Using distributed ESSs with
FRT capability based on
System Identification (SI)

(2) Using advanced control and
distribution management
systems

Harmonics (1) Using active harmonic filters
(2) Compliance with UL 1741

Standard for inverters,
converters, controllers and
interconnection system
equipment for use with RESs

Using FACTS devices

Protection scheme Coordination in relays,
sectionalizers, fuses, reclosers

(1) SI for real-time monitoring
and control of faults

(2) Using advanced
communication infrastructure
and intelligent protection
systems

Power factor correction Using capacitor banks Dynamic reactive power control
based on SI

Power losses Determining optimal size and
location of solar power plants

(1) Robust optimal energy
dispatch

(2) Using high-performance
hybrid grid-connected DGs

Communication
systems

(1) Using intelligent electronic
devices

(2) Using communication and
control protocols based on
IEEE Standard 2030

Using fast computing and
advanced communication
infrastructure with compliance of
IEEE Standard 2030

Challenges Existing Solutions Suggested Future Solutions

Load ability of power
grids

Determining optimal size and
location of solar power plants

Robust optimal energy dispatch

(continued)
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Table 11.1 (continued)

Challenges Existing solutions Suggested future solutions

Big Data and
Cybersecurity

Using data streaming frameworks
and cloud computing

(1) Using advanced data
encryption methods and
defense mechanisms

(2) Using artificial intelligence to
mitigate the impacts of
cyber-attacks

Power Dispatch and
Scheduling

Optimal power dispatch and
scheduling based on considering
forecasting and economics criteria

(1) Robust optimal energy
dispatch

(2) Implementing demand
response program and
demand-side management

Power systems security Accurate executions of optimal
unit commitment and economic
dispatch

Robust optimal energy dispatch
considering essential aspects of
power system planning

Forecasting Accurate environmental
conditions forecasting based on
available data

Using hybrid forecasting methods
based on knowledge discovery
and deep machine learning

are at the early stage and become more complicated with the increased level of pene-
tration of solar power plants. Therefore, further investigations need to be performed
to ensure the reliability, security, and resiliency of power systems.
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Chapter 12
Decarbonisation of Heating—Towards
2050

Nevem Duić and Goran Krajačić

Having in mind that European Union (EU) has committed to Paris agreement goal
of keeping temperature at less than 1.5 °C above preindustrial level, has made deci-
sion to reach climate neutrality reached by 2050, and have greenhouse gas (GHG)
emissions reduced by 50–55% by 2030, the issue of avoiding stranded costs should
be immediately considered. Since natural gas boilers have life of 20+ years, and
infrastructure even more, it is time to start preparing the exit strategy, in order to
avoid stranded costs being loaded on consumers and market players.

There are three possible pathways for decarbonisation of heating, decarbonisation
of gas, replacing gas by decarbonised district heating and replacing gas by decar-
bonised electricity but the choice is dependent on general energy transition. As it is
obvious up to now, primary energy will be mostly based on solar and wind energy,
which are cheap and available nearly everywhere. While other renewables will help,
they are limited either geographically (hydro, geothermal), or by sustainable potential
(biomass), and they are much pricier.

The problem with wind and solar is that they are variable, which means that in
some time periods there may be excess of them, and in some lack. In tropical areas
this will probably be solved by batteries, due to daily variation of solar energy, but
in moderate climates, with it seasonal variations, batteries can only play a marginal
role of daily balancing and those batteries could mainly be electric vehicle batteries,
since vehicles are parked 96% of time, and they offer good balancing buffer.

When variable renewable energy sources (VRES) will be abundant, electricity
price will fall, due to their low variable cost and thus low ask price, resulting in
low marginal price and thus low market price. Such low electricity market price will
help development of demand response technologies, and the biggest will be power-
to-heat and smart charging, since those two demands are huge, each representing
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around third of European final energy demand. Competing with those two demand
responses will be hydrogen and energy storage.

Thus, decarbonisation of heating by electrificationwith renewables is one obvious
pathway which will be helped by increasing penetration of VRES. The competing
option is to decarbonise gas. Currently we use natural gas which is fossil fuel, and
which should obviously be soon abandoned. It could be replaced by biomethane
(from biogas) but that option is limited to maybe 10% of current natural gas used,
if we want to use biomethane sustainably. It could also be replaced by renewable
methane produced using renewable hydrogen for hydrogenation of renewable carbon
dioxide, either from biomass combustion or from direct air carbon capture, but this
is a process with low efficiency and high price, so it will be used only where no
other energy carrier is available, mainly in transport and high temperature processes
in industry. Electrification will thus be more viable option for decarbonisation of
heating than decarbonisation of gas.

The problem is that heating demand peak is 5–20 times higher than electricity
demand peak, which would make electrification possible only with enough heat
storage, around 4 m3 per dwelling. That may be acceptable in a rural house, but in
urban apartments may be taking too much space. The solution is heat networks, with
big storage at the heating plants site.



Chapter 13
Target for 100% Renewable Energy
Systems Use in Cyprus for Electricity
Production

Rafaela A. Agathokleous and Soteris A. Kalogirou

Abstract Cyprus covers 93% of the energy demand using fossil fuels which are
fully covered from imports. This does not only stand as a barrier to the various
European Directives and measures which apply for all EU members, but it is also a
drawback for the economy of Cyprus. Around 1000 tons of heavy fuel oil is required
every year by the Electricity Authority of Cyprus to cover the energy demand. The
household electricity prices including taxes paid in Cyprus are the 7th highest in
Europe. From 2009, renewable energy systems have started to be used, but due to the
price of the systems they were limited. However, price was not the main problem of
the systems to explain why they didn’t expand more. Many other parameters are still
affecting the use of RES in Cyprus; the public acceptance, the education of people,
the environmental consciousness, but the most important is the motivation and ease
of the applications and licensing from the government parties. Here in this study, an
overview of the current energy situation is discussed and suggestions to increase the
use of RES are mentioned as well. These include the use of electricity production
RES for the domestic needs and measures for the improvement of energy efficiency
of the building sector in general, which is the second biggest energy consumer in
Cyprus after the commercial sector.

Keywords Renewable energy systems · 100% RES · Cyprus electricity
production · Energy efficiency
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13.1 Introduction

Climate change is impacting every continent on Earth at increasing intervals. There
is an urgent need for the global community to collectively pursue a pathway towards
net zero greenhouse gas (GHG) emissions by launching a rapid transition of the
energy sector.

The 2012 Energy Efficiency Directive (2012/27/EU) [1] established a set of
binding measures to help the EU reach its 20% energy efficiency target by 2020.
Under the Directive, all EU countries are required to use energy more efficiently at
all stages of the energy chain, including energy generation, transmission, distribu-
tion and end-use consumption. The 2030 Climate and Energy Framework includes
EU wide targets and policy objectives for the period from 2021 to 2030 [2]. The
key targets for 2030 are; at least 40% cuts in greenhouse gas emissions (from 1990
levels), at least 32% share for renewable energy and at least 32.5% improvement in
energy efficiency.

During the last years, many countries have set 100% renewable energy production
targets. Hansen et al. [3] presented the status and perspectives on 100% renewable
energy systems (RES). The same author in [4] studied the Germany’s energy system
transition towards 100% renewable energy.

According to Climate Council [5], Germany is a world leader in renewable energy
and in the first half of 2018 it produced enough electricity to power every household
in the country for a year. The country has also set an ambitious target to get 65%
of their electricity from renewables by 2030. Thanks to its unique geography and
commitment to the environment, small butmightyCostaRica has produced 95%of its
electricity fromhydro, geothermal, solar andwind over the past four years.Moreover,
according to Climate Council [5], Costa Rica aims to be entirely carbon-neutral by
2021. Uruguay is now almost 100% powered by renewables almost after less than
10 years of concerted effort. Denmark gets over half of its electricity from wind and
solar power and in 2017, 43% of its electricity consumption was from wind—a new
world record. That’s the highest percentage of wind power ever achieved worldwide.
The country aims to be 100% fossil-fuel-free by 2050 [5].

Connolly et al. [6] presented the first step towards a 100% renewable energy-
system for Ireland. Child et al. [7] studied the role of storage technologies for the
transition to a 100% renewable energy system in Europe. A year later Child et al.
[8] studied the transition pathways towards a 100% renewable energy power sector
of Europe by 2050. It was concluded that a 100% RE energy system for Europe is
economically competitive, technologically feasible, and consistent with targets of
the Paris Agreement.

Chen et al. [9] examined the pathway for small islands to replace fossil fuels with
RES up to 100%, to economically achieve energy security and limit temperature rise
as close as possible to 1.5 °C. Another study for 100% renewable island is carried
out by Meza et al. [10]. Alves et al. [11] mentions that the integration of RES in
islands is crucial to improve their economy allowing them to be energy independent.
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However, RES integration in islands presents both opportunities and constraints.
Islands are usually very dependent on imported, expensive, fossil fuels to satisfy
all their energy needs [12]. Thus, the island’s inhabitants depend on outside nations
to guarantee their energy security. On the other hand, RES integration in isolated
energy systems brings forward some difficulties related to most RES intermittent
nature. Grid stability problems and mismatch between demand and supply become
more crucial as RES integration share increases.

The aim of this study is the analysis of the current energy situation of Cyprus in
order to assess the 100% RES scenario for Cyprus Island. Cyprus has an isolated
energy system and has no primary sources of energy. The electricity production
of the island depends entirely on imported fuel, mainly heavy fuel oil. In the first
part of this study, the current energy situation of Cyprus is assessed, and then the
energy consumption through the years is presented. Then Cyprus’ renewable energy
resources assessment is presented which is then followed by the actions taken for the
energy efficiency of the buildings sector in Cyprus, to reach the 100% RES target.
At the end, the barriers to this target are discussed and final conclusions were given.

13.2 Current Energy Situation in Cyprus

Since Cyprus has no primary energy sources, the electricity production from the
Electricity Authority of Cyprus (EAC) entirely depends on the imported fuel, mainly
heavy fuel oil. Currently, the EAC owns and operates three Power Stations with a
total installed capacity of 1478 MW as shown in Fig. 13.1 and the net electricity
production in Cyprus is about 5000 million kWh every year as shown in Fig. 13.2.

Vasilikos Power Station is the biggest infrastructure project ever carried out in
Cyprus with an installed capacity of 868 MW. It is an advanced technology power
station consisting of three conventional generation units of a generating capacity of

Fig. 13.1 Installed power
capacity of the three power
stations in Cyprus, from the
Electricity Authority of
Cyprus
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Fig. 13.2 Gross electricity production in Cyprus from 2009 to 2017 including losses in transport
and distribution

130 MW using heavy fuel oil, one 38 MWGas Turbine fueled by diesel oil, and two
combined cycle gas turbine units of 220 MW capacity each fueled by diesel oil.

Dhekelia power station uses heavy fuel oil, while Moni and Vasilikos power
stations use mainly gasoil. Figure 13.3a shows sales of petroleum products in Cyprus
and Fig. 13.3b the heavy fuel oil breakdown showing the large amount of heavy fuel
oil beingusedby theEACover theyears.However, a rapiddecrease has beenobserved
after 2010 which can be explained by the fact that renewable energy systems (RES)
have started to be used in Cyprus after 2010. However, this could also be explained
with the economic crisis during this period.

13.3 Renewable Energy Systems in Cyprus

The binding national target of Cyprus regarding the share of renewable energy in
the final energy consumption by 2020 was 13% [13]. There is also another binding
target by 2020 that of the use of biofuels in the transport sector by 10%. According
to the National RES Action Plan, the overall 13% target can be achieved by the
three sectoral targets which are: 23.5% share of RES for heating and cooling to
the final energy consumption, 16% RES electricity and 4.9% the use of biofuels
for transport. The contribution of the solar thermal systems (solar hot water heating
systems) contribute the most to the total share of RES in the Cyprus Energy Balance
by 46.84%, followed by biomass utilization for heating 21.33% (mainly wood stoves
and fireplaces), electricity generation fromwind farms 13.22%, electricity generation
from PV systems 8.61%, biofuels due to import obligation 6%, electricity generation
from biogas 3% and geothermal heat pumps 1% [13]. However, there is still large
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Fig. 13.4 Installed capacity
of electric generators in
Cyprus from 1970 to 2017
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space of improvement in Cyprus in order to reach targets of 2030 for GHG emissions
reduction and increase the share of RES.

As previously mentioned, since 2010 the government started motivating people
to shift to renewables giving licenses for solar parks, wind parks and building PV
installations. As can be seen in Fig. 13.4, the major installed capacity of electric
generators is for the EAC while the appearance of RES is obvious from 2010 and
later. Regarding the RES usage after 2010 it is important to see that there is an
increase in the use of RES every year. However, as Fig. 13.4 shows, most of the
electricity gross production comes from the EAC from fossil fuels burning.

Table 13.1 shows the number of RES in Cyprus and their nominal capacity by type
of system. It is obvious that themajority of the installed capacity corresponds to wind
parks and then to PV parks while roof PV systems and biomass systems are holding
a lower percentage although the number of units installed are the bigger. There are
currently 1868 PV parks in Cyprus with installed capacity of 86MWand 12,053 roof
PV systems with 47 MW installed capacity. Although there are more PV systems
installed than other systems, the highest capacity is hold by the wind systems. There
are 6 wind parks in operation with total installed capacity of 157.5MWe and licenses
for the construction of a further 18 MWe capacity wind parks have been given. In
Cyprus, there are 14 biomass units in operation with total installed capacity of 9.7
MWe.

The total electricity production by RES in Cyprus is shown in Fig. 13.5. As can be

Table 13.1 Installed R.E.S in
Cyprus

Type Number of systems MW

PV parks 1868 86

Roof PVs 12,053 47

Wind parks 6 157.5

Biomass systems 14 9.7

Total 300.2
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Fig. 13.5 Production of
electricity from RES from
2004 to 2017
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Fig. 13.6 Production of heat
from R.E.S in Cyprus from
2000 to 2017
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seen, in relation to Table 13.1, the biggest production comes from the wind systems
although there are more units of solar PV systems installed.

Besides the electricity production, the amount of thermal energy is also very
important. In this type of energy it is known that the use of solar thermal collectors
for the production of domestic hot water is widely spread. Figure 13.6 shows the
thermal energy production from RES in Cyprus from 2000 to 2017. According to
REN21 report [14], Cyprus remained the world solar heating leader on a per capita
basis at the end of 2012, with 575 kWth per 1000 inhabitants, followed by Israel with
394 kWth.

13.4 Electricity Consumption in Cyprus

In order to set targets to 100% RES energy production in Cyprus, apart from the
current energy production situation, the energy consumption should be analyzed.
Consequently, Fig. 13.7 shows the electricity consumption by sector from 1960 to
2017. It can be clearly seen that the commercial sector was and still is the biggest
consumer, followed by the domestic and industrial sector.
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Fig. 13.7 Electricity
consumption by sector from
1960 to 2017
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According to data from the Statistical Service of the Ministry of Finance the
household sectors accounts for 19% of the final energy consumption and another
13% to commerce, hotels and services, i.e., mainly office buildings. The share in
final energy demand of the housing sector has been increasing rapidly over the
last 10–16 years: From 14.1% in 1995 to 17% in 2000 up to 18% in 2013 [15].
Electricity consumption has gone up by 150% in the same period mainly due to the
installation of air conditioners and increasing number of home electric appliances
[15]. A deeper examination to the energy consumers extracted from the electricity
balance of the island for the year 2017 is shown in Fig. 13.8. Households accounts
for 36% of the electricity consumption and requires major attention to reduce their
energy consumption.

13.5 Renewable Energy Resource Assessment

Cyprus is the biggest island in the Mediterranean, located at 35° latitude and 33°
longitude. Thus Cyprus is located in a hot spot and is projected to face significant
temperature rise and rainfall level drop the next years. As a result, important nega-
tive effects on climate change should be expected in the next decades in various
sectors. Studies assessed the impact of climate change on electricity use based on
the assumption that average temperature in the Eastern Mediterranean is expected to
rise by about 1 °C by the year 2030 [16].

The climatic conditions of Cyprus are predominantly very sunny with daily
average solar radiation of about 5.2 kWh/m2 on a horizontal surface. The mean
daily global solar radiation varies from about 2.3 kWh/m2 in the cloudiest months
of the year December and January, to about 7.2 kWh/m2 in July. A typical year in
Cyprus includes more than 300 sunshine hours. The total annual solar irradiation
in horizontal can exceed the 1727 kWh/m2. The direct normal irradiation map in
Cyprus is shown in Fig. 13.9. The island has excellent solar potential throughout the
year as the cloudy days do not exceed three continuous days, and the average global
radiation exceeds the value of 2000 kWh/m2. To follow the EU targets of 2020 and
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Fig. 13.9 Direct normal
irradiation in Cyprus [17]

2030, Cyprus has started to invest in Renewable Energy during the last years, with
solar energy being the most valuable source of exploitation. The solar water heating
and photovoltaics systems installed in Cyprus have low payback time and cover a
significant thermal and electricity demand. Based on the abundance of solar radiation
on the island the solar energy potential is very high. The photovoltaic power potential
map of the island is shown in Fig. 13.10.

Regarding the other renewable sources, Figs. 13.11 and 13.12 show the mean
annualwind speed and the available energy fromanimal sewagebiomass respectively.
As can be seen, there is high wind energy potential and biomass energy in most areas
of the island. However, regarding the wind speed as shown in Fig. 13.11, most of
the area shown with high wind speed is under the Turkish occupation so it cannot be
exploited by the government of Cyprus.

Fig. 13.10 Photovoltaic
power potential in Cyprus
[17]

Fig. 13.11 Mean annual
wind speed in Cyprus [18]
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Fig. 13.12 Available energy
from animal sewage biomass
in Cyprus [19]

In addition to the renewable energy resource assessment there is another source of
energy that can be used in Cyprus. It is believed that waste treatment can support the
energy production without too much effort from the people, only attention required
is by the government to set measures to proper dispose or use the municipal waste or
biodegradable waste to produce heat. Figure 13.13 shows the total waste generated
in Cyprus from 2004 to 2017 and per capita waste generation. As can be seen in
Fig. 13.14, most of the generated waste is disposed to landfills, very small amount of
waste is recycled and less is composted. Although large amount of waste is generated
in Cyprus there are still no waste incineration plants or other plants to take advantage
of the generated waste to produce energy.

The technical potential for energy efficiency improvements in agriculture seems to
be relatively limited e.g. in comparison to the corresponding values in buildings since
the available potential for co-generating heat andpower fromanimalwaste has largely
been exploited in Cyprus, with 14 biomass/biogas plants already operating with a
total capacity of around 10 MW biodegradable waste. In Cyprus this predominately
consists of the biodegradable fraction of the municipal solid waste, sewage sludge,
solid and liquid agricultural residues and solid and liquidwastes from food and drinks
industries. Kythreotou [20], estimated that the potential annual electrical energy

Fig. 13.13 Total waste
generated in Cyprus from
2004 to 2017 and per capita
waste generation
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Fig. 13.14 Municipal solid waste in Cyprus from 2004 to 2017 by type

generation in Cyprus is around 1500 GWh and the potential annual thermal energy
generation is about 2100 GWh.

13.6 Energy Efficiency in Buildings

As previously mentioned, it is necessary to focus on the most intensive sectors in
terms of energy consumption and ease of RES adoption to cover the energy require-
ments. Thus, since the building’s sector is analyzed more. According to Vougiouk-
lakis et al. [21], the building stock in Cyprus comprises of 431.059 residential build-
ings and 85.198 non-residential buildings. Of the residential buildings almost half
are single-family houses and 22% apartments.

The building sector is expected to play a key part in the achievement of the
national targets for 2020 covering almost 98% of the energy saving target (BUILD
UP Skills Project, 2012). The potential is huge since 91% of all buildings (94% of
residential buildings 83% in the service sector) were built before the introduction
of mandatory energy performance requirements and 50% do not have any kind of
thermal insulation.

Cyprus did not have any mandatory building energy performance requirements
until 2007. Since then the requirements have been tightened twice and it is estimated
that a new building consumes around 50% less energy than a similar building that was
built before the implementation of energy performance requirements [22]. The lawon
EnergyEfficiency of Buildings (No. 210(I)/2012) is themain legal act for transposing
the requirements from the EUPerformance of Buildings Directive (2010/31/EU) into
Cypriot Law. Specific performance requirements have been set byministerial decree,
which have subsequently been tightened in 2009, 2013, and 2016 and are set as shown
in Table 13.2 [22]. Directive 2010/31/EU on the energy performance of buildings
requires Member States to introduce Energy Performance of Building Certificates
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Table 13.2 Evolvements of energy performance requirements in Cyprus

Requirement Since January
2010

Since December
2013

Since January
2017

Since August
2014 for NZEB

Elergy class
according to the
EPC

B B B A

Uvalue for walls
(W/m2K)

0.85 0.72 0.4 0.4

Uvalue for floors
and roofs
(W/m2K)

0.75 0.63 0.4 0.4

Uvalue for
windows
(W/m2K)

3.8 3.23 2.9 2.25

(EPCs) to be issued for buildings at the time of construction, sale or renting or when
undergoing major renovation. It has been transposed through a series of laws and
regulations with the Law on Energy Efficiency of Buildings (No. 210(I)/2012) as the
main legal act.

Requirements and characteristics of nearly-zero energy buildings (NZEB) have
as well been set by ministerial decree in 2014 requiring U-values for energy class A,
a maximum consumption of primary energy and at least 25% of the demand to be
covered by RES. This requirement applies for new and existing renovated buildings.

According to Enerdata [23], energy efficiency in the buildings sector of Cyprus
has improved steadily since the adoption of energy performance standards for new
buildings in the mid-2000s, and as a result of the implementation of all relevant EU
legislation.

Based on the statistical services of Cyprus for the construction and housing statis-
tics [24], a total of 152,487 building permits were given from 2000 to 2016 and a
total of 78,551 houses were completed during this period most of them in the district
of Limassol. Houses accounts around 70% of total dwellings in the private sector
while the rest 30% are apartments.

In 2013 a net metering scheme was introduced for the promotion of small resi-
dential photovoltaic systems. This scheme supported the installation of small PV
systems with power up to 3 kW in 5000 households. The total allowed installed PV
capacity under that scheme was 15 MW. This measure is still due, and upgraded the
capacity of the PV systems to 5 kW.

The combination of theNZEB regulations for the energy performance of buildings
regarding the Uvalue of the various building elements, and the required use of RES so
as each building covers its own energy requirements on site, will help the households
sector to minimize its energy consumption from the grid of EAC that comes from
the fuels burning and at the same time reduce the carbon footprint of the households
sector.
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13.7 Barriers to the 100% RES Target and Actions
Suggested

The still embryonic state of the energy service market in Cyprus occurs due to
the underdeveloped regulatory framework. More emphasis should be put on issues
related to standardization of energy services provided, the performance of such
services and their procurement and operation in the public sector [21].

The most sever barrier for reaching the planned savings is the limited available
budget for such interventions. The private sector has been accustomed to be respon-
sive only when a significant public subsidy is available, while the public sector
tends to request full upfront capital coverage. For this reason, the transition to a
more market-oriented financial support scheme, will be definitely a challenge and a
careful planning along with the mobilization of the appropriate financial and market
instruments will be required.

In the various sectors the following actions should be taken:

• In the household/residential sector, any new instrument shall be designed to be
cost-attractive as well as implementable in market terms.

• In the service sector emphasis should be given to hospitals and energy efficiency
upgrade of street lighting.

• In the agricultural sector the focus should be mainly given to higher penetration
of RES systems for heating and cooling, achieving relative significant savings in
terms of primary energy use and avoided cost of imported fuel,while also the adop-
tion and support of an energy audit scheme could allow the identification of some
significant cost efficient energy saving potential that could be addressed under
tailored design national programs either for specific sub-sectors (e.g. wineries) or
agricultural process activities (e.g. greenhouses, drying).

• In the transport sector action should focus on modifying the vehicle taxes to
accelerate the penetration of higher efficient cars and light commercial vehicles,
soft measures to promote a modal shift towards public, e-mobility and other
alternative transport modes.

13.8 Conclusions

During this study, the energy situation for the island of Cyprus is analysed as well
as the energy consumption showing that the most intensive consumer of energy is
the households sector. Accordingly focus should be given in this sector in order to
achieve the EU 2030 targets on the first place and then start working on the 100%
RES target. Islands with isolated energy systems are facing important difficulties in
terms of energy systems. The integration of RES in islands is crucial to improve their
economy allowing them to be energy independent.

Although Cyprus has high renewable energy potential in terms of renewable
energy resources, the main renewable energy that can be used without limitations is
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solar energy. From the analysis made on the current status of RES on the island it
is observed that in terms of installed units the solar systems are the most, while in
terms of installed capacity the biggest producer are the wind energy systems.

Although the solar abundance of the island could provide renewable energy to
cover the island’s load, there are various barriers to that. These were also discussed
and various suggestions were given and national legislative acts that should be taken
were suggested. However, even if people accept and use more RES and follow other
measures to reach the target, the aim cannot yet be reached because Cyprus has an
isolated electricity system. Thus, big changes need to be done by the government
and the electricity authority of Cyprus regarding the distribution circuit and consider
as well as the most important parameter when considering 100% RES which is the
electricity storage.
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Chapter 14
Vertical Axis Wind Turbines: The
Behavior of Lift and Drag Airfoils

Bostan Viorel, Bostan Ion, Rabei Ivan, Dulgheru Valeriu,
and Ciuperca Rodion

Abstract The blade is the most important element of a wind turbine, as it is the
component that largely governs the productivity and it is the main source of effi-
ciency optimization. A blade is defined by the airfoil type. This paper addresses three
different airfoil types tested for different wind conditions. The versions considered
are: the symmetrical NACA 0018 airfoil, the asymmetrical FX 63-137 airfoil—both
of lift type and one drag type of scoop shape. Based on these versions, three sets of
blades were obtained and used to form three vertical axis wind turbines which were
tested in a wind tunnel. Except for the blade’s airfoil, all rotors had the same key
parameters which refer to: rotor’s swept area, number of blades, height, diameter,
aspect ratio, blade length, chord length, solidity and pitch angle. As expected for low
wind speeds, the scoop bladed turbine showed significantly higher efficiency than
the other two versions. It was also noticed that the performance is not influenced
by the curvature position that can be oriented either radially inward or outward in
relation to the rotor’s axis. For higher wind speeds the FX 63-137 turbine’s efficiency
increased dramatically while NACA 0018 turbine displayed weak performance in
all cases.

Keywords Vertical axis wind turbine · Drag type blades · Lift type blades

14.1 Introduction

The wind turbines cover a significant percentage of the energy needs in many regions
of theworld and, according to the latest trends, their role is going to be even bigger [1].
This refers especially to the large horizontal axis wind turbines. However recently,
vertical axis wind turbines (VAWTs) started to gain more attention from the research
centers and companies that look for capitalizing on the advantages they come with,
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the main ones being the insensitivity to the wind direction (no yaw mechanism
needed); placing the heavy components closer to the ground level, etc.

The performance of a wind turbine is almost exclusively dictated by its blades,
thus plenty of research is done on this component. The blade is defined by its cross
section shape, called airfoil. Depending on the main driving force, there can be two
types: lift and drag airfoils. Historically from the lift type category the airfoils of
the NACA family were often addressed. Nowadays, many other different airfoils are
investigated and adopted [2, 3]. The drag type airfoils are of scoop shape. The blades
based on them can be both simpler and cheaper but less efficient for wind energy
conversion.

Choosing the right blades for given wind conditions is central. Besides the fact
that inappropriate solutions lead to poor efficiency, the environmental impact of
the turbine is broader. Life cycle assessment is evaluated for specific wind speeds
and a certain productivity of the turbine. A less efficient machine implies a higher
environmental footprint [4].

The purpose of this paper is to determine which airfoils are the most appropriate
for wind speeds up to 12 m/s. The analysis was experimentally done by testing three
small scale vertical axis wind turbines: one having scoop like blades, the second with
blades defined by the symmetrical NACA 0018 airfoil and the third involving the
asymmetrical FX 63-137 airfoil. The turbines had the same key parameters, thus no
other factors except the airfoil induced a difference in performance. It was expected
that for low wind speeds the drag type is more productive but the interest was in
determining the behavior of the three over a larger wind speed range.

14.2 Methods

14.2.1 The Experimental Setup

The experimental setup consisted of two main components: the wind tunnel and the
wind turbines. The tunnel employed in the experiments was Gunt ET 220 with the
outer diameter of 600 mm which limits the size of the rotors that can be tested. The
maximum wind speeds reached values that varied around 12 m/s.

Three sets of three blades were built: first being defined by the scoop shaped
airfoil, the second of NACA 0018 airfoil and the third of FX 63-137 airfoil. The
three versions are presented in Fig. 14.1.

The scoop airfoil consisted of a straight line with a semicircle of 24 mm diameter
on one end. The airfoils had the chord length c equal to 50 mm.

For the case of asymmetrical airfoils like the scoop or the FX 63-137 ones there
can be two orientation modes in relation to the rotor’s axis—curvature (camber)
inward or outward (Fig. 14.2). The analysis hereby presented focused on both cases.

The blades were developed through 3D printing and taped for increased rigidity.
Unlike the NACA 0018 and the FX 63-137 cases, the scoop blades were provided
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Fig. 14.1 The airfoils of scoop, NACA 0018 and FX 63-137 blades (Dimensions in mm)

Fig. 14.2 Curvature in and out in relation to the rotor’s axis (R—rotor’s radius)

with end plates that were larger than the cross section itself by 7 mm (Fig. 14.3). The
blades’ wall thickness was 1.5 mm.

Fig. 14.3 Printed scoop
blades with endplates
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One wind turbine was designed and built up so that the blades could be easily
changed. This way the tower, the supporting struts and the generator remained the
same while the different sets of blades formed different turbines.

The connection between the turbine’s shaft and the generator was mediated by
a gear train with the ratio of 1:3.41. The alternating current produced by the three
phase generator was transformed into direct current by using a rectifier. The power
was then transmitted to a device consisting of NI Elvis II system and the RELab
add-on. This module is designed to measure and display the power generated by a
small laboratory wind turbine [5]. More tests were done for each wind speed and an
average value was calculated. The values obtained for different wind speeds were
graphically interpolated and the tendencies were observed. The RELab module and
the scoop bladed wind turbine are presented in Fig. 14.4.

14.2.2 Theoretical Considerations

The performance of the VAWT is influenced by its parameters. When optimizing one
of them by comparing different variations, the other ones should be kept constant if
possible. As for this study the airfoil was optimized while the remaining parameters
as the swept area, the rotor’s aspect ratio, the chord length, the number of blades, the
blade shape (e.g. straight, helical or curved), the pitch angle were kept unchanged in
all compared cases. This way, except the airfoil, no other parameter was expected to
generate a performance difference between the turbines.

The definitions and effects of the mentioned parameters are expressed below.
The power output P(W) of a wind turbine can be estimated using Eq. (14.1):

P = 1

2
· Cp · ρ · A ·U 3 (14.1)

whereCp is the power coefficient that is turbine’s efficiency index; ρ is the air density
(kg/m3); A is the turbine’s swept area (m2) that is the area crossed by the wind; U
is the wind speed (m/s). As of Eq. (14.1), the reasonable way to increase the power
is by increasing the swept area or the power coefficient. For a determined value of
the area A the turbine’s efficiency could be enhanced by optimizing its parameters.
The improvement should also consider the prevalent wind conditions under which
the turbine will operate.

The solidity σ is the ratio between the blades’ area and the turbine’s swept area
A. The area of a straight blade is calculated by multiplying its chord length c to the
height h. For fixed values of A and h, the solidity can be changed with the chord
length c, hence the four parameters are strongly related. Generally, high solidities
are suggested for turbines that are to operate at low wind speeds and vice versa.
The recommended values range between 0.2 and 0.6 [6]. Beside the efficiency, the
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solidity influences the turbine’s tip speed ratio TSR (or rapidity λ) which is the ratio
between the blade’s tip speed and the wind speed.

The angle between the chord line and the tangent line to the blade’s circular
trajectory is called pitch angle β. It can take negative, null or positive values and can
be fixed or variable. Laboratory tests determined that this parameter also influences
turbine’s productivity thus it was kept constant for all compared cases.

The same swept area can be confined by different values of the diameter D and
height h. By dividing the rotor’s height h to its diameter valueD one can determine its
aspect ratio AR. Like the other parameters mentioned above, the AR also influences
the turbine’s performance [7].

Blades can be of different shapes, the most common being the straight helical or
curved versions. Besides efficiency, the shape also influences the turbine’s structural
response to the cyclic loads [8].

14.3 Results and Discussion

The three rotors had the parameters as shown in Table 14.1.
The first experiments addressed the scoop bladed turbine. Specifically, it was

determined which orientation mode is more efficient in terms of generated power.
Two turbines were prepared, one having the blades oriented with curvature in and the
other with curvature out. The graphical results in terms of power coefficients Cp are
depicted in Fig. 14.5. For the wind speed ranging up to 12 m/s the power generated
for the two modes was almost the same, except a slight difference at the highest
points. Therefore, in further tests only the curvature outward version was employed.

Next the scoop bladed turbine’s performance was compared to that of the NACA
0018 rotor. The results obtained are graphically presented in Fig. 14.6. The tendencies
indicate a significant difference between the two types. The scoop bladed turbine was
highly superior to NACA 0018 turbine, generating 39 times more power at 10 m/s.
The difference decreases as the wind speed increases, Table 14.2.

Table 14.1 The parameters
of the analyzed rotors

Parameter Unit Symbol Value

Rotor’s height m h 0.4

Rotor’s diameter m D 0.4

Number of blades / N 3

Blade’s length m L 0.4

Chord’s length m c 0.05

Swept area m2 A 0.16

Solidity / σ 0.375

Aspect ratio / AR 1

Pitch anglex ° β 0
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Fig. 14.6 Performance of the scoop bladed turbine versus NACA 0018 turbine

Table 14.2 The power generated by the scoop and NACA 0018 turbines (in mW)

Airfoil\wind speed 7.2 m/s 8.5 m/s 10 m/s 11 m/s 12 m/s

A1 Scoop airfoil 18 52 118 208 297

A2 NACA 0018 0 0 3 14 26

A1/A2 The ratio – – 39 15 11



202 B. Viorel et al.

The scoop bladed turbine started to generate power from wind speeds as low
as 5 m/s while exhibiting excellent self-starting abilities. The NACA 0018 turbine
started to produce power at 8.5 m/s.

The performance of the scoop bladed turbine was further compared to that of FX
63-137 turbine with the curvature outward. This mode was selected because for the
FX 63-137 airfoil the laboratory tests indicated superior efficiency compared to the
inward mode. The obtained results are shown in Fig. 14.7.

In this case, the scoop bladed turbine was again superior to its counterpart but the
tendencies were different. For wind speeds higher than 10 m/s the difference was
small, however at 8.5 m/s the scoop turbine generated 33 times more power, Table
14.3. The FX 63-137 turbine was not tried for speeds higher than 11 m/s as there
was the risk of harming the blades due to the high rpm.

Even though the FX 63-137 version was less productive, the number of rotations
per minute was higher. Figure 14.8 shows the voltage and current generated by the
two turbines for the wind speed equal to 11 m/s. The maximum voltage generated by
the FX 63-137 was higher while the current was lower than that of the scoop turbine.
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Fig. 14.7 Performance of scoop bladed turbine versus the FX 63-137 curvature outward turbine

Table 14.3 The power generated by the scoop and FX 63-137 turbines (in mW)

Airfoil\wind speed 7.2 m/s 8.5 m/s 10 m/s 11 m/s 12 m/s

A1 Scoop airfoil 18 52 118 208 297

A2 FX 63-137 0 1.6 76 188 –

A1/A2 The ratio – 33 1.5 1.1 –
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Fig. 14.9 Performance of the NACA 0018 turbine versus the FX 63-137 curvature outward turbine

Hence the superior performance for the last one was due to the superior current and
not voltage.

The last comparison was made between the NACA 0018 and the FX 63-137
turbines. The results are depicted in Fig. 14.9. The last version generated throughout
more power starting with lower wind speeds.

14.3.1 Results’ Interpretation and Application

The common wind turbines operate for Reynolds numbers Re higher than 100,000
while having solidities ranging between 0.2 and 0.6 and tip speed ratios between
1 and 6. Maximum power coefficients normally go between 0.1 and 0.4, generally
larger wind turbines showing higher values and vice versa.

For the investigated cases the maximum TSR exhibited by the fastest FX 63-137
turbine was calculated to be 0.5. Due to the very small scale, the maximum power
coefficient was 0.22% of the available energy (Betz limit) and the average Re number
was 40,000.

The Reynolds number (Re) is defined as:

Re = U f · l
ν

(14.2)

where U f is the flow speed (m/s); l is the characteristic linear dimension, (m); ν is
the kinematic viscosity of the fluid (m2/s). For the tested VAWT the Re number was
calculated using Eq. (14.3):
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Re = W · c
ν

(14.3)

whereW is the blade’s relative velocity and c is the blades chord length. Due to the
specific nature of the vertical axis wind turbines, the relative velocity changes during
one rotation, with the Re number changing accordingly. Therefore average values
were calculated and used.

Because of the turbines’ small scale and low Re numbers, the efficiency peaks
could not be reached to be compared. However the information given by the graphs
provides insights on tendencies, showing how the different airfoils would perform
relative to each other as a general trend.

From the above results, the following statements can be made:

• The scoop blades are the most appropriate for the smallest wind speeds; for this
particular airfoil the curvature orientation (either in or out) in relation to the rotor’s
axis is of no relevance over the efficiency;

• The tendencies suggest that the FX 63-136 may have a higher efficiency peak
than the other two (Fig. 14.7), however this supposition was not proved;

• TheNACA0018 airfoil showed the poorest performance among the three turbines.

Though giving incomplete information, this method is relatively simple to set up
and get good ideas about turbines’ behavior. Once the appropriate airfoil is selected
for the given wind conditions, further optimization could be applied as e.g. deter-
mining the proper solidity, pitch angle, aspect ratio etc. eventually by using other
methods.

14.4 Conclusions

Three small scale turbines were tested in the wind tunnel. First model had the blades
defined by a scoop shaped airfoil, the blades for the second were based on the NACA
0018 airfoil and the blades for the third rotor were based on the asymmetrical FX
63-137 airfoil for which the curvature outward mode was selected. Except the airfoil,
the three turbines were characterized by the same key parameters, and undergone the
samewind conditions. The parameters refer to: swept area, rotor’s aspect ratio, chord
length, solidity, number of blades, pitch angle and blade shape (straight blades). Each
turbine was tested at: 7.2, 8.5, 10, 11 and 12 m/s wind speeds. The power coefficient
values were graphically exhibited, linearly interpolated and then compared and a set
of conclusions could be formulated:

1. Having an asymmetrical cross section, the scoop shaped blades can be arranged
in two modes in relation to the rotor’s axis: curvature in and out. According to
the experiments for the scoop airfoil this aspect has no influence on the gener-
ated power, the performance for the two cases being almost the same for all
investigated wind speeds;
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2. The turbine with scoop blades curvature out mode is much more efficient than
the NACA 0018 turbine for all investigated wind speeds. For the highest speed
of 12 m/s, the scoop version produced 11 times more power with an even higher
difference at lower wind speeds;

3. For wind speeds up to 8.5 m/s the scoop bladed turbine is significantly more
productive than the FX 63-137 curvature out turbine. However, for higher speeds
the difference is much lower, at 10m/s the scoop turbine producing only 1.5more
power and at 11 m/s—1.1. According to the trends, it could be supposed that for
even higherwind speeds the FX63-137 turbine’s efficiencywould have surpassed
that of the scoop turbine, however this supposition could not be proved in this
case. Though more efficient, the scoop version had lower number of rotations
per minute, generating a lower voltage but a higher current;

4. For wind speeds up to 8.5 m/s both the FX 63-137 curvature out turbine and
the NACA 0018 turbine performed poorly. For speeds higher than 8.5 m/s, the
FX 63-137 was considerably superior to the NACA version, generating 25 times
more power at 10 m/s and 13 times more at 11 m/s.

Though for some types of analyzes it provides incomplete information, comparing
small scale wind turbines of the same parameters in the same conditions can deliver
insights about the influence of specific parameters on the turbine’s performance.
For this study the trends helped create an idea about which airfoil would be more
appropriate to use for specific wind conditions.
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Chapter 15
Vertical Axis Wind Turbines. Optimal
Positioning of the Blades Defined
by Asymmetrical Airfoils

Bostan Viorel, Bostan Ion, Rabei Ivan, Gutu Marin, and Dulgheru Valeriu

Abstract Many Vertical Axis Wind Turbines (VAWTs) have blades defined by
asymmetrical (cambered) airfoils. There can be two possibilities regarding the orien-
tation of their camber in relation to the rotor’s axis: radially inward or outward. The
objective of this study was to experimentally determine the relevance of this aspect
and the version that comes with higher efficiency. The asymmetrical FX 63-137
airfoil was considered. On the same turbine, the blades were first attached with the
camber oriented inward and then oriented outward, for both cases the pitch angle
being set to zero. The outward mode proved to be much more efficient. The opti-
mization of the pitch angle was pursued for the camber inward version so besides
0° a few more values were tested: 8°,−8°,−16°. Even though the performance was
significantly improved due to this step, the efficiency was still much lower than that
for the camber outward mode for which the pitch angle was not optimized at all.

Keywords Vertical axis wind turbine · Asymmetrical airfoil · Camber in · Camber
out

15.1 Introduction

The extended use of fossil fuels over the last century facilitated higher living stan-
dards but their application is considered as one of the main climate change causes
[1]. Renewable energy sources are deemed as replacement solution and extensively
implemented with the sun and the wind energy being the top choices [2]. Large
horizontal axis wind turbines are indubitable leaders for converting wind energy.
Small scale vertical axis wind turbines are recently gaining popularity as research
topics and market products. Though less efficient, these offer a series of advantages
that make them attractive. The main one is their insensitivity to changes of the wind
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Fig. 15.1 The camber in and out modes (R—rotor’s radius)

direction. They are also less noisy, potentially simpler to build (referred specifically
to the small scale versions) and are considered more appropriate for urban imple-
mentation. Moreover, some heavier components, as the generator, could be installed
near the ground level. Another advantage that can be considered is that the theoretical
efficiency limit surpasses that of the horizontal axis wind turbines [3].

The blade is arguably the most important element of a wind turbine and a vast
source of efficiency optimization. Improving the blade largely means refining its
cross section named airfoil.

The airfoils are divided into two broad categories: of symmetrical and asymmet-
rical shape. Both versions are extensively used and investigated.

The airfoil’s symmetry is considered in relation to the chord line that connects
its leading and trailing edges. The camber line is the midline that splits in half the
inner and outer sides of the airfoil while having the same starting and ending points
(Fig. 15.1). The bigger the difference between the lengths of the two lines the more
pronounced the airfoil’s asymmetry.

When it comes to the camber positioning in relation the rotor’s axis there are two
possibilities: radial orientation in and out. The two modes are depicted in Fig. 15.1.

If doing an internet research over the turbines available on the market, one can
notice that for the case of the blades based on asymmetrical airfoils the camber
is oriented preponderantly outward but there are also cases where the orientation is
inward. Therewas not found any study on this aspect or any general recommendations
related to this.

The goal of this paper is to outline the extent to which the camber orientation
influences the turbine’s efficiency. One airfoil was adopted, the FX 63-137. The
blades were analyzed with the camber in and out modes. The study also implied the
fixed pitch angle optimization.
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15.2 Methods

15.2.1 Theoretical Considerations

The wind rotor is defined by a set of parameters, each one influencing its efficiency.
The turbines that were analyzed had the same key values that refer to the swept area,
rotor’s diameter, rotor’s height, aspect ratio, blade number, solidity, chord length
and airfoil type. This way none of these was expected to create a difference in the
generated power except the blade’s camber orientation. The definitions and relevant
aspects about these parameters are considered below.

The swept area A is the area confined by the rotor’s height and diameter. This
value is referred to in the equation used to calculate the power P generated by a wind
turbine:

P = 1

2
· Cp · ρ · A ·U 3 (15.1)

where the Cp is the power coefficient that is a measure of the turbine’s efficiency; ρ
is the air density and U is the wind speed.

The same swept area can be confined by different height and diameter values.
This is described by the aspect ratio that is defined as the ratio between the rotor’s
height and its diameter (h/D). This parameter also influences the turbine’s efficiency
[4].

The solidity σ is the percentage of the swept area covered by the blades area. For
a straight bladed VAWT the solidity can be calculated using Eq. (15.2):

σ = (N · c · L)/A = (N · c)/D (15.2)

where N is the blades number; c—the chord length; L—the blade’s length that for
a straight bladed rotor is equal to its height; D—the rotor’s diameter. The solidity
is another important parameter with strong impact on the turbine’s efficiency and
self-starting capabilities.

The pitch angle is the angle between the chord line and the line tangent to the
blade’s circular trajectory. It can take positive, null or negative values. The positive
value is considered when the blade’s leading edge is oriented out of the rotor’s axis
(Fig. 15.2). Some authors consider variable pitch angles for efficiency boost and for
an improved self-starting ability [5].
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Fig. 15.2 Positive, null and negative pitch angles

15.2.2 Experimental Setup

A small-scale vertical axis wind turbine was built so that the blades could be easily
mounted and dismounted, thus different sets of blades can form different wind
turbines. This way the same tower (that includes the generator) and blades were
used for studying the two modes (Fig. 15.3). The design allows also changing the
blades pitch angle as required. A gear train mediates the connection between the
rotor’s and the generator’s shafts. The gear ratio was 1:3.41. The alternating current
of the three phase generator was transformed into direct current by using a rectifier.
A 200 � resistance was used as load in all cases.

The blades were manufactured by 3D printing and taped for better rigidity.
A Gunt ET 220 wind tunnel was used for testing the wind turbines. The machine’s

outer diameter is of 600 mm with the maximum wind speed of 12.5 m/s.

Fig. 15.3 The wind turbines with the blades cambered in (left) and out (right)
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15.3 Results and Discussions

The parameters of the wind turbines are presented in Table 15.1. In all cases the
generated power was used to compare the behavior developed by the two modes.

Firstly the camber in and out modes were tried for a pitch angle equal to zero.
The results are presented in Fig. 15.4. For this case the camber in turbine was not
generating any power, being characterized by vibrations instead of rotations. On the
other hand the camber out turbine showed good performance generating 106 mW
while exhibiting 250–300 rpm at 12 m/s.

Next step was optimizing the pitch angle for the turbine with the lower perfor-
mance, the camber in. Three values were considered: 8°,−8° and−16°. The results
are depicted in Fig. 15.5. For the pitch angle equal to +8°, the turbine’s behavior

Table 15.1 The parameters
of the analyzed rotors

Parameter Unit Symbol Value

Rotor’s height m h 0.4

Rotor’s diameter m D 0.4

Number of blades / N 3

Blade’s length m L 0.4

Chord’s length m c 0.05

Swept area m2 A 0.16

Solidity / σ 0.375

Aspect ratio / RA 1
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Fig. 15.5 Camber in modes with null and negative pitch angles, FX 63-137 airfoil

didn’t change, displaying only vibrations thus the results are not included in the
graph.

However, for the negative angles the turbine started to generate power. The pitch
angle of −16° was the most productive, generating 13 mW followed by the −8°
angle for which 10 mW have been produced at 12 m/s.

The graph in Fig. 15.6 shows the trends developed by the camber out case at a
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Fig. 15.6 Camber out pitch angle 0° and optimized camber in pitch angle−16°, FX 63-137 airfoil
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pitch angle of 0° and the optimized camber in version with a pitch angle of −16°.
Even though that the last mode was significantly improved by optimizing the pitch
angle, its performance remains far below that of the camber out mode. For example
at 12 m/s the camber out turbine generated 8 times more energy than the camber in
version.

15.4 Conclusions

The blades based on asymmetrical airfoils can be mounted in two modes in relation
to the rotor’s axis: camber oriented inward or outward. A series of small scale vertical
axis wind turbines were tested with the goal of evaluating the relevance of this aspect
over the turbine’s performance. The influence of the pitch angle was also considered.
The results led to the following conclusions:

1. Camber orientation influences the VAWT’s performance. For the case of the
FX 63-137 airfoil, the camber out mode proved to be much more efficient than
the camber in mode. As example at 12 m/s the camber out turbine generated
106 mW while the camber in version did not produce at all, being characterized
by vibrations instead of rotation.

2. The fixed pitch angle also influences the turbine’s performance, hence selecting
an optimum value could bring an important efficiency boost.

3. Even though for the FX 63-137 airfoil the camber out mode came with a higher
efficiency, it does not necessarily means that this would be the trend for all
asymmetrical airfoils. For confirming or infirming the existence of a general
trend, more airfoils have to be tested.
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Chapter 16
Hybrid Solar—Biomass System Design
for Communities with Collective Houses

Adrian Ilie and Ion Visa

Abstract The use of energy mixes in communities giving value to the renewable
energy sources available within or nearby the implementation location became one
of the first research and innovation priorities. This trend particularly occurred in the
context in which there is a local and regional (European) legislative support for the
use of renewable energies, energy performance and energy efficiency that regulates
the strategic objectives, the deadlines assumed and the methods of implementation
thereof. This paper presents a generalmethod of sizing a hybrid solar-biomass system
for a community, starting from the location coordinates, the typical features of the
built environment and the specific meteorological profile. The method integrates
these data in the sizing process of the systems, based on the existence of district
heating networks and available spaces for the individual or districtual installation(s)
of hybrid solar-biomass systems and it selects the installation possibilities. In the end,
the method is validated using a case study, the community in Taberei District of the
Odorheiu Secuiesc City, usingmeteorological data to create the climatic profile using
the Meteonorm software and operation simulations developed using the TRNSYS
software.

Keywords Hybrid solar-biomass system · Energy mixes in communities

16.1 Introduction

The Conference of Parties (COP-21), through the ratified document (Paris Agree-
ment), creates the opportunity for all the signatory parts (developed or developing
countries) to make an equitable [1] and sustained [2] effort to maintain global
warming under the limit of 2 °C [3] and to continue the actions taken for reaching the
target of “no greenhouse gas emissions” in developed countries and of reducing the
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level of harmful emissions in the developing countries, bearing in mind the national
circumstances [4].

As result of COP-21, a first instrument was formulated to generate examples of
technological strategies and relatedmethodologies [5], i.e. the DeepDecarbonisation
Pathways Project [6], where 16 countries are involved in order to create personalised
visions for meeting the “low-carbon world” objective.

The need for the development of hybrid solar-biomass (HSB) systemshas emerged
from the need to identify a backup solution for the solar thermal (ST) systems that
use the conversion of renewable energies/solar energy [7]. Currently, initiatives have
emerged around the world to integrate the HSB systems, most of which are still at
pilot stage, by developing the ST systems that are able to cover the thermal energy
demand (at least during the warm season), while the remaining (uncovered) demand
would be covered by biomass conversion systems [8].

Denmark has built the greatest number of ST stations (using biomass conversion
systems as back-up) and HSB stations for heating and DHW (over 50) [9], with
capacities of up to 49 MWp [10]. However, there are similar systems in Austria,
Germany, France, Italy and Norway, with capacities ranging between 1 and 7 MWp
[11].

The projects so far developed provide concrete application examples of the HSB
systems [12] that provide thermal energy to the community, by sizing the ST system
[13], by creating the district heating system based on the consumption/storage of the
solar energy [14] and by implementing a backup system that integrates a biomass
conversion system [15] and assessing the two components using solar energy and
biomass.

This article proposes a general methodology for the modular sizing of the hybrid
solar-biomass systems that can be further applied to any type of community.

16.2 Design Methodology

The proposed methodology is applicable in the design of hybrid solar and wooden
biomass systems for communities. The concept is based on the interpretation of
the infield data on the existing infrastructure and the estimated or measured energy
demand.

The general concept originated from the need to use renewable energies (biomass
and solar energy) with a focus onmeeting the heating and domestic hot water (DHW)
demand throughout the year.

An operation scheme is defined according to the characteristics of the built envi-
ronment and the possibilities to use solar and biomass energy conversion that can
simulate both, the specific energy demand and the energy production. Subsequently,
the solar thermal systems and the modular biomass systems are sized according to
the possibilities of meeting the demand, by following the steps described hereinafter.
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Step 1—Input Data

Sizing the production components and the thermal energy distribution system is
performed according to the national standards and it tends to oversize the installed
capacities [16]. The collection of data from the implementation location, based on
a certain history (at least 1 year) has major benefits, such as the costs optimisation
related to the installed capacities [17] and the possibility to personalise the technical
solutions depending on the needs [18]. Thus, location-specific data shall be collected
and identified as follows:

Input Data on the Built Environment

These data involve the evaluation the physical boundaries and the structure of
the community (the type of buildings), the characteristics of the built environ-
ment (arrangement, design, useful area), the performance of the built environment
(reported and calculated energy consumption), the number of consumers and the
behaviour thereof (considering the DHW consumption), the available infrastructure
(existing equipment, thermal infrastructure, existing systems).

Considering the community needs, this methodology analyses the possibility
to provide energy for the DHW production, using solar thermal collector systems
throughout the warm season, i.e. at least 6 months (e.g. April 1–September 30), and
partially throughout the cold season when the remaining energy demand would be
generated by systems that convert wooden biomass into thermal energy.

The first step would be to provide independent solutions for each block of flats,
followed by connection solutions for groups of blocks of flats and the possibility of
connecting these blocks of flats to district systems.

Input Data for the Assessment of the Renewable Energy Potential

In order to assess the solar energy potential,meteorological data are required (outdoor
temperature, relative humidity, the irradiance value of the solar radiation, reference
wind speed). These parameters can be provided by a local weather station (ideally)
or can be simulated by specialised software (e.g. Meteonorm) [19].

In order to assess the biomass energy potential, data on the wood areas and the
available energy cropswhere fromwood can be annually extracted for thermal energy
production, as well as data on other existing biomass sources (e.g. wood waste) are
required.

Step 2—Defining the Operational Concept of the System

The TRNSYS software can be used to define the operational concept by using the
location-specific input data (defined hereinabove) and a specific simulation scheme
(Fig. 16.1). Based on these, various possibilities on use of the resources to meet the
energy demand can be predicted and analysed.

The technical operation scheme is based on the interconnection of 4 circuits using
the buffer: C1—solar energy conversion circuit, C2—biomass conversion circuit,
C3—DHW circuit and C4—thermal energy distribution circuit. The technical solu-
tions are sized to enable the system to maintain a certain balance (consumption vs.
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production), while the optimisation and final adjustment are carried out using the
buffer.

Compared to the classical interconnection schemes of the 4 circuits, in the current
system the solar circuit and the DHW circuit are equipped with heat exchangers that
optimise the scheme by maximising the energy stored. This increases the maximum
storage temperature from 60 to 95 °C and reduces the losses related to the need to
cool down the solar energy conversion system during peak production periods.

Input Data for the TRNSYS Simulation

The input data for the simulation(s) created using theTRNSYSsoftware are gradually
added, based on each processing stage, as described hereinafter.

Data on the built environment and its performance shall be added during the simu-
lation of the energy demand for heating, i.e. the built areas that serve the community,
the specific losses caused by the distribution pipes and the specific consumption
according to the recorded data (where available) or to the climate profile. This can
be either measured or simulated using specialised software (e.g. Meteonorm).

Data on the number of consumers, the water consumption patterns (daily
consumption profile) and the energy losses caused by the distribution system shall
be added during the simulation of the energy demand for DHW.

Step 3—Sizing Criteria for the Conversion Systems and the Puffer

When designing the optimal solar-biomass system for a specific community it is
important to choose the appropriate components and to size the conversion systems
in a way that meets the thermal energy demand in all the operational situations. Thus:

The Solar Thermal Energy Conversion System

According to the analysed input data and location, the sizing of the system must
comply with the feasibility and efficiency requirements, while considering:

1. The applicable technical solutions: the type of collector (e.g. flat plate collector
or evacuated tube collector) and the type of installation (with individual or
centralised storage);

2. The thermal energy produced that depends on how the collectors are laid out
according to the specific climate [20]. The simplified calculation algorithm is
based on the equations provided in the ISO 9806:2017 standard. This standard
only considers the global solar irradiance value in relation with the efficiency
factor of the solar thermal collector, the rate at which the assembly angles are
modified and the area of the collector. However, this standard does not consider
the losses caused by the collector insulation, the outdoor temperature during
operation and the wind speed that allows the formulation of Eq. (16.1) [21].

Q̇ = F ′(τα)enKθbG
∗A (16.1)
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where Q̇ = useful energy flow extracted from the solar collector [W]; A = area
of the absorber plate [m2]; F

′ = efficiency factor of the collector; (τα)en = actual
transmittance-absorbance gene-rated for the direct irradiance at a normal rate; Kθb =
rate at which the assembly angles are modified for the direct irradiance; G∗= global
solar irradiance [W/m2].

The solar energy conversion systems are sized according to the daily thermal
energy consumption or to the peak charge. Generally, solar energy conversion is
used to meet the average energy demand in order to balance the size of the ST
collector systems and the excess energy generated during peak periods.

For the Biomass Conversion System

It is recommended to use the biomass conversion system only when there is not
enough solar energy forDHWandheating (asmain energy source). Thus, the biomass
conversion boilers must be accordingly sized to meet the energy demand for DHW
and heating, particularly for situations of maximum demand, thus providing a back-
up solution in the case of malfunction of the solar thermal system.

The wooden biomass conversion systems are sized according to the daily energy
consumption, the burning technology used in the selected boiler (with mobile grates,
circulating fluidised bed etc.) and, implicitly, the boiler capacity.

For the Buffer

In both cases (individual or centralised storage systems) the capacity of the buffer is
limited by the available space and the project infrastructure. In any case, the storage
capacity determines the applicable technical solution and is calculated based on 4
vertically overlapping areas, each having a temperature node from entry to the output
of the hotwater, from the lower part to the upper part.During each stage of calculation,
the temperature “i” shall be determined for each point i = {1,…, 4}, according to
Eq. (16.2), in relation with the water volume of the buffer between the two nodes
(Vas), for the selected period of time. Simultaneously, the final temperature variation
for the node “i” is calculated according to Eq. (16.3) [22]. The use of the 4 points
supports a short-term prediction of the energy consumption allowing to identify the
optimal source(s) of energy production, particularly if both systems require long
waiting times until they reach full operational capacity.

Vi�Ti = Vas(Ti−1 − Ti) (16.2)

cp,aVi
dTi

dt
= Qsol,i + Qaux,i − Qlosses,i (16.3)

where Vi is the volume of the calculated area; �Ti is the temperature difference
between two nodes; Ti is the temperature of the calculated area; Qsol,i,Qaux,i are
the energies transferred from the solar system and auxiliary systems; Qlosses,i ia the
environment thermal energy losses; cp,a is the thermal capacity of the water stored
in the tank.
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Step 4—Analysing the Technical Solutions of Implementation and the Selection
of the Best Solution

A comparative analysis of these types of sizing technical solutions is required.
This analysis should include the individual projects (for one block of flats), the

districtual projects (2, 5 up to 10 blocks of flats) and the district projects (25, 50 or
more blocks of flats) in order for the hybrid solar-biomass systems to be able to use
the existing (production and distribution) infrastructure for heating the dwellings and
for the DHW production.

For the Solar Thermal System

Sizing the solar energy conversion system has led to the identification of three
implementation possibilities at housing community level [23], i.e.:

• The installation of 4–6 solar thermal collectors on each block of flats: the thermal
energy generated shall be carried to the thermal unit of each building that shall
be equipped with a 1000 L tank and a heat exchanger that will ensure the closed-
circuit conditions for the solar thermal system.

• The centralised installation of the solar collectors on one of the blocks of flats
in the groups of blocks of flats (consisting of 2, 5 or 10 blocks of flats) and the
extrapolation of the system up to the incidence of the total demand. The thermal
energy generated shall be transported to a buffer (of 2000, 4000 and respectively
8000 L) and subsequently transported to the blocks of flats in the districtual circuit
through a number of underground pipes that shall be laid down.

• The centralised installation of solar collectors on the district heating station and
on the blocks of flats and other spaces in their neighbourhood. This technology
involves the storage and distribution of the heat carrier for the production of DHW
and heat which can be carried out using the existing systems (already installed
tanks and pipes), while the heat carrier for production of DHW and heating shall
be generated using the existing system (at the existing block staircase modules).

For the Biomass Conversion System

The analysis of the available biomass conversion technologies allowed the identifi-
cation of three implementation possibilities at housing community level, i.e.:

• Individual boilers: this technical solution involves the installation of individual
boilers customised for each housing unit. To this respect, available spaces must
be identified within each condominium (building) for installing the boiler, the
biomass feed system and the energy storage system.

• Boilers for pairs of condominiums (2 up to 10 blocks of flats): this technical solu-
tion represents a viable alternativewhen considering the conversion of the existing
infrastructure. This solution involves the installation of a districtual heating unit
that would meet the energy demand and that requires the installation of one or
several biomass conversion boilers in a specially designed space, either in the
neighbourhood or in other available locations.
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• District heating station: this solution involves the conversion of the existing
heating systems (thermal stations or district heating stations) into district heating
stations for the conversion of wooden biomass. This solution involves minimum
interventions on local transport and production infrastructure, but it requires the
conversion of the existing thermal energy production systems.

The methodology above described enables the selection of the optimal system
and the sizing of the components required to convert solar and biomass energy into
thermal energy, by using all the thermal energy obtained from solar energy conversion
and using the thermal energy obtained from biomass conversion as a backup source.

16.3 Case Study

The case study considers collective housing units (blocks of flats) in the Taberei
District of Odorheiu Secuiesc City, Harghita County, Romania.

The selection of this district is justified by the fact that it has amodernized produc-
tion and distribution infrastructure for the heat carrier. Moreover, several blocks of
flats were here identified, where a significant number of flats are connected to the
district heating system (at least 50% of the total number of flats/block).

Step 1—Input Data

The Taberei District is located in the eastern part of the city (46.3° N and 25.3° E,
at 385 m altitude above sea level) and it has a population of about 5700 inhabitants
in 1496 flats in blocks with the height regim is groundfloor + 4 floors (70 blocks)
and groundfloor + 10 floors (16 blocks). The district distribution system of the heat
carrier supplies heat and domestic hot water to 506 flats (442 flats at the ground floor
+ 4 floors blocks and 64 flats in ground floor + 10 floors blocks) for 1950 residents,
representing approximately 30% of the total number of potential users.

Input Data Referring to the Built Environment

When analysing the energy consumption that was measured and invoiced to the
consumers during 2015–2019, and after comparing the consumption data with the
characteristics of the built environment, different patterns could be identified. These
depend on the construction materials, the age of the building and especially the
building rehabilitation degree that influences the efficiency degree and the energy
performance (e.g. for buildings type B1,…, B3 with walls made by briks, and for
B4,…, B6 with walls made by concrete), as presented in Fig. 16.2.

The analysis of the distributed energy demand as permonths of the year (Fig. 16.3)
shows the fluctuations between the energy consumption during the cold season as
opposed to that in the warm season, which leads to the need of sizing two different
systems with seasonal operation.
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The qualitative assessment in Fig. 16.3 shows the differences between the standard
way of calculation and the predictions based on onsite data. Considering these results,
oversizing the systems may be avoided (with values of up to 25%).

Considering the differences between the energy demand for heating purposes
(900,…, 1500 MWh/month) and the energy demand for the production of DHW
that is relatively constant (approx. 57 MWh/month) one may notice the need for
individualized systems that should operate in different seasons: a system for thewarm
season (May–September) that should cover the energy demand for the production
of DHW and another system for the transition periods and for the cold season that
should be able to covert both, the energy demand for heating and that for the DHW
production.

Input Data for the Assessment of the Energy Potential

Odorheiu Secuiesc City is located in a mountain area (Harghita Mountains in the
CarpathianMountains) and it is surrounded by a large forest area. The approximately
6500 ha of forest in the proximity of the citymight supply about 9500 tons of biomass
every year through the valorisation of the wood waste (wood chopping) combined
with the waste resulted from the timber processing by the specialized companies.

To evaluate the solar energy potential, several simulations were made using the
Meteonorm software; the results show that the location offers the possibility to
capture approximately 1320 kWh/m2 energy during one year.

Step 2—Design of the Functional Concept of the System

Considering the source of energy, the general blueprint of the hybrid system,
Fig. 16.4, relies on two circuits for thermal energy production, i.e. the circuit of the
solar-thermal collectors and the circuit of the biomass conversion boiler, whereas for
the distribution of the energy, it relies on the thermal energydistribution circuit and the
DHW circuit. Each of the circuits is equipped with its own pumping system (P1,…,
P5), with heat exchangers for isolation (HE1,…, HE4) with collector-distributor
systems (DC1,…, DC2).

Thermal energy is supplied through two heat exchangers (HE1 and HE2) and
it can be stored in the buffer or pumped, by pump P4, directly through the DC2
distributor to the exchangers for the DHW production and the carrier needed for
heating.

The solution adopted is the use of heat exchangers, especially for the energy
production circuits so that all the available energymay be extracted, as the exchangers
are operational at high temperatures as well.

Step 3—Sizing Criteria for the Conversion Systems and for the Buffer

For the Solar-Thermal Energy Conversion System

The solar energy potential in the selected location was determined using the
Meteonorm software by determining the direct, diffuse and global solar irradiance.
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Based on the prediction on the available solar radiation in the implementation
location and considering the technical features of the flat plate solar-thermal collec-
tors installed in favourable locations (azimuth angle ψ = 0° and tilt angle χ = 35°)
corroborated with the calculation method, a diagram was generated (Fig. 16.5). The
results indicate the useful area of the solar-thermal collectors required to cover the
entire DHW demand for 2000 people throughout the year considering a storage
capacity of 50,000 m3.

Considering the large differences of the areas of the solar-thermal collectors
required to cover the entire energy consumption for the DHWproduction throughout
the year (areas exceeding 2000 m2 during the cold season vs. areas of less than 500
m2 during the warm season), it is recommended to use the solar-thermal system to
entirely cover the demand during the summer months and the transition periods, thus
avoiding the excessive production of thermal energy during periods of maximum
solar radiation.

For the Biomass Conversion System

The current biomass potential that may be used for conversion into thermal energy is
of approximately 27,300 MWh/year and may be extended through the development
of some energy crops up to approx. 57,000 MWh/year.

When analysing the biomass potential in relation with the total annual energy
demand in the studied community (6429MWh/year for the 509 block of flats commu-
nity), we find that, currently, the energy potential exceeds the demand by at least
4 times, thus creating the opportunity to develop also other communities in the
investigated area.

Step 4—Analysis of the Implementation Solutions and the Selection of the Best
Solution

Bearing in mind the multiple technical possibilities to reach the goal, six connection
scenarios of the ST systems and the biomass conversion systems were formulated
(Table 16.1).

Technical Solution 1

This solution is applicable to Scenario 1 and consists of mounting 6 ST collectors
and individual biomass boilers on each of the 50 blocks of flats. The thermal energy
thus produced will be carried to the (existing) thermal module(s) of each building
that will be supplemented by a 1000 L buffer and a new heat exchanger that should
meet the closed circuit condition for the ST system.

Technical Solution 2

This solution is applicable toScenarios 2, 3 and4 and consists of centralizedmounting
the solar collectors on one of the blocks in the residential section (consisting of 2,
5 or 10 blocks of flats). Biomass boilers for pairs of condominiums and the system
extrapolation up to the incidence of the 50 buildings that need to be supplied are
further considered. The produced thermal energywould be carried to a storage system
(with a capacity of 2000, 4000 and respectively 8000 L) and transported to the blocks
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Table 16.1 Definition of the scenarios for the case study

Scenario Installation type Distribution Storage Supplied persons

1–1 block Independent Existing Additional 38 pers/10 flats

2–2 blocks Interconnected Existing Additional 81 pers/21 flats

3–5 blocks Interconnected Existing Additional 198 pers/52 flats

4–10 blocks Interconnected Existing Additional 396 pers/103 flats

5–25 blocks District Existing Rehabilitated 980 pers/255 flats

6–50 blocks District Existing Rehabilitated 1980 pers/509 flats

of flats in the district circuit through a set of underground pipes that need to be laid
down.

Technical Solution 3

This solution is applicable to Scenarios 5 and 6 and consists of centralized mounting
of the solar collectors on the district thermal station and, additionally, on the blocks
of flats or other constructions or spaces in the proximity thereof and a districtual
thermal power plant using biomass. The storage and distribution of the heat carrier
for the DHW production can be done with the existing systems (already installed
tanks and laid down pipes), whereas the DHWwill be produced in an existing system
(at the existing block staircase modules).

16.4 Results and Discussions

These technical solutions aim at giving the best use to the solar energy. They adopt
systems that may carry and store energy (as heat carrier) at temperatures up to 95 °C,
without any limitations related to overheating and the avoidance—to the best extent
possible—of the situations when the system should be shut down and cooled during
night (Table 16.2).

Table 16.2 Technical solutions applicable to the case study

Scenario STC area Number of STC Type of biomass
boiler

Type of storage Storage capacity

S [m2] [pieces] [kW] [°C] [m3]

1 10.80 6 80 95–75 1000

2 21.60 12 150 95–75 2000

3 54.00 30 500 95–75 4000

4 117.00 65 1000 95–75 8000

5 291.60 162 2000 95–75 20,000

6 581.40 323 4000 95–75 40,000
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Table 16.3 Technical and economic characteristics of the defined scenarios

Scenario Investment Energy production Payback time

Solar Biomass Solar Biomass Surplus Solar Biomass Total

[103 EUR] [103 EUR] [MWh] [MWh] [MWh] [year] [year] [year]

1 11 29 11 5872 11.50 17.56 13.04 14.30

2 20 57 21 5872 11.50 15.96 11.12 12.54

3 47 171 53 5872 12.91 14.25 13.23 12.74

4 85 298 116 5872 13.98 11.88 10.18 10.03

5 193 497 288 5872 17.42 11.39 7.83 8.61

6 358 736 574 5872 17.37 11.35 7.61 8.53

The results in Table 16.3 indicate that the Technical Solution 3 allows the most
efficient use of the existing district heating infrastructure. Moreover, the production
and storage of the energy at the thermal substations/district thermal station allows
the export of the exceeding energy produced during the days of maximum radiance,
which obviously shortens the payback time (Table 16.3).

Upon analysis of the amounts of produced energy as compared to the payback
time and considering the constant production of energy using biomass conversion
systems (produce as needed) and the variable production using the solar thermal
system (produces how much radiation it receives), the necessity becomes obvious to
select Scenario 6 with the adoption of the Technical Solution 3. This solution allows
the construction of a ST system that would secure the thermal energy for the selected
community throughout the year, as shown in Fig. 16.6.

16.5 Conclusions

The general design methodology of the hybrid solar-biomass system for the commu-
nities of collective housing units consists of four steps and it comprises the speci-
fications of the built environment, the existing energy potential, the drafting of the
operational concept of the system, the simulation of the coverage of the energy
demand and the implementation of the technical solutions.

The concept allows the complete use of the thermal energy obtained from the
conversion of the solar radiation and the use of biomass as a backup source.

The solar-thermal component determines the period of independent operation of
the two subsystems.

The proposed concept has a modular structure that allows implementation in
communities of different sizes from 1 block of flats up to 50.

By combining the wooden biomass conversion system and the solar-thermal
system in a single investment shortens the payback time of the investment as
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compared to independently built up ST systems, from 11.35 to 8.53 years. Addi-
tionally, the condition of an alternative solution in case of break down is also
met.
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(2016)



Chapter 17
Analysis of the Water—Power Nexus
of the Balkan Peninsula Power System

Goran Stunjek , Antun Pfeifer , Goran Krajačić , and Neven Duić

Abstract Power generation sector worldwide accounts for high water withdrawal
and consumption due to the hydropower generation and cooling of thermal power
plants.Hence, the operation of the power generation sector is constrained by the avail-
ability of the water resources, as well as the addition of constrains on water resources
used for other purposes, such as irrigation, flood control, water supply, agriculture,
etc. The optimal utilization of water resources between the water and energy sector is
defined under the termwater-energy (orwater-power) nexus. This study describes the
implementation of hydrological LISFLOOD, Medium-Term Hydrothermal Coordi-
nation (MTHC) and Unit Commitment and Dispatch (Dispa-SET UCD) models for
detailed analysis of impacts on the SEE regional power system for three different
hydrological years. Results were validated based on the available ENTSO-E data for
the average hydrological (2015) year. Results show increase in hydropower gener-
ation from 53.06 TWh for dry year, to 65.24 and 85.13 TWh for average and wet
year, respectively, while the average electricity cost falls from 17.79 EUR/MWh for
dry year, to 16.36 and 14.05 EUR/MWh for average and wet year, respectively. This
analysis successfully replicates the methodology under the WATERFLEX project,
with the novelty in run-of-river hydropower generation calculations inMTHCmodel.

Keywords Energy modelling · Water-energy nexus · Dispa-SET · LISFLOOD

17.1 Introduction

Power generation accounts for high water withdrawal and consumption as a result
of hydropower generation and thermal power plant cooling. Besides the water use
for power sector, water resources are used for a variety of purposes not related to
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Faculty of Mechanical Engineering and Naval Architecture, University of Zagreb, 10002 Zagreb,
Croatia
e-mail: Goran.Stunjek@fsb.hr

N. Duić
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the power sector, such as irrigation, flood control, water supply, agriculture etc. [1].
Several examples of water resource shortages or high river temperatures have been
experienced in the last decade. Due to joint effects of bad hydrological conditions
and heat waves, several French nuclear power plants in 2013 had to curtail power
generation, which generated additional cost of EUR 300 million. In 2006, France,
Germany and Spain had to reduce their nuclear power generation due to the high
river water temperatures. Poland experienced reduced coal power generation and
restricted industrial demand in 2015–2016 due to the same reasons [2]. This forced
flexible generation of the inflexible thermal power plants results in demand restric-
tions, monetary losses and increased wear of generation units. Furthermore, recent
examples of unplanned outages in France, Germany and Switzerland have been expe-
rienced in 2018 [3]. Mentioned impacts with the forecasts that climate change will
cause a number of similar events to rise, raise the questions on how to implement
better water management.

The term water-energy nexus is used to refer the interactions between the water
and energy sectors for the best utilization of water resources. The hydropower is
recognized technology that provides benefits for the total power system operation,
such as black start capability, spinning reserve, frequency response, flexibility and
reserve with quick start and shutdown capabilities. Mentioned hydropower charac-
teristics identify hydropower as a main cost-competitive resource for integration
of variable renewable sources into the European power system [1]. Importance
of water-energy nexus is recognized as new challenge for better control of water
resources, but present power system models overlook water-related constraints to
power system and water resources management. Hydrological related constraints
determine hydropower production, which in turn determine the operation of thermal
power plants related to its water sources for proper cooling. Thus, the better under-
standing of the water-energy nexus is needed to enable flexible power generation
for the future European power system [2]. With projections of the future extreme
droughts in summer and floods in the winter/autumn, adaptation of the hydropower
units to a climate change relies on optimal management of water reservoirs [4].

Water-energy nexus has been a popular research topic in the last decade. Inter-
national Energy Agency started discussion on the energy and water dependence
in 2012 in a chapter “Water for Energy: Is energy becoming a thirstier resource?”
from the World Energy Outlook 2012 [5]. More thoroughly discussion on the same
topic can be found in 2016 World Energy Outlook [6]. US Department of Energy
published extensive data and analysis report on water-energy nexus with intention
of connecting and encouraging relevant stakeholders in a dialog and joint actions to
address the water-energy challenges [7]. Joint cooperation between US Department
of Energy, European Commission’s Joint Research Centre (JRC) and Directorate-
General for Research and Innovation led to organization of a workshop dedicated
to understanding the water-energy nexus, with higher emphasis on integrated water
and power system modelling [8]. More recent reports published by the JRC intro-
duce integrated analysis of the independencies between energy and agricultural water
demand, drinking and urbanwater provision, and ecosystemflow requirements under
theWaterEnergyFood andEcosystem (WEFE)Nexus [9, 10]. The report [9] provides
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a first summary of the WEFE Nexus findings regarding the water and energy usage
in Europe, with more emphasis on water availability. Furthermore, report concludes
the importance of development of integrated model, and presents coupling water and
energy model-based assessments for better understanding of the water-energy nexus.
Moreover, policy recommendations are divided into strategic and operational ones,
where strategic measures represent long-term actions, while operational measures
are based on the existing technological solutions. The Position Paper [10] outlines the
importance of the WEFE Nexus as a methodology aiming to an integrated manage-
ment across water, energy and food security, while ensuring the sustainable usage of
ecosystem resources. Moreover, it presents the thoughts and lessons learnt from the
experts that attended the 2018Nexusworkshop, adding the recommendations on how
to implement the WEFE Nexus approach. The position paper adds on importance
of the scientific-technical dimensions as supporting element that provides scientific
evidence for evidence-based policy making.

In [2] authors studied the water-energy nexus for a Greek power system. They
analyzed the implications of water on the energy system and vice versa for three
different historical scenarios. Moreover, the addition of water stress index (WSI)
is used to determine the locations and time frames with high possibility of water
scarcity under the dry hydrological conditions.

The same approach was used by authors in [11], with addition of vulnera-
bility analysis of cooling-related constraints on allowable water withdrawal for two
different power producing units. The analysis included water withdrawal constraints
on coal-fired power plants with high marginal cost and moderate installed capacity,
and nuclear power plant representing technology with low marginal cost and high
installed capacity.

The study [12] includes the water-energy nexus analysis done on the Spanish
energy system. Authors reviewed the published work on Spanish water system, with
emphasis on separate study of energy-for-water and water-for-energy. The energy-
for-water study includes dividing water use stages and calculation of energy cost for
water use, with special consideration on irrigation.

On the other hand, water-for-energy study includes evaluation of water needs
for power plant cooling. D. Zafirakis et al. studied in [13] the water needs in the
Greek electricity sector concluding that promotion of renewable energy sources will
ensure conservation of water resources in vulnerable regions. Authors collected the
data on operation of thermal power units and renewable technologies to determine
the minimum water needs and compared it to existing technologies. Furthermore,
authors indicate that water withdrawal coefficient for lignite-fired power plants is
as high as expected, but the calculated water consumption coefficient is lower than
the ones in available databases. They finished with the conclusion that high RES
technologies penetration in water scarce region, such as West Peloponnesus, Crete
and West Macedonia, might resolve local water scarcity problems.

The water-energy nexus for Greece region was also studied in [14]. Authors
provided calculations on water consumption of several different processes. Calcula-
tion included processes of electricity generation in conventional thermal power units,
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such as lignite, diesel, oil and gas-fired units, production of biodiesel, and extrac-
tion and refining processes in the primary energy production sector. To connect the
water consumptionwith energy, they provided the calculation of electricity consump-
tion for purposes of water supply and water treatment. Authors conclude that the
most water-intensive sector includes power generation from lignite and oil-fired
thermal power plants averaging at water consumption of 1.81 m3/MWh, followed
by CCGT units with water consumption of 1.19 m3/MWh. The biofuel production
accounts for nearly 0.5 m3/MWh, while the primary fuel production requires the
least amount of freshwater. Moreover, the authors conclude that water supply is
much more energy-intensive, when compared to the water treatment processes.

Authors in [15, 16] study the Spanish energy sector adaptation to available water
resources, as well as integration of water and energy models. The study in [15] is
review of available models and recommendations for the future work, including the
literature on water-energy nexus. Furthermore, need for water and energy sector
integration, as well as barriers in integrated water and energy modelling, with list of
recommendations is thoroughly discussed in the study.

In [16] authors took the approach of comparing two different scenarios. Stressed
scenario represents integrated water-energy model that takes water constraints into
account, while Unconstrained scenario is traditional non-integrated energy model
that neglects the importance of water constraints on energy sector. They came with
the results that neglecting the water constraints results with unpredicted costs under
the climate change scenario. Moreover, authors estimate that the cost of neglecting
the water constraints in the future water-restricted scenarios may range from 0.2 and
8% of the total system cost, which is more than double of adaptation costs.

Water stress vulnerability of electricity generation units in the EU region was
studied in [17]. Study included 1326 thermal power units and 818 water basins.
Authors used year 2014 as reference year, and projection scenarios for 2020 and 2030.
Furthermore, study shows energy-water-climate model that integrates power plant,
water quantity and water temperature databases. Model also includes the adaptation
strategies, such as usage of air cooling for planned and constructed units, additional
use of seawater for coastal units cooling, early retirement of older units, and replace-
ment of planned power capacities with renewable energy sources. Results show that
regions that experience reduction in power generation due to thewaters stress increase
from reference 47–57 basins between 2014 and 2030, while including water demand
for non-energy related processes. Moreover, authors conclude that highly vulnerable
regions are Mediterranean regions, Germany, Bulgaria, Poland and France.

Pereira-Cardenal, S. J. et al. in studies [18–20] focused on interactions between
water and energy system to identify methods that could be used to assess spatial-
temporal interactions in water-energy nexus. Authors used the approach of including
water and energy sector in joint optimisation problem with objective function
composed of power production costs, while maximizing the benefits of water allo-
cations. Link between two systems is described using constraints in optimization
problem and solved using stochastic dynamic programming. Authors used Iberian
Peninsula as case study for method implementation. Authors conclude that climate
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changemay reduce hydropower generation by 24%, increasing thermal power gener-
ation and CO2 emissions. Moreover, authors recommend topics for future research,
such as more realistic representation of power market using the hourly values, and
further spatial disaggregation of the hydrological system.

Authors in [21] made a comprehensive review of existing optimisation techniques
and approaches in planning and design of water supply side in water-energy nexus
with objective to identify research gaps. Authors conclude that research on water-
energy nexus lacks the holistic approach, and that the problem is mostly addressed
from either water or energy side. Authors also add that most of the studies ignore the
uncertainties of used parameters in the optimisation models.

The water-energy nexus for the US region was studied in [22, 23]. In [22] the
economic implicationswere studied for shifting from coal to natural gas, and replace-
ment of open-loop with the closed-loop cooling technologies. Results show that on
average shift from coal to natural gas saves 32% of water consumption and 37%
of water withdrawal. Shift from open-loop to closed-looped system shows the 96%
decrease in water withdrawal and 58% increase in water consumption.

In [23] the analysis of 2011 droughts was studied to examine the power plant’s
vulnerability regarding moderate year 2010. The water consumption in energy-
related sectors and the energy consumption in water-related activities were studied,
with a discussion on energy and environmental implications for the MEAN region
in a study [24].

Authors in [25] developed a model to determine economic impacts, the water
consumption and withdrawal, and detailed operation of the power system under
different current and future scenarios. Based on a modelling framework developed
by the JRC, authors study the water-energy nexus for the West African Power Pool.
Results show that future power system operation of the Western African Power
Pool regions significantly depends on the water availability, which translates in
high volatility of the system cost. Hence, the future policy scenarios should use
the technologies that will be most suitable to achieve low volatility, low cost and low
emissions.

ImplementationofUnitCommitment andDispatchmode (Dispa-SETUCD) to the
six Western Balkan countries is shown in [26]. Authors were using Dispa-SET UCD
to prove the hypothesis stating that it is possible to phase out large amount of lignite-
powered power units and replace it with renewable energy sources without compro-
mising the flexibility and stability of the power system. The referenced scenario
for 2010 including power systems of Albania, Bosnia and Herzegovina, Kosovo,
Macedonia, Montenegro and Serbia was developed and validated.

Two additional scenarios that include implementation of national energy strategies
for 2020 and 2030 were analysed. Results showed that high RES integration coupled
with expansion of cross-border interconnections increases the region’s energy inde-
pendence and security of supply. Authors in [27] used the Dispa-SETUCDmodel on
Western Balkan countries with addition of Croatian and Slovenian power systems.
The model was developed for three different years, 2015, 2030 and 2050 used for
testing various modelling formulations. The goal of the research was to test useful-
ness of different types of clustering techniques to lower the computational time. In
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three different clustering approaches results showed that computation time was 1.4,
2.1 and 19 times lower that the no clustering approach, which on average lasted for
about 2.4 h.

Water resources have always been important for the Balkan Peninsula economy
with its use for irrigation, drinking water supply, tourism, industry, livestock produc-
tion and hydropower generation. The hydropower generation accounts for 49% of all
electricity generated in the Western Balkan region [4]. Projections are that Balkan
Peninsula is getting warmer and that trendwill continue with the expected increase in
global temperatures due to climate change. Even though precipitation rate changes
with terrain, elevation and proximity to the sea, the region is experiencing lower
annual precipitation with projections for a further decrease.

Worst case scenario, a 4 °C temperature rise, by the projections in [28] states that
Balkan Peninsula Region could encounter reduced water availability with projec-
tions of precipitation declining between 20–50%. As most countries in the Balkan
region depend on hydropower generation, reduction in water availability would
strongly affect the region power system. Moreover, due to the increased possibility
of extremely low river flows in summer days, the mean number of days during which
electricity production will be reduced by more than 90% is projected to increase.

This study illustrates the implementation of three models for detailed analysis
of impacts on the regional power system due to different hydrological conditions.
Case study includes Balkan Peninsula region covering analysis of countries: Albania,
Bosnia and Herzegovina, Bulgaria, Croatia, Greece, Hungary, Kosovo, Montenegro,
North Macedonia, Romania, Serbia and Slovenia. For the water-energy nexus anal-
ysis, method includes combining hydrological LISFLOOD model, Medium-Term
Hydrothermal Coordination model (MTHC) and Dispa-SET Unit Commitment and
Dispatch model (Dispa-SET UCD). Hydrological LISFLOOD model is used as
source of water inflow data needed as input for two energy models. The first MTHC
energy model, determines reservoir accumulation levels for hydropower units during
one-year time period, as well as the hydropower generation from run-of-river units.
Results from the MTHC model are used as input data for Dispa-SET UCD model
that results in power generation, economical, and commitment and power dispatch
values for each power unit included in the model.

The remainder of the paper is as follows: Sect. 17.2 describes the models used
to analyse the water-energy nexus. Section 17.3 covers input data regarding the
modelled region, as well as the scenario definition. Section 17.4 provides results and
discussion, while the Sect. 17.5 presents conclusions of the provided study.

17.2 Methodology

Two energy models, MTHC and Dispa-SET UCD models are both linked to the
hydrological LISFLOOD model. LISFLOOD model is used as input data in form of
water inflows used for calculation of reservoir levels and run-of-river hydropower
generation. MTHC model runs at daily time step to provide results on management
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Fig. 17.1 Modelling steps

of the water resources. Reservoir level and run-of-river hydropower generation as
results fromMTHCmodel, is used as input data fromUnit Commitment andDispatch
model. Dispa-SET UCD model runs at the hourly time step and results in power
dispatch and schedule, water-related and economic values (Fig. 17.1).

17.2.1 LISFLOOD Hydrological Model

The LISFLOOD model will be only briefly described as its available output data
are used as input values for two energy models. The LISFLOOD model has been
developed by the floods group of the Natural Hazards Project of the Joint Research
Centre. It is the hydrological rainfall-runoff model that simulates the hydrological
processes in a catchment including flood forecasting, effect of the land-use change,
assessing the effects of river regulation measures, and effects of climate change [29].
The model is designed to be used across a wide range of spatial and temporal scales.
Since it is grid-based, the model can be used on a grid cells ranging from as little as
100 m for the medium-sized catchments, and up to 10 km for global models. The
time steps can be daily based for the simulation of the long-termwater balance, while
the hourly time steps are used for the simulation of the individual flood events. Also,
the output of the “water balance” simulation can be used as input data for the “flood”
simulations. Even though the primary output is channel discharge, all the internal
rate and states variable can be written as the output with the complete user control.

Themodel is made up of the two-layer soil water balance sub-models, sub-models
for the simulation of groundwater and subsurface flow, sub-model for the routing of
channel flow, and sub-model for the routing of surface runoff to the nearest river
channel. Simulated processes include infiltration, snowmelt, leaf drainage, surface
runoff, evaporation, interception of rainfall, water uptake by vegetation, exchange
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of soil moisture between soil layers, drainage to the groundwater, bypass of the soil
layer and flow through the river channel. More on the formulation of the mentioned
processes can be seen in [29].

17.2.2 Medium-Term Hydrothermal Coordination Model

TheMTHCmodel is used to determine operation planning of hydropower reservoirs
and thermal power plants based on minimization of system cost function composed
of the system generation costs over a given planning horizon. The time horizon
ranges from one year to several years with daily, weekly or monthly times steps. The
degree of detail of hydropower units is greater than in the short-term operation at the
expense of clustering the same fuel-powered thermal power plants. That suggests
that thermal power units are aggregated by fuel and country, due to the main scope
of the MTHC model being results on hydropower generation and reservoir levels.
Inclusion of each thermal power unit itself would substantially increase the run time
of the model. The MTHC problem can be characterized as large-scale, nonlinear and
nonconvex optimization.

The MTHC problem can be solved from two perspectives. The extensive form
also knows as deterministic equivalent assumes fixed water inflows, and regarding
the formulation of the hydro and thermal related technical features, can be formu-
lated as linear programming, mixed-integer linear programming, and non-linear
programming. On the other hand, stochastic form includes uncertainty of hydrolog-
ical scenarios for each planning stage that consist of the amount of water resources
available for the power generation at each stage of the time horizon. Stochastic
problem can be solved vertically by stage/time, or horizontal by scenarios, and are
mostly used in situations of inherent uncertainty of different variables that could affect
real-time operational decisions [30]. The deterministic approach is used for scenario-
based analysis and it is used in this paper to define constraint linear programming
problem in GAMS.

The model sets are shown in Table 17.1, variables in Table 17.2 and model
parameters in Table 17.3.

The objective can be seen in Eq. 17.1. The objective function determines the
total electricity generation cost during the simulation period. The objective function
includes variable costs of power generation for all units, pumping costs in pumped-
storage hydropower units, spillage of excess of water, energy transmission, energy
curtailment and load shedding.
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Table 17.1 MTHC model sets

Sets

p Time periods

ut Thermal power plants

ur Renewable power units: SUN, WIN, HROR

uh Hydropower plants with storage

up Pumped storage hydropower plant

l Lines (Transmission lines between neighbouring countries)

n Nodes (Countries)

t Technology

Table 17.2 MTHC model variables

Name Unit Description

G (p,u) GWh Energy generated in period p by power plant u

PUMP (p,u) GWh Pumping water at period p to storage of plant u

RES (p,u) Mm3 Water stored at period p in plant u

DIS (p,u) m3/s Water discharge at period p by plant u

CH (p,u) m3/s Water charge at period p to pumped hydro storage u

SPILL (p,u) m3/s Spillage at period p by plant u

UPSTREAM (p,u) m3/s Inflow from upstream hydropower plants at time p for plant u

FLOW (p,l) GWh Energy transmission at period p and line l

CURT (p,n) GWh Curtailed RES at time p in node n

LOSTLOAD (p,n) GWh Unsatisfied demand at time p in node n

SystemCost =
∑

p,u
VarCost(u) · G(p, u) +

∑

p,u
PumpingCost · PUMP(p, u)

+
∑

p,u
SpillageCost · SPILL(p, u)

+
∑

p,u
TransmissionCost · FLOW (p, l)

+
∑

p,u
CurtailmentCost · CURT (p, n)

+
∑

p,u
LostLoadCost · LOSTLOAD(p, n) (17.1)

The objective function (17.1) is constrained by the set of equations from (17.1)–
(17.12).

The market clearing Eq. (17.2) state that for each node n at period p the supply
(generation and imports of electricity) must meet the demand:
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Table 17.3 MTHC model parameters

Name Unit Description

dt h Period duration

Gravity m/s2 Gravity constant

Density kg/m3 Water density

F1 GWh/((m3/s) · m) Conversion factor from m3/s to GWh

F2 Mm3/(m3 · s) Conversion factor from m3/s to Mm3

Technology (u,t) / Power generation technology

Demand (p,n) GWh Electricity demand for the node n at period p

Duration (n,t) day Minimum number of days a given technology must be
producing to match statistics

Location (u,n) / Unit location

Pmin (u) GW Minimum stable generation of unit

Pmax (u) GW Installed capacity

VarCost (u) ke/GWh Variable cost of electricity generation

Stmin (u) Mm3 Minimum storage level

Stmax (u) Mm3 Maximum storage level

Stinit (u) Mm3 Initial storage level

eta_pump (u) % Pumping efficiency

eta_turb (u) % Discharging efficiency

Delay (u, uu) day Water transport delay between two unit u

NominalHead (u) m Nominal head of hydropower plant

Resources (p,u) m3/s Natural water inflows

Evaporation (p,u) m3/s Evaporation loses from reservoirs

Profiles (p,u) / Capacity factor for solar and wind power

Topology (u,uu) / Hydropower network (Cascades)

Spillage_max
(p,u)

m3/s Maximum spillage allowed

Incidence_matrix
(n,l)

/ Line-node incidence matrix for power flow

LineCapacity (l) GW Transmission line capacity

DemandW (p,u) m3/s Water withdrawal from plant u at period p

Eco_flow (p,u) m3/s Environmental flow

Availability (p,u) % Unit availability
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∑

u∈U (n)

G(p, u) +
∑

l∈L(n)

FLOW (p, l) = Demand(p, n)

+
∑

u∈PUMP(n)

PUMP(p, u)

+ CURT (p, n) − LOSTLOAD(p, n) (17.2)

In Eq. (17.3) minimum and maximum generation bound are set. It determines
minimum and maximum power generation capabilities of each unit in every time
step:

Pmin(u) · dt < G(p, u) < Pmax · dt (17.3)

Equation (17.4) represents energy generation by hydropower units.

G(p, u) = eta_ turb(u) · DIS(p, u) · NominalHead · F1 (17.4)

Equation (17.5) shows F1 factor used to calculate hydropower generation in GWh.

F1 = 24(h) · 60(min/h) · 60(s/min)

· Gravity · Density · 1

3600

(
Wh

J

)
1

109

(
GWh

Wh

)
(17.5)

Renewable energy generation is calculated using Eq. (17.6), while Eq. (17.8) sets
the line capacities between the modelled countries.

G(p, u) = Pmax(u) · Profiles(p, u) · dt (17.6)

FLOW (p, l) ≤ LineCapacity(l) · dt (17.7)

Equation (17.8) is the water balance equation for the available water resources
for each node n at period p. Factor F2 is used to convert water resources from m3/s
into Mm3.

RES(p, u) − RES(p − 1, u) = F2 · (Resources(p, u)

− Evaporation(p, u) + UPSTREAM (p, u)

+ CH (p, u) − DIS(p, u) − SPILL(p, u)

−DemandW (p, u)) (17.8)

Minimum and maximum available reservoir storage is set by Eq. (17.9)
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Stmax(p, u) ≥ RES(p, u) ≥ Stmin(p, u) (17.9)

Pumped hydropower plant pumping mode is described using Eq. (17.10), while
Eq. (17.11) sets the maximum pumping power capacity for the each unit.

PUMP(p, u) = CH (p, u) · NominalHead(u) · F1 · 1

eta_ pump
(17.10)

PUMP(p, u) ≤ Pmax(u) · dt (17.11)

17.2.3 Dispa-SET Unit Commitment and Dispatch Model

Dispa-SET UCD model aims to represent operation of the large-scale power system
and it consists of two parts. First part is scheduling the start-up, shut down and oper-
ation of available generation units. The problem requires the use of binary variables
to be able to represent the start-up and shut down decisions, while also considering
constraints connected to the commitment status of the generation units in all time
periods. Second part of the problem is allocation of the total power demand to be
achieved among the available generation units to achieveminimization of total power
system cost. This part of the problem is the economic dispatch problem, which deter-
mines the output of all generation units. The problemcanbe formed as amixed integer
linear problem (MILP) or simplified linear program (LP) depending on the picked
level of details for the input data. The implementations of both problems (MILP and
LP) exists in both GAMS and PYOMO and can be in more details found in [31].

Continues variables include dispatched power, shed load and curtailed power
generation in every time step, while commitment status of each unit represents binary
variables. Themodel features include:minimumandmaximumpower outputs for the
all units, up and down reserves,minimumup and down times, load shedding, ramping
limits, curtailment, pumped-hydro storage, non-dispatchable units, outages of all
units, constraints on the targets for the renewables and/or CO2 emissions, schedules
for the reservoir storage level, constraints of CHP units and thermal storage, network-
related constraints, different clustering methods and costs of start-up, ramping and
no load. More on model sets, variables and parameters can be found in [31].

Dispa-SET UCD objective function is composed of all relevant power system
costs, such as start-up and shut down costs, fixed, variable, ramping, transmission-
related, load shedding and lost load costs. Objective function can be seen in
Eq. (17.12).
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SystemCost =
∑

u,n,i

[
CostStartUpu,i + CostShutDownu,i

+ CostFiredu · Committedu,i + CostV ariableu,i · Poweru,i
+ CostRampUpu,i + CostRampDownu,i
+ PriceTransmissioni,l · Flowi,l

+ CostLoadSheddingi,n · ShedLoadi,n
+ CostHeatSlackchp(u),i · HeatSlackchp(u),i
+ CostV ariablechp(u),i · CHPPowerLossFactorchp(u) · Heatchp(u),i
+ VOLLPower · (

LostLoadMaxPoweri,n + LostLoadMinPoweri,n
)

+ VOLLReserve · (
LostLoadReserve2Ui,n + LostLoadReserve2di,n

)

+ VOLLRamp · (
LostLoadRampUpu,i + LostLoadRampDownu,i

)]
(17.12)

The main constraint equation is the supply-demand balance in the day-ahead
market. In Eq. (17.13), the sum of all power produced by the units in node n, the
power imported from neighbouring nodes and the curtailed power must be equal
to the sum of the load and power consumed for energy storage, minus the load
interrupted and the load shed.

∑

p,u

Poweru,i · Locationu,n +
∑

p,u

Flowl,i · LineNodel,n = DemandDA,n,h

+
∑

p,u

StorageInputs,h · Locations,n

− ShedLoadn,i − LLMaxPower,n,i

+ LLMinPower,n,i (17.13)

Other constraints related to the reserves, ramping, storage, power output,
minimum up and down times, heat production, heat storage, network, emissions,
curtailment and load shedding can be seen in [31].

17.3 Case Study and Scenario Definition

BalkanPeninsulaRegion is dependent on energy import, especially the oil and natural
gas imports, with the high dependence and use of coal, primily lignite, in power
generation. Besides the high carbon density due to the heavy dependence on coal,
the excessive use of wood for fuel is a significant environmental concern, as it is the
cause of air pollution, deforestation and land degradation [4].

In Fig. 17.2 percentage share of installed capacities in Balkan Region can be seen.
Countries Albania, Croatia and Montenegro have more than 50% of installed capac-
ities in form of thermal power units. The highest share of thermal power units is in
Hungary and Kosovo, with percentages of 90% and 89%, respectively. In Hungary,
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nuclear power plant account for 24%, whilst the rest of percentage is related to the
fossil-fired thermal power units, mostly gas-fired units. The 89% of thermal power
units in Kosovo are lignite-fired thermal power units. Bulgaria, Greece and Romania
have the highest share of installed thermal unit capacities, with 7963, 8804 and 12
247 MW, respectively. Excluding nuclear power units, the highest percentages of
fossil-fired units are in Hungary, Kosovo and Serbia, with percentages of 67, 89
and 61%, respectively. Countries with highest share of hydropower generation are
Albania, Bosnia and Herzegovina and Croatia with shares of 95, 45 and 46%, respec-
tively. Countries with highest installed hydropower capacities are Bulgaria, Greece
and Romania with installed capacities of 3204, 3172 and 6490 MW, respectively.
Excluding hydropower, countries with high renewable energy sources are Greece,
Romania, Bulgaria and Croatia, with shares of 14, 14, 29 and 18%, respectively.
Countries with highest installed renewable energy source capacities are Bulgaria,
Greece and Romania, with capacities of 4314, 1744 and 4796 MW, respectively.

The study includes scenario-based analysis regarding three different hydrological
years. Net water inflows have been provided by the JRC from the rainfall-runoff
hydrological LISFLOOD model briefly described in Sect. 2.1. The assumption is
that the provided water inflows are the total runoff at studied catchment level.

Figure 17.3 shows totalwater inflows for the included hydropower plants locations
for a period between 1990 and 2016. The yellowhighlighted line represents the runoff
for the dry (2007), green highlighted for the average (2015), and red highlighted for
the wet (2010) year.

17.4 Model Results

17.4.1 Medium-Term Hydrothermal Coordination Model
Results

Validation of MTHC model was based on hydropower generation on a country
level. Data used to validate hydropower generation was obtained from the Euro-
pean Network of Transmission System Operators for Electricity (ENTSO-E) Trans-
parency platform [32]. Model results, as well as compared values from ENTSO-E
can be seen in Table 17.4. Subsequent to model validation, model was solved for the
additional wet and dry years with a change in water inflow inputs.

Yearly aggregated hydropower generation for the Balkan Region averaged at
145.91, 175.48 and 232.18 GWh/day, while it peaked at 236.06, 277.96 and
331.86 GWh/day for dry, average and wet year, respectively. Minimum hydropower
generation valueswere 88.66, 89.92 and135.02GWh/day for the dry, average andwet
year, respectively. Annual Balkan Peninsula region aggregated hydropower genera-
tion from MTHC model shows increase from 53 258 GWh for dry year to 64 050
and 84 747 GWh for the average and wet year, respectively.
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Table 17.4 MTHC
hydropower generation for the
reference/average (2015) year

Country MTHC model
[GWh]

ENTSO-E
[GWh]

�/ENTSO-E
[%]

Albania 5696 / /

Bosnia and
Herzegovina

5614 5650 −0.64

Bulgaria 5963 6155 −3.12

Croatia 5719 5657 1.10

Greece 6278 6091 3.06

Hungary 237 227 4.51

Kosovo 141 / /

Montenegro 1442 1415 1.90

North
Macedonia

1585 1514 4.71

Romania 16 849 16 545 1.84

Serbia 10 532 10 633 −0.95

Slovenia 3997 4060 −1.56

Sum 64 053 57 947 0.46

BalkanPeninsula region aggregated run-of-river hydropower generation on a daily
time scale canbe seen inFig. 17.4.Annual region aggregated run-of-river hydropower
generation averaged at values of 59.17, 65.86 and 80 GWh/day for dry, average and
wet year, respectively.Run-of-river hydropower generation peaked at values of 86.19,
87.07 and 101.73 GWh/day, while the minimum reached was 40.88, 43.18 and 51.52
GWh/day, for a dry, average and wet year, respectively.

Fig. 17.4 Balkan Peninsula region aggregated run-of-river hydropower generation for dry (2007),
average (2015) and wet (2010) year, in GWh
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17.4.2 Dispa-SET Unit Commitment and Dispatch Model
Results

Dispa-SET UCD model was run for the three different hydrological years using
hourly time step.MTHCmodel results in formof run-of-river hydropower generation
and reservoir levels were used as an input for the different scenario models in Dispa-
SET UCD.

Difference in average electricity cost between a dry and an average year is due
to the lower amount of energy generated from hard coal (decrease from 3.51 TWh
during the dry year, to 3.07 TWh for an average year), lignite (decrease from 151.33
TWh during the dry year, to 140.15 TWh for an average year) and gas-powered units
(decrease from 6.24 TWh during the dry year, to 4.68 TWh for an average year), that
is replaced with hydropower generation (increase from 53.06 TWh for dry year, to
65.24 TWh for average year).

A similar scenario can be observed when comparing average and wet years. One
can say that drop in average electricity price from 16.35 to 14.05 e/MWh can be
explained by the decrease in electricity generation from hard coal (decrease from
3.07 TWh for average year, to 2.43 TWh for wet year), lignite (decrease from 140.15
TWh for average year, to 125.12TWh forwet year) and gas-fired units (decrease from
4.68 TWh for average year, to 1.46 TWh for wet year), at the expense of increased
hydropower generation (increase from 65.24 TWh for average year, to 85.13 TWh
for wet year). Similarly, drop in CO2 emissions from dry to wet year, due to decrease
in fossil-fuel generation, and increase in hydropower generation, can be seen in Table
17.5. Wind and solar generation is the same across the simulated years, because of
the same capacity factor being used as an input data.

Compared results on hydropower generation on a country level can be seen in
Table 17.6. Table shows that modelled results are closely following statistically
obtained data from ENTSO-E, with difference on region level being only 2.12%.
Highest difference between modelled results and statistical data are for countries
Croatia, Hungary and North Macedonia, with differences of 7.27, 8.62 and 22.55%,
respectively. Even though 22.55% difference for North Macedonia is high, modelled
results are close to the IEA statistical data, with the difference of only −0.51%. IAE
statistical obtained data for Croatian hydropower generation is 6556 GWh, which
with ENTSO-E data gives average vale for hydropower generation of 6107 GWh.
Comparing that results with modelled hydropower generation for Croatia gives only
−0.62% difference. Higher percentage difference for a Hungary can be explained
with total smaller amount of hydropower production which in turn gives higher
percentages with smaller offsets from statistical data. Pumped storage hydropower
units account for 6.88, 6.04 and 9.41 TWh of hydropower generation for average,
dry and wet year, respectively. When expressed in percentages, pumped-storage
hydropower generation accounts for 10.5, 11.4 and 11% of total hydropower genera-
tion for average, dry andwet year, respectively.Hydropower generation asDispa-SET
UCD model result can be seen in Fig. 17.5.
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Table 17.5 Balkan Peninsula region aggregated results for a dry (2007), average (2015) and wet
(2010) year

Region aggregated statistics Unit Dry Average Wet

Average electricity cost e/MWh 17.79 16.35 14.05

Total consumption TWh 289.22 289.22 289.22

Total system cost m EUR 4978 4573 3932

Peak load GW 47.992 47.992 47.992

Net imports TWh 9.452 9.452 9.452

NUC generation TWh 48.356 48.356 48.356

LIG generation TWh 151.33 140.15 125.12

HRD generation TWh 3.506 3.072 2.430

GAS generation TWh 6.244 4.682 1.462

WST generation TWh 0.090 0.090 0.090

SUN generation TWh 6.919 6.919 6.919

WIN generation TWh 10.272 10.272 10.272

WAT generation TWh 53.064 65.237 85.132

CO2 emissions MtCO2 164.36 152.67 133.96

NUC—nuclear power generation; LIG—power generation from lignite-fired thermal power plants;
HRD—power generation form hard-coal-fired thermal power units; GAS—power generation from
gas-fired thermal power plants; WST—power generation from thermal power units using waste as a
fuel; SUN—solar power generation;WIN—wind power generation;WAT—hydropower generation

Table 17.6 Dispa-SET UCD
hydropower generation for the
reference/average (2015) year

Country UCD model
[GWh]

ENTSO-E
[GWh]

�/ENTSO-E
[%]

Albania 5907 / /

Bosnia and
Herzegovina

5664 5650 0.24

Bulgaria 6392 6155 3.85

Croatia 6069 5657 7.27

Greece 6288 6091 3.09

Hungary 247 227 8.62

Kosovo 144 / /

Montenegro 1515 1415 7.04

North
Macedonia

1855 1514 22.55

Romania 16 149 16 545 −2.40

Serbia 10 919 10 633 2.69

Slovenia 4090 4060 0.75

Sum 65 237 57 947 2.12
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17.5 Conclusion

This study shows successful implementation of two energy models and hydrological
LISFLOODmodel for detailed analysis of impacts on the regional power system for
different hydrological conditions. Countries included in the study are six Western
Balkan countries, Albania, Bosnia and Herzegovina, Kosovo, Montenegro, North
Macedonia, Serbia, and neighbouring countries Bulgaria, Croatia, Greece, Hungary,
Romania and Slovenia. Combining water inflows from hydrological LISFLOOD
model with two energy models, three different scenarios for dry, average and wet
year were conducted.

Besides power generation, results fromUCDmodel include economical, commit-
ment and power dispatch values for each unit and can be aggregated by country or
whole Balkan Peninsula region. Results show an increase of hydropower generation
from 53.06 GWh for dry year, to 65.24 and 85.13 GWh for average and wet year,
respectively. Increase in hydropower generation is at expense of a decrease in fossil-
fuel power generation. Furthermore, average electricity cost decreased from 17.79
e/MWh for the dry year to 16.35 and 14.05 e/MWh for an average and wet year,
respectively.
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Chapter 18
An Algorithm for the Design
of a Stand-Alone Hybrid System

Ciobanu Daniela, Săulescu Radu, and Jaliu Codruţa

Abstract According to the report provided byREN21 (Renewable EnergyNetwork
for the 21st Century), over 73.8% of the amount of energy produced in Europe comes
from non-renewable energy sources. However, the energy produced by fossil sources
leads to an increase in the greenhouse gases emissions and to global warming. To
reduce these effects, more and more countries have decided to increase the use of
renewable energy sources. Sun, wind, water, biomass and geothermal energies are
the main sources of renewable energy, but part of them are unpredictable and are not
available all the time. Therefore, to meet the required energy, the hybrid systems,
based on a combination of renewable energies, are preferred. These systems are often
used in remote areas, but, due to the variability of the renewable sources, their design
and analysis is difficult to be performed. An algorithm for the selection and design
of a hybrid energy system based on solar, wind and/or hydro energy is presented
in this paper depending on the renewable resources onsite available. The algorithm
is applied to a case study that enables to select the appropriate hybrid system that
provides the required energy for a guesthouse located in a remote area. Conclusions
and recommendations are formulated on the design of hybrid systems.
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e-mail: cjaliu@unitbv.ro

S. Radu
Design of Mechanical Elements and Systems R&D Centre, Transilvania University of Brasov,
Brasov, Romania
e-mail: rsaulescu@unitbv.ro

© Springer Nature Switzerland AG 2020
I. Visa and A. Duta (eds.), Solar Energy Conversion in Communities,
Springer Proceedings in Energy, https://doi.org/10.1007/978-3-030-55757-7_18

259

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55757-7_18&domain=pdf
mailto:daniela.ciobanu@unitbv.ro
mailto:cjaliu@unitbv.ro
mailto:rsaulescu@unitbv.ro
https://doi.org/10.1007/978-3-030-55757-7_18


260 C. Daniela et al.

18.1 Introduction

A global increase in energy by 2.3% was registered in 2018 due to the economic
growth and the increase in the energy demand for heating and cooling [1].Worldwide
it was proven that the main source of electricity generation is the renewable energy.
Renewable energy is increasingly cost-competitive compared to conventional fossil
fuel based energy. Thus, at the end of 2018, the price of energy obtained using
photovoltaic and wind systems was lower than the price of the energy obtained using
fossil fuels. At that moment, the amount of electricity produced from renewable
sources represented 26.2% of the total global energy production, Fig. 18.1 [1].

Special attention is devoted to the implementation of renewable energy systems
for electricity production in households far from the grid. According to the report
provided by REN21, at the end of 2018, 5% of the African population and 2% of
the population in Asia had access to electricity through off-grid photovoltaic (PV)
systems. Globally, starting from 2017, the population without access to electrical
energy felt below 1 billion [1].

The main renewable energies for electricity production are the solar, hydro and
wind energies. At the end of 2018, 181 GW of renewable electric power were added:
100 GWwere obtained using PV systems, 50 GW using wind systems, 20 GW using
hydropower systems and 11 GW geothermal and bio-power systems [1].

However, themain disadvantage of the renewable energy systems is the variability
of the energy sources, that depends, among other predictable factors, on the weather
conditions. In order to ensure the required energy, hybrid variants, such as: PV-Wind,
PV-Hydro or Hydro-Wind are proposed and implemented [2–6]. The design of these

Fig. 18.1 Renewable energy
share of global electricity
production in 2018 [1]
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hybrid systems is still a challenge for the developers as they are site dependent,
algorithms being proposed for the design of each type [2–4].

Based on the extended use of PV systems, this paper presents a general algorithm
for the design of a stand-alone hybrid system for electrical energy generation, a
system where the main source of renewable energy is considered the solar radiation
and the secondary source is selected between hydro and wind. In order to obtain the
optimal solution, the algorithm takes into account the surface available for imple-
menting the PV systems and the lowest cost of the secondary renewable system. The
general algorithm is further applied on a case study, i.e. a guesthouse located in a
rural area.

18.2 Algorithm for the Design of the Hybrid System

The proposed algorithm considers the hybrid solution consisting of combinations of
photovoltaic, hydro or wind systems, Fig. 18.2. This stand-alone hybrid system can
be implemented in locations where all these three renewable sources are available.

The research carried out and published highlights that the photovoltaic systems
have the lowest initial cost of the electric energy, i.e. 1.18e/W [2]. The operation and
maintenance costs represent 1% of the installation price in the case of PV systems,
between 2.2 and 3% in the case of hydropower systems and 3% in the case of
wind turbines [2, 7, 8]. Therefore, in order to choose the optimal hybrid system, the
proposed algorithm considers the photovoltaic system as the primary component of
the hybrid system, while the secondary one is either a small hydropower plant or a
wind turbine.

The initial data necessary for choosing the optimal variant are: theweather data for
the implementation location (the solar irradiance, the amount of precipitations, the
wind speed, the ambient temperature, etc.), the required amount of electrical energy,
the available area for implementing the photovoltaic system and the technical data
(database) with renewable energy systems.

The algorithm starts by selecting the type of photovoltaic modules to be used
and by determining the energy provided by these obtaining the required number of
photovoltaic modules by using Eqs. (18.1) and (18.2):

EPV = E · APV · ηPV
[
kWh/day

]
(18.1)

NPV = Edemand

EPV
(18.2)

where E is the solar energy provided per square meter [kWh/m2/day], APV is the
area of a PV module [m2]; ïPV is the efficiency of the PV modules and Edemand is the
required energy [kWh/day].
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Fig. 18.2 Algorithm for the design of a stand-alone hybrid system

The area APV required for the installation of the photovoltaic modules is obtained
based on the number of photovoltaic modules by using Eq. 18.3 [2]:

APV = LPV · lPV · √
2 · NPV

[
m2

]
(18.3)

where LPV represents the length of the PV panel [m]; lPV is the panel width [m]; NPV

is the PV modules number.
The area required to install the NPV photovoltaic modules, APV, is further

compared with the available area ATotal. If the required area is larger than or equal to
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the available area, then the number of PV modules that can be installed is calculated
using Eq. 18.3. The amount of energy supplied by the PV modules, EPV, is further
obtained and the difference between the supplied energy EPV and the required energy
Edemand is calculated, this amount being covered with one of the other two types of
renewable energy systems.

If the occupied areaAPV is smaller than the available areaATotal, then the algorithm
saves the generated configuration.

Because the operation and maintenance costs are similar for hydro and wind
systems, the equipment and implementation costs are compared to get the type of
system to be used for producing the difference between the required energy and
the energy provided by the photovoltaic system. The cheaper system is selected to
provide the additional energy.

The energy supplied by the hydropower system can be calculated using Eq. (18.4),
and the energy produced by the wind turbine using Eq. (18.5) [4]:

EHT = ρ · g · Q · Hn · η · hoperating × 10−3
[
kWh/day

]
(18.4)

EWT = 0.5 · Cp · ρa · A · v3 · η · hoperating
[
kWh/day

]
(18.5)

where ρ is the water density [kg/m3]; g is the gravitational acceleration [m/s2]; Q
is the water flow [m3/s]; H is the net head [m]; hoperating is the number of operating
hours [h]; ρa is the air density [kg/m3]; Cp is the power coefficient [-]; A is the rotor
swept area [m2]; v is the average wind speed [m/s] and η is the efficiency of the
hydropower/wind unit [-].

Under favourable conditions,η of the hydropower unit is typically around 65–85%
and for the wind turbine is about 50–53% [4, 9].

18.3 Case Study

The general algorithm above discussed is further applied for dimensioning a stand-
alone hybrid system to be implemented at a guesthouse in the Stupini district in the
Brasov city outskirts. The guesthouse, with 10 rooms and a restaurant, is located
in an area where all three renewable energy sources can be exploited. The initial
data required for selecting and sizing the hybrid system are: the weather data that
are recorded by the weather station located on the roof of the L7 Laboratory of the
R&D Institute of the Transilvania University of Brasov during 2015–2016 (located
at about 500 m from the guesthouse), the electricity demand of the guesthouse is
around 100 kWh/day, the available implementation area for the PV modules is of
170 m2. The river close to the guesthouse is Ghimbasel, at about 80 m from the
house. According to the weather station data, the average daily wind speed during
April 2015 and July 2016 was 4.1 m/s at a height of 10 m [2]. The precipitations
influence the flowof theGhimbasel river by 10–15%and the flow (Q), varies between
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Table 18.1 Technical data of 3 types of PV panels [10]

Type Monocrystalline
Silicon PMS275-300M-60

Polycrystalline
Silicon
NS-250-280P-60

PERC
AE M6-60_280-320W

Power range (Wp) 275–300 250–280 280–320

Efficiency (%) 16.94–18.48 15.4–17.2 17.11–19.24

Dimensions (mm) 1640 × 990 × 40 1640 × 992 × 35 1650 × 992 × 35

Price (e/Wp) 0.212 0.184 0.205

0.15 and 0.65 m3/s, while the gross head, Hg, at the site is of 12.5 m (12 m net head
H). The most unfavorable month was considered in sizing the PV system in terms
of solar irradiance, i.e. March. The average amount of solar radiation that can be
captured per square meter in March is E = 2897 kWh/m2/day.

Starting from these initial data, according to the algorithm in Fig. 18.2, 3 types
of photovoltaic modules that exist in the database and are sold on the market are
considered [10] (Table 18.1).

In order to reach the lowest possible cost of the hybrid system, the polycrystalline
variant is selected to be implemented, that is the cheapest (0.184 e/Wp), even if
it has the lowest efficiency. The energy produced by the PV system in March is
calculated using Eq. (18.1) where the efficiency is considered to be 16.5%: EPV =
0.777 kWh/day. In order to cover the energy demand, the number of solar modules
is calculated using Eq. (18.2): NPV = 129 modules. The area required to ensure
the installation of these modules is of 296.8 m2 (Eq. 18.3). As the surface required
for installation is much larger than the available area, the number of modules that
can be mounted on the available area is calculated: NPV = 73 PV panels. In this
case, the electric energy provided by the PV system consisting of 73 panels is E73PV

= 56.721 kWh/day. The difference up to the energy required for the guesthouse is
of 43.28 kWh/day and this amount has to be provided by the secondary renewable
energy system.

In case of using as secondary system a wind turbine, 3 types wind turbines of 100,
50 and 25 kW are considered. The technical data for the three types of turbines are
included in Table 18.2, also considering the recorded weather data (the onsite wind
speed and frequency diagram) [2, 11].

The data analysis highlights that the 25 kW wind turbine cannot provide the
required daily energy, while in the case of the 100 kW turbine, the cost is higher than
that of the 50 kW variant. Therefore, the secondary system can be the 50 kW wind
turbine.

Table 18.2 Technical data
for the wind turbines [2, 11]

Type (Power) [kW] 100 50 25

Cost [e] 30,000 27,250 18,397

EWT [kWh/day] 142.52 44.84 28.551
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If a hydropower system is used as the secondary system, a Crossflow turbine is
selected as water turbine, based on the flow and head. These turbines can operate
for a flow variation between 0.2 and 8 m3/s and a net head H between 2 and 200 m
[9]. The energy provided by a Crossflow turbine directly connected to the generator
is obtained according to Eq. (18.4), where the net head H = 12 m is considered, the
operation time being 3 h/day, while the most unfavorable variants are considered for
the other parameters: the river flow is 0.2 m3/s and the efficiency η = 65%. Under
these conditions, the energy provided by the Crossflow system is EHT = 45.774
kWh/day. The small hydro system can operate for about 2500 h/year at this flow, the
extra amount of energy being stored in batteries.

TheCrossflowwater turbines can be foundon themarket at prices ranging between
7359 and 11,038 e, depending on the dimensions [12]. If the turbine cost is 11,038
e and considering that the operation and maintenance costs for 30 years of lifetime
are about 3% of the initial costs, it results that the cost of this system is about 11,362
e.

The comparison of the costs of the two types of secondary systems (the 50 kW
wind turbine and the run-of-river hydro system) indicates the hydropower system as
the lower cost option for providing electricity to the guesthouse.

Thus, the hybrid system proposed to meet the energy demand of the guesthouse
located in Stupini—Brasov consists of a photovoltaic system with 73 polycrystalline
silicon modules that can be installed on an area of 170 m2 and a small hydropower
system of Crossflow type as the secondary system, operating for 3 h a day.

During cloudy days, when the photovoltaic system cannot provide the calculated
amount of energy, this energy is produced by the small hydro system.

18.4 Conclusions

The paper proposes a general algorithm for the design of a stand-alone hybrid system
that provides the required energy for a location where the connection to the electrical
grid is difficult to be done, either due to the high costs or due to its remote location.
The general algorithm considers a primary renewable energy system of PV type and a
secondary system that can be either a wind turbine or a small hydropower plant. The
algorithm takes into account the following initial data: the potential of the renewable
energy sources, the implementation area for the PV system and the lowest cost of
the secondary renewable energy system.

This algorithm can be applied for locations with wind and hydro potential, the
type of the secondary component of the hybrid system being imposed by the system
costs (equipment, implementation, maintenance and operating costs).

For stand-alone applications, e.g. in remote mountain areas with higher values of
the wind speed, the wind turbine is recommended to be used instead of the hydro
systems. In these locations, at higher altitudes, although the head value increases, the
river flow is much smaller; in these cases, another type of water turbine is suitable for
the application (Francis or Pelton turbines) with higher initial costs, which increase
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the total cost of the hydropower system. Moreover, on these sites, the available area
for installing PV systems is much smaller, and, therefore, a larger amount of energy
has to be supplied by the secondary system.

The stand-alone hybrid system can also contain a back-up source, e.g. a diesel
generator, that can supply the required energy when the batteries are discharged and
the sun, wind and hydro potentials are very low, situation that may occur during
winter time.

The use of stand-alone hybrid systems in remote locations represents the best
option in meeting the daily energy demand of the consumers.

References

1. Renewable Energy Network for the 21st Century homepage. https://www.ren21.net/gsr-2019/
chapters/chapter_01/chapter_01/#sub_4. Last accessed 6 Apr 2020

2. M. Gheorghe, D. Ciobanu, R. Saulescu, C. Jaliu, Economic analysis algorithm of a PV-wind
hybrid system. Acta Tech Napocensis Ser.—Appl. Math. Mech. Eng. J. 61(3), 107–114 (2018)
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Chapter 19
Renewable Energy Production
in Decommissioned Power Plant Sites
for Sustainable Cities—The Case Study
of Romania

Adrian Ciocănea, Mircea Scripcariu, Ştefăniţă Pluteanu, and Bogdan Tofan

Abstract Minimizing the energy inputs and decentralized energy production by
using renewable sources are high priorities for the future of sustainable cities. Also,
rehabilitation and reusing of decommissioned power plant sites are specific objectives
of urban design when public decision is concerned. The paper presents an original
solution aiming at the revival offive former industrial sites:BaiaMare,Braşov, Piteşti,
Targu Jiu and Copşa Mică where tall industrial chimneys and available space is still
existing. For each site, a solar park is proposed, where two different solar applications
provide electricity: a solar chimney with upward air flow and a solar photovoltaic
farm. After technical evaluations, the average installed power for each solar park is
5 MW. An economic assessment is provided based on energy production and other
activities such as a charging system for electric vehicles and electrical buses used
by the local transportation company and rental services to public/private consumers
operating in the park. An analysis of the basic investment of approx. 19.5 M Euro—
65% for the solar park and 35% for the architectural conversion works—revealed
that the project is financially viable only if the revenue from the proposed activities
is over 2.6–2.8 M Euro/year.

Keywords Solar PV energy · Solar chimney · Grid connection · Industrial site
reuse · Sustainable city

19.1 Introduction

By 2050 two-thirds of the world’s population will be urban [1]. According to recent
studies [2] up to 40% of the primary energy consumption in OECD countries are
reported in buildings and up to 80% of this occurs in urban agglomerations [3]. At
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this point, energy strategies at local level are needed but obstacles in energy planning
are present at urban scale [4], starting with the lack of common agreement on the
exact definitions [5] both for classical approach on supply, conversion, storage and
transportation and for the new approach concerning decentralized and renewable
energy technologies [6].

One direct approach in the design of energy strategies at city scale is to define a
“community” in urban context as a geographic area with no fixed size but composed
by similar physical characteristics and connected by a shared identity [7] in order to
assess the actual energy demand and future energy needs. Another approach is based
on assessing renewable energy generation potential at city scale for identifying the
most viable sites and investments [8].

Decentralized energy production, the increasing share of renewable energy instal-
lations in the energy mix and the new approach regarding smart grids provide oppor-
tunities for locally developed projects. In this context, the concept of “sustainable
energy community” known and initially implemented in the UK since 1991 [9, 10]
evolved to illustrate the new approaches in underlying the energy policy making
process at local level [8, 11–13]. In this context, this paper studies a rehabilitation
solution for a former thermoelectric power plant located in the metropolitan area
of the Pitesti city by creating a solar plant and considering additional commercial
activities enabling project sustainability.

Using the results for the Pites, ti case study, the authors extended the results to
other four sites to assess the viability of this approach.

19.2 Methodology

The case study presents an application that will produce electricity pursuing three
objectives: supplying energy to a community next to the site, providing electricity
for a number of public urban electric buses (local storage), supplying energy for
a number of onsite applications including energy compensation with the National
Grid (NG). Five locations available in Romania were selected in order to assess the
potential of this idea. The methodology has three steps: the geographic description
of the site; evaluation of the onsite solar energy and computing the energy systems
output; identifying solutions for the distribution network and connection to the NG.
After technical solutions were settled down, the associated financial costs have been
analyzed. The methodology was described for one location–Pites, ti city—and was
further extended to the other four.

19.2.1 Site Description and Administrative Characterization

The considered site is located in the southern region of Pitesti city (44°51′38′′ N,
24°52′4′′ E), an area of approx. 80 ha, where there are: a stack of 280 m height,
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two cooling towers of 50 m each and a number of structures fit for rehabilitation,
Fig. 19.1. Next to the site there are 4 villages covering an area of 183 km2 and a
population of about 20,000 inhabitants.

In terms of solar radiation, the site has a yearly average solar horizontal radiation
Hh = 3860 Wh/m2/day [14] as presented in Fig. 19.2. Two solar applications will
be considered for the site: a photovoltaic power station (located on the former coal
deposit) and a classic solar chimney equipped with a horizontal axis wind turbine
(by reusing the old power plant’s smokestack). The facilities will be connected to
the NG but will be able to operate in an isolated grid, too—Fig. 19.3.

19.2.2 Solar Energy Potential and the Conversion Systems
Analysis—Pites, ti

Sizing the photovoltaic power station. The photovoltaic power station is located
on the former coal deposit and has a total area of 130,000 m2. For this surface
and the condition of the solar energy potential (an insolation level estimated at
1.620 kWh/m2/year) an installed capacity of 5.2 MW and an annual electricity
production of 6020MWh/year results, considering the losses caused by the increased
temperature and the reduced solar radiation of about 9.9%, losses caused by reflec-
tion of approx. 2.9%, losses in power cables, inverters etc. approx. 18%—Fig. 19.4.
The 18,000 selected photovoltaic modules are of monocrystalline silicon type with
250 Wp capacity per unit.

Figure 19.4 outlines the average daily production of electrical energy (Ed , kWh),
the average monthly production of electrical energy (Em, kWh), the average daily
global radiation per m2 received by the system modules (Hd , kWh/m2) and the
average global radiation per m2 received by the system modules (Hm, kWh/m2). The
calculated data have errors of approx. 5–7% due to some approximations on both the
accuracy of incident solar radiation “on site” assessment and on the characteristics
of the PV modules.

Solar chimney sizing—Pites, ti. The former power plant smokestack is transformed
to be further used as solar chimney. Due to the solar radiation under a transparent
canopy placed at the base, the greenhouse effect is created. Raising the temperature
under the transparent canopy, induces an increase in the mean air velocity to the
lower section of the tower, where is placed a wind turbine with horizontal axis.
Sizing the solar chimney can be achieved by computing the thermal pressure that
causes a displacement of the air mass on the height h [15, 16]. According to the
calculation diagram from Fig. 19.5, equations may be written between pressures and
air velocities in the inlet section of the canopy, the inlet of the turbine and the outlet
of the chimney (Fig. 19.6).

The thermal pressure that determines the movement of air masses on the height h
is:
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Fig. 19.2 Monthly solar
radiation [14]

Fig. 19.3 Solar park (www.
positive-energy.wix.com/pos
itive-energy)

pt = (ρ1 − ρ2)gh, (19.1)

the pressure gap which causes the inlet air movement is:

�p1 = pa − p1, (19.2)

and the air velocity at the entrance in section A1 = πD2
1/4 will be:

w1 =
√
2�p1
ρ1

. (19.3)

One can compute the mass flow rate through the inlet section A1:

ṁ1 = μ1A1

√
2�p1ρ1, (19.4)

where μ1 = 0.2 ÷ 0.65 is the flow coefficient at the inlet section of the chimney. The
pressure gap needed to raise the air and to exit into the atmosphere (pa = patm) and
the outlet pressure in the section will be:

p2 = p1 + pt = p1 + (ρ1 − ρ2)gh, (19.5)

http://www.positive-energy.wix.com/positive-energy
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Fig. 19.5 The solar chimney
calculation diagram

Fig. 19.6 Sensitivity
diagram for the Baia Mare
solar chimney

and:

�p2 = (ρ1 − ρ2)gh − �p1. (19.6)

Using the above equations the velocity is calculated, respectively the mass flow
rate in the outlet section:

w2 =
√
2�p2
ρ2

=
√
[(ρ1 − ρ2)gh − �p1]

2

ρ2
;

ṁ2 = μ2A2

√
2ρ2[(ρ1 − ρ2)gh − �p1]. (19.7)

Considering continuity in the mass flow rate between Sects. 19.1 and 19.2, the
balance equation for the airflow through the installation can be calculated along with
�p1 if the area ratio is known. For computing the canopy surface it is necessary to
estimate the ratio β = A2/A1, the air inlet and outlet characteristic temperatures in the
canopy section, and the amount of solar radiation H. By using the air flow rate equa-
tion and the equality between the heat flow receivedby the transparent canopy through
radiation from the sun, respectively discharged through the outlet section, it will
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result the total area required to create an ascending stream with a velocity wair = w1.
The equation for the heat output between the canopy and the chimney is:

Q̇ = HS = γacp�t
πD2

1

4
wa3600, (19.8)

where velocity w1 is calculated using Eq. (19.3) through the air mass balance:

�p1 = μ2
2β

2ρ2(ρ1 − ρ2)gh

μ2
1ρ1 + μ2

2β
2ρ2

, (19.9)

resulting the canopy diameter:

Dc =
√

γacp�t D2
1wa3600

H
, (19.10)

where γ air is the air specific weight; cp is the air specific heat; �t is the difference
between the inlet air temperature under the canopy and the chimney base (assimilated
entrance point placed at the base of the wind turbine); D1 is the chimney diameter at
the level of the wind turbine; S is canopy’s surface; μ1 = 0.2 ÷ 0.75 and μ2 = 0.5 ÷
0.95 are the flow coefficients for the inlet and the outlet sections. The wind turbine
power can be calculated using:

P = Cp

(ρ1

2

)(
πD2

t

4

)
w3
1, (19.11)

where Cp is the power coefficient of the turbine; Dt is the turbine’s rotor diameter
assimilatedwith diameterD1 in the corresponding section of the chimney. Evaluating
the operating time to of the turbine, depending on the solar radiation period (h/day),
the energy production during the considered interval can be calculated using:

E = to P. (19.12)

If the computing algorithm is used for the case of a conrgent-top solar chimney
i.e. D1 > D2 (geometry of all the smokestacks in this study) the value for the installed
power of the solar facility is low (i.e. installed power for the wind turbine). In order to
enhance the facility performance, one considers the results of recent studies on using
divergent-top chimneys and sloping collectors. Some of these studies reported that by
using systems with optimized sloping collector (i.e. the optimization of the collector
to the chimney transition region [17]) and a divergent-top solar chimneywith chimney
area ratioA2/A1 of 16, one can produce power asmuch as 400 times higher comparing
to the ratio A2 =A1 [18, 19]. In this paper, convergent-top smokestacks are available
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and for obtaining a divergent-top section one considers covering these structures
with a cylinder made of thin iron plating. A variable circular crown section is created
around the smokestack from the base to the top as presented in Fig. 19.5. Therefore,
between the external cylinder and the internal convergent-top smokestack one obtains
a divergent-top solar chimney. By using this solution, the smokestack becomes the
support structure for the external cylinder and the air flow throughout this chimney is
blocked for obtaining the divergent-top solar chimney effect. The value for the diam-
eter of the external cylinder (D′

1) is calculated considering the equality between the
actual inlet section of the smokestack (D1) and the circular crown section at the same
level: D′

1 = 20.5 × D1; this value is the lowest one as result of the geometric condi-
tions and represents the reference in this study. For the Pitesti site, the geometric
data are as follows: D1 = 15 m; D2 = 8 m; D′

1 = D′
2 = 20 m. Table 19.1 presents

the results of the calculations for the solar chimney (Pites, ti) based on the site char-
acteristics and new geometric assumptions while Table 19.2 contains the results for
all five locations considering similar input data. The current status of the chimneys
and the position of each site are presented in Fig. 19.7.

The total installed capacity for all solar chimneys is of about 1.7 MW because
of the poor performance of such facilities. However, considering that the initial
investment cost of such a tower would be about 60–70% of the total cost for a solar
thermal application, the existing building represents an advantage. Moreover, for
enhanced installed power, higher values for the diameter of the external cylinder
can be achieved since the solid concrete structure of the smokestack is available.
Figure 19.6 presents a sensitivity diagram for the Baia Mare site where a value of
1 MW of installed power can be reached if the external cylinder diameter is D′

2 =
50 m. A special advantage for the Pites, ti and Targu Jiu sites consists of the fact that

Table 19.1 Computation results for the solar chimney—Pites, ti

ta; t1 ρ1(t1); ρ2(t2) cp μ1; μ2 H Cp �p1 w1 β

[°C] [kg/m3] [kJ/kg°C] [–] [W/m2] [–] [N/m2] [m/s] [–]

30; 65 1.0436; 1.165 0.241 0.7; 0.7 750 0.46 260 22.3 1.78

Table 19.2 Sizing results for all solar chimneys in considered sites

Site h D1/D′
1 D2/D′

2 w1 Dc P

[m] [m] [m] [m/s] [m] [kW]

Baia Mare 351.5 20/27 9.0/27 25.1 719 718

Pites, ti 280 15/20 8.0/20 22.3 508 283

Bras,ov 280 15/20 8.0/20 22.3 508 283

Targu Jiu 256 14/19 6.0/19 21.8 465 220

Cops,a Mică 250 13/17 6.0/17 23.2 436 199

TOTAL – – – – – 1703
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these facilities were never operated and therefore no thermal stresses are expected
in the infrastructure.

19.2.3 Power Supply and Solutions for the Connection
to the NG—Pites, ti

The main data and assumptions considered for the electricity network analysis
were as follows: the distance from the site to the nearest substation (Bradu
400/220/110/20 kV) is of about 5 km; the maximum produced electrical energy
is 6600 MWh/year (for the local weather conditions); a flexible storage solution by
charging electrical buses batteries (of the Pites, ti city transport company) was consid-
ered. Based on the electrical energy demand and the on-site energy usage (Table
19.3), the distribution network and the connection to NGwere sized. In Fig. 19.8 it is

Table 19.3 Electricity demand (kW)—Pites, ti site area

Electricity demand Scenario A Scenario B

Day Night Day Night

Charging electrical plugs 640 640 400 400

Outdoor on-site lighting 0 50 0 50

Indoor demand (for buildings) 120 40 120 40

Special night lighting 0 6 0 6

Entertainment 12 0 12 0

TOTAL 772 736 532 496

Fig. 19.8 Single-line diagram of the electrical energy distribution network in the solar park
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presented the single-line diagram of the medium-voltage network (MV), designed,
and sized to supply electricity from the solar park [20]. Each PV station features a
step-up transformer, 0.35/20 and 20 kV switchgear for the connection to the on-site
distribution grid.

The main investment in the electrical network will involve costs for the photo-
voltaic modules, for the wind generator implemented in the solar chimney, for the
power substation for the connection to NG, for two 20 kV overhead lines, for
the power plugs for charging public transportation buses in Pitesti city etc. The
charging system will be accessed by other vehicles, considering the proximity of the
Bucharest—Pitesti freeway and of the Pitesti—Craiova major highway, leading to
important contributions in the national carbon dioxide emissions reduction target—
the electricity distribution system was sized for 50 electrical plugs. In the design and
sizing the renewable power plant it was considered the total electricity demand on-
site, balanced between daytime & nighttime (see Table 19.3 for the power demand
scenarios).

Main applications/facilities of the solar park and investment costs for the Pites, ti
site. The solar energy park was designed to meet the following objectives: to demon-
strate the reliability and energy efficiency of renewable energy systems by using a
new approach; to assess the viability of the public/private investment for industrial
sites rehabilitation both for clean energy production and social purposes; to support
research and development activities on renewable energy resources, their exploitation
and energy efficiency.

To assess the investment effectiveness, the generation installations, the distribu-
tion network and the applications were considered in terms of costs and forecasted
revenues from: charging electrical vehicles and public transportation buses; renting
services to public/private consumers operating in the park (innovative companies,
research laboratories, social activities, entertainment etc.); electricity supply in the
system through Bradu substation. To provide all the services of the solar park, the
investment required for architectural-volumetric conversion of the deprecated indus-
trial site includes demolition anddecontamination actions, roads andplatforms, archi-
tectural conversion of remaining buildings etc. The costs for architectural-volumetric
conversionwere assessed at about 7MEuro. These were added to the investment cost
in the main electrical installations estimated at about 12.5 M Euro. Architectural-
volumetric conversion costs are to be considered even when the site will have another
destination.

Electricity balance of the Pites, ti site. For sizing the electricity demand on-site,
two scenarios were considering the European Directive on the infrastructure for
alternative fuels [21]. Following this, Romanian authorities are willing to incentivize
the installation of 10,000 plugs for charging vehicles/buses by 2020.

• Scenario A considers a demand factor of 0.8 for the charging plugs that
corresponds to a successful public policy for the stimulation of the electrical
transportation.
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Table 19.4 Yearly energy
balance—Pites, ti case study,
MWh/year

Scenario A Scenario B

−5 2100

• Scenario B considers a demand factor of 0.5 for the charging plugs that corre-
sponds to a less-successful public policy for the stimulation of the electrical
transportation.

A successful policy on electrical transportation encourages potential investors in
the solar park project to access grants for lowering the commercial founds raising.
In Table 19.3, the electricity demand is described for both scenarios.

Considering the day/night electrical energy demand approach, Table 19.4 presents
an estimate of the annual energy balance.

Only in the B scenario, the solar park exports electricity to the local community.
All the energy flow can be ensured by the link to the local electricity distribution
network (through the Bradu substation) with two proposed OHLs, as shown in the
Fig. 19.8. With a demand factor for the charging plugs lower than 0.8, the site is
exporting green electricity.

19.3 Financial Performances of the Solar Park Project
for Two Investment Cases—Pites, ti

As mentioned, the investment cost for the solar park is related to the energy part,
12.5 M Euro and to the architectural part, 7 M Euro. The financial performances
were analyzed considering two investment cases: with and without grants, e.g. grants
available in Romania for investment in renewable energy facilities, for purchasing
charging plugs for vehicles/buses and for job creation. For the Pitesti-Romania case
study, the financial viability was analyzed using the Net Present Value (NPV) and the
Internal Rate of Return (IRR) methods. Costs and revenues were estimated for both
electricity demand scenarios (see 19.2.3). In the cash-flow analysis, the provision
of the Romanian legislation were considered that requires producers to sell all the
electricity to the market. For revenues from selling the electricity (the constant part
of the revenues), we considered the electricity stimulation system with green certifi-
cates available in Romania (three green certificates for each MWh produced by PV
modules). The total revenue from the electricity supplied in the grid was estimated
using average local market values for electricity generation and green certificates. A
value of 0.9 M Euro/year was calculated for the revenue from electricity sales. For
estimating the revenues from rental activities and charging electrical vehicles are the
variable part of the revenues, authors made assumptions as presented in Fig. 19.9.

The financial performance indicator trend (NPV) for a continuously increasing
value of the variable part from the annual revenue, for bothAandBelectricity demand
scenarios, in the without grant case, is shown in Fig. 19.9. The results outline that
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Fig. 19.9 Financial performance indicator trend (NPV) for a continuously increasing variable part
of the annual revenue, in A and B electricity demand scenarios, without grant

Fig. 19.10 Grant requirement in connection with the annual revenue for the A and B electricity
demand scenarios

in the B electricity demand scenario the revenue requirement for a positive NPV is
lower. From these technical and economical simulations resulted that the project is
financially viable as itmeets theNPVpositive and IRR≥ a (discount rate) criteria—if
the revenue requirement from the proposed activities, other than selling electricity, is
over 2.8MEuro/year in theA electricity demand scenario and is over 2.6MEuro/year
in the B scenario. Otherwise, non-refundable financial incentives are needed for the
initial investment, in close connection to the revenues forecast.

In Fig. 19.10, the “with grant” case is analyzed, showing that in the B scenario
the grant requirement is lower for the same annual revenue, for favorable financial
indicators.

The grant requirement rapidly increases with the annual revenue decrease,
meaning that project’s financial viability highly depends on its commercial success,
mainly from other activities than selling electricity. The external benefits were not
considered for implementing such a project, e.g. related to reducing the amount of
greenhouse gases released into the atmosphere or to an increased level of awareness
regarding the benefits of renewable energy resources or to the reduction in the health
care and other social related costs.
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19.4 Conclusions

The paper presents a new approach on using renewable energy resources by recon-
sidering the facilities of decommissioned industrial sites. The electricity generation
and distribution installations of a solar park are presented, and financial scenarios
are considered to assess the viability of such an investment.

The theoretical approach considers an original solution consisting of covering
existing tall smokestacks by cylinders manufactured of thin iron plating to obtain
divergent-out solar chimneys with higher efficiency. The viability of this solution is
supported by the resilience of the concrete structure used only for guiding the solar
chimney.

A case study that illustrates the new approach is applied to the former coal-
fired power plant CET Sud II Pitesti and extended to other four available sites in
Romania. A photovoltaic power station (5.2 MW) and a solar chimney (283 kW) are
proposed. For all these five selected sites, the photovoltaic power station could be
similar. Therefore, an overall installed power of about 28 MW could be obtained for
the basic scenario; this value could be extended to say 30 MW without substantial
supplementary costs.

The opportunity of investments in post-industrial sites vs. their demolition is
discussed in the context of energy sustainability and social responsibility. The revival
of the industrial sites might be a successful project, despite the initial investment cost
that, in this case study, may rise to 19.5 M Euro. However, some costs if another
solution is selected for using the site are mandatory as demolition, decontamination
etc. The project is financially viable if the revenues from rental activities and charging
electrical vehicles are higher than 2.6MEuro/year leading to a simple payback period
of roughly 8 years, without any additional grant. For an onsite electricity demand
factor less than 0.8, the solar park is able to export clean electricity to the local
community through the national grid. For this case study the environmental benefits
were not taken into account, but additional positive financial effects can be expected.

References

1. UN, World Urbanization Prospects: The 2014 Revision, Highlights. United Nations, Depart-
ment of Economic and Social Affairs, Population Division (2014)

2. L. Pérez-Lombard, J. Ortiz, C. Pout, A review on buildings energy consumption information.
Energy Build. 40(3), 394–398 (2008). https://dx.doi.org/10.1016/j.enbuild.2007.03.007

3. L. Kamal-Chaoui, A. Robert (eds.), Competitive cities and climate change. OECD Regional
Development Working Papers Nz2 (OECD Publishing, Paris, France, 2009)

4. M. Cajot, J.-M. Peter, F. Bahu, A. Guignet, F.M. Koch, Obstacles in energy planning at the
urban scale. Sustain. Cities Soc. 30(2017), 223–236 (2017)

5. R.D. Prasad, R.C. Bansal, A. Raturi, Multi-faceted energy planning: a review. Renew. Sustain.
Energy Rev. 38, 686–699 (2014). https://doi.org/10.1016/j.rser.2014.07.021

6. A.M. Adil, Y. Ko, Socio-technical evolution of decentralized energy systems: a critical review
and implications for urban planning and policy. Renew. Sustain. Energy Rev. 57, 1025–1037
(2016). https://doi.org/10.1016/j.rser.2015.12.079

https://dx.doi.org/10.1016/j.enbuild.2007.03.007
https://doi.org/10.1016/j.rser.2014.07.021
https://doi.org/10.1016/j.rser.2015.12.079


282 A. Ciocănea et al.
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Chapter 20
Sustainable Biorefinery and Bioenergy
Models Based on Seaweeds, as a Potential
Feedstock for the Black Sea Coastal Area

Sandor Bartha, Florbela Carvalheiro, Patricia Moniz, Luis C. Duarte,
and Santino Di Berardino

Abstract TheRomanian coastline of theBlackSea has abundant seaweed resources,
which create in summer period discomfort when the coastal area is flowed by thick
lever seaweeds and that has a negative impact on the touristic area. That process
reaches its maximum during the end of July and August. Usually, these seaweeds
are collected when they reach the coast and are then stored in regional landfill waste
deposits. Statistical data show that more than 9000 tons of seaweeds were collected
during the last year. These were naturally degraded, causing an important environ-
ment impact. This paper focuses on the presentation of the results obtained at lab
scale for the conversion of the Black Sea coast seaweeds. The first part of this work
presents the state of art and the assessment of the chemical and physical composition
of this feedstock. In the second part is presented the optimal technological scheme
for developing one bioenergy model to produce biogas by the anaerobic digestion
process of the pre-treated and untreated biomass. This digester aims to be used by
the owners of the fish farms and the owners of the local costal touristic units that are
affected by this algae blooming. The digester model also integrates one cogeneration
unit designed to use the resulting biogas to produce bioenergy (electricity and heat)
for the local use.
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20.1 Introduction

As presented in the European Energy Strategy, the use of renewable energy sources
is projected to increase until the end of 2020 to reach a share of 20% in the final
energy consumption [1] and 10% renewables in transport. Until 2030 the share of
the renewables is expected to increase to at least 27% according to the 2030 Climate
and Energy Policy Framework as proposed by the European Commission [2] and
included in the proposal for a revised RED II/ (2018).

On December 4, 2018, the European Council of Ministers adopted the EU’s
entirely revamped Renewable Energy Directive (REDII). The Directive sets a
minimum blending mandate for advanced biofuels starting in 2022 something
that the Leaders of Sustainable Biofuels (LSB), a coalition of advanced biofuel
producers, welcomes as a “decisive step” forward in promoting decarbonisation of
EU transportation [3].

To reach these targets the bioenergy production can play an important role.
One sustainable way to produce bioenergy is by anaerobic digestion of different

organic materials and wastes; in this way the biogas is produced or the bio-methane.
The resulted biogas is further used in electricity generation, in cogeneration units

with different installed capacity or in public transport in the form of biofuel (e.g.
bio-methane).

Biogas is a renewable energy fuel produced by the anaerobe degradation of the
complex organic matter and the resulted gas consists of 50–75% methane and 25–
45% carbon dioxide with small amounts of water vapors, oxygen, nitrogen and H2S,
hydrogen and ammonia [4]. The general composition of the gas is presented in Table
20.1 [5].

Biogas as a fuel comesmainly from itsmethane content; it exists in gaseous state at
normal condition and can be liquefied at pressure (over 20MPa) and low temperature
(112.15 K). The energetic value of biogas depends on the methane content, therefore
it is important to use in the anaerobic digestion different organic matter with high
energy density.

Table 20.2 [6] shows the heat energy output of the biogas with different methane

Table 20.1 General biogas
composition

Biogas composition

Content of the biogas Concentration levels

Methane (CH4) 50–80% by vol

Carbon dioxide (CO2) 20–50% by vol

Ammonia (NH3) 0–300 ppm

Hydrogen sulphide (H2S) 50–5000 ppm

Nitrogen (N2) 1–4% by vol

Oxygen (O2) <1% by vol

Moisture (H2O) Saturated 2–5% by mass
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Table 20.2 Selected gas properties at standard conditions

Properties/biogas
composition

Methane (CH4) 60% CH4, 40% CO2 65% CH4, 34% CO2, 1%
Others

Heating value [MJ/m3] 35.46 21.6 24.48

Ignition ratio [% air] 5–15 6–12 7.7–23

Ignition temperature [°C] 650–750 650–750 650–750

Change of state pressure
[MPa]

4.7 7.5–8.9 7.5–8.9

Transition temperature
[°C]

−82.5 −82.5 −82.5

Density [kg/m3] 0.72 1.2 1.2

Heat capacity [kJ/m3/°C] 1.6 1.6 1.6

content in comparison with the natural methane gas fuel used in energy production
and transport is presented.

Without biogas production, the organic matter resulted in the economy and in
nature is collected and deposited in municipal landfill deposits, and through the
natural degradation of the organic matter the resulted gas has as main component
methane, that has a 25 times higher impact on climate than carbon dioxide [7].

In the developing countries this organic wastes are usually discarded into a nearby
water supplies or direct to the unused lands, where by auto degradation they pollute
the environment.

These good thermal proprieties can offer the possibility for the use of the biogas
in energy production, instead of fossil fuels, and this brings sustainable benefits as
the energy output of 1 m3 biogas could replace 0.46 kg of LPG, 0.67 L of gasoline,
0.55 L of oil or is enough to produce 1.2–1.4 kWh of electric power [8]. The main
thermal properties of the biogas in comparison with same classical fossil fuels are
presented in Table 20.3.

That is the reason why the number of biogas plants is growing year by year in the
European Union; based on the statistics data in the European Biomass Association
Report, at the end of 2018 the number of biogas plants in EU was of 18,202 units,
that had 11,082 MW installed electric capacity and produced 63,511 GWh by the

Table 20.3 Selected fuel properties

Energy source Density STP
[kg/m3]

Fuel heating
value [kJ/kg]

Ignition temperature
[°C]

Air/fuel ratio
[kg/kg]

Methane 0.75 50,000 650 17.2

LPG 540 46,000 400 15.5

Natural gas 0.83 57,000 600 17.0

Propane 2.02 46,300 470 15.6

Biogas (60%
CH4)

1.2 18,000 650 10.2
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use of biogas. During the last period the bio-methane sector had a high dynamic
development as the total of 610 plants working in EU in 2018 produced 2.28 billion
m3 bio-methane. The statistical data resulted from the quantitative estimation of
the potential and recently used biomass and organic wastes in biogas production in
the EU, show that the production could be increased from the current level of 14.9
Mtoe towards 28.8–40.2 Mtoe in 2030 [9, 10]. That bio-methane can be directly
injected in the national distribution grids or can be used in public transport; one
best practice example is in Malmo, Sweden where the bus transport in municipality
use bio-methane as fuel [11]. The bio-methane is produced in the city region and
one of the biogas plant is in Jordberga where yearly 110 GWh biogas is produced
that is equivalent with over 11 million L of oil. The organic wastes resulted at the
end of the AD process are used as fertilizer and that plant returned yearly 150 t
high grad bio-fertilizers for use in the regions soils. The total biogas produced in
this plant contributes to a carbon dioxide reduction equivalent to 30,000 t/year. The
used substrates for the AD process, the raw materials, consists mainly of agricultural
residues, that can includes beet tops and damaged beets or corn and grain that does not
measure up to the commercial standards. There are also used as substrates residues
from milling and grain handling industry, carrots, peanuts, etc. [12].

In Europe, up to 70% of the feedstock used in the biogas production comes from
the agricultural sector such energy crops, manure and different residues resulting
from agriculture. The use of organic wastes like manure is possible by one particu-
larly management system implemented in different co-generation technologies. The
distribution of the feedstock used in the European working biogas plants in 2017 is
presented in Fig. 20.1 according to the technological data received from the European
Biogas Association (www.europeanbiogas.eu). That shows that the important part
of the used substrates comes from agriculture, by one well and optimal developed
supply and value chain.

To develop this energy production schemes and to reduceCO2 emissions, is impor-
tant to find and test new feedstock for biogas production. Today different types of
feedstock are estimated, at different research levels (wastes form agriculture, forestry

Fig. 20.1 Distribution of the
Biogas Plants by feedstock
in Europe in 2017 (number
of plants in function of the
use feedstock
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residues, different energy crops and marine biomass, algae, etc.). In the research
plans presented by the International Energy Agency (IEA), one important task is to
continue to evaluate the potential of novel energy feedstock such as algae and aquatic
biomass, with millstones set for the 2017–2040 period [13]. The growing biogas and
bio-methane production in the next period can be obtained with the development of
new integrated model where one main role is associated with the anaerobic digestion
of different feedstock; the Task 42 on Bioenergy developed by IEA is specific on the
marine biorefinery concepts, where the macroalgae seaweeds are the main feedstock.
The seaweeds cultivation could represent a promising opportunity to reducing the
pollution of the seawater and stop the eutrophication process.

Macroalgae contain unique composition of carbohydrates that have different prop-
erties than those of terrestrial plants and with higher mineral content than the terres-
trial biomass; laminaran and mannitol are energy storage units in algae, like starch in
the plants, but alginates are structure compounds like cellulose and lignin in plants
[14]. The presence of different polysaccharides in seaweeds make them more attrac-
tive also for the pharmaceutical industry.Recently, therewere different laboratory and
pilot scale biorefinery models developed where the collected or cultivated seaweeds
were transformed in biofuels as bioethanol, biodiesel or biogas and, using a complex
technology, where added value products could be isolated from that feedstock: algi-
nates, polysaccharides, antioxidants, pigments, protein extracts, oligosaccharides,
food additives and bio-fertilizers. Another best suited alternative for the industrial
applications is focused on the use of this feedstock in biogas production by AD
processes. For the use of this feedstock in AD processes is important to evaluate the
chemical composition of the seaweeds. It is know from practice that the optimum
level of the C/N ratio for a substrate in the anaerobic process is in range of 20–30/1.
The digestion of the nitrogenous substrates with the C/N ratio less than 15 can lead
to technical problems caused by the excess levels of ammonia in the digester. The
literature data on the state of art of the technological level presents the chemical
compositions of different types of seaweeds, collected in West Cork coast in Ireland
[15] as presented in Table 20.4.

These data show that the green algae such asUlvalactuca, has a lowC/N ratio, that
can caused technological problems in the digester due to the high ammonia content
of the gas. The methane production potential in the AD process was studied and the

Table 20.4 Characteristics of raw seaweeds collected in Cork in 2013

Seaweeds
type/properties

TS %
wwt

VS %
wwt

Ash %
TS

C % TS H% TS N% TS O % TS C:N
ratio

A. nodosum 23.2 19.4 16.1 40.4 5.3 1.6 36.6 26

H. elongate 12.6 8.1 36 30.8 4.1 1.4 2.7 21.4

F. spiralis 19.72 13.92 29.4 36.1 4.7 4.7 27.7 17.3

U. lactuca 18.03 10.88 39.7 30 4.4 4.4 22.4 8.5

S. latissima 15.46 10.9 36.4 29.1 3.8 3.8 32 24

where TS = total solids, VS = volatile solids, wwt = wet weight
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Fig. 20.2 Overview of Bio-methane Potential (BMP) for different species of macroalgae [16]

values reported in literature are summarized in Fig. 20.2. In case of the seaweeds the
value of “Bio-methane Potential (BMP)” tends to be between 150 and 350 LCH4/kg
VS [16]. That value for different seaweeds types is outlined in Fig. 20.2.

In the case of Black Sea, according to the 2017 annual Report of the Romanian
Water Agency, around 14,950 tons of green alga were collected in the coastal area
(from Navodari to Vama Veche) and all of it was deposited on the local landfill
deposits in this coastal zones [17]. Staring with May till the end of August 2019,
in the Black Sea coastal area (Olimp—Vama Veche) there were 6300 t collected
and in the area Agigea—Eforie Nord 485 t; all these were stored in the Regional
Landfill Deposit [18]). The period of the algae invasion in the Black Sea coast is
during middle of June–August.

This paper is focused on the development of different bioeconomy models for
this organic feedstock. These models are developed based on the results obtained
in one microscale laboratory experiments where the main physical and chemical
characteristics of the seaweed harvested in summer were studied.

20.2 Material and Methods

The investigated macroalgae remain to the family of the green seaweeds and were
harvested in summer from the coastal area of the Black Sea, at “Golful Pescarilor”,
near the ICPE- SA Research Centre; the samples were washed with water and natu-
rally dried in well-ventilated places avoiding the direct exposure to the sun. Gener-
ally, the seaweeds contain high amounts of carbohydrates (up to 60%), medium/high
amounts of proteins (10–47%) and low amounts of lipids (1–2%) and a variable
content of mineral ash (7–38%) [18]. In the fresh harvested mass the water content
is high (70–80%).
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20.2.1 Proximate Analysis Methods

The proximate composition represents the physical properties of the feedstock, as the
moisture content, bulk density, particle size, ash content, and the volatile component
content of the seaweeds and type of the plant.

The moisture content of the samples was measured using an oven where the
samples were dried at 105 °C to constant weight. For the ash content of the seaweeds
the samples used for moisture determination were incinerated in a muffle furnace
(equipped with a ramping program) to 550 °C. The procedure was according to the
NREL/TP/510-42622/2008 protocol and to the CEN-EN 14961 Standards.

20.2.2 Ultimate Analysis and Method

The elemental composition include the data on the elemental composition of the feed-
stock. That composition is typical for each type of biomass and, based on literature
data, the marine biomass was characterized compared with the terrestrial biomass
and shows lower carbon content, higher hydrogen content, higher ash content, higher
Cl and S content. The seaweed ultimate analysis data used in biorefinery technolo-
gies was taken from literature [19]. The data for green seaweeds, that are typical in
the Black Sea region, are shown in Table 20.5.

The green seaweeds contain structural polysaccharides that after the optimal treat-
ment the can be transformed in monomeric sugars like, glucose, mannose, galactose,
rhamnouse, xylose and also uronic acids [20, 21]. The protein content in the feed-
stock was estimated by the Kjeldahl method described in the NREL/TP/510-42622
protocol, using the N × 4.78 conversion factor.

The feedstock characterization in the next phase was concentrated on the eval-
uation of the fermentable sugars content and the acid hydrolysis of the seaweeds
was investigated. For this experiment the milled macroalgae were mixed with dilute
sulfuric acid solution in a 30 mL glass micro-reactors, respecting the liquid to solid
ratio value of 12 (w/w). The hydrolysis was performed in an oil bath heated at
130 °C. Pre-established isothermal periods and sulfuric acid concentrations were
tested according to the Doehlert experimental design procedure [22], according to
the method generally used in the evaluation process of the biomass hydrolysis. The
experiments were carried out using different diluted sulphuric acid concentrations in
range of 0–4%, and the influence of the reaction time and acid concentration on the
process yield was studied. After the reaction time had elapsed, the micro-reactor was
rapidly cooled down and the hydrolysate and solid phase were recovered by filtration

Table 20.5 Typical ultimate analysis of the used algae in biorefinery technologies data

Type of the biomass/element type C H O N S Cl

Macroalgae species, Seaweed—Ulva rigida [%] 41.1 7.5 46.2 5.2 6.3 21.7
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(Whatman medium filter paper). The liquid part of samples was than filtered using
0.22 µm micro-filter prior to the HPLC analysis that was used in the evaluation
process of the sugar content [23]. The solid phase was dried in an oven at 50 °C
for 24 h. Subsequently, the recovered biomass was left for minimum 1 h at room
temperature, then the recovered mass was measured. The resulted value for the solid
part was used in evaluating the global mass balance of the hydrolysis process.

Glucose, xylose, arabinose, acetic acid, formic acid, HMF, and furfural were
established by high-performance liquid chromatography (HPLC) using one Aminex
HPX-87H (Bio-Rad, Hercules, CA) column operating at 50 °C in combination with
a cation H+ guard column (Bio-Rad). The mobile phase was 5 mM H2SO4, and the
flow rate was 0.4 mL/min.

20.2.3 Structural Analysis Methods for Seaweeds Evaluation

The structural and storage type carbohydrate was also established by the methods
presented in NREL 60957 protocol “Determination of the Total Carbohydrates in
Algal Biomass” [24]. In this case, the samples were treated with concentrate sulfuric
acid at 30 °C and the resulted mixture was transferred in glass flasks that were diluted
with water to reach the final acid concentration, 4%. The samples were treated in
autoclave at 121 °C for one hour. The hydrolyzed samples were vortexed, filtered
and in this way became ready for use in the HPLC analysis. In case of use the
columnAminexHPX-87P, before the evaluation, the sample is required to neutralize.
Previous to the analysis, the sample was filtered using a 0.22 µm filter.

20.2.4 Methods for Study of the Biogas Production Kinetics
and Digestibility of the Seaweeds

The seaweed pretreatment (autohydrolysis and dilute acid hydrolysis) were carried
out under previously [25, 26] optimized conditions using larger volume reactors, of
1000–1500mL. The resulted liquid and solid phaseswere used in anaerobic digestion
experiments to produce biogas.

Themostly used testingmethod used in the study of the biogas production kinetics
and the process dynamic is the volumetric method, the so called “fluid displacement
“that consists of two recipients where one is working as anaerobic reactor to which
it is possible to add a suitable stirrer and a thermostatic bath for keeping a stabile
temperature and another reactor containing liquid, having a siphon through which
the liquid displaced by the gas falls in a graduated cylinder. In this case the displaced
volume is equal to the volume of gas resulted in the anaerobic digestion process.
Figure 20.3 presents the laboratory system composed of 1000 mL flasks, where the
biological activity is carried out (Reactors 4), a thermostatic bath, to maintain a
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Fig. 20.3 Laboratory scale biogas production unit with volume displacement measurement system

constant temperature in the reactors (3), a syringe to remove the biogas samples and
a hydraulic system to measure the biogas production (1, 2).

The biogas metering system consists of graduated tubes connected to the top of
the biogas generating reactors, which are filled with a hypersaline aqueous solution
composed of H2O (79%), NaCl (20%) and HCl (1%), to minimize the methane
dissolution, and is colored with methyl orange. This solution is kept in a reservoir
placed and regulated at the same level of the liquid in the graduated tubes.

The biogas produced during the test inside the flasks generates a pressure that
moves the liquid inside the flask to the reservoir in an amount proportional to its
volume, and therefore it is possible to record it under hydrostatic conditions based
on the volume of the displaced liquid.

The tests were carried out in a batch mode using 2 laboratory reactors in parallel.
The reactorsweremaintained at a temperature of 35 °C (mesophilic conditions), regu-
lated by the thermostatic bath (H2O). The gas readings produced and accumulated
within the graduated collection vessels were periodically carried out, under isobaric
conditions at atmospheric pressure. The analytical determinations were performed
according to the current methods used in the LNEG laboratory, the gas composition
was measured using a portable gas analyzer, type GFM 436.
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Table 20.6 Physical properties of the grinded algae

Type of biomass Moisture content
[%]

Ash content [%] Bulk density
[g/L]

Particle average
size [mm]

Harvested algae
after naturally
dried

14.5 20.1 260.5 <4

Algae after
drying at 65 °C

9.8 20.2 260.3 <4

20.3 Results of the Seaweeds Characterization Process

20.3.1 Physical Properties of the Grinded Algae

The analysis of the physical parameters of the harvested, dried and grinded (with the
average particle size less than 4 mm) macroalgae were evaluated, and the average
values for the moisture, ash content and bulk density are presented in Table 20.6.

20.3.2 Structural Composition of the Seaweeds
and Composition of the Liquid Phase Resulted
from the Acid Hydrolysis

The hydrolysis experiment was done for lower temperature values and with different
values for the retention time (8, 60, 112 min.). The experimental design was built to
study the effect of the time and of the acid concentration at 130 °C and of the operation
temperature in the acid hydrolysis process on the composition of the resulted products
in sugars (formed from glucose, xylose and arabinose) and on the values for the
resulted inhibitors (acid acetic, HMF, and furfural). It was also established, for each
sample, the solid yield. The optimal technological parameter, the highest sugar yield
of the hydrolysis process, was observed for the sample where the reaction timewas of
60 min and the acid concentration was 4%. The structural and storage carbohydrate
type was also established using the methods presented in NREL 60957 Norms [27]
and the results and are presented in the Fig. 20.4.

The structural composition of the seaweed shows that this feedstock has an impor-
tant content of protein. Together with the resulted extractives this value reached 32%.
The glucan content is high too; one inconvenient in this case for use of the green
algae in different technological biorefinery processes is the high ash content that can
raise technological problems. In different agro-technical procedures this can be used
as fertilizer in the mixture of the composted organic wastes.
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Fig. 20.4 The structural composition of the macroalgae

20.3.3 Biogas Production in the Anaerobic Digestion Process
of the Seaweed

During the testing period, the produced biogas volume and composition was peri-
odically recorded and the results are presented in Fig. 20.5, revealing the evolution
of the biogas volume generated during the incubation period. The experiment was
ended after 30 days, as this was enough time for the resolution of a biodegradability
test. In this case, the influence of the pretreatment process onmethane generationwas
studied; in this anaerobic digestion process there were used samples with untreated
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seaweeds, treated with 3% sulfuric acid and samples resulted by hydrothermal treat-
ment of the feedstock [25, 26]. The values were compared with the data resulted in
the digestion, in the same conditions with the sample containing the inoculum.

Observing the curves, we note a first phase with a lower slope and, therefore,
a lower evolution, with a relatively low rate, corresponding to an initial phase of
bacterial growth and bacteriological adaptation to the nutrient medium.

Subsequently, the system entered the exponential growth phase when the
methanogenic bacteria had an abundant substrate, stimulating the cellular growth,
as result of a larger degradation capacity and an increase in the daily production of
biogas.

Themethane content in the biogas produced during the experiment, wasmeasured
by gas chromatography. Analyzing the methane composition, it is observed that at
the beginning this compound exists in a smaller amount than the carbon dioxide, that
is formed in the initial stages of the digestion (hydrolytic and acidogenic phases).
When the conditions for methanogenic bacteria progress, the biogas composition
evolves increasing the concentration of CH4, and decreasing that of CO2. When
the methanogenic phase predominates, the methane content increases, reaching the
normal and expected values in the biogas composition (60% CH4). In the discussed
case, it can be concluded that the development of the system took place in a normal
way for a system not equipped with inoculum. At the end of the test a decrease in
the methane concentration occurs because the substrate is less biodegradable, which
increases the consumption by cell maintenance on the synthesis and causes a slight
increase of the CO2/CH4 ratio.

20.4 Conclusions

The investigated biorefinery technologies at lab scale can be integrated in a pilot plant
model. The lab scale experiments indicate the structural composition of the seaweeds
and indicate the optimal technological parameters useful for the pre-treatments
process for obtaining the maximal sugar yield for the treatment.

• The maximum value of the total sugar concentration of the hydrolysate in the
experiment was recorded in the case of the sample where the used acid concen-
tration was 4% and the reaction time 60 min; in this case the resulted sugar
concentration was 36 g/L with the remained value of 14%.

• The macroalgae have an abundant carbohydrate content. This result indicated
that this type of plant can be an alternative to the extension of the feedstock base
for bioethanol production; based on the theoretical evaluation from one dry tone
seaweeds there can be obtained approximately 270 kg bioethanol. This value was
obtained from simple material balance data of the fermentation process.

• The experiments with this type of feedstock will be continued to analyze and find
different types of lipids and other types of polysaccharides, fibers and colloidal
compounds that can be extracted in the first treatment and after that the resulted
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organic matter can be used in the co-digestion process for producing biogas/bio-
methane [28], that resulted organic matter can be used in the presented ADmodel
as new feedstock.

• Designing a pilot scale biorefinery unit for this type of feedstock that can be
implemented in the Black Sea Coastal area, will result in the sustainable use of
the collected seaweed from this coast. Based on the literature study, the seaweed
has the potential to become a new raw material for producing different added
value products for food, pharmaceutical products and cosmetics.

• In the case of biogas production, the pre-treatment process supports the methane
production, as it can be observed in Fig. 20.6

• The best technical solution for biogas production is based on the hydrothermal
pre-treatment when the resulted methane production is more than six time higher
than in case of the AD process with untreated feedstock

• Implementing this biorefinery technologies in Black Sea coast area can reduce the
visual and environment pollution of the costal zones. Moreover from the collected
seaweeds the experimented biogas yield for green algae is 20m3 CH4/t wwt, (wwt
=wet weight) [29]. Thus, from the collected seaweeds from the coastal area there
can be produced 180,000 m3 biogas. That model can be integrated in small scale
biogas units working near fish farms and tourist units that administrate the coastal
zones.
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Chapter 21
Complex Electro-Intra-Conversions
Within Rotaxanes’ Molecular Machines

Mirela I. Iorga, Nicoleta A. Dudas, , and Mihai V. Putz

Abstract The work advances an original mechanism for the internal frontier
(Lowest Unoccupied/LU and Highest Occupied/HO) molecular orbitals (MO), i.e.,
LUMO > HOMO versus HOMO(i) > HOMO(i + 1) versus LUMO(j) < LUMO(j
+ 1), for the electronic intra-conversion within molecular machine (MM) systems,
here applied on a rotaxane with ring translational movements; the working structure
of the present MM system [2]rotaxane 1H3+ is as follows: dibenzo[24]crown-8 ether
macro-cycle, combined with the dumbbell type component containing a center of
secondary ammonium (-NH2

+-) and a 4,4′-bipyridine unit (bpy2+), while having the
functional group of anthracene at one end, and a 3,5-di-tert-butylphenyl group at the
other end, as stoppers.Accordingly, theMMsystem [2]rotaxane 1H3+ is considered to
work under shuttle movement for which the special activation parameters of the ring
shuttle processes for the basic induced process (A→B) and for the acid-induced one
(AH ← BH) are identified. As a result, the quantum-orbitalic mechanism facilitates
the Hydrogen activating gates (on/off MM) while driving the machine of the molec-
ular complex within a fundamental acid–base process, i.e., within the “Hard and Soft
Acids and Bases” (HSAB) paradigm; it leads to sustainable controlling and even-
tually to reusing and redirecting in mixed/integrated macromolecular systems the
molecular activated energies involved in the individual MM (here I-to-IV) processes.

Keywords Molecular machine · HSAB principle · HOMO–LUMO
inter-conversions
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21.1 Introduction: Molecular Machines—The New
Nanochemistry

The rapid development of many areas in nanotechnology has determined the occur-
rence of new possibilities in the design of functional materials with special optical,
photonic, electronic, electrical, thermal, mechanical, chemical, biochemical, etc.
properties [1]. Themain objective of nanoscience and nanotechnology is to find solu-
tions to the pressing problems of the new millennium, such as food, health, energy,
and the environment [2]. Currently, the trend is to reduce, as much as possible,
the size and weight of the components in the devices and machines to perform
more complicated operations with increasingly smaller parts [3]. The studies on the
possibilities of designing devices, machines, and molecular motors at nanoscale are
of great importance for both the fundamental research and the practical applica-
tions of nanoscience and nanotechnology. The “bottom-up” molecule-by-molecule
approach offers unlimited opportunities for the design and construction of nanoscale
supramolecular structures, by combining the high precision of the chemical syntheses
with the engineering ingenuity [4]. The main features of the molecular machines [5]
can be summarized as follows: type of energy input, operation monitoring, type
of component movement (rotation, translation, oscillation), the possibility to repeat
cyclic operations, the period required for a complete cycle, the function performed.
The vast majority of artificial molecular machines designed so far are based on
interconnected molecular species, such as rotaxanes, catenanes, and related species
[6].

The rotaxanes are made of a dumbbell molecule (or a thread molecule) with the
“axis” surrounded by a macrocyclic compound—the “ring”, and terminated at both
ends with bulky groups—“stoppers”, that have the role of preventing the disassembly
of the components [2, 7, 8]. The main interactions [2, 9] present for rotaxanes and
catenanes are charge transfer, hydrogen bond formation, hydrophobic-hydrophilic
character,π-π arrangement, electrostatic forces, and metal–ligand bonds. In the case
of rotaxanes, two main movements with large amplitude can be made: translation—
by moving the ring along the axis, or rotation—by moving the ring around the axis
(Fig. 21.1). Consequently, rotaxanes are suitable prototypes for the construction of
both linear and rotary molecular machines. Indeed, systems of the first type, called
molecular shuttles [3], are the most common implementation of rotaxanes in the
concept of molecular machines.

Fig. 21.1 Schematic representation of the translational (left) and rotational (right) movement of
the ring in the case of rotaxanes (adapted after [3])
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Becausemolecular devices andmachines are chemical systems, theywork through
chemical reactions, and different situations may occur: electronic and nuclear rear-
rangements, electron transfer without nuclear modifications, or nuclear displace-
ment. Also, since molecular devices and machines must operate in repetitive cycles,
an essential requirement is the reset function. Accordingly, the chemical reactions
underlying the functioning of molecular devices and machines must be reversible.
Such a condition can be fulfilled by processes involving energy transfer, electron
transfer (redox), proton transfer (acid–base), photoisomerization, and metal–ligand
coordination reactions [2, 3].

An example of chemically driven molecular machines is a rotaxane that acts as a
reversible molecular shuttle controlled by acid–base stimulation, namely [2]rotaxane
1H3+ [10]. It is formed by a dibenzo[24]crown-8 ether (DB24C8), a π-electron
donor macro-cycle, and a dumbbell type component containing a center of secondary
ammonium (-NH2

+-) and a 4,4′-bipyridine unit (bpy2+). As stoppers, there are used
a functional group of anthracene at one end, and a 3,5-di-tert-butylphenyl group at
the other end. The structure of [2]rotaxane 1H3+ and its molecular components are
shown in Fig. 21.2.

However, despite the huge chemical leap in nanosciences made by validation of
molecular machines in general and those based on rotaxanes in particular, quantum
structuralmodels for such nanochemical compounds in an inter-conversion dynamics
was not studied in terms of frontier molecular orbitals and chemical reactivity,
according to our best knowledge. Here we report, therefore, first such a quantum
structuralmodel through the results and discussion as based on fundamental chemical
hardness principles, in Sects. 21.2 and 21.3, respectively.

Fig. 21.2 The structure of [2]rotaxane 1H3+ and its molecular components, dumbbell type
component 2H3 and the ring DB24C8 (adapted from [10])
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Fig. 21.3 Schematic representation of the shuttling process of the crown ether ring during the
deprotonation and re-protonation of the ammonium center (adapted from [11])

21.2 First Quantum Results on Rotaxanes’ Molecular
Machine

21.2.1 The System

Since the interactions of charge transfer (CT) of the π-electron donor macrocycle
with the electron acceptor bpy2+ unit are much weaker than the hydrogen bond inter-
actions [N+–H···O] between the macrocycle DB24C8 and the ammonium center, the
[2]rotaxane 1H3+ will have stable co-conformation when the macrocycle surrounds
the ammonium center, as illustrated in Fig. 21.3 in the 1AH3+ structure.

21.2.2 The Phenomenological Chemistry

If a base is added, the ammonium center is converted to an amine function, and
the transient state 1A2+, which appears after the macrocycle’s movement on the
bipyridine unit, is transformed into a stable state, 1B2+. The reverse process can
occur if an acid is added and the system passes into the initial state through the
transient state 1BH3+. In the case of a deprotonated rotaxane, the charge transfer
interactions are destroyed by the mono-electronic reduction of the bipyridine unit,
and the macrocyclic ring can be displaced from the bipyridine station. The schematic
representation of the switching process is shown in Fig. 21.4.

The complete chemical reversibility of the acid–base reactions providing energy
guarantees the reversibility of the mechanical movement. It should be added that,
in the case of a deprotonated rotaxane, it is possible to dislocate the ring from the
bipyridine station by destroying the charge transfer interactions by reducing this
station. In conclusion, mechanical movements can be induced in the system by two
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Fig. 21.4 Schematic
representation of an
acid–base controllable
molecular shuttle (adapted
from [11])

different types of stimuli, namely acid–base and reduction–oxidation. Besides, this
rotaxane may be useful for processing information, as long as it is a bistable system
and may exhibit binary logical behavior.

21.2.3 The Quantum Chemistry Results

To the best of our knowledge the Molecular Machines systems were not studied
so far considering the in-depth quantum structural view or their overall mecha-
nism. Accordingly, this work reports for the first time such an analysis until the 6th
degree (!) of spectra of all compounds involved in the machine process of Fig. 21.3,
through the results reported on Table 21.1 for the Highest occupied and Lowest
unoccupied molecular orbitals, HOMO (1)—HOMO (6) and LUMO (1)—LUMO
(6), respectively.

Most interestingly, although not straight, and not at the first side, the searched
quantum structural cycle of HOMOs/LUMOs inner (in depth) to trans (in higher
virtual) electronic transition successfully find the “closed circle” of linked orbitals
covering and explaining therefore the Molecular machine under study, as outlined
in Table 21.1 and represented in Fig. 21.5 (spectra and 3D involved HOMO/LUMO
orbitals). Moreover, the “closed circle of orbitals” closely follow the experimentally
observed freeGibbs energies, also reported in Fig. 21.5, cross-checking the reliability
in respect of quantum observable events (compounds spectra).
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Table 21.1 The HOMO/LUMO Spectra for the Compounds I–IV of the molecular machine cycle
of Fig. 21.3

Spectra: HOMO/LUMO (eV) Compound I Compound II Compound III Compound IV

LUMO 8 4.990864 7.986239 8.151045 5.505497

LUMO 7 4.837902 7.964234 8.017833 5.225175

LUMO 6 4.664826 7.867704 7.46166 4.948896

LUMO 5 4.454133 7.343532 7.219172 4.698437

LUMO 4 3.899544 7.032508 7.115769 4.368488

LUMO 3 3.890334 6.864866 6.571156 4.248714

LUMO 2 3.251346 6.736673 6.177625 3.645858

LUMO 1 2.095507 5.88205 5.265115 2.505458

LUMO 0 1.232262 4.83425 4.754953 1.730285

HOMO 0 −2.283457 −0.533813 0.5343327 −1.669896

HOMO 1 −3.411135 −1.423227 −.352209 −3.035007

HOMO 2 -3.892067 −1.885268 −2.866274 −3.773967

HOMO 3 −4.359834 −2.315995 −4.049128 −4.544211

HOMO 4 −5.518934 −3.417814 −4.278116 −6.35188

HOMO 5 −6.112431 −4.103288 −4.871039 −6.414983

HOMO 6 −6.796926 −4.802192 −5.02403 −7.947465

HOMO 7 −7.026674 −5.036039 −5.815712 −8.257248

HOMO 8 −8.427703 −5.174859 −5.906811 −8.394039

21.3 Quantum Chemical Reactivity Discussion
on Rotaxanes’ Molecular Machine

21.3.1 HSAB (Hard and Soft Acids and Base) Principle

The HSAB concept was introduced by Pearson [12–14] in the early 1960s in an
attempt to unify the chemistry of inorganic and organic reactions [15]. It is widely
used in chemistry to explain the stability of compounds and the reactionmechanisms.
The theory is used in the context where a qualitative description rather than a quanti-
tative one is required to understand the main factors that govern chemical properties
and reactions. To demonstrate this theory, Pearson [15, 16] had been started from the
general equation given by Lewis, which has broad applicability in chemistry:

A+ : B ⇔ A : B (21.1)

while being susceptible to the more detailed chemical exchange such as:

A : B ′ + A′ : B ⇔ A′ : B ′ + A : B (21.2)
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Based on these considerations Pearson [16] classifies Lewis acids as belonging
to class (a) or (b), namely the acids of class (a) form more stable complexes with the
right donor atoms, and the acids of class (b) prefer the donor atoms on the left side
of the electronegativity scale:

As < P < Se < S ∼= I ∼= C < Br < Cl < N < O < F (21.3)

and named it: class (a)—hard Lewis acids, and class (b)—soft Lewis acids.
The acceptor atoms in class (a) usually have a high positive charge, are small

in size and have no unshared electrons in the valence shell. Acids in class (b) have
acceptors with a low positive charge, are large, and usually have unshared electron
pairs in the valence shell. All these facts cause the acceptor atoms in class (a) to be
not highly polarizable, while the acceptor atoms in class (b) are highly polarizable.
Because polarizability means the deformation of the electronic cloud in an electric
field, and if they are easy to deform, it means they are soft; this led to the name of the
two classes of acids, soft and respectively hard. Looking at the list of donor atoms
above presented, it is evident that the polarizability is higher on the left and decreases
to the right.

With this terminology, a general statement can be formulated, namely: “hard acids
prefer to coordinate hard bases, and soft acids prefer to coordinate soft bases”—this
represents the Principle of Hard and Soft Acids and Bases or the HSAB Principle.

The reaction (21.4) can illustrate the HSAB principle in the following sense:

hs + sh = hh + ss 0 > �H (21.4)

The most important feature is that the hard-hard combinations are held together
primarily by ionic bonds, and the soft–soft combinations use the covalent bond.

The problem of expressing chemical hardness was solved by Pearson and Parr
since 1983 [17]. They extended the qualitative theory of HSAB with the quantitative
definition of chemical hardness (η) as being proportional to the second-order deriva-
tive of the chemical system’s total energy; they start from the theory of functional
density to determine the importance of the electronic chemical potential, μ.

μ =
(

∂E

∂N

)
ν

∼= (I + A)

2
= −χ (21.5)

η = 1

2

(
∂μ

∂N

)
ν

= 1

2

(
∂2E

∂N 2

)
∼= (I − A)

2
(21.6)

Pearson believes that Eq. (21.6) gives the perfect definition of chemical hardness,
but also the operational definition that was firmly grounded in the density functional
theory.

According to the molecular orbital theory and Koopmans’ theorem, the term
(I − A) represents the energy gap between HOMO and LUMO [18].
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Two major principles have been associated with chemical hardness, namely the
principle of maximum hardness (PMH) [19] and the principle of HSAB, Eqs. (21.1–
21.3), both of which are of utmost importance for understanding the molecular
electronic structure and acid–base reactions in general.

From the many circumstantial pieces of evidence since 1987, Pearson [19]
concluded that “there seems to be a rule of nature that molecules arrange so as
to be as hard as possible”. Subsequent studies have supported this principle, which
implies the necessary conditions of temperature and constant chemical potential.
This fact has been proved by Parr and Chattaraj [20] by a combination of statistical
mechanics and the dissipation-fluctuation theorem. Considering the general case:

A + B → AB (21.7)

where A, an atom or a molecule, interacts with B to give a third specie, AB, the
interaction energy is given by:

�Eint = E[ρAB] − E
[
ρ0
A

] − E
[
ρ0
B

]
(21.8)

Considering that the interaction can be divided into two stages, in the first stage
when A and B are placed apart, their chemical potentials are modified to reach a
common value [21]. This stage takes place by charge transfer to a constant external
potential, and it is assumed that μAB is equal to the chemical potential of the AB
system at equilibrium. The energy exchanged can be written, through modifications
of the external potential vAB(r) as:

�Eν = �E A
ν + �EB

ν (21.9)

and ultimately in terms of global hardness:

�Eμ = −1

2
N 2

AB

(
ηAB − η∗

AB

)
(21.10)

This equation leads to the principle of maximum hardness, because it is assumed
that the interaction between A and B leads to a state of equilibrium of lower energy
than the total energy of A and B, when they are at a distance from each other. From
Eq. (21.10), it is established that under conditions of constant chemical potential,
the AB system evolves to a state of maximum hardness. Moreover, it appears that
the exchanged energy in chemical reactivity has a parabolic trend in chemical hard-
ness parameter—just as the free Gibbs energy showcases the parabolic evolution of
the internal energy respecting the entropy. From this, another outstanding value of
chemical hardness follows, as the ordering parameter of the change transfer among
interacting compounds (electronic “open/opening” systems) [22].

These principles can be used in the context of wave function theory. In this case,
the global hardness can be approximated, according to Eq. (21.6):
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η ≈ εLUMO − εHOMO

2
(21.11)

and thus, the interaction mechanism can be analyzed in terms of the principle of
maximum hardness, instead of the principle of minimum energy. This procedure is
recommended in the case of semi-empirical methods, where the calculation of the
energy of the frontier orbitals is preferred rather than the total energy calculation.
Following these results, it was found that the principle of maximum hardness has
become a beneficial concept in chemistry, as it will be used in the case of the rotaxane
based molecular machine quantum chemical reactivity description.

21.3.2 Applied HSAB Principle on Rotaxane Molecular
Machine

These general chemical hardness considerations can prove useful for analyzing reac-
tion mechanisms and for understanding the general behavior of a given molecule
when it interacts with different chemical species. However, when it is about the inner-
trans electronic transition that is involving higher degrees ofHOMOandLUMO, and
among connected molecular compounds in a chain reactivity, the chemical hardness
basic formulation (21.11) may be amended as follows:

η# ≈ εMolecule−A
LUMO(i) − εMolecule−B

HOMO( j)

2 + √
i × j

(21.12)

Onenotes that the involved “inner/trans” orbital degrees “i& j” indices specifically
show that: (1) they appear in the denominator, so that at any non-null contribution
decrease the overall chemical hardness,—so sustaining the chemical reactivitywithin
the inner-trans cycle under study (work); (2) they appear under the geometrical
contribution being specific to the chemical interaction. Note that the “i & j” indices
are orbital indices so behaving likewise the associated wave-functions, from where
their multiplication while interacting; moreover, the newly factor

√
i × j accounts

of the quantum wave modification on the exchanged pair charge “2” among the
frontier molecular orbitals involved. This means that the quantum approach of the
molecular machines through quantum structural HOMO/LUMO inner-trans spectra
method involves the quantum creation/circulation/recirculation of fractional charges
along the inner cycle.

Accordingly Tables 21.2 and 21.3 display the chemical hardness results when
ordinary HOMO (0)—LUMO (0) versus complex inner-trans chemical HOMO (i)-
LUMO (j) hardness analysis is performed for the molecules at stake in Figs. 21.3
and 21.5. The results are again spectacular: while with ordinary analysis the machine
would be stopped at the conversion into the second compound (II), according to the
maximumhardness principle, the complex inner-trans analysis in Table 21.3 suggests
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Table 21.2 “Ordinary” chemical hardness results based on Eq. (21.11) and the data in Table 21.1
for the molecular cycle of rotaxanes in Fig. 21.5

Compound HOMO (0) (eV) LUMO (0) (eV) η0 (eV)

I −2.283457 1.232262 1.7578595

II −0.533813 4.83425 2.6840315

III 0.5343327 4.754953 2.11031015

IV −1.669896 1.730285 1.7001175

Table 21.3 “Complex” chemical hardness results based on modification of Eq. (21.11) allowing
inter-molecular-charge transfer as of Eq. (21.12), and the respective the data in Table 21.1 for the
molecular cycle of rotaxanes in Fig. 21.5

Charge
transfer

Initial MO (eV) Final MO (eV) η# (eV)

I → II HOMO (2) = −3.892067 LUMO (2) = 6.736673 (→) 2.65719

II → III LUMO (2) = 6.736673 LUMO (6) = 7.46166 Intra-LUMO-growing (↑)
III → IV LUMO (6) = 7.46166 HOMO (3) = −4.544211 (←) 1.9232

IV → I HOMO (3) = −4.544211 HOMO (2) = −3.892067 Intra-HOMO-growing (↑)

different quantum mechanism: the I → II conversion produces a lower chemical
hardness, so the extra-reactivity energy is consumed for activating the trans LUMO
(6) virtual orbital in compound (III), from where the inner HOMO (3) level of the
compound (IV) is reached, thus driving into even more stable state the molecular
machine cycle,while, again the released energy is eventually internally re-used for re-
gaining the state HOMO (3) of compound-I, the actually retrieved state as triggering
state in compound-I for the entire molecular machine cycle.

21.4 Conclusions and Perspectives

The molecular machine quantum analysis revealed that the HSAB fashioned
approach involving frontier (0th levels as of)HOMOandLUMOmaybe, and perhaps
it should be extended to the so called inner-trans HOMO/LUMO (lower HOMO
and higher LUMO frontier orbitals) to explain, at the quantum structural level, the
complex mechanism of macro cycle inter- and intra-conversion within the molecular
machine cycle. The working example is sustained by the experimental observation of
the free Gibbs energy slightly gain, Eq. (21.13), across the molecular machine cycle
(Figs. 21.3 and 21.5), indeed indicating an non-equilibrium evolution, as it is when
“additional charge is rolled” within the intra- and inner- compound conversion.

�G(I − I I − I I I − I V − I ) ≈ 0.100996 [eV] (21.13)
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It is quantum chemically explained by the additional inner-trans orbital interac-
tion factor, here measured by the geometry of involved orbitals’ interaction degree√
i × j , thus providing a newly chemical hardness based HSAB mechanism. On

the other side, the current quantum chemical model is able to identify the correct
theoretical-structural complex mechanism at the inter-molecular level assuring the
exact zero energy exchanging (losing or gaining) across a machine cycle [23], as
one can immediately check with the date in Table 21.3 plugged into chemical inter-
rotaxanes selected frontier molecular orbitals involved in the working molecular
machine, i.e.:

�ε

{ [
ε I I
LUMO(2) − ε I

HOMO(2)

] + [
ε I I I
LUMO(6) − ε I I

LUMO(2)

]
+[

ε I V
HOMO(3) − ε I I I

LUMO(6)

] + [
ε I
HOMO(2) − ε I V

HOMO(3)

]
}

= 0(!!!) [eV ]
(21.14)

Therefore, these remarkable results assure two-folds the present endeavor: (a) The
selected frontier molecular orbitals of Fig. 21.5 for the phenomenological rotaxane
machine in Fig. 21.3 were correct; (b) The quantum chemical reactivity model in
terms of HOMO–LUMO inter-molecular conversion is a viable one, able to sustain
the inner equilibrium of the hard and soft acids and bases configuration of the
rotaxanes in the given molecular machine/cycle.

Overall, this result is a true confirmation of the quantum model viability. This
premiere should be further investigated on a variety of molecular machines [24]
to become a recognized quantum chemical structural explanation of the molecular
machine phenomenon in itself, eventually leading further synthesis, control, and
self-sustained devices (activated by light or by heat).
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Chapter 22
Quantum Metrological Matrices
for Sustainable Graphentronics

Doru L. Buzatu, Paula Ianasi, and Mihai V. Putz

Abstract In this work ZnO/GO (Graphene Oxide) deposited materials in 3Qubit
configurations with the arrangement of matrix-junctions are discussed, aiming to
establish quantum transistor configurations for the quantum renewable energy mixes
applications. The graphentronic integrated circuits are developed under applied
voltage on the AND, OR, XOR input logical signals of the metal-oxide deposi-
tions, resulting in quantum transistors with 3-qubit outputs. Firs results of the output
for the logical gates is performed; they can be further processed by using laws of
Boolean Algebra and Virial theorem, following the electronic and also quantum
tunneling activation resulted data of ZnO/GO depositions influenced by the diver-
sity of metal oxide-graphene oxide placements. By activating quantum Hamiltonian
gates it is possible to deliberate the quantum level repulsion effect taking place when
valence-conduction graphenic band gap is stretched, including the synergic tunneling
transport as a consequence of quantum interferences, resulting in increasing energy
over earlier staking heterojunctions.

Keywords Graphene oxide · ZnO · 3-qbits · 8-dimensional matrix

22.1 Introduction

The semiconductors industry, since its appearancewith the discovery of the transistor
in 1947, revolutionized electronics, mainly through the six decades of contin-
uous miniaturization of devices based on complementary metal-oxide semicon-
ductors (CMOS: complementary metal-oxide semiconductor) [1]; thus, according
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to the International Technology Roadmap for Semiconductors (ITRS) [2], the sub-
10 nm (deca-nano) generation of metal–oxide–semiconductor field-effect transistors
(MOSFET ) is expected to enter mass production immediately after 2020, according
to the prediction of doubling the component units in an electronic chip every
12–24 months, from Moore’s famous law; particularly are the following:

• Quantum Non-Destructive Information (QND) experiments that have been
proposed for the electronic spin by SWAP operations (coherent transfer of elec-
tronic state from electron to the nucleus) for Si:P systems; these allow the
measurement of the electronic spin related to the donor [3, 4];

• Projective experiments such as Josephson junction,which allows themeasurement
of Qubit information [5–7];

• Connections between quantum information activation times in donors, coherence
times in Qubits transport, as well as the quantum figure of merit for Silicon
operating systems [7, 8];

• Quantum information processed by deca-nano-devices via electronic spin [9], and
through a junction with extra capture, respectively [10, 11];

• The coherent transfer through the adiabatic passage which was studied for the
odd case with three donors A-J-A “Kane” type [12, 13].

It should be noted that the approach of spin information of electrons and donor
ions nuclei in nano-electronics with single-atom in Silicon matrix has certain
advantages—such as [12, 14]:

• The nuclear spin at low-temperature stores the information up to a few seconds;
• The same property is also found in spin systems with electrons in silicon-based

semiconductors, due to the 28Si isotope purification;
• Spin systems are relatively stable in the environment (especial at ambient temper-

ature), so they are promising (in principle) for room temperature operations;
• There is a substantial separation of the spin-orbital valley which separates very

well the associated Hilbert space from the other system’s freedom degrees.

However, the context of electronic and nuclear spin in quantum transport also
has essential disadvantages precisely in the area where deca-nano-systems should
overcome the barrier of Moore’s law and current CMOS technology, namely due to
[9, 15]:

• A substantial confinement (restriction) of the donors potential, which limits the
conduction activation effect and the information quantum transport;

• A large effective mass of Silicon, with the same quantum restrict impact as
mentioned above;

• A cumbersome nanofabrication technology (e.g., by single-ion implantation or
by bottom-up doping models through scanning tunneling microscopy, STM) to
obtain Qubits coupling.

In this context, the present endeavor aims at aggregating the matrix-junction
3oxides-4atoms—graphentronics (Graphene-oxide GO ∩ ZnO ∩ TiO2) by smart
combinations with quantum effects on enhancing the quantum information transport
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through the obtained graphenic gate transistors (GGT). It will eventually replace the
current Silicon based technology of SGT (Silicon Gate Transistors) and the allied
quantum effects of MOSFET (metal–oxide–semiconductor field-effect transistors)
by the present version of GFET (graphene-based field effect transistor).

22.2 The Method

22.2.1 The Design Principle of the Matrix Quantum-Bits
Electronic Circuits

Figure 22.1 illustrates the validation of the 3QubitGate concept as based on 4-Atoms
(C, Zn, Ti, O) graphentronics. Under applied voltage (VDD) as input of logical signals
(here OR, XOR, AND); the structural physical–chemical 4-atoms oxides combina-
tions (by chemical attack, implant, deposition) act as the quantum gate-source-drain
connections, so that the obtained quantum transistors (with certain separation such as
the quantum tunneling effects being activated, for avoiding the earlier metal contacts

Fig. 22.1 The conceptual design of a 3Qubit4Atoms Transistor: it behaves like the 3Qubit Gate
realized by 3oxides (4 atoms) oxides in a graphenic based matrix-junction; this way, either the
earlier Silicon based electronics as well as the heterojunctions with their interfaces energy loss by
current dissipation (via electronic dispersion)—are to be replaced
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which usually slow down the conduction) produce the 3-qubit outputs. They open
further quantumcomputing framework anddevelopgraphentronic integrated circuits.

The experimental validationwill bemade in two steps: the benchmarking stepwith
single-logical gate through various oxide depositions and 3-quantum gate transistors
output; by considering the constructive interference of 3 hetero logical signals as input
(Fig. 22.1) in designing the basic (here: the bootstrap charge circuit) to complex inte-
grated circuits (here: pass-transistor and push–pull circuits), observing the positive
enhanced difference in recoded 3 quantum gate outputs is accordingly aimed; certain
computation rules will emerge for patterning further integrated circuits in quantum
graphentronics technology.

22.2.2 The Basic Qubit Electronic Circuits

According to the Horizon 2020 and future Europe 2030 statements, the presented
approach unfolds as following:

The basic principles are observed, while practical application are invented and
R&D started; the realization of quantum 3oxides-4atoms (Graphene-oxide ∩ ZnO ∩
TiO2) matrix-junctions is at this stage speculative, Fig. 22.1; It should continue with
the effective research and development including analytical and laboratory studies
in order to separately validate the bootstrap charge yield of the 3oxides-4atoms
(Graphene-oxide ∩ ZnO ∩ TiO2) matrix-junction deposition and buried depletion
load contacts within the newly designed graphene gate transistor (GGT) by various
techniques (i.e. deposition layers, by laser ablation or by spin coating), Fig. 22.2.
The basic technological components of the bootstrap charge circuit are integrated
to establish that the pass graphenic gate transistor logic (Fig. 22.3) and the push–
pull circuit (Fig. 22.4) types works autonomously. This includes the integration of
the components as the hetero-matrix-junctions of 3oxides-4atoms-graphentronics
(Fig. 22.1)—in order to test the “low fidelity” of the three-qubits gate response
(e.g. the Toffoli Gate, Table 22.1) of such integrated systems at small scale in lab

Fig. 22.2 The conceptual
design of the bootstrap
charge pump circuit using
the transistors T1-T3 that can
be presently considered via
3oxides-4toms
(Graphene-oxide ∩ ZnO ∩
TiO2) matrix-junctions of
Fig. 22.1
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Fig. 22.3 The
pass-transistor design, while
using the bootstrap charge
circuit (BCC) as its working
gate (A zone); it may be
completed with source (zone
B) and drain (zone C) as
graphene-based field effect
transistors with the currently
proposed matrix-junctions
technique of deposing
3Qubit-4Atoms
graphenic-metallic oxides
(Graphene-oxide ∩ ZnO ∩
TiO2)

Fig. 22.4 The push–pull
circuit also based on
bootstrap charge circuit
(BCC) of Fig. 22.2; it
logically commutes the “0”
to “1” charge on BCC node
connection complementarily
in between (T1 & T2) versus
T3 graphenic-based gates

Table 22.1 Toffoli (CCNOT, or Deutsch-π/2) Gate enhancing on 3Qubit gate (its truth table—left
and its reversed evolutionary matrix—right); it works as a control flip-gate, which, operating on a
basis state |m, n, l〉 it flips the third bit only if the first two qubits are in the state |1, 1〉, i.e. it has
the operating rule Û |m, n, l〉 = |m, n, l ⊕ nm〉 [16]
Input-1 Input-2 Input-3 Output-1 Output-2 Output-3

0 0 0 0 0 0

ÛCC N OT =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 1

0 0 0 0 0 0 1 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

0 0 1 0 0 1

0 1 0 0 1 0

0 1 1 0 1 1

1 0 0 1 0 0

1 0 1 1 0 1

1 1 0 1 1 1

1 1 1 1 1 0
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Fig. 22.5 The plates configuration for the 4 atoms oxides depositions (Graphene-oxide ∩ ZnO ∩
TiO2), GO-always as filled circles, in 3Qubit configuration, i.e. 8 × 8 matrix-junction; the empty
circles may be either ZnO or TiO2, in various local metal-oxide quantum transistor configurations;
various types of signals are marked by specific directions of tunneling matrix-junctions

environment.
Worth noting that the Toffoli gate maps the state |m, n, l〉 into

|m, n, l X O R (m AN D n)〉, Fig. 22.1, meaning that one can use Toffoli gates
to build systems that will perform any desired Boolean function computation in
a reversible manner. This way, there clearly appears that the 3Qubit (with 8 ×
8) quantum evolutionary matrices may be built from OR, XOR and AND logical
gates (anticipated in Fig. 22.1, also in Fig. 22.5 in the forthcoming section); they
constitute the key of universal cellular automata and reversible quantum computing.

22.3 Preliminary Results

Deposition of GO and ZnO was carried out by drop casting on glass and ITO glass
substrate, following a determined matrix pattern as showed in Fig. 22.5. Preparation
of the ZnO paste: 0.4 g of ZnO (purchased from Sigma-Aldrich) was weighted and
milled, followed by an addition of 12 drops of water. After mixing ZnO and water,
0.08 mL of glacial acetic acid was added. For the following depositions, one type of
ZnO paste and a variation of GO were obtained, following two sources of graphene
oxide in water dispersion, further reduced as indicated in samples (S1) preparation.

After mixing the compounds, 8 drops of Triton X45 were added. For the prepa-
ration of rGO (S1), GO (graphene oxide in water dispersion previously obtained by
Cataldo, Putz et al. (2016), [17], was mixed with 1 mL of 1-ascorbic acid (1 M) and
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Fig. 22.6 TheAFM3D image and the roughnessmeasurements for theGO-TiO2 plates’ deposition,
subject to tunelling conduction under the external applied potential signals

left for one hour in the ultrasonic bath at 60 °C. The mixture was then exposed to
a temperature of 90 °C. Then, 0.45 mL of hydrogen peroxide was added and the
mixture was left for 30 min at 60 °C in the ultrasonic bath.

The preliminary test employed the imagistic of the graphenic-metallic oxides
followed by the first results on the applied signal on the plates of Fig. 22.5, sepa-
rately for ZnO and TiO2 depositions. This way, using AFM the close-matrix-junction
deposition was checked for the GO/TiO2 plates (Fig. 22.6) validating the deposition
technique at atomic level; on the other side, the ohmic resistance and current intensity
metrology was initiated on the GO/ZnO paste.

22.4 Discussions

The first electrical resistance measurement was done on the ITO plate. It has been
observed thatmeasurements at different distances result in different resistance values.
Thereby, measurements were performed at the same distance for all the deposited
plates, while indicating 20 � for the un-deposited ITO plate. Before the electric
measurements of the sample, the resistance of each deposition line was checked,
measuring quite high variations in the case of S1 up to 1770 �; this validates the
quantum tunneling effects therefore. Electric measurements were performed with the
aid of a multimeter that was connected to a resistance and a battery (Fig. 22.6). In
the first place, U, I and R values were recorded in the absence of the deposited plate.
With the deposited sample in circuit, no differences in R and U were observed. The
applied effects (temperature, reducing the graphene oxide, magnetic field, different
ZnO and graphene position depositions) were observed by measuring the I, U and
R variations within the samples (Fig. 22.7); this validates the true output (low resis-
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Fig. 22.8 The I-V characteristic of the normal versus depletion load for a transistor configuration;
the depletion effect of increasing intensity appears due to the extra free electrons appeared due to
the tunneling effects, at triggered by the reduced (electrons’ gaining)-graphene-oxide (rGO) used
in deposition, as displaying n-type structural defects (Fig. 22.9)

tance—high intensity on selected plates-based quantum transistors) of the matrix-
junctions with GO/ZnO deposition. Actually, one can create new working gates even
by further staking the plates on the columns of the evolutionary matrices of Fig. 22.7.
FurtherGO/ZnO/TiO2 combinations are envisaged as deposition on single plates then
combined, targeting the bootstrap circuits pump and its further integration within the
pass-transistor and push–pull integrated circuits, respectively.

Even more remarkable also at the first results level one may observe the “memory
effects” on the sample metrology of Fig. 22.7: the initial idea for using graphene
logical gates started from the fact that the atoms-in-oxides have the ability to act as
memory unit if the load depletion conditions are ensured (Fig. 22.8). Starting from the
idea that a many-electronic state can be transformed from its stable state A to the less
stable state B under the influence of external factors (for example an applied potential
or by a photon), it may be considered as corresponding to one Bit storage; from its
state B, the many-electronic system may return more or less quickly (viz. quantum
tunneling activation) to the initial situation A, or may remain as it is, so behaving like
the molecular machines, [18]. The first case (fast quantum tunneling) corresponds
to an unstable memory (written information that is erased over time), while the
second case (low tunneling probability) corresponds to a permanent memory. From
here follows another variation of the process, which involves the return from state
B to A under the influence of another external stimulus, resulting in the deletion
(cancellation) of the previously written information. Accordingly, starting from a
simple example of a logic operation, which consists of a lamp, a battery and two
switches placed in series, AND, OR and XOR logic can be explained, Fig. 22.6. In
a first case, AND logic implies that the lamp (which is part of the logic operation)
will light up only if both switches are closed. If the switches are placed in parallel
(i.e. as another type of signal applied on GO/Zn/TiO2 plates), one of the switches
(OR logic) must be switched off to turn on the light. Other logical examples may be
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more complicated, so involving quantum interference and all three involved logical
operations, as illustrated in the master Fig. 22.1.

In this context, one concludes that the quantum tunneling activated on the
(GO/ZnO/TiO2) depositions follows the lawsofBoolean algebra,which is a favorable
approach for measuring the logical outcome of the gates. This opens the challenge
to employ the Boolean quantum Hamiltonian computing (QHC) gate working prin-
ciple, since based on the quantum level repulsion effect (see the effect of HOMO
→ LUMO transition in stretching the graphenic valence-conduction band gap in
Fig. 22.9) together with the control of constructive and destructive quantum interfer-
ences, having as result the synergic (collective coherence) tunneling transport, [19].
In the forthcoming studies we attain to obtain higher tunneling current intensities
(larger than few nano-amperes), Fig. 22.9, where more complex QHC logic gates
should be accomplished and the graphentronic circuits and quantum computing may
enter in a new technological integrative, smart and sustainable stream.

Fig. 22.9 Graphene structuralmodifications and the representation of its oxides forms in deposition
inducing the band gapmodification under the external factors, e.g. applied potential, and/or photonic
action
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22.5 Conclusions

Thefirst integrated3Qubit gate of graphene-metal oxides (4Atoms:C,Zn,Ti,O) tran-
sistors are designed by the matrix-hetero-junction techniques, with the perspective
of enabling the quantum graphenic field technology without the fashioned metallic
or ionic or polycrystalline—silicon buried contacts in controlling multi-currents in
quantum gate transistors. There are naturally two main objectives, namely:

• Testing and calibrating the I-V responses of the 3oxides-4atoms-graphentronics
(Graphene-oxide ∩ ZnO ∩ TiO2) embedded layers and buried contacts within
the newly designed graphene gate transistor (GGT) as the quantum dot matrix-
junctions in bootstrap charge pump circuit;

• Assembling and testing the graphene gate transistor (GGT) quantum 3oxides-
4atoms-graphentronics (Graphene-oxide ∩ ZnO ∩ TiO2) matrix-junctions for the
pass transistor and push–pull circuit types.

Themilestoneswould bemarked by establishing the quantum graphenic bootstrap
charge pump circuit, followed by its integration in the pass-transistor and push–pull
logical circuits, through newly identified quantum evolution operators/gates through
the metrological (R-I-V) measurements.

The actual experimental/3qubit circuits’ design is supported by the hot prelimi-
nary results confirming graphene-oxide GO/TiO2 atomic deposition as well as by the
first measurements of GO/ZnO ohmic resistance versus current intensity output on
systematic graphenic based matrix-hetero-junctions. The enhancing current relays
on the induced quantum tunneling effect as coming from the GO-to-Reduced GO
substrate assuring the depletion load increasing of the registered current due to
electronic gain in graphenic deposition.

The success of the experimental design and the so called 3-qubit-4-atoms-
Graphenic-based electronics will also indirectly prove the existence of the delocal-
ization quantum particle Bondots [20] responsible for the van der Waals delocalized
(tunneling) interaction between layered graphene embedded in matrix-junction—
eventually responsible for amplification of the depletion load effect (smart energy
production), only incremental otherwise. This way, this work specifically responds to
the European Union societal challenge of green energy supply by excellent science,
so inscribing in the first instance under two of the three pillars of Horizon 2020
vision nowadays extended to Europe 2030. Nevertheless, upon implementation, the
acquired know-how will trigger further emerging technology steep in enabling and
industrial technologies (EIT), in an inclusive approach of all pillars of economy of
knowledge in the European Union during 2021–2027.

Acknowledgements This work was supported within the Nucleus Programme under the project
PN-19-22-01-02 by the Romanian National Authority for Scientific Research and Innovation
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Chapter 23
Influence of the Cd2+ Ions on the Crystal
Violet Dye Adsorption from Aqueous
Solutions by Activated Charcoal
Obtained from Pine Cones

Nicoleta Popa, Maria Visa, and Silvia Patachia

Abstract Aiming to obtain low-cost adsorbents for dyes and metallic ions from
wastewaters, this study proposed cheap techniques such as carbonization of pine
cones, coming from Romanian forests, using low temperature (500 °C) in an auto-
generated atmosphere and then, activation by using three types of chemicals: NaOH,
KOH and H3PO4, respectively and low temperature for thermal treatment (700 °C).
The resulted adsorbents were characterized (by AFM, SEM, EDX, XRD, BET
specific surface, porosity, FTIR and surface charge) and tested for removal of crystal
violet dye (CV) and cadmium ions (Cd2+) from synthetic mono- or di-solute aqueous
solutions. The effects of independent variables such as contact time, adsorbent dosage
(0.1–0.2 g/L), initial dye concentration (2.5–20.0mg/L) on the adsorption capacity of
the proposed adsorbents were investigated and discussed correlated with the surface
properties. The highest adsorption capacity was evidenced by the sorbent activated
with NaOH (71.94 mg . g−1 CV adsorbed from single solute solution). In solutions
with (Cd2+: CV)w ratio = 1:1, the presence of Cd2+ ions strongly diminished the
CV adsorption with aprox. 28%. Cd2+ seems to be a redoubtable competitor for CV
in the adsorption process. In case of adsorption from di-solute systems with (Cd2+:
CV)w ratio = 540:5, the qmax for CV was 24.8 mg . g−1, while for Cd2+ cations,
was 370.37 mg . g−1, for the same adsorbent, activated with NaOH. The adsorption
processes follow the Langmuirmodel for all the tested species and the process kinetic
is well described by the pseudo-second-order reaction model. Considerations on the
sorption mechanism were made based on the experimental data.
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23.1 Introduction

The wastewaters are loaded with pollutants such as, dyes, heavy metals, surfactants,
and contain a variety of harmful organic compounds which also have carcinogenic
properties. On the other hand, it was also estimated that about 10,000 of various
synthetic dyes and pigments in quantities of over 7 × 105 tons/year are produced
worldwide [1]. Their complete biodegradation is slow or even impossible, because
all the synthetic dyes and pigments have complex chemical structures contained
one, two or more aromatic rings (structure with delocalized of π electrons [2], chro-
mophore groups: antrachinone, azo (–N=N–), thiaxine– [3, 4] and/or heavy metals:
Cd, Pb, Cu, Co, Cr (metal-complex dyes) [5]. Moreover, after dying process, approx-
imately 20% of these lost dyes spill into the industrial wastewater [5]. The treatment
of the industrial wastewater before its discharge is compulsory, due to exceeding
values of the quality indicators (COD, BOD, TOC, turbidity, TDS, color, etc.) in
the accepted standards. Crystal violet (CV) is a cationic dye that has been used for
various purposes, such as, for biological staining, dermatological agent, veterinary
medicine, additive to poultry feed to inhibit propagation ofmoled, intestinal parasites
and fungi, but it is also a mitotic poison and can induce genetic mutations [6].

The presence of the heavy metal ions in wastewater is undesirable. They are
soluble in water and thus they can be absorbed by living organisms entering in the
food chain and starting to accumulate in the human body, causing serious health
disorders. Thus, Cadmium is a common environmental pollutant coming from food,
especially from cereals, vegetables, root crops, from sea-food and meat offal that
lead to lower intelligence and altered human behavior [7].

Many processes have been applied to remove heavy metals and dyes, including
adsorption [6, 8–10], biosorption [11, 12], electrochemical coagulation [13],
membrane filtration [6], photodegradation [14], electroflocculation and ozonation
[15], photo-Fenton [16], and simultaneous methods (e.g. adsorption and photo-
catalysis) [17]. The adsorption method is intensely used for removing soluble and
insoluble pollutants without the generation of hazardous by-products [18] being
inexpensive, while the equipment is simple, easy to operate and highly effective.

Various alternative adsorbents produced by forest, agricultural byproducts have
been used such as: rice husk [19], orange peel [20], wheat straw [21, 22], pine tree and
coconut shell [23], pine cone powder [24], corncob [25], waste tea [26], sugarecane
bagasse [27, 28], ginger waste [29], pine biomass [30], bio-cryogels [8], etc.

Adsorbents prepared from forest and agricultural waste have certain advantages:
renewable organic resources are abundant, having low cost, and being characterized
by a high selective adsorption. Forest wastes, biomass, such as: small branches, pine
cones and leaves are valuable materials for obtaining charcoal or activated carbon.
These adsorbent materials proved low adsorption capacity for dyes and heavy metals
when comparing with commercial adsorbents such as activated carbon. About 5500
works have been published on the removal of dyes by using activated carbon, a low
cost adsorbent obtained from the agriculture wastes [31]. Various papers reported
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different methods of activated carbon preparation starting from pine cones collected
from different areas, which, influences the properties of the charcoal, Table 23.1.

Hereby, for the first time an adsorbent material obtained from pine cones (Pinus
Nigra and Pinus Picea Abies) grown/planted on a limestone/acidic soil in the Teliu-
Brasov area, Romania, is reported for removing dyes and simultaneously, dyes and
heavy metals from complex mixtures.

Many researchers reported on removing from aqueous solutions by using adsor-
bents obtained from pine cones dyes, but no studies were focused on simultaneous
removing of both CV and Cd2+ ions. Taking into account that food industry could be
a source of cadmium and crystal violet dye simultaneously present in wastewaters;
the purpose of this work is to study the possibility to remove them by adsorption.

In this study, charcoal obtained from pine cones was impregnated with NaOH,
KOH and H3PO4, respectively, to be chemically activated and converted into new
activated carbon adsorbents coded: CAC1, CAC2 and CAC3, respectively.

The novelty of this study consists of:

(a) obtaining the adsorbent materials based on specific forest waste biomass,
(Romanian pine cones collected from an acidic soil) by using low temperature of
carbonization (500 °C) in auto-generated atmosphere, impregnation with alkali
or acid and pyrolysis at low temperature (700 °C);

(b) selection of the most effective adsorbent for thet Cd2+ ions and for CV;
(c) quantification of the influence of the presence and concentration of Cd2+ ions

on the CV sorption;
(d) correlation of the sorption process characteristics with the surface properties of

the adsorbents.

23.2 Materials and Mehods

Three types of activated carbon were prepared by using raw precursor pine cones
and the chemicals reageants such as: phosphoric acid (H3PO4), sodium hydroxide
(NaOH) (purity � 97%) and potasium hydroxide (KOH) (purity � 97%) were
purchased from Sigma-Aldrich). Ultrapure water with resistivity of 18.23 M� cm−1

was used throughout the whole experiment. Details for the precursor carbonization
and then impregnation are given in Fig. 23.1.

The micro-porosity and BET specific surface was measured using an Autosorb-
IQ-MP, Quantachrome Instrument. The crystalline structure was recorded by using
anX-rayDiffractometer (XRDBrukerD8DiscoverDiffractometer,Kα1= 1.5406Å,
40 kW, 20 mA, step size 0.02, scan speed 2 s/step, 2θ range ranging from 10 to 80°).

The surface morphology (roughness and macro-pores size distribution) of the
adsorbents was studied using: scanning electron microscopy (SEM S-3400 N-
Hitachi, accelerating voltage of 20 KV) and an atomic force microscope (AFM
Ntegra Spectra, NT-MDT model BL222RNTE). Energy dispersive X-ray (EDX,
Thermo Scientific Ultra Dry) was used to outline the surface elemental composition.
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Fig. 23.1 Steps to obtain: a carbonized pine cones (CPC), b thermal treatment of the charcoal CPC

The size, shape and crystallinity of the samples have been observed by High Resolu-
tion. The complementary data were obtained by FTIR spectroscopy (Spectrum BX
Perkin Elmer BXII 75,548, λ = 400–4000 nm). Zero point charge of the surface
was determined by using the pH drift method. Plotting the final pH versus initial
pH, both for solutions with and without adsorbents and determining the intersection
point, allowed us finding the pHPZC.
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23.3 Set-Up of the Adsorption Experiments

23.3.1 Adsorption of CV from Single Solute Aqueous
Solutions and from Aqueous Solutions Containing
Cd2+ Ions, by Using Activated Carbonized Pine Cones

The adsorbtion capacity of the adsorbents (CAC1; CAC2 and CAC3), against crystal
violet and Cd2+ ions, was determined following the steps presented in Scheme 23.1.
Batch adsorption experiments were carried out at room temperature (23 °C). All
chemicals were analytical grade and used without further purification, Cristal Violet
(C25H30ClN3) powder with 407.99 g/mole molecular weight and CdCl2 . 2.5H2O
(Scharlau Chemie S.A.,c < 98%). The CV solutions were prepared by dissolving
an appropriate quantity of CV (C25H30ClN3) in ultrapure water (Direct-Q3 Water
Purification System). The CV and Cd2+ solutions were prepared by dissolving a
certain amount of crystal violet and CdCl2 . 2.5H2O in ultrapure water to give an
initial dye and cadmium concentration for the experiments. The pH of the initial

Scheme 23.1 The steps in adsorption experiments
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solutions ranges in the 6.5–7 interval. The adsorption experiments were developed
in Scheme 23.1. The concentration of CV in the supernatant solution before and
after adsorption was analysed by UV–VIS spectrometry (Perkin Elmer Lambda 25),
on the calibration curve registered at the maximum absorption peak of CV (λ =
590 nm), in order to evaluate the momentary concentration of dye. The supernatant
was further analysed by AAS (Analytic Jena, ZEEnit 700), at: λCd = 228.8 nm.

The amount of the dye or of cadmium cations adsorbed at the equilibrium time
reflects the adsorption capacity of the adsorbent under constant operating conditions.

The adsorption capacity, qt, was calculated based on the initial solution concentra-
tion c i

CV/Cd2+ , momentary equilibrium concentrations of the pollutants, c t
CV/Cd2+ ,

volume of crystal violet solution, Vsol [L], and the amount of adsorbent, mss [g],
using the following Eq. (23.1).

qt = (ciCV/Cd2+ − ctCV/Cd2+) · V
mss

(23.1)

The removal efficiency of CV from the single solute aqueous solutions and from
di-solute solutions was calculated by Eq. (23.2)

η = (ciCV/Cd2+ − ctCV/Cd2+) × 100

ciCV/Cd2+
(23.2)

23.4 Results and Discussions

23.4.1 Adsorption Capacity of the Activated Carbonized Pine
Cones

The adsorption capacity of an adsorbent is defined as the amount of adsorbate retained
at the surface exposed by 1 g of adsorbent, after reaching the adsorption equilibrium.
This measure serves to compare different adsorbents, tested in the same conditions or
to compare the effectiveness of different treatments applied on one substrate against
adsorption of different molecular or ionic species, it can see in Table 23.1.

23.4.1.1 Influence of the Activation Technique on the Adsorption
Capacity of the Carbonized Pine Cones

From Figs. 23.2 and 23.3 it is obviously to note that alkali activated carbonized
pine cones (CAC1 and CAC2) are characterized by higher adsorption capacity by
comparing to the acid activated carbonized pine cones.
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Fig. 23.2 Adsorption capacity of CAC1, CAC2, CAC3 as a function of time and CV initial solution
concentration of C1 = 2.5 mg/L, C2 = 5 mg/L, C3 = 10 mg/L, C4 = 20 mg/L (m1 = 0.005 g
adsorbent/50 mL)
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Fig. 23.3 Adsorption capacity of CAC1, CAC2, CAC3 as a function of time and CV initial solution
concentration of C1 = 2.5 mg/L, C2 = 5 mg/L, C3 = 10 mg/L, C4 = 20 mg/L (m2 = 0.01 g
adsorbent/50 mL)

The best results were obtained by using CAC1, activated with NaOH. This adsor-
bent evidenced the highest sorption capacity for all the solution concentrations and
all the tested amount of the sorbent used. After 180 min. of contact, the adsorption
capacity against CV, for CAC2, activated with KOH, decreased with 25% and for
CAC3, activated with H3PO4, decreased with 84% by comparing to that of CAC1,
when 0.005 g sorbent/50 mL CV solution with the highest tested concentration
(20mg/L),was used. In case of using higher concentration of adsorbent (0.01 g/50mL
solution), keeping constant the other conditions, the situation is similar, but the differ-
ences between the adsorption capacity of CAC1 and CAC2 diminished. The adsorp-
tion capacity of CAC2 decreased with only 6% for CV and that of CAC3 decreased
with 49% by comparing with the CAC1 sorption capacity. The CV sorption profile
of CAC3 is completely different by comparing to that of CAC1 and CAC2. It seems
that the surface morphology of CAC3 is more compact, with lower and difficult
accessible active sites that determines the decrease of the amount of adsorbed CV
and an obvious lag-time of the process.

By comparing the results presented in Figs. 23.2 and 23.3 with that from Fig. 23.4,
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Fig. 23.4 Kinetic curves for the simultaneous CV and Cd2+ adsorption on CAC1, CAC2 and
CAC3 adsorbents, when the initial solution concentration (for both: CV and Cd2+) was c i

CV/Cd2+
= 10 mg/L and the adsorbent mass/solution volume ratio was 0 0.01 g/50 mL

it can be noted that CV adsorption is influenced by the presence of Cd2+ ions. The
adsorption equilibrium is more rapidly reached in the presence of Cd2+ ions, after
only 40 min. The differences between the studied substrates maintained the same
trend but they are better evidenced than that shown in the absence of Cd2+ ions:
CAC1 adsorbed 2.5 times higher amount of CV by comparing to Cd2+ ions; CAC2
adsorbed approximately the same amount of both species while CAC3 adsorbed
only 1.3 times higher amount of CV. But, by comparing the CV adsorption from the
single solute and double solute-solutions on the three tested adsorbents, it could be
observed that the presence of Cd2+ ions strongly decreased the amount of adsorbed
CV, while their effectiveness maintained the same trend both for CV and Cd2+ ions:
qt CAC1 > qt CAC2 > qt CAC3, as it can be noted from Fig. 23.5a. As it can be seen in
Fig. 23.5b, expressing qe in mole of adsorbate/g adsorbent changed the hierarchy of

Fig. 23.5 Influence of the substrate type on the qe of CV adsorbed from the single and di-solute
systems and of Cd2+ ions from di-solute aqueous solutions (m = 0.01 g adsorbent/50 mL solution;
ciCV = 10 mg/L, ciCd2+ = 10 mg/L)
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adsorbed species, while that of the adsorbents maintains the same trend. This aspect
shows that a higher number of Cd2+ ions are adsorbed by comparing to the number
of CV cations dye, due to the dimensional reasons. Cd2+ ions fill the cracks or deeper
and thinner pores, making the adsorbent surface “smother” and changing the CV
adsorption mechanism.

CV cations dye will have a limited access, only to a reduced number of the active
sites of adsorbent, promoting a simpler adsorption mechanism. From Fig. 23.7 it can
be seen that the kinetic curves are better shaped in the presence of Cd2+ ions, showing
a clear steady state, without inflexion points, evidencing only one mechanism of
CV adsorption. A strong decrease of the adsorbed CV amount after reaching the
adsorption equilibrium, in the presence of Cd2+ ions, was noted: with about 27%
from that adsorbed from the single-solute solution, in the case of CAC1; with about
53% for CAC2 and with about 42% for CAC3.

In the case of a very high excess of Cd2+ ions (45 times higher than the concen-
tration of CV) in the initial di-solute solutions, it can be noted that the differences
between the amount of the adsorbed CV from single and di-solute solution for all the
tested adsorbents, is lower and that the capacity of adsorption for both CV and Cd2+

ions maintained the same variation trend when using different adsorbents: CAC1 >
CAC2 > CAC3, Fig. 23.6.

23.4.1.2 Influence of the Initial Solution Concentration
on the Adsorption Capacity of the Activated Carbonized Pine
Cones

The following initial concentrations were used: C1 = 2.5 mg/L, C2 = 5 mg/L, C3 =
10 mg/L, C4 = 20 mg/L, to check their influence on the adsorption process of CV,
while the other operational parameters were kept constant. From Figs. 23.5 and 23.6
it can be observed that the increase of the initial solution concentration determined
the increase of the CV amount removed from the solution, due to the increase of

Fig. 23.6 Influence of the
substrate type on the qe of
CV adsorbed from the single
and di-solute systems and of
Cd2+ ions from di-solute
aqueous solutions (m =
0.01 g sorbent/50 mL
solution; ciCV = 5 mg/L,
ciCd2+ = 540 mg/L)
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Fig. 23.7 Dependence of
the adsorption capacity of
the CAC1, CAC2 and CAC3
on the ratio: initial solution
concentration/adsorbent
mass

the concentration gradient and consequently, the increase of the adsorption driving
force.

From experiments, it could be noted that the period necessary to reach the
adsorption equilibrium was higher for higher solution concentration.

23.4.1.3 Influence of the Adsorbent Dosage on Its Adsorption Capacity

If the amount of adsorbent was increased, the adsorption capacity of all the tested
adsorbents decreased, due to the decrease of the CV/adsorbent mass ratio and
consequently the decrease of the available amount of dye per gram of adsorbent
(Fig. 23.7).

Figure 23.7 shows that the sorption capacity of all the tested adsorbents is influ-
enced by the ratio: initial solution concentration of CV/sorbent mass and that after
180 min. of contact with solution, the maximum of the adsorption capacity was still
not reached.Higher amount of sorbent led to lower their adsorption capacity due to the
decrease of the available CV amount. The highest sorption capacity was evidenced
by CAC1 when 0.005 g CAC1 was introduced in 50 mL of the highest concen-
trated solution. Intermediate sorption capacity had CAC2 and the lowest adsorption
capacitywas noted for CAC3. Irregular dependency of the sorption capacity of CAC3
against solution concentration can be the result of a higher in homogeneity of the
adsorbent morphology.

23.4.1.4 Influence of the Contact Time of Adsorbents with CV Aqueous
Solution on Their Adsorption Capacity

Figures 23.2 and 23.3 show also that the adsorption mechanism of CV seems to
be more complex in the higher concentrated initial solutions. In the case of CAC1



338 N. Popa et al.

(0.005 g/50 mL solution), the sorption eqilibriumwas reached earlier in diluted solu-
tions, after 10 and respectively 15 min. In the case of higher concentrated solutions
the sorption process evidenced two steps. The eqilibriumwas reached after 90min. in
case of solution with 10 mg CV/L and after 160 min. for solution with 20 mg CV/L.
Higher the initial solution concentration, higher the necessary period for reaching the
sorption equilibrium. The amount of CV sorbed at sorption equilibrium on CAC1 is
higher than that adsorbed by CAC2 and the differences between the adsorbed mass
of CV decresed with the initial solution concentration decrease. The lowest amount
of CV adsorbed was noted for CAC3. In this case, the increase of the initial solu-
tion concentration did not determine the increase of the amount of adsorbed CV.
Higher adsorption was obtained by using an intermediary concentrated solution and
the equilibrium seems to be not reached after 180 min. These irregular dependencies
could be attributed to a higher inhomogeneity of the adsorbent surface, determined
by the acid treatment of the cone pines.

23.4.2 Modeling of Batch Adsorption Isotherms

The pollutant uptake capacities for different types of adsorbents can be expressed
as batch equilibrium isotherm studies and can be classified by mechanistic models
or empirical equations [37]. The adsorption mechanism is able not only to represent
but also to explain and predict the experimental behavior [39, 40]. The adsorption
isotherm using empirical models for single or di-solute systems indicates how the
adsorbate molecules are distributed between the liquid phase and the solid phase
at equilibrium, during the process of adsorption. Thus, they play an important role
in understanding the adsorbate-adsorbent interactions as well as the mechanism of
adsorption.

To model the CV sorption from single and di-solute solutions, on the activated
carbonized pine cones, four models were used:

The Langmuir isotherm, Eq. (23.3) (linear form):

ceq
qeq

= 1

qmaxKL
+ ceq

qmax
(23.3)

where: qmax represents the maximum monolayer adsorption capacity (mg/g), KL is
Langmuir constant (L . mg−1) related to the adsorption free energy, qeq is the amount
of dye adsorbed from the solution at the equilibrium time and Ceq is equilibrium
concentration of dye in solution (mg/g). From the slope and intercept of the plot
Ceq/qeq versusCeq the values ofKL andqmax respectively, are calculated. The isotherm
model was expressed in terms of the dimensionless constant separation factor RL.

RL = 1

1 + KLC0
(23.4)
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where: C0 is the initial dye concentration (mg . g−1); RL—the separation factor that
can be determined from Langmuir plot with Eq. (23.4) and that indicates the type of
adsorption [41].

The Freundlich isotherm, Eq. (23.5) (linear form)

log qeq = log KF + 1

n
log ceq (23.5)

where: KF is Freundlich constant indicating the adsorption capacity, and 1/n is a
dimensionless parameter indicating the adsorption density.

The Temkin isotherm, Eq. (23.6) (linear form) [42]:

qq = RT

bT
ln AT +

(
RT

bT

)
ln ce (23.6)

B = RT/bT (23.7)

where: AT is Temkin isotherm equilibrium binding constant (L/g) bT is Temkin
isotherm constant R = universal gas constant (8.314 J/mole/K) T = temperature
at 298 K. B is a constant related to heat of adsorption (J/mole).

Dubinin–Radushkevich isotherm model, Eq. (23.8) (linear form) [42]:

ln qe = ln qs − Kadε
2 (23.8)

E = 1/
√
2BDR (23.9)

ε = RT ln(1 + 1/ce) (23.10)

where: qe is the amount of adsorbate on the adsorbent surface at equilibrium (mg/g);
qs is theoretical isotherm saturation capacity (mg/g); Kad is Dubinin–Radushkevich
isotherm constant (mole2/kJ2) and ε is Dubinin–Radushkevich isotherm constant; R,
T and Ce represent the gas constant (8.314 J/mole K), absolute temperature (K) and
adsorbate equilibrium concentration (mg/L), respectively.

By comparing the results obtained by applying the four above mentioned models
for describing the adsorption equilibrium (Table 23.2), it could be concluded that the
adsorption of CV from aqueous solution is better described by the Langmuir isotherm
(R2 = 0.950). This means that a monolayer of adsorbate was formed on the outer
surface of the adsorbent. No further adsorption occurs after complete coverage of
the active surface. The Langmuir isotherm model is valid for monolayer adsorption
onto a surface exhibiting a finite number of identical sites. The model assumes
uniform energies of adsorption onto the surface and no transmigration of adsorbate
in the plane of the surface. KL (Langmuir isotherm constant) could be correlated
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to the energy of adsorption. Lower the energy of adsorption, higher amount of CV
adsorbed. By comparing the data obtained for the three types of the studied adsorbent,
the superiority of CAC1 results. The maximum monolayer coverage capacity is the
highest for CAC1 (71.942 mg/g), lower with 26.8% for CAC2 and with 58.8% for
CAC3, respectively. The calculated adsorption capacity for the tested sorbents is very
close to that experimentally obtained. RL values, situated in the interval 0 < RL < 1,
indicate the adsorption nature to be favorable. However, RL values are very close to
1, indicating a close to liner sorption [43].

In the Freundlichmodel the constantKF is an approximate indicator of the adsorp-
tion capacity. In spite of the lower correlation coefficients of the experimental data
with Freundlich model by comparing to the Langmuir model, the same hierarchy of
adsorption capacity was obtained: CAC1�CAC2 > CAC3. 1/n could be considered
both a function of the strength of adsorption in the adsorption process [31] and a
heterogeneity parameter. For smaller 1/n values, higher the surface heterogeneity is
expected. From the experimental data, it could be noted that adsorption of CV from
the single-solute solution is made on a higher heterogeneous surface exposed by the
initial adsorbent surface. Also, in all the studied cases, n values lie between one and
ten, this indicating a favorable adsorption process [27], in agreement with the infor-
mation obtained by considering the Langmuir model that better fits to experimental
data.

In the Temkin model, B value is correlated with the heat of adsorption. The Cd2+

inons adsorption was found to be an exothermic process [44], while Crystal Violet
dye adsorption was found to be endothermic [45, 46]. For the studied systems, low
values obtained for B indicate a physical adsorption of CV on the used substrates.
The highest adsorption heat was obtained for CAC1, meaning a higher interaction
sorbate-sorbent and a more stable structure obtaining.

This conclusion is consistent withAT value, Temkin isotherm equilibrium binding
constant, that is the highest for CAC1. Dubinin–Radushkevich isotherm (DR) is
generally applied to describe the adsorption mechanism with a Gaussian energy
distribution onto a heterogeneous surface [47, 48].

Themodel was successfully used for high solute activities. TheR2 values obtained
by fitting the experimental data with DR model are quite high, the second in the
series: Langmuir > DR > Temkin > Freundlich. Analyzing the obtained data (Table
23.2), it can be noted that the value of the free energy of adsorption, E, lower than
8 kJ/mole, means that the adsorption process can be considered mainly physical. If E
values range in the 8–16 kJ/mole interval, the adsorption implies chemical processes
[49, 50].

In the present data, the free energy is the highest for CAC1, followed by that for
CAC2 and CAC3 respectively. The value for CAC1 is 7.0711 kJ/mole, very close to
that for chemical interaction, meaning the strongest interaction between CAC1 and
CV molecules, in spite of the dominating role of the physical adsorption of CV onto
the studied sorbents.

As it could be seen, by comparing the experimental data fitting with different
models and by checking the meaning of the parameters value, the best fitting was
obtained with Langmuir model but theR2 value is not very high (0.950). So, possibly,



23 Influence of the Cd2+ Ions on the Crystal Violet Dye … 343

CV sorption occurs following a dominating mono-layer adsorption mechanism, but
other types of sorption could happen in aminor proportion. The other checkedmodels
exhibit lower R2 value, but for example, DR model fits, with close values of R2, to
Langmuir model. Also, it is important to note that all the isotherm models keep the
same hierarchy of the adsorption capacity of the tested sorbents and of the energetic
terms describing the adsorption process.

23.4.3 Modeling of Batch Adsorption Kinetics
and Mechanism of Adsorption

To determine the uptake kinetic and the adsorption mechanisms of the CV dye from
a single solute systems and of CV and Cd2+ cations from di-solute systems, three
kinetic models were investigated.

23.4.3.1 Pseudo-First Order Kinetics

The pseudo-first order equation of Lagrange is generally expressed as follows [51]
Eq. (23.11)

log(qe−qt ) = log(qe) − KL

2.303
· t (23.11)

where: KL (min−1) is the Lagergren constant (the adsorption rate constant), qt and
respectively qe (mg/g) is the amount of the adsorbate adsorbed at time t (min) and
respectively at equilibrium. A plot log (qe − qt) versus t gives a straight line from
whose slope and intercept, KL and qe, can be calculated. The results are presented
in Table 23.3. A straight line of log (qe − qt) versus (t) with high linear regression
coefficient (R2) indicates the validity of this model.

23.4.3.2 Pseudo-Second Order Kinetic

The rate expression is based on the adsorption capacity of the solid phases, which has
been investigated using the kinetics of the chemisorption processes. It is expressed
by means of Eqs. (23.12, 23.13)[52, 53].

t

qt
= 1

k2q2
e

+ t

qe
(23.12)

And:
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h = k2q
2
e (23.13)

where: k2 is the pseudo-second order rate constant (g/mg . min). The adsorption
capacity at equilibrium (qe) and adsorption rate constant (k2) are determined from
the slope and intercept of linear plot of t/qt against t from Eq. (23.12). A linear
relationship between t/qt against t and close calculated and experimental values of
qe and qt indicate the applicability of this model. Also, the initial adsorption rate h
(mg/g . min) is calculated from Eq. (23.13) when t → 0.

This model is based on the assumption that the rate limiting step may be a
chemisorption process involving the valence forces through sharing or exchange
of electrons between the adsorbent and the adsorbate.

Intra-particle diffusion model is used to identify the rate controlling step in the
adsorption process and the mechanism of adsorption. The mechanism of adsorption
involves multiple steps: the CVmolecules or cadmium cations migrate from the bulk
solution to the surface of adsorbent, diffuse through the boundary layer and then, by
intra-particle diffusion, arrive into the interior surface of the adsorbent. The amount
of CV or cadmium cations can be calculated by Eq. (23.14).

qt = kid · t1/2 + C (23.14)

where: kid—is the intra-particle diffusion rate constant (mg/g . min0.5) and it can
be calculated from the slope of the linear dependency of qt against t1/2 described by
Eq. (23.14) The constant C (mg/g) indicates the thickness of the boundary layer [54].
Higher C values indicate higher boundary layer effect describing the inapplicability
of pore diffusion as the sole rate-determining step in the dynamics of the adsorption
process [43]. The experimental data are presented in Table 23.3.

From Table 23.3, it could be noted that lower the initial concentration of CV
is, higher the R2 for pseudo-second order kinetic fitting is, excepting CAC3. The
calculated qe values are very close to that experimentaly determined for all the tested
sorbents. The k2 and initial adsorption rate h incresed for CAC1 and CAC2 with the
initial concentration of CV increase, but an oposite behaviour was noted for CAC3.

It is also interesting to note, that CV adsorption from the solution with the highest
tested initial concentration, on the CAC1 substrate, shows very similar regression
coefficientsR2, for both pseudo-second ordermodel and intraparticle diffusionmodel
that suggests a complex adsorptionmechanism, evidenced also in Figs. 23.5 and 23.6
and sustained by the close regression coefficients for both Langmuir andDR isotherm
models. Thismeans that the adsorption rate of CV onCAC1 surface is proportional to
the number of active sites occupied onto the adsorbent and the rate-limiting step corre-
sponds to the formation of a chemisorptive bond that involves sharing or exchange
of electrons between the adsorbate and the adsorbent [53]. The small value of the
constant C indicates a lower boundary layer effect and a low resistance towards mass
transfer by the rate of adsorption that leads to a decreased necessary contact time.
The C value different of zero, means that intraparticle diffusion is not the only stage
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limiting of the CV adsorption [36]. A similar situation could be noted in case of CV
adsorption on CAC3 surface but the intraparticle transfer rate, kid , is lower, meaning
a more compact structure of the substrate by comparing to CAC1. However, the
adsorption of CV on CAC3 is not very well fit with the checked models, the R2
being lower than that in the case of CAC1. CV adsorption on the CAC2 adsorbent
seems to well fit with a pseudo-second order kinetic.

Differences between the CV adsorption kinetics, when using the three tested
substrates, suggest differences between the physical and chemical features of
adsorbents.

23.4.4 Correlation Between the Sorbents Features and Their
Adsorptive Properties

High adsorptive capacity is dictated by: (1) a high porosity of the adsorbent, that
leads to a high surface area in contact with the species that will be adsorbed; (2) by
the presence at the surface, of functional groups such as –C=C–, >C=O, –C–OH, –
COOH, that can interact, physically or chemically, with the adsorbate species and can
generate, as a function of pH, a surface charge that acts as driving force of adsorption
of opposite charged adsorbate species. Also, the fit of the pores size and form with
those of the adsorbed species, as well as the pores inter-connectivity are also impor-
tant factors affecting the sorption capacity. The technique of obtaining carbonized
pine cones, by using a simple raw pine cones pyrolysis in an auto-generated atmo-
sphere, avoiding the use of inert gases and at a relatively low temperature, 700 °C,
led to a porous carbonized structure.

The increase of the porosity was achieved by activation with solid NaOH and
respectivelyKOHandby impregnationwithH3PO4 solution.After pyrolysis, a strong
increase of the carbon content was noted along with a decrease of the oxygen and
hydrogen content thatwere released as volatile compounds (EDXandFTIRanalysis).
Activation process contributed to a deeper degradation of the cellulose, hemicellu-
loses and lignin, initially present in the wooden structure of the pine cones (FTIR
analysis), leading to the release of new formed volatiles, increasing the material
porosity (SEM„ BET). The final result was crystalline porous materials (evidenced
by XRD), with high carbon content (determined by EDS), containing some organic
functional groups and inorganic compounds (determined by FTIR, and XRD) with
a relatively high porosity, high surface area (calculated by BET equation) and a high
roughness (determined by AFM). All these properties were influenced by the type of
the activating agent used and at their turn, these properties influenced the adsorptive
features of the obtained materials.

Figure 23.8 evidences the crystalline compounds identified in the activated
carbonized pine cones. Carbon and carbon based compounds as well as silicate
and aluminate based ones are present in the obtained materials, giving the inorganic
content.
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Fig. 23.8 XRD analysis of activated carbonized pine cones by using different activating agents

EDXanalysiswas performed to characterize the sorbents surface in the initial state
and also after sorption process. A high carbon content was evidenced at the samples
surface, the highest being that corresponding to CAC1 (72.71%) that presents also,
the best adsorption capacity.

CAC2 shows a higher amount of oxygen and a lower content of carbon, by
comparing to CAC1. CAC3 presents a more uniform distribution of the elements,
with few exceptions, and a lower content of C, N and O elements by comparing to
the former samples. This can be attributed to a more compact structure that leads to
lower surface exposed to analysis, in agreement with SEM images (Fig. 23.10). The
P atoms are also present in CAC3, probably coming from the activation step with
H3PO4. The presence of N was noted also by other researchers [55], and identified
to be a pine cones characteristic. The samples containing high N content (CAC2 and
CAC3) seems to have some not completely degraded organic compounds from the
initial pine cones,meaning in fact, a lower carbonization and activation degree, and as
consequence a lower adsorption capacity, keeping with the adsorption experimental
data.

The adsorption of both CV and Cd2+ ions changed completely the elements from
the samples surface and their distribution. CV adsorbed on the surface can be identi-
fied by N appearance in EDX analysis of the samples where the N was not identified
in the initial state (CAC1) and by decreasing of the N content from the adsorbent
surface in case of N presence in the initial adsorbent structure (CAC2 and CAC3).
The last case evidenced the cover of the initial surface by CV. Cd2+ ions were clearly
identified on the surface of all the studied adsorbents, after adsorption process.

Adsorption process is dependent not only by the type of the elements present
on the sorbent surface but also by the types of chemical bonds in which they are
involved. Chemical group’s polarity and their possibility to dissociate starting with
specific values of pH, create the surface charge. This is in fact the driving force that
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Fig. 23.9 FTIR spectra of the initial pine cones and carbonized pine cones (a); of the activated
carbonized pine cones (b)

attracts the opposite charged ions, favoring their sorption by physical or chemical
bonds. Polar groups presenting impaired electrons, π bonding, as well as charged
groups determines strong interaction with adsorbate molecules, in function of the
structural characteristics of the last one.

FTIR analysis allows the identification of the types of polar bonds from the
adsorbent surface and determination of pHPZC evidenced the surface charge.

FT-IR spectra presented in Fig. 23.9 show multiple aspects:

• The initial raw pine cones present characteristic groups of cellulose, hemicellu-
loses and lignin that can be find in all the wooden materials: absorption bands of
N–H bonds at 3789 cm−1; a large band centered at 3323 cm−1 associated with
O–H bonds; C–H bonds at 2929, 2855 and 1365 cm−1; C=O groups at 1722 cm−1;
C–O groups at 1023–1030 cm−1 as well as C–C bonds from alkenes at 1605 cm−1

and 888 cm−1 for C=CH2.
• Carbonized pine cones show less intense absorption bands, due to the release of

volatiles containing these groups. The major part of O–H groups was removed
and C–H absorption band disappeared, evidencing the hydrogen removing from
the wooden structure. The band from 1722 cm−1, characteristic for C=O from
carboxylic acids was shifted to 1585 cm−1, band associated with the anhydride
groups, meaning in fact elimination of oxygen and hydrogen from the carboxylic
acids.

• Activated carbonized pine cones show simpler FTIR spectra, evidencing less
intense absorption bands. However, the FTIR spectra of the materials obtained by
different types of activation are different: the spectrum with the smallest number
of the absorption bands is that of CAC1, meaning the elimination of the highest
amount of C–O, C=O and C–H groups through volatiles formation and removing.
Small amount of C=O groups from anhydride can be noted at 1585 cm−1 and an
intense absorption band can be seen at 987 cm−1, being attributed to –CH=CH2.
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CAC1, having the smallest number of the polar groups, shows the highest adsorp-
tive properties against the studied species. C=C groups could promote strong
bonds with CV molecules through the π electrons. CAC2 and CAC3 present
a higher number of absorption bands attributed to C=O, C–O–C and C=C by
comparing toCAC1,meaning a lower volatiles formation and release and as conse-
quence, a lower porosity by comparing to CAC1, the best adsorbent obtained in
this study. FTIR spectra of the loaded adsorbents, after sorption of Cd2+ ions
and CV, evidence new absorption bands characteristic for CV and shifted to
lower wavenumbers sustaining the interaction between the sorbent and sorbate
molecules (1583 cm−1 for stretching vibration of C=C bonds from benzene ring
and 1168.9 cm−1 for stretching vibration of C–N bond from CV [56] to 1541
and 1158.45 cm−1 in CAC1; 1560 and 1135.99 cm−1 in CAC2 and 1560 cm−1 in
CAC3). Due to the low amount of CV adsorbed on the CAC3 surface, the band
attributed to C-N bond is not evidenced.

The samples morphology was checked by SEM analysis and the results are
presented in Fig. 23.10

From Fig. 23.10 it can be noted the effects of the thermal treatment and of the
activation process, by using different agents, on the raw pine cone morphology. The
obvious wooden structure of the initial pine cones, with clearly delimitated tetrahe-
dral cell walls can be observed in Fig. 23.10a. Carbonization destroyed most of the
cell walls, containing cellulose, hemicelluloses and lignin and a low porous structure

(a) (b)

(c) (d) (e)

Fig. 23.10 SEM images of the initial pine cones (a), Carbonized pine cones (b), activated
carbonized pine cones CAC1 (c); CAC2 (d); CAC3 (e)
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was obtained (Fig. 23.10b). The highest porous structure, showing large honey-
comb—shaped pores, was obtained by treatment with NaOH (CAC1, Fig. 23.10c).
Less porous structure was obtained by carbonized pine cones treatment with KOH
(Fig. 23.10d) and the lowest porous seems to be CAC3 obtained by activation with
H3PO4 (Fig. 23.10e). Additionally, all the tested adsorbents present also irregular-
shaped pores with different dimensions: 1.24, 1.99, 3.54 and 5.19 μm, as well as
large particle agglomerations.

Not only the samples porosity but also their surface roughness is different when
the activationwasmadewith different agents: the highest average roughness is shown

Element       [%]
C                 72.7
N    0.0
O               24.35
Na               2.95
Al                 0.0
Si                  0.0
S                   0.0
K                  0.0

Element        %]
C                17.45
N               19.41        
O               20.69
Na    19.21
Si               16.81
Cd              6.43                 

(a) CAC1 before adsorp�on                               (b)   CAC1 a�er adsorp�on 
of CV and Cd2+

Element       [%]
C               24.79
N               48.23
O               22.73
Na               0.15
Al                0.16
Si                 1.92
K                  2.01

Element       [%]
C                11.49
N               16.54
O          20.09
Na             22.68
Si               20.97
Cd                7.44

(c)   CAC2 before adsorp�on                               (d)   CAC2 a�er adsorp�on 
of CV and Cd2+

Element       [%]
C               38.12
N               42.62
O               15.76
Na               1.83
Al                0.10
Si                 0.32
P                  0.76
K                  0.48

Element       [%]
C                10.31
N               14.13
O               17.41
Na             18.52
Si               17.01
P                16.63
Cd                6.00

(e)   CAC3 before adsorp�on                               (f)   CAC3 a�er adsorp�on 
of CV and Cd2+

Fig. 23.11 EDX results characterizing the adsorbent surface before and after CV and Cd2+ ions
adsorption
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Table 23.4 Surface area and pores characteristics for activated carbonized pine cones

Sample BET
surface
(m2/g)

Pore
diameter
(nm)

Pore
volume
(cm3/g)

Micro
poresV
(t-plot)
(cm3/g)

Vmicro/Vt Micro pores
area (t-plot)
(cm2/g)

Average
roughness
surface
(nm)

C1* 353.8 18.69 0.95 0.192 0.200 394.008 447.57

C2* 327.7 19.70 1.91 0.155 0.081 308.136 322.68

C3* 126.9 20.75 0.65 0.048 0.073 97.282 139.46

by CAC1, a lower value was obtained for CAC2 and CAC3 evidenced the smoother
surface, far less than that of the CAC1 and CAC2 substrates. The average roughness
surface vas calculated from the AFM data and is presented in Table 23.4.

The specific surface area of the tested adsorbents was calculated by BET equation.
The pore volume, the pore diameter and pore size distribution were calculated from
desorption branch of the isotherm by the Barrett, Joyner and Halenda (BJH) method.
The results are presented in Table 23.4.

FromTable 23.4 it can be observed that theBET surface decreased in the following
order:

SBET-CAC1 ≥ SBET-CAC2 ≥ SBET-CAC3. The same trend is maintained also by the
micro pores volume and micro pores area.

Surface charge of the adsorbent is also an important parameter that influences the
type of adsorbed species.

The results of the experiments shows that zero-point charge for the prepared
adsorbents falls in the pH range 4.41–4.7. This means that under this pH, the surface
is positively charged while at higher values of pH, the surface is negatively charged.
The sorption process was performed at the natural pH of the CV and Cd2+ ions
solutions, ranging in the 6–7.3 pH intervals. These pH values avoid the Cd2+ ions
precipitation (happening at pH > 8). Below pH = 8, positively charged species such
as Cd2+ and Cd(OH)+ co-exist in solution and are attracted by negatively charged
surface of the adsorbents [44].

From SEM, AFM and BET isotherm studies resulted that CAC1 is characterized
by the highest porosity, highest BET surface, highest micro-pores volume and area,
highest roughness and all these explain the best adsorptive capacity of the carbonized
pine cones activated with NaOH.

Figure 23.11b, d, f show the EDX analysis for the studied adsorbents after CV
and Cd2+ ions sorption. In a very suggestive way, the highest content of nitrogen,
coming from CV, and of Cd2+ions retained at the surface of CAC1, by comparing to
the other two studied adsorbents were recorded. The highest uniform distribution of
the adsorbed species was noted on the CAC1 surface.

From all these studies it can be noted that adsorbents obtained by alkali activation
evidenced the highest efficiency of CV removal by comparing to that of acid activated
substrate both from single and di-solute concentration. It can be observed that the
process efficiency strongly increases with the initial solution concentration decrease,
as expected.
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But the level of increase is dependent on the adsorbent type. In case of alkali
activated adsorbents (CAC1 and CAC2), the differences between the first two initial
concentrations, meaning up to 5 mg/L, are negligible. The differences became more
evident for 10 mg/L initial concentration, but in the case of CAC1, after 180 min., the
same value of the efficiency was reached as in the case of the lower concentrations.
In the case of CAC2, the adsorption efficiency is with approximately 15% lower by
comparing to that obtained for diluted solutions. For higher concentrated initial solu-
tions (20mg/L) the removal efficiency decreased up to 60% in case of alkali activated
substrates, but the sorption equilibrium was slower reached by CAC1, probably due
to amore complex surfacemorphology. Figure 23.2c. shows that in the case of CAC3,
acid activated adsorbent, the removal efficiency ismuch lower by comparing to that of
the alkali activated substrates. Excepting, the lowest initial solution concentration,
when the efficiency reached 75%, all the other initial solutions led to efficiencies
lower that 45%. In the case of the highest concentrated solution, an induction/lag
time of about 120 min. was evidenced and efficiency about only 20% was obtained.
These experiments evidenced the superiority of alkali activated adsorbents and their
suitability for adsorption of CV in advanced depollution processes.

23.5 Conclusions

Three types of activated carbon from cones of European pine (Pinus Nigra and
Pinus Picea Abies), collected from Romania, Brasov (Teliu) county, were obtained
by cones carbonization at 400–500 °C, in an auto-generated atmosphere, activated
by mixing with (1) NaOH, (2) KOH and water in a ratio of 1:3:3 and respectively
(3) by impregnating with aqueous solution of 30% H3PO4 in a ratio of 1:3, and then
thermally treated for 1.5 h at 700 °C.

The final result [(1)-CAC1; (2)-CAC2; (3)-CAC3)] was crystalline porous mate-
rials, with high surface carbon content, containing some organic functional groups
and inorganic compounds, with a relatively high porosity, high surface area, a high
roughness and the pHPZC values ranging in the 4.41–4.7 interval. The proposed
conditions for adsorbents preparation were effective leading to high efficiency of
CV adsorption from aqueous solutions in the absence and respectively the presence
of Cd2+ ions. The best adsorbent was CAC1, NaOH activated, which evidenced the
highest BET surface (353.8 m2/g), the highest micro-pore area (394.0 cm2/g), and
the highest average roughness: (447.57 nm), the lowest number and concentration
of the polar groups and the highest >C=C< content. The sorption capacity increased
with the increase of the initial solution concentration and the contact period and
decreased with the increase of the sorbent dosage.

The presence of Cd2+ ions determined the strong decrease of the amount of
the adsorbed CV, the first one being a competitive ion in the sorption process that
determined the inactivation of a high number of the active sites from the adsorbent
surface.



354 N. Popa et al.

In the presence of Cd2+ ions, the adsorption mechanism changed, became simpler
and followed the pseudo-second order kinetic model for CAC1 too, as for the other
studied adsorbents.

Pollutants removal efficiency from common solution was 99.03% for CV and
57.58% for Cd2+ ions when the initial solution concentration was the same (10mg/L)
and 98.94% for CV and 10.04% for Cd2+ ions when a very high excess of cadmium
was present in the initial solution.

All the above reported results showed that the obtaining of the activated carbonized
pine cones in auto-generated atmosphere, avoiding the inert gas use, and at lower
temperatures by comparing to other reported methods was effective. Good, low-cost
and locally available adsorbents were obtained.
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Chapter 24
TiO2—Graphene Oxide VIS-Active
Composites for Advanced Photocatalytic
Wastewater Treatment

Anca Duta, Ioana Tismanar, Alexandru Cosmin Obreja, and Octavian Buiu

Abstract Photocatalytic materials are intensively studied in environmental appli-
cations as self-cleaning coatings or for advanced oxidation processes for pollutants
removal from wastewaters or from air. In the last decade, heterogeneous photocatal-
ysis was largely reported as a viable path for removing pollutants from wastewater,
targeting water re-use. For scaling up, the photocatalysts have to be efficient and
affordable in usual working conditions, this is why VIS-active thin films gained
particular attention. This paper presents the first results obtained in developing VIS-
active composite thin-films, aqueously stable, based on graphene oxide dispersed in
a TiO2 matrix. To get a stable film, a stepwise deposition process was employed,
involving a first TiO2 layer developed by spray pyrolysis deposition over an FTO
substrate, over which a composite TiO2–GO layer is deposited. A coherent temper-
ature control over the deposition allows obtaining thin films with good crystallinity
and photocatalytic response in the decomposition of methylene blue. The thin film
was tested in a demonstrator photo-reactor and the factors influencing the process
efficiency are detailed discuss.
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24.1 Introduction

Large amounts of organics are released in wastewaters raising challenges on the
treatment processes for the water discharge. Further on, considering the legal frame
that seriously considers the water re-use as a path towards protecting the natural
resources, advanced wastewater treatment processes are intensively investigated
aiming at removing the pollutants remained in water after the conventional treatment
processes (thus at very low concentrations) but not admissible for water re-use.

Advanced oxidation processes (AOP) represent an efficient path for advanced
wastewater treatment as these are able to degrade a broad range of organic pollutants
at average and low concentrations [1–3]. Heterogeneous photocatalysis is one of the
highly investigated AOPs as in the process result oxidation species (e.g. the HO·
radical) that will further degrade, up to mineralization, the organic contaminants.
The catalyst is a semiconductor that after activation with suitable irradiation allows
reactions of the electrons and of the holes to form the active radicals.

The main steps of a heterogeneous photocatalytic process involve [4]:

(1) Adsorption of the pollutant molecules on the photocatalyst surface.
(2) Activate the photocatalyst by irradiating the material with a radiation having the

energy equal or higher than the semiconductor bandgap. Under irradiation the
excited charges have to be separated and will move to the photocatalyst surface.
A side reaction in this step is the electron–hole recombination that significantly
diminishes the process efficiency. The electron–hole recombination is more
restricted in crystalline structures.

(3) The charges will react on the photocatalytic surface with the hydroxide anion
(HO−) or with the dissolved oxygen to form active hydroxyl (HO.) or super-
oxide (O2

−) radicals.
(4) The radical species will oxidize the adsorbed pollutant molecules.
(5) The oxidation products are removed from the photocatalyst surface. These

products are mainly in gaseous phase (CO2, NOx).

Many studies report on various photocatalytic materials. The first one used was
TiO2 that is aqueous stable, has high chemical stability and photosensitivity, is biolog-
ical inert and has remarkable optical properties. It can be also obtained in up-scalable
processes thus being a good candidate for large-scale applications. However, the
main polymorphs, anatase and rutile have a broad band gap (close to 3.2 eV) thus
the photocatalyst can only be activated by radiation in the UV domain and the use
of UV radiation raises the photocatalytic process cost. This is why extending the
TiO2 response towards the VIS spectral range represents a topic investigated but not
fully solved yet. Doping TiO2 with cations (e.g. V, Cr or Ni) or anions (e.g. N or
S) showed a narrowing of the band gap as also did the development of composite
structures combining n–n semiconductors (TiO2–ZnO or TiO2–WO3) or n-p semi-
conductors. The last type, mimicking a solar cell, showed a significant reduction in
the band gap value, being thus VIS-active, as in the combination of TiO2–CZTS [5].
These photocatalysts are VIS-active but are of average stability. This is why further
combinations, involving more aqueously stable components are investigated.
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Graphene is well recognised to allow high electron mobility, thus preventing the
recombination when associated with TiO2 and a high surface area that supports the
development of efficient adsorption substrates. However, graphene is non-polar that
means that the interfaces developedwith the ionic TiO2 are unlikely to be strong, thus
the composite is not stable during long operation durations. This is why composites
involving the broad band semiconductor (TiO2 or ZnO) and graphene oxide (GO)
were developed. Because of its structure, GO is dispersible in polar solvents and
is able to attach various molecular/ionic structures [6]. Most of these composites
are obtained by hydrothermal synthesis; solvothermal and sol–gel syntheses are also
mentioned [6–8].

When designing the synthesis of a TiO2–GO composite care should be taken
considering the relative low thermal stability of GO (up to 150 °C) that limits the
possibilities for obtaining crystalline structures of the semiconductor matrix.

Further on, while powder composites are obviously more efficient than thin film
photocatalysts (because of a larger available surface area), their separation in the
end of the process is difficult and occurs with significant losses, contributing to an
increased cost. This is why thin film photocatalytic composites of TiO2–GO type
are obtained and tested in environmental applications, as the advanced wastewater
treatment or the self-cleaning coatings.

24.2 Materials and Methods

Glass plates covered with a thin film of fluorine doped tin oxide (FTO) were used
as substrates for the composite deposition. The substrates were cleaned with water
and detergent by ultra-sonication, followed by rinsing in ethanol and drying in air.
An overall surface of 20 × 30 cm2 was included in the demonstrator photo-reactor.
The surface contained five 10 × 10 cm2 plates, one 8 × 10 cm2 plate and five 2 ×
2 cm2 plates, used for various analyses before and after the photocatalytic process,
as presented in Fig. 24.1. Before use, the photocatalytic plates were conditioned
during one hour exposure to UV + VIS radiation (GUV+VIS = 810 W/m2; GUV =
23 W/m2) when the surface became super-hydrophilic (contact angle with water of
1° as compared with 12° before conditioning).

To get structures with an increased crystallinity, that support charges separation,
the thin film deposition was designed in two steps:

(1) Afirst TiO2 layerwas deposited through an up-scalable process, Spray Pyrolysis
Deposition (SPD), using an ABB/IRB5400 robot. The SPD deposition used
a precursor solution of titanium isopropoxide (TTIP, Sigma Aldrich, 97%),
acetylacetone (AcAc, Scharlau, 99%) and ethanol (EtOH, Chemical Company,
99.3%) in a volume ratio TTIP: AcAc: EtOH = 4:4:60 that was sprayed at
400 °C using air as carrier gas. Thirty spraying sequences were employed with
a 60 s break between sequences. The titania thin film was further annealed for
3 h, at 450 °C, to increase its crystallinity.
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Fig. 24.1 The demonstrator photocatalytic reactor (before use)

(2) The composite TiO2–GO layer was deposited using 15 spraying sequences
on the top of the first layer by spraying a sol–gel dispersion obtained using
TTIP, AcAc, EtOH, acetic acid (HAc 99.8%, Scharlau) and an aqueous GO
dispersion (1.4%w) in a volume ratio of TTIP:AcAc:EtOH:HAc:GO(d) =
20:0.89:16:0.18:2.4.

The aqueous GO dispersion was obtained using the Hummers method: 12 g of
graphite powder (99.99% purity, Elektrokarbon) were mixed with 247 mL H2SO4

(96%, VLSI grade, BASF) and continuously stirred for 24 h. Afterwards, 6 g NaNO3

(99%, Sigma Aldrich) were added and the dispersion was cooled to 5 °C, then 36 g
of KMnO4 (99%, Merck) were slowly added. The graphite powder was kept for
four days in the oxidation environment; afterwards, the unreacted KMnO4 and the
manganese oxide precipitate were removed using 200mLH2O2 5% and 150mLHCl
5%, respectively. The dispersion was further filtered and the graphite oxide powder
was washed several times with deionized water, then it was dispersed in deionized
water and was ultrasound treated for 1.5 h to support the exfoliation of the graphene
oxide sheets. After sonication, the sol was diluted with EtOH in a 1:5 ratio and
sprayed at 100 °C over the first layer, followed by one hour of thermal treatment at
150 °C.

The photocatalytic experiments used 5L of methylene blue (MB) solution with a
10 ppm concentration (according to the ISO 10678:2010 standard, [9]). The wastew-
ater flow in the photo-reactor was of 1L/min and the process was run initially for
one hour in dark (to reach the adsorption—desorption equilibrium), followed by 5 h
of irradiation at a global irradiance value of 810 W/m2 out of which 23 W/m2 UV
radiation and the rest VIS, using a solar simulator. After the photocatalytic process
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is stopped, the photocatalytic plates are regenerated by circulating distilled water in
the photo-reactor in two cycles of 30 min, each.

Parallel experiments were developed on small plates (1.5 × 1.5 cm2) covered
with the same photocatalytic coating, at low irradiance values (55 W/m2 out of
which 3W/m2 UV) to investigate the effect of the photons flux on the process. These
experiments were done in static regime, using 20mLMB solution, in a photo-reactor
equipped with 2 UV light tubes (Philips, TL-D BLB 18W/108) and 5 Vis light tubes
(Philips, TL-DSuper 80 18W/865). Thismix simulates the solar radiation conditions,
at much lower irradiance value.

TheMB removal efficiency, ηwas calculated using Eq. (24.1), based on the initial
absorbance of the MB solution (A0) and the absorbance after t hours of operation
(At), measured at the maximum absorbance wavelength for MB (λ= 664 nm), using
a UV–Vis–NIR spectrophotometer (Perkin Elmer Lambda 950):

ηt = A0 − At

A0
· 100 (24.1)

The crystallinity of the composite films was investigated by X-ray Diffraction
(XRD, Bruker D8 Discover, step size 0.024, scan speed 1.5 s/step, 2θ range from
5 to 70°). Energy Dispersive X-ray spectrometry (EDX, Thermo) was used for the
surface elemental analysis of the thin films while the surface morphology and rough-
ness (RMS) were investigated using Scanning Electron Microscopy (SEM, Hitachi
model S-3400 N type II) and Atomic Force Microscopy (AFM, NT-MDT model
BL222RNTE).

24.3 Results and Discussions

The photocatalytic degradation of MB under high (810 W/m2) and low (55 W/m2)
irradiance values run for one hour in dark and five hours under irradiation and the
results are presented in Fig. 24.2:

As the results show, adsorption took longer time in the dynamic regime (under the
MB solution flow). A fast adsorption was observed in the beginning and adsorption
took place about one hour longer, after irradiation was started (when no increase
in the efficiency could be observed). This may suggest that the irradiated substrate
needed a certain period for developing oxidation species in a useful concentration
and this period is significantly higher than in the static regime. Thus the wastewater
flow may have a wash-out effect on the photocatalytic surface, when the oxidation
species produced through the reaction of the holes (and electrons) with the hydroxide
anions are faster removed or deactivated and cannot interact with the adsorbed MB
molecules.

However, after 135 min. the process in dynamic regime (under high irradiance)
runs faster as compared to the process in static regime (at low irradiance value) as
the slope of the efficiency graph is higher for the dynamic flow regime.
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This was an expected behavior due to the fact that a larger amount of photons
is expected to be mirrored by a larger amount of decomposed MB. What is still
under a question mark is the effect of the higher irradiance; for an irradiance value
about 15 times larger during the dynamic regime as compared with the static regime
(810/55W/m2) the increase in efficiency is of only 30%. This can be the consequence
of several factors, among which the following:

(1) An increased recombination rate of the photo-generated holes and electrons
that may interact and deactivate before being involved in chemical reactions in
a much broader extend. One way to mitigate this effect is to allow a fast charge
separation, e.g. due to an increased crystallinity.
The crystallinity degree of the TiO2 layer was 37% and the composite, double
layer reached a value of 42.5%, proving that the deposition strategy fulfilled its
objective and that recombination was limited as much as possible, Fig. 24.3;

(2) A limited amount of pollutant molecules available to be decomposed by the
generated oxidation species. The amount of adsorbed MB molecules can be
limited by a low surface roughness (a lower surface roughness reduces the
amount of adsorption sites) and by the surface charge (that can be tuned
considering the point of zero charge of the substrate and the solution pH);

(3) The surface clogging with colored molecules that limits the radiation access to
the photocatalyst.

As these results outline, the aqueous flow has various side effects on the process.
Therefore, it is important to assess the stability of the photocatalytic layers during

the process by observing the surface roughness before and after the process. The
results are included in Fig. 24.4. The SEM images outline a rough surface, with TiO2

Fig. 24.3 XRD results for a the FTO/TiO2 thin film and b for the FTO/TiO2 / TiO2-GO composite
photocatalytic thin film
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Fig. 24.4 SEM image of the FTO/TiO2 (SPD)/TiO2—GO layers: a before photocatalysis; b after
photocatalysis; c after photocatalysis and regeneration and d in dark

consisting of grains agglomerated in structures adherent to the surface. It is also to be
noticed that the layers immersed in water, in dark or under irradiation, are supporting
larger agglomerations that are still adherent to the surface.

To quantify the changes in the surface aspect, roughness measurements were done
based on AFM images, Fig. 24.5 and the values are inserted in Table 24.1.

As the results show, there is a slight decrease in the roughness values during the
five hours of operation under irradiation (of about 13%); amore significant roughness
decrease (16%) is observed when the thin films are kept in dark under a water flow
for six hours. Basically, in dark or under irradiation, the thin films seem to be more
affected when a distilled water flow is employed; the RMS value after the films were
exposed to water under irradiation was of 257.2 nm, very close to the value recorded
in dark. This proves that the surface re-organization is not likely due to irradiation
but can be influenced by the residual photocatalytic by-products adosrbed on the
surface.
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(a) (b)

(c) (d)

Fig. 24.5 AFM image of the FTO/TiO2 (SPD)/TiO2—GO layers: a before photocatalysis; b after
photocatalysis; c after photocatalysis and regeneration and d in dark

Table 24.1 RMS values of the FTO/TiO2 (SPD)/TiO2—GO layers

Sample Before photocatalysis After photocatalysis After regeneration In dark

RMS [nm] 313.1 272.5 248.0 261.8

The roughness variationmay be the results of surface re-organizations as the EDX
results show, Table 24.2.

The rather significant decrease in the average carbon content can be the result of
the TiO2 grains that may more densely stuck over the GO plates during operation
under the liquid flow. This effect is obvious in the last sample (in dark), where the
FTO layer is no longer recorded but, as it cannot be removed from the substrate, one
may conclude that the denser coverage remains the only likely option.

The transmittance of the layers can be also of interest when thinking at extended
applications as self-cleaning coatings. The transmittance for a radiation with the
wavelength of 600 nm was, for the TiO2 photocatalytic layer of 78 and of 35% for
the composite thin film.
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Table 24.2 Elemental composition of the photocatalytic surface of the FTO/TiO2 (SPD)/TiO2–GO
layers

Sample Elemental composition

C [%] Ti [%] O [%] F [%] Sn, Si, S [%]

Before photocatalysis 6.48 31.58 57.43 0.51 3.98

After photocatalysis 2.00 34.14 61.3 0.23 1.53

After regeneration 1.52 34.1 61.01 0.61 2.75

In dark 1.70 33.15 62.76 0.00 2.01

It can thus be observed that, despite the lowGOcontent, the transmittance is signif-
icantly decreased while the photocatalytic response in UV–VIS is much improved
and all the other investigated properties have an observable variation.

24.4 Conclusions

Composite thin layers of FTO/TiO2/TiO2–GO type were obtained by using up scal-
able deposition techniques. The thin films proved to be VIS-active and stable during
operation. The films had a better decomposition efficiency of methylene blue as
compared to the mono-layered TiO2 thin films but the results did not linearly follow
the increase in the irradiance value as a potential result of the increased recombina-
tion. Moreover, as the results show, the photocatalytic mechanism is controlled by
the adsorption step.

Acknowledgements This work was supported by a grant of the Romanian Ministry of Research
and Innovation, CCCDI-UEFISCDI, project number PN-III-P1-1.2-PCCDI-2017-0619, contract
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Chapter 25
Challenges in the Up-Scaled Deposition
of Self-Cleaning Thin Films on PV
Modules

Maria Covei, Anca Duta, and Ion Visa

Abstract Self-cleaning thin films are applied as top coatings (usually deposited
during the manufacturing stage) on the solar glass of photovoltaic (PV) modules.
This prevents dust and grime accumulation on the glazing andmaintains a good solar
radiation transmittance to the PV cells. Due to weathering, the self-cleaning coating
can be partially destroyed over time and in-situ re-application on the already installed
PV modules may be a viable option. The requirements for the self-cleaning coating
are: low-cost materials, easy deposition at ambient temperature, high transparency
in the UV–VIS range, high photocatalytic efficiency to degrade organic pollutants
using the solar radiation and low contact angle towash off possible by-products of the
photocatalytic process and/or various other pollutants stacked on the surface. These
requirements were reached at laboratory level on 1.5× 1.5 cm2 solar glass substrates,
using a TiO2–WO3–rGO composite thin film obtained using a stable dispersion of
sol–gel powder. When scaling up to 20 × 30 cm2 surface, thin film homogeneity
becomes difficult to maintain. The deposition conditions (spraying area, duration)
were re-optimized to support the uniformity of the chemical, morphological, optical,
photocatalytic and wetting properties.
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deposition
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25.1 Introduction

Self-cleaning thin films were successfully deposited for various applications ranging
from clothing to cars, pavements, built environment or the energy sector. The last
application targets the use of self-cleaning thin films deposited on the glazing of the
PVmodules or of the solar-thermal collectors so that dust and dirtwill not be collected
during in-field functioning. The grime removal process significantly depends on the
layer’s wetting properties. There are two main self-cleaning mechanisms:

(a) Wash-off the pollutant, supported by super-hydrophobic coatings (water contact
angle larger than 150°) that promote the water droplets roll off on the surface,
carrying the dust particles with them; the pollutant is removed but not degraded.
Polymer and silicon coatings act in this way [1];

(b) Pollutant’s degradation, supported by super-hydrophilic coatings (water contact
angle lower than 10°) that promote the formation of a water layer on top of the
glazing. Soluble, inorganic pollutants are dissolved and removed, while organic
pollutants are degraded through photocatalysis. In this case, water acts both
as removal medium and as source of reactive OH· radicals. Semiconductor
materials with UV or, ideally, Vis-activation are required for these coatings.

Out of the two mechanisms, the latter has the advantage of complete (miner-
alization) or partial decomposition of the organic pollutants and is therefore more
attractive. However, in order to be applicable on PV glazing, the coatings also require
special optical properties, mainly high transmittance and low reflectance in order to
allow a large share of the solar spectrum (UV and Vis) to pass through the glazing
and reach the PV cells. The anti-reflective properties can be optimized by tailoring
the morphology and the thickness of the thin film coating.

Another important property of the PV module coatings is their stability. As these
films are subjected to weathering, their lifetime is often less than that of the module
itself (usually 20 years or more). In order not to decrease the power output due to
fouling, the re-application of the self-cleaning, anti-reflective thin film may be an
option. This requires a low-cost, ambient temperature, facile deposition method that
will also allow large-scale coverage. Considering that most commercial modules
contain glazing that was treated at high temperature [2], it is unrealistic to expect
the same method to be used for re-application. The use of deposition methods such
as spraying is a much more attractive alternative as it meets all the criteria above
mentioned.

Some of the materials reported for self-cleaning and anti-reflective applications
are metal oxides, such as TiO2, ZnO, WO3, etc.[3–5]. These are wide bandgap semi-
conductors with proved photocatalytic activity, which can be obtained as thin films
through a wide variety of deposition techniques that allow tailoring the structural and
morphological properties to get the requiredwetting and optical properties. However,
one of the main drawbacks when using wide bandgap semiconductors is their UV-
activation, considering that UV represents only 5–10% of the solar spectrum, [6].
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Different methods for extending the activation range towards Vis are reported: anion
or cation doping, metal loading or developing heterostructures with narrow bandgap
materials [7, 8]. Lately, coupling with carbon 2D derivatives such as graphene,
graphene oxide or reduced graphene oxide was also reported, [9], as these mate-
rials may act as electron scavengers next to the metal oxides (thus decreasing the
electron–hole recombination) and as adsorption sites for the pollutant molecules.

Titanium dioxide is one of the mostly reported photocatalysts, being highly
hydrophilic under UV-irradiation, [10], and with great aqueous stability. Tungsten
oxide is a versatile material that can be obtained with different nanostructures, such
as spheres, dendrites, dumbbells, etc., [11]. It is also a Vis-active photocatalyst, with
a bandgap of 2.7 eV, [12]. The composite material obtained by coupling TiO2, WO3

and rGO, was reported to have a higher photocatalytic efficiency in the degradation
of 2,4-dichlorphenoxyacetic acid compared to the individual oxides, under UV radia-
tion, [13]. A ternary compound obtained from TiO2 nanocrystals andWO3 nanorods
on rGO nanosheets, synthesized using the hydrothermal method, was confirmed as a
better photocatalyst than the binary TiO2-WO3 composite due to the interfacial elec-
tron transfer promoted by rGO that suppresses the electron–hole recombination and
boosts the O2 reduction reactions during the photocatalytic process, [14]. Another
hydrothermal TiO2/WO3/GO photocatalyst was reported to display excellent photo-
catalytic activity for the degradation of bisphenol A when irradiated using Vis and
solar radiation, as well as for the photodegradation of methylorange under UV radi-
ation, [15]. Still, results on these composites as a self-cleaning layer, where both the
photocatalytic activity and the wetting and the optical properties are important, are
scarce.

Moreover, the majority of the reports are on small-scale films that are tested in
laboratory conditions, simply to validate the deposition method. It is well known that
up-scaling to larger thin film deposition area requires a re-optimization of the depo-
sition parameters. Ideally, this should be done with as little changes of the original
recipe as possible. Some reports on either hydrophobic or hydrophilic self-cleaning
coatings for PV-modules mention screen printing or chemical vapor deposition as
viable deposition methods [16–18].

25.2 Materials and Methods

The coatings were obtained following a powder—dispersion—thin film route, as this
ensures a good control of the structural and morphological properties of the material
without requiring high temperature in the deposition step. This makes the method
attractive for the (re)application of the films on already installed PV modules.
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25.2.1 Powder Preparation

Two metal oxide powders were obtained using the sol–gel method, as follows:

• The TiO2 powder was synthesized by mixing titanium tetraisopropoxide (TTIP,
Sigma Aldrich, 97%), Ethanol (Chemical, 99.3%), Acetylacetone (AcAc,
Scharlau, 99%), Acetic acid (Scharlau, 99%) and water in the volume ratio
TTIP:EtOH:AcAc:HAc:H2O = 10:8:0.445:0.09:0.6. Aging the sol for 24 h in
ambient atmosphere was followed by drying it for 1 h at 100 °C. To obtain a
crystalline powder, annealing was performed at 550 °C for 3 h.

• The WO3 powder was obtained usingWCl6 (Acros Organics, 99%) and Ethanol
(Chemical, 99.3%) to get a dispersion of 39.7 g/L. The same aging, drying and
annealing steps were applied to the WO3 material, as discussed above for TiO2.

To obtain the TiO2-WO3-rGO composite powder, the dried and annealed metal
oxide powders were mixed together and then the rGO commercial dispersion (Sigma
Aldrich, 10 mg/mL) was added to obtain a one-batch mixed powder with the gravi-
metric ratio TiO2:WO3:rGO = 50:50:1, using magnetic stirring, followed by ultra-
sonication under heating at 100 °C, until completely dried. The powder was milled
(MLW, KM 1), for 24 h to obtain the fine particles required for the dispersion
preparation.

25.2.2 Dispersion Preparation

The dispersion was obtained by mixing the composite powder with a water: ethanol
mixture (3:1) to get a 5% concentration. Preliminary studies showed that a higher
concentration leads to a fast destabilization of the dispersion,whereas a lower concen-
trationwill not support the thin film homogeneity in the next step (deposition on solar
glass). Furthermore, to be in-field sprayed, the dispersion should be stable for at least
30 min. Therefore, sodium dodecylsulphate (SDS, synthesis grade, Alfa Aesar) was
used as stabilizing agent in a100 ppm concentration in the continuous medium.

The dispersion was magnetically stirred for 30 min, followed by ultrasonication
(ultrasound bath SCIENTZ SB5200) for 3 h. The dispersion stability was checked
by recording the UV–Vis transmittance spectra (UV–Vis-NIR spectrophotometer
Perkin Elmer) in the Vis range (400–800 nm) immediately after ultrasonication and
after 30 min. A transmittance increase suggests a destabilization of the dispersion
with the dispersed phase segregating at the bottom of the flask.
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25.2.3 Thin Film Deposition

(a) Deposition on small-scale substrates
Small-scale substrates (1.5 × 1.5 cm2) were used to preliminary test the self-
cleaning, anti-reflecting properties of the thin films at laboratory level. The
deposition conditions were optimized considering the structure, morphology,
optical, wetting and photocatalytic properties.
The stable dispersion was sprayed onto the substrate heated at 80 °C using 10
spraying sequences with 60 s break between them to allow the evaporation of the
continuous medium. The carrier gas (air) pressure was 1.2 bars and the distance
between the nozzle and the heated substrate was set at 20 cm.

(b) Deposition on relevantly-sized substrates
A larger scale, relevant surface was considered with an area of 20× 30 cm2 that
corresponds to a commercial PV polycrystalline Si module of about 10 W that
can be used to power small electronics such as a mobile phone, a radio, some
light bulbs, etc.

The control property in this case was the homogeneity of the deposited layer.
The ABB Foundry Plus industrial robot covers the substrate surface by spraying

sequential lines, as illustrated in Fig. 25.1. The spraying cone dimensions are influ-
enced by the dispersion concentration, the spraying height and the carrier gas pres-
sure. The homogeneity of the thin film is correlated with the distance between the
spraying lines (s) and the break (t) between two consecutive spraying sequences. To
check the homogeneity of the film, two areas were investigated and compared to the
small-scale thin film: an area in the center of the cone and an area at the edge of the
cone.

Fig. 25.1 A schematic representation of the spraying equipment and the deposition method of
multifunctional, composite thin films on relevantly sized substrates
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25.2.4 Thin Film Characterization and Testing

The crystallinity of the powders and of the thin films was investigated using a Bruker
D8 Discover X-ray Diffractometer (CuKα1 = 1.5406 Å, step size 0.025, scan speed
1.5 s/step, 2θ = 5–70°). Scanning electron microscopy (SEM) used a Hitachi SEM
S-3400 N type 121 II device coupled with an Energy Dispersive X-ray (EDX) unit
(Utltra Dry, Noran System7, NSS Model). Surface topology was analyzed through
atomic force microscopy (AFM) using an NT-MDT microscope, model NTGRA
PRIMA EC, working in semi-contact mode with Si-tips, NSG10. Roughness was
calculated using the AFM software over a 5 μm × 5 μm surface.

The optical properties of the thin layers, as well as the dispersions’ stability, were
tested using UV–Vis spectroscopy (Perkin Elmer Lambda 950). The contact angle
measurements used an OCA20 instrument and water as the testing liquid.

The composite films were considered to have good self-cleaning properties if
they possess good wetting behavior and promising photocatalytic efficiency in the
degradation ofmethylene blue under simulated solar radiation. For the photocatalytic
tests, two UV radiation sources (UVA, 340–400 nm, λUV,max = 365 nm, Philips) and
five Vis light sources (TL-D Super 80 18 W/865, 400-700 nm, λVis, max = 565 nm,
Philips), with a total average irradiance of G = 34 W/m2 were used. The UV share
in the radiation is of 10% to resemble solar radiation profile at a significantly lower
irradiance value.

The photocatalytic experiments used a methylene blue (MB, 99.8%,Merck) solu-
tion with the initial concentration of 10 ppm. This specific pollutant was selected,
following the ISO 10678:2010 standard (Determination of photocatalytic activity
of surfaces in an aqueous medium by degradation of methylene blue). The thin
films (with a surface of 1.5 × 1.5 cm2) were immersed in 20 mL aqueous pollu-
tant solutions. Before irradiation, the pollutant solution with the immersed thin film
photocatalyst was kept 1 h in dark to reach the adsorption/desorption equilibrium.
The photodegradation efficiency, η, was calculated based on the initial absorbance
of the pollutant solution (A0) and the absorbance after 1, 2, 4, 6 and 8 h of irradiation
(A), recorded at the maximum absorbance wavelength of the pollutant (λ= 664 nm),
using a UV–Vis-NIR spectrophotometer (Perkin Elmer Lambda 950) and applying
Eq. (25.1):

η = A0 − A

A0
× 100 (25.1)
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25.3 Results and Discussion

The TiO2–WO3–rGO powder was investigated using both XRD and EDX analyses
to confirm the rGO incorporation in the composite. The XRD results outline a small
peak at 2θ ~ 5° that can be allocated to rGO. The main peak of rGO, at 2θ ~ 25°
overlaps with the more pronounced peaks of both anatase and WO3. The main XRD
peaks corresponding to the powder are inserted in Table 25.1.

The EDX analysis (Table 25.2) confirms that rGO is part of the composite as a C
content of 3–22% was identified. It is obvious from the large amount of carbon (over
20%) that some residual organic traces from the precursor system remained in the
powder, in agreement with the ~30% amorphous phase identified through the XRD
analysis. It is also important to notice that the morphology of the composite powders
preserves aspects of the individual TiO2 and WO3 powders. The TiO2 powder is
rougher and, even after milling, some larger crystallites can be observed, whereas
the WO3 powder is much finer, composed of spherical grains that mix together well
with the TiO2 ones. The EDX results in Table 25.2 show that rGO is likely in all the
investigated points, with the rGO platelets covered with metal oxides (e.g. points 2
or 3).

The good mixing of the three components is important for preventing any segre-
gation in the dispersion step. The stability of the dispersion to be used for the sprayed
filmwas investigated using transmittancemeasurements in theVis range. Two spectra
were considered:

Table 25.1 Main peaks allocation in the X-ray diffractogram of the TiO2-WO3-rGO powder

2θ [°]

TiO2-anatase TiO2-rutile WO3-monoclinic rGO

34.0, 37.7, 48.2,
53.8, 54.9, 62.7

36.7, 48.3 31.2, 31.6, 32.6, 35.4, 38.2,
44.0, 44.9, 46.7, 49.5, 54.7,
59.2, 61.4, 62.5, 64.8, 65.6,
69.4, 70.1, 70.9, 72.2, 77.7, 80.2

5.0, 24.6, 45.2

Table 25.2 Elemental composition in the composite powders [%at]

Point Ti W O C

1 48.24 0.24 48.08 3.43

2 24.38 20.60 41.76 13.27

3 8.36 9.72 59.82 22.09

4 28.08 0.67 65.29 5.96

5 5.90 17.76 59.81 16.53

6 3.71 13.10 65.36 17.83
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Fig. 25.2 Dispersion
transmittance measurement
in the Vis spectral range, at
the initial moment and after
30 min rest

(1) the initial transmittance values, that should be as low as possible if there is a
good distribution of the powder particles in the continuous medium.

(2) the transmittance values after 30 min rest, that should also be as low as possible
to indicate the stability of the dispersion during the spraying duration.

As the results in Fig. 25.2 show, both the initial and final transmittance values
are very low outlining that the powders were well-dispersed in the water–ethanol
mixture. The use of SDS as stabilizing agent was a successful choice, as the system
opacity remained almost unchanged for the duration of the investigated rest time
(30 min).

The dispersion was further used to deposit homogeneous thin films with anti-
reflective and self-cleaning properties on solar glass substrates with small and with
relevant sizes. The optimized deposition conditions are inserted in Table 25.3. The
step size (s), the spraying line length (L) and width (w) are illustrated in Fig. 25.1.

The following deposition parameters were kept constant: the number of spraying
sequences (n= 10), the substrate temperature (T= 80 °C), the distance between the
nozzle and the substrate (d = 20 cm) and the carrier gas pressure (P = 1.2 bar).

Up to 20 small-size samples could be arranged on one spraying line, with full
coverage of the surface in a single step. Due to the small area of the substrate, the
60 s break between the consecutive spraying sequences was enough to allow the
evaporation of the residual continuous medium of the sprayed dispersion. However,
when the larger substrate was used, the spraying area needed to be extended (see
Table 25.3). The step size was varied between 30 and 60 mm. It was found that at a
smaller step size (30 or 40 mm), the sprayed lines significantly overlap and the thin
film becomes too thick/opaque and uneven. However, if the step size is 60 mm, the

Table 25.3 Optimized deposition conditions for the small sized and for the relevantly sized thin
films

Thin film area Step size [mm] Spraying line
length [mm]

Spraying line width
[mm]

Break between
sequences [s]

1.5 × 1.5 cm2 – 320 – 60

20 × 30 cm2 50 320 220 300
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substrate is unevenly covered, with a “zebra-shaped” aspect. Therefore, the step size
was fixed at 50 mm, which led to 6 steps required to cover the entire surface.

The large substrate area requires a longer time to fully remove/evaporate the
residual continuous medium left after each spraying sequence. Therefore, the break
time was increased up to 300 s. If smaller breaks are used, the ongoing spraying
sequence will wash off the remaining “wet patches” deposited during the previous
sequence, leading to “waves” with different thickness in the thin film.

The optimized parameters included in Table 25.3 led to thin films that appeared
to be homogeneous; morphological, wetting and photocatalytic investigations were
performed on two different areas of the film (at the edge of the spraying cone and
in its center) and the results were compared with the values recorded on the small
substrates.

The morphology of the films was investigated through AFM and SEM analyses.
The results in Fig. 25.3 indicate the complete coverage of the substrate in all three

Fig. 25.3 a, c, e SEM and b, d, f AFM images of the a, b small-sized thin films as well as the c,
d center-cone and e, f edge-cone areas of the relevantly-sized thin film
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cases, with a thin continuous film that exhibits small crystallites that adhered to the
surface. These can be correlated with the larger aggregates identified through SEM
analyses in the TiO2–WO3–rGO powders, before being dispersed.

These structures support the photocatalytic process, as they increase the surface
area and therefore the available area for the pollutant molecules adsorption. It is
also interesting to note, that the aggregates were still present on the surface after
9 h of immersion, during the photocatalytic process, thus suggesting their relatively
good adherence. There is a good similarity between the small-sized and the center-
cone surfaces, while the cone-edge surface seems to be slightly less peppered with
aggregates, thus suggesting a slightly thinner film.

The cone-edge AFM image also outlines the rGO platelets covered with metal
oxide, as result of the variation in the weight of the composite grains containing
rGO, significantly lighter than the grains containing only metal oxide, thus being
able to be deposited at the edge of the deposition cone. The roughness values for
the three areas, as resulted from the AFM measurement are inserted in Table 25.4,
outlining that all these are similar and typical for the thin films obtained from powder
dispersions. The surface aggregates and pores that contribute to the roughness support
the wetting behavior of the coatings. An extended contact between water and the
composite is essential in the photocatalytic process, thus contact angles close to (or
smaller than) 10° are required. As the results in Table 25.4 show, the contact angles
in all three cases are close to 11°, proving the material as a promising candidate
for self-cleaning applications. The very small difference between the cone-edge and
cone-center surfaces is also an indicator of the film homogeneity. This aspect has also
been confirmed by the similar chemical composition of the two areas on the relevantly
sized films. The elemental composition results also outline that the films are very thin,
as the substrate elements are the components with the highest percentage. Moreover,
the carbon percentage is higher than that of the metal (Ti and/or W) oxide, thus the
rGO platelets are part of the composite, close to the surface and covered with a very
thin metal oxide layer.

Table 25.4 Mean square roughness (RMS), water contact angle and surface elemental composition
for the small-size and relevantly-sized thin films

Area RMS[nm] θ [o] Elemental composition [%]

Ti W O C Substrate elementsa

Small-sized 42.2 11.3 0.58 0.48 66.41 3.42 29.11

Cone-center 40.5 11.0 0.64 0.45 67.41 3.26 28.24

Cone-edge 44.1 11.8 0.46 0.33 62.66 2.98 33.57

aSubtrate elements: Si, Na, Ca
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Fig. 25.4 Methylene blue
photodegradation efficiency
of the small-sized and
relevantly-sized thin films
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Theother requirement for self-cleaning thin films is their ability to degrade organic
pollutants under solar irradiation. Thus, the three samples were tested in the photo-
catalytic degradation of the methylene blue dye, under solar-simulated radiation
(Fig. 25.4). The results show that a good adsorption of the dye occurs during the
first hour of contact (in dark) between the photocatalyst and the dye solution. The
photocatalytic process runs similarly on the small-sized film and on the relevantly-
sized sample. Small variations in the photocatalytic efficiency can be expected due
to the slight differences in the films surface roughness and contact angle. However,
the general trend of the degradation process is similar and confirms that the films
maintained their self-cleaning properties.

In the experimental conditions, the overall efficiency values are rather low due to
the low irradiance value (34 W/m2). Once solar radiation (G = 800 − 1000 W/m2)
will be used, the number of generated electron–hole pairs increases and more OH·
radicals are formed at the photocatalyst surface, so the overall photodegradation
efficiency is expected to increase.

Another control property is the optical performance of the films. The samples
need to be sufficiently transparent and anti-reflective in the UV–Vis range to allow
the radiation to penetrate the glass casing to the PV cells bellow. As the results in
Fig. 25.5 show, high transmittance values (over 80%) were recorded over the Vis and
UV range (λ > 320 nm),making these thin films acceptable as PV casing coatings. As
the composite material contains two (rather) broad bandgap semiconductor oxides,
low transmittance values are expectable in the farUV range (λ<320 nm).Reflectance
values lower than 20% were recorded for all samples and this is in line with the
requirements for anti-reflective coatings for PV casings. Considering the differences
in the surface roughness and the overall morphology, some slight differences in
the optical properties between the cone-center and cone-edge samples are expected.
However, as the transmittance values are nearly overlapping, it can be concluded that
no significant thickness variation between the two areas occurs.
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The values for all the control properties are similar for the relevantly-sized and the
small size films and this outlines that, in spite of the changes in the deposition condi-
tions, the re-optimized up-scaling procedure did not affect the significant properties
of the thin films. Good self-cleaning and anti-reflective coatings were obtained on
the 20× 30 cm2 substrate and are recommended for further advancement to in-field
deposition on commercial PV modules.

25.4 Conclusions

Composite TiO2-WO3-rGO thin films were deposited using a powder—dispersion
–spraying route, on small (1.5 × 1.5 cm2) and relevantly-sized (20 × 30 cm2) solar
glass substrates. The morphological, chemical, optical, photocatalytic and wetting
properties of the thin films were investigated to find out whether they can be used as
self-cleaning, anti-reflective coatings to be applied on in-field PV-modules. The depo-
sition conditions were re-optimized for the larger-scale films, aiming at preserving
the high transmittance and low reflectance in the UV–Vis range, a low contact angle
and high photocatalytic efficiency in methylene blue decomposition, under simu-
lated solar radiation. To test the homogeneity of the larger size films, two areas
were compared: at the center and at the edge of the spraying cone while the effec-
tiveness of the up-scaling process was discussed by comparing the control prop-
erties of these two areas with that of the small-sized film. Similar morphologies
and chemical composition in the three samples led to similar and very good optical
properties (T > 80%, R < 20%), wetting properties (θ ~ 11°) and photocatalytic
properties (η > 20% at an irradiance value of 35 W/m2).

It can be thus concluded that the films obtained on relevantly sized substrates
preserve the self-cleaning and anti-reflective properties, are homogeneous and can
be considered for further deposition on PV modules in field installed.
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Chapter 26
Hydrophilicity Variation
of TiO2—Graphene Oxide Composite
Thin Films for Photocatalytic
Applications

Ioana Tismanar, Alexandru Cosmin Obreja, Octavian Buiu, and Anca Duta

Abstract Novel photocatalytic materials are currently required for advanced
wastewater treatment or for self-cleaning applications. For these applications,
(super)hydrophilic surfacesmust be developed andUVphoto-induced hydrophilicity
can be a viable path to obtain such materials. This paper reports on the hydrophilicity
variation of the novel TiO2/TiO2 GOcomposite thin films obtained by spray pyrolysis
deposition (SPD) followed by the deposition of a diluted sol by spraying at 100°C.
The thin films were kept in dark (in normal atmospheric conditions) and under UV
irradiation, at different exposure periods (up to 72 h) and the variation in the contact
angle of water were analysed along with the morphology, surface composition and
roughness (RMS) to correlate the hydrophilicity with the materials properties. The
results show an increase in the contact angle values over time for the samples kept
in dark and a decrease of it when the films were UV irradiated mainly as results of
the roughness variation, due to slight changes in the thin film (surface) composition.
The thin films were further tested in methylene blue decomposition and the effect
of the hydrophilicity on the photocatalytic efficiency was investigated. The results
show that, in the experimental conditions, a pre-conditioning treatment of the thin
films can lead to more efficient processes.
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26.1 Introduction

The photocatalytic processes represent potential routes for the removal, fromwastew-
ater, of organic pollutants at low concentrations, targeting water re-use [1]. For
up scalable processes the photocatalytic materials and the equipment need to be
affordable. In terms of materials, one of the most widely used photocatalyst is tita-
nium dioxide, TiO2, because it has a high chemical stability in aqueous media, it is
non-toxic, has high capacity to produce oxidative species when irradiated with the
adequate radiation and has not too high production costs. However, as a wide band
gap semiconductor, TiO2 can be activated only byUV radiation (λ < 380 nm) and this
raises the costs of the entire process. This is why, VIS-active or solar-active photo-
catalysts are required to mitigate the process cost [2]. To reduce the TiO2 band gap,
various techniques are used as doping or coupling the n-type semiconductor with a
p-type one in a diode—type structure. Recently, graphene derivatives as graphene
oxide (GO) or reduced graphene oxide (rGO) were used as fillers embedded in a
metal oxide matrix [3]. These types of composites are reported to be Vis(solar)-
active because of the n-p diode structure developed when using these materials [4],
but the development of continuous, stable interfaces between the matrix and the
graphene derivatives remains an important challenge. This is the reason why not
TiO2—graphene composites are the targeted materials, as the non-polar graphene
has little compatibility with the ionic TiO2.

The Vis-activation problem is solved when using TiO2-graphene derivatives
composites and further on the photocatalytic properties of this type of samples
have to be optimized to reach high performance materials. One important prop-
erty of any photocatalysts is its surface hydrophilicity. This property is important
particularly for applications as self-cleaning coatings, but it is also important in the
pollutant adsorption step in the wastewater treatment mechanisms. It is reported that
the (super)hydrophilicity of the metal oxide surfaces can be photo-induced. Wang
et al. [5], were the first ones to analyse the behaviour of TiO2 when exposed to UV
radiation and they concluded that the surface wettability can be controlled by irra-
diation to obtain surfaces with antifogging and self-cleaning properties. Different
mechanisms are involved in the photo-induced hydrophilicity of the TiO2 surface,
such as photo-induced oxygen vacancy generation [6] along with the adsorption of
water molecules at the defects’ sites, forming hydrophilic domains [7], along with
the possible photo-oxidation of the traces of hydrophobic carbonaceous species from
the TiO2 structure [8]. Most of these mechanisms are reversible and the atmospheric
oxygen can replace the adsorbed hydroxyl groups changing the surface wettability
of TiO2 back, from hydrophilic to hydrophobic [9].

It was reported [6], that the hydrophilicity of the TiO2-rGO composites was
increased by exposure to solar radiation and thewater contact angle (WCA)decreased
from 50° to <5° after 30min of exposure under simulated solar irradiation. After that,
the photo-induced self-cleaning properties were evaluated by measuring the degra-
dation of methylene blue (MB) under simulated solar conditions and the material
proved to be solar-active concluding that the graphene derivative is not affected by
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the irradiation. A similar conclusion is outlined by another study that also proved that
the concentration of the filler in the composite can significantly change the wetta-
bility properties: a higher concentration of the filler can lead to a super-hydrophilic
surface when irradiated only with VIS radiation [10]. Most of the hydrophilicity
studies followed the development of materials for self-cleaning coatings and not for
advanced wastewater treatment while studies on the behavior of these composites
kept in dark (without any irradiation) are scarce.

This paper reports on the hydrophilicity variations of the novel TiO2/TiO2—
grapehene oxide (GO) two-layered composite thin films obtained by spray pyrol-
ysis deposition (SPD) coupled with spraying (at lower temperature) a sol of the
composite material. The surface morphology, composition and roughness (RMS)
were discussed to correlate the hydrophilicity variation with the material’s proper-
ties. The methylene blue (MB) decomposition, under simulated solar radiation at
low irradiance values, was investigated to outline the influence of the WCA values
on the photocatalytic efficiencies for advanced wastewater treatment applications.

26.2 Materials and Methods

Glass plates (1.5 cm × 1.5 cm) covered with a thin film of fluorine doped tin
oxide (FTO) were used as substrates. These substrates were cleaned with water
and detergent by ultra-sonication, followed by rinsing in ethanol and drying in air.

The composite thin films were deposited in a two-layered system in order to get
a performance material in photocatalytic processes with controlled hydrophilicity.
The first TiO2 layer was obtained using a precursor system containing titanium
tetra-isopropoxide (TTIP, Sigma Aldrich, 97%) mixed with acetylacetone (AcAc,
Scharlau, 99%) and ethanol (EtOH, Chemical Company, 99.3%) in a 1:1:15 volume
ratio. This layer was deposited by Spray Pyrolysis Deposition (SPD) using an
ABB/IRB5400 robot. The deposition temperature was 400°C and 30 spraying
sequences were used, with 60 s break between consecutive pulses. After deposition,
this first layer was annealed for 3 h, at 450°C, to increase its crystallinity degree.

The second TiO2-GO layer was sprayed on the top of the first one using a diluted
sol obtained based on TTIP as precursor, ethanol as continuous medium, acety-
lacetone as complexing agent and acetic acid (HAc 99.8%, Scharlau) to control
the pH (pH ~5). These were mixed, under stirring, in an overall volume ratio:
TTIP:EtOH:AcAc:HAc = 1:0.8:0.04:0.009.

An aqueousGOdispersion (30mg/mL)was obtained using theHummersmethod:
12 g of graphite powder (99.99% purity, Elektrokarbon) were mixed with 247 mL
H2SO4 (96%, VLSI grade, BASF) and continuously stirred for 24 h. Afterwards, 6 g
NaNO3 (99%, Sigma Aldrich) were added and the dispersion was cooled down to
5 °C, then 36 g of KMnO4 (99%, Merck) were slowly added for a good control of
the exothermic reaction. Further on, the graphite powder was kept in the oxidation
environment for 4 days; after that the excess KMnO4 and the manganese oxide
precipitate were removed using 200 mL H2O2 5% and 150 mL HCl 5% respectively.
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The dispersion was then filtered and the graphite oxide powder was washed several
times with deionized water. This powder was further dispersed in deionized water
and placed in an ultrasonic bath to support the exfoliation of the graphene oxide
sheets.

The GO dispersion, prepared as previously discussed, was added in the TiO2

precursor system, to obtain the composite sol with stable interfaces between TiO2

and the graphene derivative. Further on, the sol was sonicated for 1.5 h and after
sonication, the sol was diluted with ethanol in a 1:5 sol: EtOH volume ratio. The GO
weight ratio in the precursor system was 1.4%w.

This diluted sol was deposited, by robotic spraying, over the first TiO2 layer, using
15 spraying sequences, with 60 s break between pulses. The deposition temperature
was selected at 100°C to support the ethanol evaporation while preventing the GO
oxidation. The composite thin film was further thermally treated for one hour at
150°C to decompose/remove the carbon containing by-products, without degrading
the GO filler [11].

This two-layered composite structure was selected to increase the crystallinity
degree of the composite upper layer by using a first layer that has a predominant
crystalline structure, considering the low temperature of the thermal treatment applied
to the final thin films. Further on, previous results outlined that the adherence between
the composite and the substrate is increased by using an intermediate matrix layer.

The thin film composites obtained as above discussed were kept under various
conditions: in dark (in regular atmospheric conditions) and under UV irradiation
(irradiance value, G= 8.3W/m2, measured using a Delta-T, type BF3 pyranometer),
at different exposure periods (up to 72 h) and theWCAvariationswere analyzed using
a DataPhysics OCA20 EC instrument. The volume of the water drop was 10μL. The
surface elemental composition was analyzed by Energy Dispersive X-ray spectrom-
etry (EDS, Thermo) while the surfacemorphology and roughness (RMS)were inves-
tigated using Scanning ElectronMicroscopy (SEM, Hitachi model S-3400 N type II)
and Atomic Force Microscopy (AFM, NT-MDT model BL222RNTE). The results
were correlatedwith the photocatalytic efficiencies recorded in the photo-degradation
of the methylene blue (MB) pollutant, as indicated by the ISO 10678:2010 [12],
standard.

The photo-degradation experiments were developed in static regime using a
10 ppm (3.125 × 10–5 M) MB solution and a photo-reactor equipped with 2 UV
light tubes (Philips, TL-D BLB 18 W/108) and 5 Vis light tubes (Philips, TL-D
Super 80 18 W/865). This mix simulates solar radiation conditions but at much
lower irradiance value; the total irradiance was G= 55 W/m2, out of which 3 W/m2

corresponds to the UV radiation. Before the photocatalytic tests, the films were kept
in dark for a shorter time (24 h) and for a longer duration (7 days) and were subse-
quently pre-conditioned under UV radiation for 24 h. These films were immersed in
20mLMB solution and left one hour in dark to reach the adsorption/desorption equi-
librium, as previously optimized [13]. After one hour in dark the thin film samples
were continuously irradiated for 8 h. The MB removal efficiency, η was calculated
using Eq. (26.1), based on the initial absorbance of the MB solution (A0) and the
absorbance after up to 8 h of irradiation (A8), measured at the maximum absorbance
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wavelength for MB (λ = 664 nm), using a UV–Vis–NIR spectrophotometer (Perkin
Elmer Lambda 950):

η = A0 − A8

A0
· 100 (26.1)

26.3 Results and Discussions

The investigations on the hydrophilic character show an increase in the WCA values
over time, for the samples stored in dark (Fig. 26.1) and, respectively, the decrease of
the WCA value when exposing the films to UV radiation (Fig. 26.2). The optimum
irradiation duration was found to be of 24 h. After this period of time the values of
the contact angles remained constant.

It can be also observed that for the sample containing only TiO2 SPD kept in
dark the WCA variation is rather low, indicating that this type of coatings can be
stored without any significant consequences on the hydrophilic properties. For the
composite sample, the storage in dark leads to a significant increase in the WCA
values, thus a reduction in the hydrophilic character.

To understand these changes in hydrophilicity in different conditions, character-
ization analyzes were performed. According to the results in Tables 26.1 and 26.2,
it can be noticed that the hydrophilicity increase over time when irradiated with UV

Fig. 26.1 Variation of the WCA in time, for the films kept in dark
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Fig. 26.2 Variation of the WCA in time, for the UV irradiated thin films

Table 26.1 RMS values at different exposure periods under UV irradiation and in dark condition

Sample Under UV irradiation In dark

Time RMS [nm] Time RMS [nm]

FTO/TiO2 SPD Initial 11.5 Initial 11.8

12 h 9.1 12 h 12.2

24 h 9.0 24 h 14.5

48 h 8.9 48 h 17.3

72 h 8.6 72 h 19.0

FTO/TiO2 SPD/TiO2 GO SG Initial 332.5 Initial 327.9

12 h 312.3 12 h 348.6

24 h 304.5 24 h 362.3

48 h 292.2 48 h 375.4

72 h 290.0 72 h 387.6

radiation is due to the variation of the film roughness correlated with the decrease
in the carbon content from the surface of the samples. For the films kept in the
dark, the hydrophilicity decreases and the RMS values have a constant increase over
time while under UV irradiation the RMS values decrease in time. These results are
attributed to the possible densification of the thin films and less to the oxidation of the
carbon existing in the sample from the sol precursors, under UV irradiation. It is also
possible a continuation of the reactions in the composite for the samples kept in dark
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Table 26.2 The surface elemental composition of the samples innitially measured, after 72 h of
UV irradiation and after 72 h of dark condition

Sample EDX Map [% at.]

Initial After 72 h
of UV irradiation

After 72 h
in dark

FTO/TiO2 SPD C: 2.29 C: 1.51 C: 3.38

O: 64.78 O: 64.98 O: 64.24

Ti: 23.50 Ti: 18.92 Ti: 23.98

Sn: 8.34 Sn: 12.17 Sn: 7.10

F: 0.74 F: 1.09 F: 0.65

Si: 0.35 Si: 1.33 Si: 0.65

FTO/TiO2 SPD/TiO2 GO SG C: 9.55 C: 6.52 C: 11.30

O: 59.23 O: 60.87 O: 56.00

Ti: 30.08 Ti: 29.01 Ti: 32.05

Sn: 1.01 Sn: 2.38 Sn: 0.61

F: 0.10 F: 0.19 F: 0.00

Si: 0.03 Si: 1.03 Si: 0.04

and for the ones irradiated during the first 24 h, when UV radiation can accelerate
the processes. Previous results of the photocatalysis tests performed under UV +
VIS irradiation compared with those under UV irradiation, prove the Vis-activation
of the composites and also that the graphene oxide is not affected by the exposure to
UV irradiation (under the experimental conditions).

The SEM images of the composite films kept in dark, Fig. 26.3, outline large
aggregates on the surface of the composite films, compared to the initial structure
concluding that the increase in the RMS values can be due to these aggregates and
hence the decrease of the sample hydrophilicity.

In good agreement with the SEM images, the AFM results, Fig. 26.4, outline
surface changes of the composite thin film under UV irradiation and in dark.

To correlate the variation of the hydrophilic character with the performances of
the films during the photocatalytic processes, photo-degradation tests of the MB
pollutant were performed, under UV + VIS irradiation, in static regime, on the
multilayered composite films and, for comparison, on the TiO2 SPD films. The films
were kept, as previously discussed, in dark for 24 h and for a long duration (7 days)
and were further pre-conditioned under UV irradiation for 24 h.

The photocatalytic results included in Table 26.3 show that the samples stored for
long-term in dark lead to lower photo-degradation efficiencies compared to the more
recently deposited and UV pre-conditioned films. The results can be correlated with
the higher WCA values for the samples kept 7 days in dark, in agreement with the
results already discussed. From Table 26.3 it can also be observed that the adsorption
(1 h dark) is lower for the samples kept in dark, and the results show that this step
depends on the hydrophilicity of the films. It may be noticed that the composite thin
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Table 26.3 Photodegradation efficiencies of the MB pollutant and the contact angle for the sample
exposed at UV irradiation and kept in the dark

Sample Condition WCA [o] Photocatalytic tests η [%]

1 h dark 8 h UV +
VIS

FTO/TiO2 SPD Initial 31.9 6.36 15.57

24 h in dark 38.3 4.96 14.62

24 h in dark +
24 h UV
irradiation

10.1 6.50 15.72

7 days in dark 57.0 4.82 13.06

7 days in dark +
24 h UV
irradiation

10.8 6.26 15.75

FTO/TiO2 SPD/TiO2 GO
SG

Initial 18.3 8.48 28.26

24 h in dark 24.2 8.03 26.57

24 h in dark +
24 h UV
irradiation

11.9 8.69 27.27

7 days in dark 56.3 6.53 23.84

7 days in dark +
24 h UV
irradiation

20.1 8.54 27.17

films have a small variation in the MB removal efficiency (smaller than 4.5%) and
that UV conditioning is important.

26.4 Conclusions

The hydrophilicity of the FTO/TiO2 SPD/TiO2—GO SG composite thin films varies
depending on the conditions under which the samples are exposed, namely: the
WCA increases over time for the samples kept in dark and decreases after irradi-
ation of these samples with UV radiation. This is mainly the consequence of the
variation in the roughness values of the films, in correlation with the morphology
and the surface composition. The variation of the hydrophilicity mainly affects the
pollutant adsorption step and hence the photocatalytic efficiencies are lower for the
samples with a higher contact angle. However conditioning the thin film through UV
irradiation allows reaching similar efficiencies as in the case of recently deposited
samples and for the improvement of the photocatalytic efficiency, a first step of pre-
conditioning the films by UV irradiation is required followed by the photocatalysis
process, especially when the films were stored for longer periods before use.
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Chapter 27
Correlation Between the Growth Process
and Film Properties of RF-PECVD
Grown Nanocrystalline
Graphite/Graphene
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Cristina Pachiu, Raluca Gavrilă, Andrei Avram, Octavian Buiu,
and Gheorghe Dinescu

Abstract This study aims to better correlate the properties of nanocrystalline
graphite/graphene thin films with the individual deposition parameters, such as RF
power, substrate temperature, chamber pressure and other influential factors. The
carbonic films were grown using methane as gas precursor by capacitively coupled
radiofrequency plasma enhanced chemical vapor deposition. Themorphology, struc-
ture and electrical properties of the thin films deposited on both Si and SiO2

substrates at different process parameters were investigated through scanning elec-
tron microscopy, Raman spectroscopy, atomic force microscopy and four-point
probing.
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27.1 Introduction

Graphene is already a well-known material in the scientific community, due to its
extraordinary physical and chemical properties, such as: excellent electrical conduc-
tivity, reliablemechanical robustness and chemical stability.While graphene exceeds
other materials by far with respect to its properties, it fails to surpass them in produc-
tion costs, large scale fabrication and ease of integration in current thin films industry
processes [1–3].

Nanocrystalline graphite/graphene (NCG) demonstrates that it can be a valid
substitute, as it solves the challenges of production while also providing enhanced
performance when compared to the current materials on the market. This paper treats
NCG as a broader class of carbonic materials and recognizes its subcategories as
stated in [3]: nanocrystalline graphene (nc-graphene), nanocrystalline graphite (nc-
graphite), bulk-NCGand graphene/graphite nanowalls (GNW), also known as carbon
nanowalls (CNW) or vertical graphene (VG). Plasma enhanced chemical vapor depo-
sition (PECVD) is one of the most advantageous techniques when attempting to
synthesize this type of carbonaceous material directly on an insulating substrate,
allowing for improved control on the morphology of the grown film. The diverse
possibilities of final morphology and structure, makes NCG thin films suitable candi-
dates for various applications: piezoresistive or electrochemical sensors [1, 2, 4–8],
protective coatings [9], NEM/MEM switches and resonators [10, 11], active material
for supercapacitors, electrodes [12] and others [3].

In this work, we explore the structural, morphological and electrical properties
of NCG thin films grown by capacitively coupled radiofrequency (RF) PECVD at
different deposition parameters, and discuss the benefits brought by this material
in several fields of application. Well known characterization techniques, such as
scanning electronmicroscopy (SEM),Raman spectroscopy, atomic forcemicroscopy
(AFM) and four-point probing, were employed for the analysis of these films.

27.2 Materials and Methods

27.2.1 Substrate Preparation

For our experiments we used p-type 4” Si wafers with a <100> crystallographic
orientation, a thickness of 525±25μm and a resistivity of 1−10Ω cm. The growth
processes were carried out on thermally grown SiO2 in the case of bulk-NCG [1, 2]
and on bare Si wafers for the GNW thin films [13].
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Table 27.1 Parameters
during the growth step of
bulk-NCG and GNW by
capacitively coupled
RF-PECVD

NCG subclass Bulk-NCG GNW

Substrate temperature [°C] 890 700–850

Process pressure [Pa] 200 40

CH4 flow rate [sccm] 60 10

H2 flow rate [sccm] 75 –

Ar flow rate [sccm] – 190

RF power [W] 100 300

27.2.2 Thin Film Growth

The NCG thin films discussed here were synthesized by capacitively coupled RF-
PECVD with the Nanofab 1000 system (Oxford Instruments, UK). Both bulk-NCG
and GNW can be obtained with the same reactor configuration by adjusting the
process parameters accordingly. The differences between the growth steps for each
category of NCG discussed in this work can be found in Table 27.1.

27.2.3 Characterization

The SEMmicrographs were acquired using the Nova NanoSEM 630 Scanning Elec-
tron Microscope (FEI Company, Hillsboro, OR, USA) fitted with UHR detector
(Through-Lens-Detector-TLD) at an acceleration voltage of 10 kV. The Raman anal-
ysis was performed with a high resolution Scanning Near-Field Optical Microscope
fitted with the Raman Module Witec Alpha 300S (Witec, Germany). All the data
for the Raman spectra presented here was gathered with a green laser of wavelength
λ = 532 nm. The AFM investigations were carried out with the NTEGRAAura (NT-
MDT Co., Russia) on a 1 µm× 1 µm surface area. The sheet resistance was directly
measured with the 4-point probe technique, while the film electrical resistivity and
conductivity were calculated according to Eqs. (27.1) and (27.2), respectively [1,
13].

ρ = RS · h (27.1)

σ = 1

ρ
(27.2)

where: ρ is the films resistivity, measured in � m; RS is the sheet resistance of the
thin film, measured in �/sq.; h is the film thickness in nm (approximated from the
growth rate for the films thicker than 200 nm) and σ is the electrical conductivity of
the measured film, in S/m.
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27.3 Results and Discussion

27.3.1 Bulk Nanocrystalline Graphite

The growth process of bulk-NCG has been well documented over the years and so,
this NCG subclass has been synthesized through a large number of techniques. A
review on the subject of NCG synthesis methods, as well as applications, can be
found in [3]. From this variety of deposition techniques, a large amount of them are
dedicated to the PECVD method, resulting in a comprehensive description of the
growth mechanism of NCG by this method: the process entails in a nucleation step
at first, where the hydrocarbon radicals diffuse to the substrate and, after dissoci-
ation, form sp2 hybridized carbon aromatic rings that begin to grow laterally until
they overlap; after the first few layers are formed on the substrate, the growth rate
stabilizes and the film begins to grow in thickness. Bulk-NCG has a turbostratic
relation between individual nanodomains and layers, the films internal structure and
morphology depending mainly on the adjustment of parameters and on whether or
not a metallic catalytic layer is used.

From previously published papers [1, 2] it can be observed that the growth rate
for bulk-NCG is ~3.16 nm/min and when plotting the growth rate with respect to
growth time, the nucleation stage of the process can be clearly observed (Fig. 27.1).
The sudden drop in growth rate seen in Fig. 27.1 can be attributed to the transition
from the nucleation step of the process to the actual growth step. However, the figure
in question is to be treated as a qualitative display of the transition between the
two steps, and not as a quantitative one, because we already know from [1] that at
15 min of growth time the NCG thin film reaches a thickness of ~46 nm. For a more
precise investigation, measurements should be taken at smaller time intervals, as we
predict the curve representing the growth rate has a sharper drop than that presented
in Fig. 27.1b. A more suited time interval for this type of investigations would be of
1 min, or even 30 s.
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Fig. 27.1 a Growth rate of bulk-NCG synthesized by RF-PECVD as a function of growth time
with b emphasis on the nucleation step of the process. Reproduced from [2]
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From the various applications enumerated in the introduction section of this work,
our group has investigated the use of bulk-NCGas the activematerial in piezoresistive
sensors. Although in [1] we first started with low temperature oxide (LTO) that
presented an RMS roughness of ~1.4 nm when deposited on a Si wafer with 0.15 nm
RMS roughness (Fig. 27.2) as the insulating layer, the oxide film presented a high
compressive stress of −200 MPa unless thermally annealed at 900 °C [1]. Due to
this requirement of the LTO film, we chose to proceed with thermally grown SiO2 in
order to reduce the number of steps required and to simplify the whole technological
workflow [2].

The substrate on which the deposition of the NCG thin film is carried out have
been known to influence the growing film [14]. The depositions are performed on a
differently obtained SiO2, and although this should not cause changes in the carbonic
material aswas proven by Jerng et al. withAl2O3 substrates of different cutting planes
[15], Raman spectra were acquired to confirm the bulk-NCG structure (Fig. 27.3).

The appearance of the well known G, D, 2D and D + D’ peaks at ~1347 cm−1,
1586 cm−1, 2680 cm−1 and 2934 cm−1, respectively, together with the ID/IG ratio
of ~1.15 and FWHM of ~50 cm−1 and ~74 cm−1 for peaks D and G, respectively,
confirms the high disorder type bulk-NCG [2, 3]. Seeing how the Raman spectra
for the film deposited on 100 nm SiO2 and for the one deposited on 300 nm SiO2

are fairly similar, the latter was chosen for the next steps in order to provide better
protection for the carbonic material in the plasma processes that are to come.

The testing of the piezoresistive potential of bulk-NCG, as reported in [2], was
performed after the carbonic thin film was transferred onto a flexible substrate (poly-
dimethylsiloxane—PDMS) through a series of processes: after the growth of the
bulk-NCG thin film by PECVD, the surface was treated in a low power oxygen
plasma to improve its adherence and PDMS composite was added on the surface of
the film in a 3D printed PLA mold. After the polymerization of the PDMS layer, the
SiO2 layers and the entire Si wafer are etched in CHF3:Ar plasma and SF6 plasma,
respectively. The samples are diced in multiple strips, which are contacted by Cu
foils and encapsulated in PDMS [2].

In order to test the piezoresitive capabilities of the samples, their electrical resis-
tance was monitored during mechanical deformations [2]. Due to its internal struc-
ture of nanodomains, charge carriers travel through this type of carbonic material
by tunneling through the defects located at the boundaries of these domains. When
applying a mechanical strain on the film, the total tunneling distances modifies and
so does the electrical resistance, hence the piezoresistive effect [2, 4]. The efficiency
of this type of sensors is measured by the gauge factor (GF), which is the proportion-
ality factor between the relative variation of the electrical resistance and the applied
mechanical strain and is calculated with Eq. (27.3). The values obtained for the GF
are ~50–250 and they show the promise of this material in the field of piezoresistive
sensors [2].

GF = �R

R(l0)
· 1
ε

= R(l) − R(l0)

R(l0)
· 1
ε

(27.3)
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Fig. 27.3 Raman spectra of ~380 nm bulk-NCG deposited by RF-PECVD on 100 nm (black) and
300 nm (red) thermally grown SiO2. The vertical dash lines are at 1347.45 cm−1, 1585.76 cm−1,
2679.53 cm−1 and 2933.58 cm−1, respectively

where ε is the applied strain and R(l) and R(l0) are the electrical resistances in a
deformed and relaxed state, respectively.

When investigating the films electrical conductivity with respect to the growth
time, a saturation is observed after 60 min, which is equivalent to a ~200 nm film
thickness (Fig. 27.4).

By comparing this graphical representation of the conductivity with the growth
rate function described in Fig. 27.1, one can clearly observe a direct correlation
between the two, as they both seem to undergo a transition phase and begin to
saturate after ~200 nm (60 min growth time). This can be attributed to the fact
that after a certain thickness either the hydrogen plasma etching of the amorphous
carbon intensifies or that the new forming layers of carbonic material have a better
crystallinity as they bond to an already sp2 hybridized carbon underlayer. It can also
be a combination of the above mentioned theories or due to the fact that at a certain
distance from the substrate its influence over the growing layer diminishes, but either
way it is clear that the number of defects decreases and better conductive paths for
the charge carriers appear in the film at higher thicknesses.
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Fig. 27.4 Electrical conductivity of bulk-NCG thin films deposited by RF-PECVD with respect to
the growth time

27.3.2 Graphene/Graphite Nanowalls

GNW thin films are another form of carbonic materials from the NCG class. With
a similar structure of graphitic nanodomains, they distinguish themselves from the
other NCG types by their unique morphology of vertical planes with respect to the
substrate [3]. The influence of the process parameters on this type of growth can be
clearly seen when observed side-by-side with the ones used for bulk-NCG growth,
as they are presented in Table 27.1.

In this process, argon plasma is used to dissociate the methane gas precursor.
Molecular hydrogen has been removed from the precursors to lower the etching
process, as the film consists of vertical thin graphitic planes and a high etching rate
could prevent the growth altogether. TheCH4 flow rate has been significantly reduced
from 60 to 10 sccm in order to prevent the formation of amorphous carbon between
the vertical planes. The process pressure has been lowered to allow for a higher mean
free path of the incident particles and the RF discharge power has been increased to
obtain more energetically charged particles at the surface of the growing film. These
adjustments of pressure and discharge power permits fast bonding between particles
at the extremities of the graphitic planes and promotes edge growth of existing planes
over the formation of new ones.

The fast edge growth of the vertical graphitic planes can be observed in the growth
rate as well. As they have a much smaller density than bulk-NCG, their growth rate
is higher, reaching ~8–13 nm/min depending on the substrate temperature. In order
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(a) (b)

Fig. 27.5 Cross-section SEM micrographs of GNW thin films deposited by RF-PECVD at a
substrate temperature of a 750 °C and b 850 °C

to obtain denser films of the GNW type, one can increase the substrate temperature
of the deposition. By setting a higher temperature at the substrate surface, especially
during the nucleation phase of the process, the adsorbed CHx radicals are more easily
dissociated and the resulting carbon adatoms have a higher diffusion energy. Hence,
the nucleation density will increase at higher substrate temperatures and the GNW
density will implicitly increase as well. This phenomenon can be clearly observed
in Fig. 27.5, where SEM micrographs of GNW thin films grown at 750 and 850 °C
respectively, are presented [13].

The substrate temperature clearly influences the density of the growing film and
the growth rate, but do not appear to modify the internal structure in anyway as can
be seen in Fig. 27.6 from the Raman spectra of GNW thin films grown at different
substrate temperatures. The individual spectra are relatively similar to each other,
presenting the specific D, G, 2D and D + D’ peaks at ~1346 cm−1, 1577 cm−1,
2684 cm−1 and 2931 cm−1, respectively. The spectra are also similar to that of bulk-
NCG with a slight shift to lower regions in the signal, both being subclasses of the
NCG type.

GNW thin films have a very high surface area and so, they are very well suited
for sensors and have shown remarkable results as the active material for micro-
supercapacitors when coated with a metal oxide to induce a pseudo-capacitance
[12].

27.4 Conclusions

Over the course of the presented experiments, both bulk-NCG and GNW thin films
have been investigated. The growth mechanisms for both types of carbonic materials
have been explained in detail and the differences between the two have been pointed
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Fig. 27.6 Raman spectra of GNW thin films grown by RF-PECVD at different substrate temper-
atures. The vertical dash lines are at 1346 cm−1, 1577 cm−1, 2684 cm−1 and 2931 cm−1,
respectively

out. The correlation between electrical properties, internal structure, morphology
and process parameters have been investigated through well know characterization
techniques.

The electrical properties for bulk-NCG thin films primarily depend on the lateral
crystallite size of the nanodomains, which can be controlled through the nucleation
density by the substrate temperature. Hence, bulk-NCG films show a great potential
as piezoresistive sensors as they have a tunable GF, by controlling the total length of
conductive paths and tunneling distances in the thin film. Also, better crystallinity,
with improved electrical conductivity, is observed for thicker films.

The GNW thin films have an unique morphology that sets them apart from the
rest of the NCG subclasses. Their vertical arrangement on the substrate surface
results in a thin film with a very high specific surface area. This aspect of GNW
thin films prescribes them for applications such as electrochemical sensors, micro-
supercapacitor electrodes and can even prove useful for piezoresistive sensors.
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Dinescu, Bulk nanocrystalline graphite thin films for piezorezistive sensing applications. In:
International Semiconductor Conference (CAS) (IEEE, Sinaia, Romania, 2019), pp. 229–232.
https://doi.org/10.1109/smicnd.2019.8923644

2. O.G. Simionescu, C. Pachiu, O. Ionescu, N. Dumbrăvescu, O. Buiu, R.C. Popa, A. Avram,
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Chapter 28
Multi-Temperature Model for Ultrafast
Laser Experiments on Single Layered
Graphene

Mihai Oane, Bogdan Alexandru Sava, Lucica Boroica, Rareş Medianu,
Ileana Cristina Vasiliu, Mihail Elisa, Ana Violeta Filip,
and Catalin Marius Dinca

Abstract The integral transform technique, merging the Anisimov-Nolte Two
Temperature Model with the Cattaneo—Vernotte equation, is used in the present
paper. Using the integral transform technique, relatively simple expressions for the
electrons and phonon temperatures can be obtained, which can provide great help for
the experimentalists especially for laser flash experiment on graphene. The obtained
expressions are easy to handle in the software package MATHEMATICA 9.0.

Keywords Single layer graphene · Two temperature models · Multi temperature
model

28.1 Introduction

The Two Temperature Model (TTM) by laser interaction with solids was proposed
almost 45 years ago [1]. Many developments followed since then in specialized liter-
ature [2–17]. The solution to TTMcan be inferred by solving two coupled differential
equations. A simplified TTM was introduced by Nolte in 1997 [2]. In 2012 a TTM
with an infinite speed of heat propagation [3] was proposed by our team.

TTM developments can also stand for an essential theoretical tool to be used
in connection with the new strongly emerging technologies based on laser addi-
tive manufacturing (LAM), also known as solid freeform fabrication, digital
manufacturing, or e-manufacturing [18–20].

Recently it was pointed out amore sophisticatedmodel that replaces and is beyond
the standard TTM [21–29]. The new model named: Multiple Temperature Model
(MTM) is more sophisticated from the theoretical point of view and gives a much
better fitting of the experimental data as, for example, in predicting the thermal field
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during laser-graphene interaction. The main novelty of theMTM in comparison with
TTMis that the newmodel takes into account different electron–phonon couplings for
different phonon branches. Thus, instead one electron–phonon interaction, we have
multiple interactions with respect to the different types of phonons. We have like
example for single layer graphene: longitudinal optical phonons (LO), transverse
optical phonons (TO), out-of-plane acoustic phonons (ZA), longitudinal acoustic
phonons (LA), transverse acoustic phonons (TA) and out of plane optical phonons
(ZO). The TTM, as far as we know, use the QUANTUM-EXPRESSO CODE. It is
not very easy to handle because it makes appeal to very advanced knowledge in the
area of solid state physics and collision theory. Our main goal is to present a less
sophisticated MTM using the integral transform technique as we have succeeded
with TTM [2]. It would be a great advantage for experimentalists taking into account
that MTM [30, 31] is much more accurate in predictions.

28.2 TTM and MTM

The TTM has the following two coupled equations:

A · Te
(
dTe
dt

)
= K

(
∂2Te
∂ x2

+ ∂2Te
∂ y2

+ ∂2Te
∂ z2

)
− G (Te − Ti ) + Pa(�r , t) (28.1.a)

Ci

(
dTi
dt

)
= G (Te − Ti ) (28.1.b)

Here Te and Ti are the electron, respective phonon temperatures. G is the
coupling factor between electrons and phonons. Pa(�r , t) is the heat source, which is
induced through laser-metal interaction. The interaction could be classical or steady
state quantum mechanical type. A is electron heat capacity and K is the thermal
conductivity of the metal.

G can be determined from the equation:

G = π2mNv2

6 τ Ti
·
(
Te
Ti

)4

×
Te/Td∫
0

[
x4/

(
ex − 1

)] · dx (28.2)

where: m is the electron mass, N is the conduction electron density, v is the
velocity of sound in the metal, τ is the electron–phonon collision time, TD is the
Debye temperature.

Because: Ci >> A [3], we can make the first approximation and write:

K

(
∂2Te
∂ x2

+ ∂2Te
∂ y2

+ ∂2Te
∂ z2

)
− Ci

∂Ti
∂t

= − Pa(�r , t) (28.3)
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Now we can use the formula from Nolte model:

Ti = κTe (28.4)

where:

κ = τL

τL + τi
(28.5)

(τi—is the lattice cooling time and τL—is the pulse time)
Consequently, we have:

∂Ti
∂t = κ ∂Te

∂t (28.6)

Equation (28.3) can be thus written as:

K

(
∂2Te
∂ x2

+ ∂2Te
∂ y2

+ ∂2Te
∂ z2

)
− Ciκ

∂Te
∂t

= − Pa(�r , t) (28.7)

or:

(
∂2Te
∂ x2

+ ∂2Te
∂ y2

+ ∂2Te
∂ z2

)
− 1

γ

∂Te
∂t

= − Pa(�r , t)
K

(28.8)

with:

γ = K

Ciκ
(28.9)

The MTM in our formalism has the analytical form (for the phonon branch i, and
e-p coupling):

A · Te
(
dTe
dt

)
= Ke

(
∂2Te
∂ x2

+ ∂2Te
∂ y2

+ ∂2Te
∂ z2

)
−

∑
Gep,i

(
Te − Tp,i

) + Pa(�r , t)
(28.10)

and:

Cp,i

(
dTp,i

dt

)
= Kp,i

(
∂2Tp,i

∂ x2
+ ∂2Tp,i

∂ y2
+ ∂2Tp,i

∂ z2

)
+ Gep,i

(
Te − Tp,i

)

+ Gpp,i
(
Tlat − Tp,i

)
(28.11)

The links between the two models are represented by the next equations:
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G = Ge,p =
∑

Gep,i (28.12)

and

∑
Gpp,i

(
Tlat − Tp,i

) = 0 (28.13)

where:Gpp,i is the p-p coupling factor between phonon branch i and the scattering
lattice reservoir; and Tlat is lattice temperature; defined to ensure the energy transfer
among phonon branches conservation. Until now we have presented the general
formalism of thermal effects in laser-graphene interaction. Our main goal is to solve
analytically, the general formalism described above in order to predict the thermal
field at laser-graphene interaction as close as possible to reality. The solutions can
be found in the monographs [27, 28] or in articles [3, 21].

The solutions are of the following form [Eigen-function and Eigen-values], in
polar coordinates:

T (r, ϕ, z, t) =
∑
m,n

∞∑
i=1

∞∑
l=0

∞∑
j=1

[
f̂2l (μilλ j l) · g(μilλ j t)Kr (μil , r) × Kϕ(2l, ϕ) × Kz(λ j , z)

+ f̂2l−1(μilλ j l) · g(μilλ j t)Kr (μil , r)Kϕ(2l − 1, ϕ) × Kz(λ j , z)
]

(28.14)

here:

f̂2l
(
μi jλ j , l

) = 1

kπCilC j

a∫
0
αe−αx × Kz

(
λ j , z

)
dz

× b∫
0

2π∫
0
Imn(r, ϕ)r × Kr (μil , r) × Kϕ(2l, ϕ)drdϕ (28.15)

and

f̂2l−1
(
μi jλ j , l

) = 1

kπCilC j

a∫
0
αe−αx × Kz

(
λ j , z

)
dz

× b∫
0

2π∫
0
Imn(r, ϕ) · r × Kr (μil , r) × Kϕ(2l − 1, ϕ)drdϕ (28.16)

with:

Imn(x, y) = Imax,mn

[
Hm

√
2x

w
Hn

√
2y

w
× exp

(
− x2 + y2

w2

)]2

, (28.17)

g
(
μil , λ j , t

) = 1(
μ2
il + λ2

j

)[
1 − e−β2

i jl t −
(
1 − eβ2

i jl (t−t0)
)
u(t − t0)

] (28.18)
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Here: Kr(μil, r), Kφ(2 l, φ), Kφ(2–1, φ) s, i Kz(λj , z) are the Eigen-functions of the
Eigen-values: μil, 2 l, 2 l-1 s, i λj.(see references [3, 21, 27, 28] for full details). We
have Kr (μil , r) = Jl(μil · r),Kφ(2l − 1, φ) = sin(lφ).

and Kz(λ j , z) = cos(λ j · z) + (h/kλ j ) · sin(λ j z). Here i, l, j are usual integer
index parameters which goes for l from 0 to infinity, and for i and j from 1 to infinity.

The big advantage thus is that the solution of Eq. (28.14) is a series which
converges very rapidly.

For typical calculations, after 10 iterations the precision of the value for the thermal
field has a value of 10−2 K, acceptable for many experiments.

Although we can limit the series to 10 iterations we obtain in fact an analytical
solution rather than a semi-analytical one. In conclusion Eq. (28.14) can be written
as follows:

T (r, φ, z, t) =
∑
m,n

10∑
i=1

10∑
l=0

10∑
j=1

f̂2l (μil , λ j , l) · g(μil , λ j , t) × Kr (μil , r) × Kφ(2l, φ) × Kz(λ j , z)

+
∑
m,n

10∑
i=1

10∑
l=0

10∑
j=1

f̂2l−1(μil , λ j , l) · g(μil , λ j , t) × Kr (μil , r) × Kφ(2l − 1, φ) × Kz(λ j , z)

(28.19)

For a typical single transversal mode {m,n}, the temperature is a sum of 2200
functions. In consequence we can calculate easily the thermal fields using a regular
desktop PC.

28.3 Simulations

In this chapter we present our simulations according to integral transform techniques.
For great details one has to study references [27, 28].Weused theMATHEMATHICA
software package. From the very beginning we have to say that we made simulations
using the experimental frame and input data from references [30, 31]. We consider
a laser beam with radial focus of about 5 µm and TEM00. The target is one layer
graphene. In Fig. 28.1 is presented the electron beam temperature versus space and
time, during 100 fs laser irradition on single layer graphene. The arbitrary units are
self-consistent in Figs. 28.1, 28.2, 28.3 and 28.4.

The TO and LA phonons temperature versus space and time, during 100 fs laser
irradition on single layer graphene, are presented in Fig. 28.2, respectively 3. In
Fig. 28.4 the TO phonons thermal field after the end of laser irradiation is shown.
We may comment that our model is in good agreement with the model presented in
reference [30, 31]. We may conclude that the higer the coupling constant between
electrons and phonons of kind i, the better is the concordance between our model and
the model presented in reference [30, 31]. When the coupling constant is zero our
model give a zero temperature variation which is not the case in reference [30, 31].
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28.4 Conclusions and Outlook

In this paper, we propose a new model for MTM applied to flash laser experiments
on single-layered graphene. Our result are in good agreement with the litertaure data
[30, 31]. Despite the model from [30, 31], our model is much simplified, like final
results, and is able to reproduce 3D thermal fields instead of 2D thermal fields. Our
model could be an excellent tool for the people from experimental area. The crux of
mystery of our model is that we have applied a very powerful thermal model, namely
the integral transform tehnique [22–24]. We do believe that our model could also be
applied to very intense laser beams.
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Chapter 29
Graphene Oxide—Glass Nanocomposite
Obtained by Sintering and Melting

Bogdan Alexandru Sava, Lucica Boroica, Ileana Cristina Vasiliu,
Mihail Elisa, Alexandra Trefilov, Ana Violeta Filip, Andreea Matei,
Catalin Marius Dinca, Oana Gherasim (Fufa), and Mihai Eftimie

Abstract Composite materials have many obvious advantages, as they can be made
to be lightweight, strong, corrosion and heat resistant, flexible, transparent and more
according to specific needs. Composites are already used in many industries, like
aerospace, automotive components, wind turbine blades, building materials, medical
utilities and others. Compositematerials’ merits and potential assures ample research
in the fieldwhich is hoped to bring future developments and implementations in addi-
tionalmarkets. Thepresenceof graphene can enhance the conductivity and strengthof
bulk materials and help create composites with superior qualities. Graphene can also
be added to metals, polymers and ceramics to create composites that are conductive
and resistant to heat and pressure. From GO and a boron-phosphate glass a mix raw
material with several % GO was made. The mix was pressed and thermally treated
in order to obtain a GO—glass composite. Lithium-zinc-boron-lead-phosphate glass
with 3% GO was melted-quenched at 700 °C melting temperature and (Tg+ 10 °C)
annealing temperature, for 2 h. GO-glass composites were characterized by atomic
force microscopy (AFM), Raman and FTIR Spectroscopy.
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29.1 Introduction

Nano-carbon, especially as graphene (G), graphene oxide (GO) or reduced graphene
oxide (RGO), single layers of carbon atoms or oxidized carbon atoms in a two-
dimensional hexagonal lattice, has been widely studied in the last years due to its
amazing properties, including important electrical conductivity, high specific surface
area and chemical stability, together with outstanding absorptivity and mechanical
properties [1–3]. Many applications of nano-carbon materials included in compos-
ites or other complex systems were developed, from bio-applications such as drug
delivery or photo-thermal therapy [4, 5] to lasers domain, as passive mode-locking
of lasers or fiber lasers [6, 7].

Boron-phosphate glasses, which bring together the high mechanical, thermal and
chemical properties of the boron-oxide glasses with the phosphate glass properties
from whom the most important are the enhanced luminescence and laser pumping,
togetherwith higher level of dopantswithout quenching [8, 9] havemany applications
in photonics [10].

Nano-carbon-glass composites are not yet widely investigated, due to several
technological problems. Few published works or patents are related to fiber glass-
graphene composites [7], graphene nanoplatelets/glass composite coatings [11] or
graphene oxide reinforced bioactive glass ceramics composites [12].

The aim of present work is to make a step forward by obtaining nano-carbon
NC (as nanographite nG or GO) composites within a rare earth-doped boron-lead-
phosphate glass host. Two methods were designed and tested to achieve this, first
of them comprise melting the host glass, grinding it at desired granulation, suited
by introducing NC, and sintering the obtained composite. The second method is the
melting together, at low temperatures, of nano-carbon in doped boron-lead-phosphate
glass.

These composites were investigated by using Fourier Transform Infrared –
FTIR, Raman spectroscopy and X-ray photoelectron spectroscopy- XPS. Character-
istic temperatures and thermal expansion coefficient were obtained by dilatometric
measurements.

29.2 Experimental

The sampleswere obtained in lead-boro-phosphate systems, adding vitreous network
modifiers and stabilizers namely Li2O and ZnO and nano graphite NG. Nominal
compositions of the samples, calculated taking into account the rawmaterials decom-
position losses and the estimated volatilities of P2O5 and Li2O of 25 wt% and 15
wt%, respectively, are presented in Table 29.1.

The samples were obtained by melting the raw materials previously processed by
an unconventional wet route.
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Table 29.1 Samples composition

Sample Oxide B2O3 P2O5 Li2O PbO ZnO nG GO

BPP1 Mol% 10 25 10 50 5 0

Weight% 4.32 22.02 1.86 69.28 2.53

BPP1nG Mol% 10 25 10 50 5 3

Weight% 4.3 21.91 1.85 68.91 2.51 0.52

BPP1GO Mol% 10 25 9 48 5 3

Weight% 4.43 22.57 1.71 68.17 2.59 0.53

As rawmaterials ultra-gradepurity reagents: Li2CO3,ZnO,H3PO4, PbOandB2O3

were used. Nano graphite was fabricated at Microtechnology National Institute of
Bucharest-Baneasa. Graphene oxide was fabricated at NILPRP Magurele using the
Marcano-Tour method.

The wet method of rawmaterials processing, applied in BPP1 and BPP1GO glass
and composite preparation runs according to the following steps:

(i) Gravimetric and/or volumetric measurement of the raw materials;
(ii) Cold homogenization of the raw materials, mechanically, for 15 min;
(iii) Drying the raw materials mixture, with partial elimination of water under

constant stirring, up to 120–150 °C;
(iv) Pouring themixturewhile it still is fluid, into themelting high alumina crucible.

Meltingwas done at 800 °C, for 1 h in aNabertherm furnace, equippedwithmolyb-
denum disilicide heating elements, accompanied by mechanical homogenization of
the melt by using a thermal shock resistant alumina stirrer at 200–240 rpm.

The melt was cast into high-density graphite molds, previously preheated to
reduce the thermal stress due to temperature differences between melt and mold, and
annealed at 350 °C, for 3 h. The annealing program was designed using dilatometric
data.

The BPP1 glass was grinded, sieved, homogenized without and with 3 mol%
nG and pressed at about 2Tf/cm2 with a hydraulic press. The sintering of BPP1nG
samples took place at 400 °C for 4 h.

The thermal expansion coefficient was determined by dilatometry with a hori-
zontally Netzsch DIL 400 PC device. The representative temperatures (strain point,
TS, glass transition temperature, Tg, annealing point, TA, and dilatometry softening
point, TD) as well as the thermal expansion coefficient (α20

300) of the glass were
estimated by processing the results provided by the dilatometry graph. The measure-
ment errors for the thermal expansion coefficient were in the range of ±0.8 × 10−7

K−1, supplied by calibration with the SiO2 standard sample, according to ISO 7991.
For XPS measurements a X-ray photoelectron spectroscope was used, manufac-

tured by Thermo Scientific, 2016, equipped with: Instrument: Escalab Xi+ ; X-ray
source: AlKa monochromatic and silver anode upgrade; Analyzer: energy range 0–
5000 eV; power steps: for 0–1500 eV step of 6 meV; for 0–3000 eV step of 12 meV;
for 0–5000 eV step of 24 meV; System provided with the Ar ion cluster source for
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contaminants cleaning of the analyzed surfaces and for obtaining the depth profile;
System equippedwith UV spectroscopy (UPS); The system allows the use of REELS
technique (reflection electron energy loss spectroscopy).

FTIR spectra were recorded at RT with a Perkin Elmer Spectrophotometer-
Spectrum 100, provided with universal attenuated total reflectance (UATR) acces-
sory, in the range 400–1500 cm−1. The measurement error is of ±0.1%, for 32
scans.

RT Raman spectra were collected with a LABRAM-HR 800 Horiba Jobin Yvon
spectrometer, in the 130–1500 cm−1 range, using the 514.5 nm line of a cwAr+ laser
as excitation source. The laser power at the sample surface was 2.33 mW, without
attenuation filter, objective × 100, exposure time 2 s, accumulation time 5 s, five
cycles, resolution 1 cm−1, laser spot 1 μm2, and grating 1800 gr mm−1.

29.3 Results and Discussion

The sample melted together with graphene oxide in the above presented work condi-
tions crystallized and must be melted in different conditions, which will be subject
of a future work. This is the reason why the next investigations were performed only
on the base glass and on the nano-graphite-glass sintered composite.

29.3.1 Thermal Properties

The thermal expansion coefficient for the base glass is calculated from the dilatometry
graph (Fig. 29.1) as α20

300 = 14.4169× 10−6 K−1 and the characteristic temperatures
are the following: TS (strain point) = 319.3 °C, Tg (glass transition temperature) =
347.3 °C, TA (annealing point) = 355.5 °C, and TD (dilatometry softening point)
= 362.5 °C. dL is the elongation of the sample after heating up from 20 to 300 °C
and L0 is the initial length of the sample. The TA and Tg values were used to design
the annealing program, which was identical for the base glass and for the composite
obtained using the second method, meaning the melting of the glass together with
GO.

29.3.2 XPS Investigations

The XPS investigations, shown in Figs. 29.2 and 29.3 and in Tables 29.2 and 29.3,
identified the elements in the composite system, including the nanocarbon introduced
by the nano-graphite.

The identification of B, P, Li, Pb, Zn, C were qualitatively not quantitatively made
using XPS measurements, the difference between the net samples composition and
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Fig. 29.2 XPS analysis of borophosphate block base glass obtained by melting/casting/sintering
technique—sample BPP1

Fig. 29.3 XPS analysis of borophosphate block composites with nanocarbon materials obtained
by melting/casting/sintering technique—sample BPP1nG



29 Graphene Oxide—Glass Nanocomposite Obtained … 429

Table 29.2 Elements in BPP1 sample identified by XPS measurements

Element Peak BE FWHM eV Area (P) CPS eV Atomic %

Pb4f 138.37 1.41 25,317.56 3.25

O1s 531.16 3.08 16,039.74 27.93

Zn2p 1022.02 3.55 9004.43 2.01

C1s 284.72 2.91 678.38 3.07

B1s 190.73 3.30 1994.08 23.17

P2p1 138.50 1.15 4316.75 40.58

Table 29.3 Elements in BPP1nG sample identified by XPS measurements

Element Peak BE FWHM eV Area (P) CPS.eV Atomic %

O1s 530.95 3.08 530,160.53 28.04

P2p 137.96 2.18 438,944.82 42.36

Zn2p3 1023.93 6.94 143,403.36 1.45

C1s 284.13 2.75 36,282.59 4.98

B1s 190.12 3.34 55,301.25 19.51

Li1s 54.35 1.33 1624.78 3.39

Pb4p3 644.94 1.96 10,832.00 0.28

the XPS data is attributed to apparatus identification programs and to the possibilities
of XPS to identify only surface elements and a few nanometers within the sample.

29.3.3 FTIR Spectroscopy

Figure 29.4 displays the FTIR transmission curve for BPP1 and BPP1nG samples.
Several absorption peaks appear in the FTIR spectra, located at about 581, 650,

725, 954, 1038, 1080, 1263, 1991 and 2104 cm−1. Infrared absorption bands observed
can be attributed to the vibration mode P= O stretching vibration of P3 units super-
posed with (PO2)as mode in P2 units (1263 cm−1), to (P O−)as vibration in Q2 and/or
(P O Zn) linkages (1080 cm−1) [13, 14]. The peak at about 1080 and 1263 cm−1

was attributed also to the stretching vibrations of C O bond [15, 16].
The shift of 1270 cm−1 band of phosphate glass to lower wavenumbers, specifi-

cally to 1263 cm−1, is attributed to P O B connectivity [14]. Bending vibrations of
O3B–O–BO3 links can be identified at 725 cm−1 and stretching vibrations of B O
bonds in BO4 units from tri-borate groups at 1038 cm−1 [17]. The peak on 954 cm−1

is attributed to symmetric stretching of phosphate groups P-O bond [12]. The bands
from 581 and 650 cm−1 can be attributed to the vibrations of Zn–O bond and to
stretching and torsional modes associated with the vibrational motion of the B-O
species [14, 15].
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Fig. 29.4 FTIR spectroscopy of BPP1 (red line) and BPP1nG (blue line) samples

29.3.4 Raman Investigations

Raman spectra for BPP1 and BPP1nG together with graphite are presented in
Fig. 29.5, for the domain of specific carbon Raman shifts.

The Raman shifts specific for D peak at ~1335 cm−1 induced by defects sp2-
carbon bonds, the G peak at ~1582 cm−1 that indicated in-plane vibrational mode
which involves sp2 hybridized carbon atoms that comprises graphene sheets [18] are
visible in Fig. 29.5 for the investigated samples. The shift of the G peak is visible in
the Raman spectrum of BPP1nG sample.

The Raman microscope was also used to take some photos of the samples that
showed the NC homogeneous repartition in the glass host. Figure 29.6 shows one of
them.

29.4 Conclusions

A new zinc-boron-lead-phosphate glass composite with nano-carbon was obtained
and characterized. The glass was melted with or without nano-carbon, grinded,
pressed, sintered and characterized. Another sample was melted together with
graphene oxide, but this sample crystallized and must be obtained in the future
in different conditions and/or with a different low-melting glass composition.

XPS evidenced the nG presence in samples together with all other glass elements.
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Fig. 29.6 Raman
microscope photo of the
sample BPP1nG

The obtained compositeswere investigated by usingFourier Transform Infrared—
FTIR and Raman spectroscopy which demonstrated combined structure including
meta-phosphate, boron Q2 units, B–O–P links, together with [PbO4] groups.
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Structural units Q2 and Q3 and also P–O–P, B–O–B and P–O–B links vibrations
were evidenced by FTIR spectroscopy revealing a mixed boron-phosphate glass
network. The nG is evidenced by the Raman shift at about 1543 cm−1.

Nest research will enlarge the properties measurements and will investigate
potential laser applications of these composites.
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Chapter 30
Thin Films Based on ZnO-Graphene
Oxide Heterostructures for Self-Cleaning
Applications

Dana Perniu, Cristina Bogatu, Silvioara Gheorghita, Maria Covei,
and Anca Duta

Abstract Responding to the increasing concern for preserving a clean environment,
the development of self-cleaning coatings attracts growing interest, since they already
demonstrated efficiency in pollutants removal. Considering the fundamental mate-
rials’ properties, the target is to develop materials demonstrating enhanced photoac-
tivity under visible light irradiation, corroborated with controlled hydrophilic char-
acter. Two major conditions attract the research interest to provide promising, viable
solutions: the material should be earth-abundant, non-toxic for humans and environ-
ment and the deposition technology should be affordable in terms of costs and energy,
and does not lead to environmental risks. This paper presents the development of two
types of materials: ZnO, obtained by spray pyrolysis and the ZnO–GO composite,
deposited by combined sol–gel and spraying technique. The as-prepared samples
proved promising self-cleaning properties. Both hydrophilicity and photodegrada-
tion efficiencies were enhanced by a surface pre-activation, consisting of samples’
exposure in dark and UV irradiation.
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30.1 Introduction

The continuous need for environmental depollution supports intensive research
efforts on finding solutions that can be applied at a large scale, with minimum risks
of side-effects related to humans and/or environment and also with minimum costs.
Learned from the nature, the self-cleaning concept attracted attention on developing
surfaces able to provide protection against chemical/physical or biological pollu-
tants. A self-cleaning surface is meant either to remove the “dirt” by attracting it in
the water droplets and rolling these off, or decomposing the “dirt” in less pollutant
species in a water film spread over the surface [1]. The two mechanisms are strongly
dependent on the surface wettability, assessed by the contact angle developed by the
water–vapor interface on the solid surface. A contact angle larger than 90° is specific
for the hydrophobic surfaces (and superhydrophobic if the value is higher than 150°),
while values less than 90° correspond to a hydrophilic surface. If the contact angle
value is less than 10° the surface is superhydrophilic and the water drops spread
over the surface forming a water film, able to “host” the contaminant decomposition
process, and to “wash” the surface [1]. If the contaminant decomposition process runs
under irradiation using a photo-activated catalyst, the surface is characterized as a
photocatalytic self-cleaning surface. Themost investigated photocatalyst is TiO2, but
others semiconductors (as ZnO) and/or heterostructures involving semiconductors
attract attention, especially to surpass the TiO2 limitations as its wide band gap that
allows its photo-activation only under UV radiation (thus limiting its the large-scale
applications) or the fast charge carriers recombination, that limits the photocatalytic
efficiency. To mitigate these drawbacks, the development of composite structures
involving semiconductors and carbonaceous materials, as graphite, graphene and its
derivatives—graphene oxide and reduced graphene oxide are extensively studied for
photocatalytic applications.

This research focuses on the ZnO semiconductor, known as an efficient photocat-
alyst, not harmful for humans and/or environment, chemically and photochemically
stable that can be prepared using up-scalablemethods [2].However, ZnOhas themain
drawbacks as TiO2: the rapid recombination of the photogenerated charge carriers
and its wide band gap (Eg = 3.37 eV), limits its large scale applications. Thus, a
promising approach is to couple ZnO with graphene derivatives, and graphene oxide
(GO) is approached in this paper as a potential filler in the ZnO–GO composite.

TheGOselection is based on literature data on its properties and roles in enhancing
photocatalytic process efficiency when associated with ZnO [2–4]. It is known that
the graphene oxide sheets have their basal planes decorated mostly with epoxy and
hydroxyl groups and carboxyl groups located at edges [3, 5]. These polar groups act
as anchor sites for ionic species involved in the synthesis and provide GO hydrophilic
properties. Thus, GO is a chemically active material, allowing the manipulation in
polar solvents to form composite materials. In heterogenous photocatalysis, based
on semiconductor-GO composites, the GO (p-type semiconductor) was reported
to enhance the VIS absorption if a proper energy bands alignment is formed and,
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consequently, the process efficiency increases due to a significantly reduced electron–
hole pairs’ recombination [6–8]. The ZnO–GO conduction and valence bands are
well positioned supporting the VIS activation on ZnO.

This paper reports on ZnO and ZnO–GO composite thin films, applied as photo-
catalytic self-cleaning surfaces. The objective is to develop a (super)hydrophilic
surface, with photocatalytic activity, and to investigate the possibility to enhance
these properties by photoactivation, as a pre-treatment stage.

30.2 Materials and Equipment

The investigatedmaterials were developed as thin films by spraying the ZnO andZnO
–GO precursors on a glass substrate, in the following structures: Glass/ZnO_SPD
and Glass/ZnO_SPD/ZnO–GO. The spray pyrolysis deposition (SPD) was used
as technique for the ZnO_SPD thin film development. The zinc acetate dihydrate
(ZnAc2.2H2O, Scharlau) was used as Zn precursor, dissolved in mixed aqueous-
alcoholic solvent (1:1, vol), in 0.15 mol/L concentration and the Acethylacetone
(Scharlau) was used as additive (1:100, vol). The precursor solution was sprayed
(10 sequences, with 20 s break between pulses), on pre-heated (250 °C) commercial
glass samples (1.5 cm × 1.5 cm × 0.4 cm), using air as carrier gas (p = 1.2 bar).
A CERAN heating plate was used for substrate heating and the ABB IRB Foundy
Plus robot for automatized spray deposition. The NORBATHERM oven was further
used for thin films annealing at 450 °C, for 5 h.

The structure Glass/ZnO_SPD/ZnO–GO was developed by combining sol–gel
process with spray deposition. The sol for the composite (ZnO–GO) layer was
prepared using zinc acetate dihydrate (ZnAc2.2H2O Scharlau), in c = 0.5 moles/L
and GO from stock aqueous dispersion (IMT Bucharest) of 30 mg/mL. The GO
ratio was adjusted to obtain a theoretical concentration of 3% (mass) in the ZnO
thin film. The precursors were dissolved in isopropylic alcohol (IPA, Scharlau) and
monoethanolamine (MEA, Scharlau) as stabilizer. The aged sol (48 h aging dura-
tion) was diluted in the ratio sol: IPA= 1:2 (vol) followed by ultrasonication and was
sprayed (20 spraying sequences, with 20 s break) on the previously developed layer
(glass/ZnO_SPD) pre-heated at 70 °C. The post-deposition treatment, in ambient
atmosphere was run at 150 °C for 2 h. The same procedure, without the addition of
GO was followed to obtain the structure, glass/ZnO_SPD/ZnO.

The thin films were structurally (by X-Ray diffraction, XRD Brucker, D8
Discover) characterized. The self-cleaning assessment was done by two tests: wetta-
bility and photocatalytic activity. The thin film wettability was evaluated by water
contact angle (WCA) measurements (OCA 20, Dataphysics). The photocatalytic
activity was evaluated as the efficiency of methylene blue (MB, 10 ppm) photodegra-
dation after 9 h (1 h in dark and 8 h under irradiation), following the procedure
described in previous work [9, 10]. Different spectral compositions (UV, VIS, UV
+ VIS) and irradiances (measured with DeltaOHM HD 2102.2 radiometer coupled
with two sensors: LP471 A-UV (250–400 nm) and LP471 RAD (400–1050 nm)
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were used to get insight of the thin films behavior under irradiation. The samples
morphology (Scanning Electron Microscopy, SEM S-3400 N-Hitachi and Atomic
Force Microscopy, AFM Ntegra Spectra, NT-MDT) and optical properties (Trans-
mittance, T UV–ViS-NIR Perkin Elmer, Lambda 950, Spectrophotometer) were
analyzed to discuss the thin films morphology and stability.

30.3 Results and Discussions

30.3.1 Thin Film Synthesis

Two types of samples were prepared, for the examination of the self-cleaning prop-
erties: (1) Glass/ZnO_SPD and (2) Glass/ZnO_SPD/ZnO–GO. A supplementary
reference sample Glass/ZnO_SPD/ZnO was prepared.

The Glass/ZnO_SPD thin films obtained by the spray pyrolysis deposition, was
already proved as photo-active under irradiation [11, 12].

The Glass/ZnO_SPD/ZnO–GO sample development followed a two-steps proce-
dure, aiming at depositing the two layers. Preliminary investigations proved that the
the bottom layer, glass/ZnO_SPD, ensures a good adherence of the composite struc-
ture to the glass substrate and supports its ordered growth, thus the first step was
to deposit this layer. The upper layer, consisting of the composite ZnO–GO, was
developed by a method which combines the sol–gel procedure and spray deposition
technique. Sampleswith the upper layer containing pristine ZnOwere also developed
by using the same procedure as the composite material. The method was designed
to simultaneous ensure the film adherence to substrate, the ZnO formation and crys-
tallization, and to prevent the GO decomposition. Five distinct steps were followed
for the thin film composite development: (a) sol preparation, (b) sol ageing and gel
formation, (c) gel dilution, (d) diluted gel deposition and (e) thin film treatment.

The quality of the final thin film depends on the sol stability. Thus, the role of addi-
tives is essential, to keep the relative ratio between hydrolysis and polymerization
at a level to ensure the Zn–O chain formation with no precipitation. The literature
recommends the mono-ethanolamine (MEA) as a good stabilizer, as it plays comple-
mentary roles [13–18]. Zinc acetate has limited solubility in ethanol in the absence
of other agents or heating, while in the presence of water it “precipitates” (due to the
zinc cations hydratation), giving the appearance of gelation. Since MEA has an alka-
line character, it acts as proton acceptor, deprotonating the water molecules, forming
hydroxide ions and consequently generating zinc hydroxide involved in the promo-
tion of condensation reactions during the sol–gel process.As a bidentate ligand,MEA
supports the chelatization of zinc ions in the formation of oxy-acetate complexes in
condensation reactions followed by the formation of Zn–O chains, without precipi-
tation. Thus, MEA plays an essential role both in the complete precursor dissolution
and in the sol stabilization.
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During the sol formation, the ZnO–GO composite is also expected to be formed,
since the zinc (complex) ions, positively charged interact with the negatively charged
(or free electron-containing) groups (hydroxyl, epoxy, carboxyl) on graphene oxide
[19, 20].

Spraying the aged sol, after dilution followedby thermal treatment at a temperature
that is preventing the GO thermal decomposition leads to the final structure that was
further investigated.

30.3.2 Thin Film Characterization

Structural characterization. The X-Ray diffraction (XRD), as a powerful inves-
tigation, gives a first insight on materials’ structure. The XRD spectra for different
samples and, as reference, for the pristine GO thin film (deposited by spray tech-
nique on glass) are presented in Fig. 30.1. The specific ZnO diffraction peaks in all
samples evidence that the crystalline ZnO structure is maintained both in pristine and
in composite materials. The GO presence in the composite structure is marked by
the peak at 2� around 10° but with a slight shift in position suggesting the interac-
tion/intercalation of ZnO particles in GO sheets, also mentioned in the literature [6,
20, 21]. The overall crystallinity degree for the samples varies in the range 30–32%,
with no major differences among them.

Thin films self-cleaning properties. The self-cleaning ability of the investi-
gated materials is the result of two simultaneous surface properties: photocatalytic
activity and hydrophilicity. On a hydrophilic surface (superhydrophilic), the water
droplets spreads over the surface and form a film, creating the condition for pollutant

Fig. 30.1 The XRD spectra for the investigated thin films
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Table 30.1 Photocatalytic efficiencies of the investigated samples

No Sample WCA (o) η (%)
UV + VIS

η (%)
UV

η (%)
VIS

1 Glass/ZnO_SPD 17.1 40.91 37.47 20.11

2 Glass/ZnO_SPD/ZnO 38.4 14.25 9.87 9.33

3 Glass/ZnO_SPD/ZnO–GO 31.5 36.32 25.05 13.55

photodegradation and hence the removal of the decomposition products from the
surface [1, 22].

Thus, a first control parameter is the thin film photocatalytic activity, as its ability
to decompose, under irradiation, the targeted pollutant, MB (according to the ISO
10678:2010 standard). In Table 30.1, the photocatalytic efficiencies are presented,
togetherwith thewater contact angles (WCA) of the thin films. The photodegradation
efficiency (η), was assessed under different spectral compositions and irradiance
values: UV, (G= 3W/m2), VIS (G= 52W/m2) and combined UV+VIS simulating
the solar light percentage (G = 55 W/m2).

The data in Table 30.1 reveal the samples hydrophilicity and their photodegra-
dation ability to decompose the MB solution. For all samples the photodegradation
efficiency under UV irradiation is rather low, but this can be explained by the very
low irradiance value. It is to be noticed the increase in photodegradation efficiency
under solar simulated irradiation, and it is quite appreciable, considering the low
light irradiance. The ZnO sample obtained by SPD technique is the one for which
both hydrophilic character and photdegradation efficiency suggest a promising self-
cleaning capacity. For the coatings obtained by combined sol–gel and spray depo-
sition, the pristine ZnO has significant lower photodegradation efficiency and lower
hydrophilicity than the composite structure ZnO–GO. It is thus confirmed the role of
GO in improving the photocatalytic efficiency of ZnO under VIS-irradiation, most
probably due to the efficient photogenerated electron injection from ZnO conduction
band to GO, as an excellent electron acceptor, allowing the reduction of electron–
hole pairs recombination, a well-known limiting factor of photocatalytic efficiency
(as also presented in the literature [1, 6, 20, 23]). Since ZnO is a wide band gap semi-
conductor, it is activated by the UV radiation. The VIS-activation is explained by
the dye sensitization, which can be excited and transfer electrons to the conduction
band of ZnO, able to promote the formation of reactive oxygenated species [2]. The
VIS-activation is also observed for the ZnO–GO composite material when compared
with pristine ZnO, as result of the lowering of the overall bandgap [8, 23].

Further investigations, aiming at understanding the photoinduced surface wetta-
bility and variations in its photocatalytic activity will be presented for the more
efficient Glass/ZnO_SPD and Glass/ZnO_SPD/ZnO–GO samples.

The surface photo-activation. As known from literature, when the semicon-
ductor oxides (or heterostructures) with photocatalytic activity are irradiated with
UV, their wettability is influenced, resulting in superhydrophilic surfaces. In turn,
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the long dark storage results in increase of the hydrophobicity.[1, 24–26]. Conse-
quently, the Glass/ZnO_SPD and Glass/ZnO–SPD/ZnO_GO samples behavior was
investigated after keeping them in dark or exposed to UV irradiation (G= 8.3W/m2)
for specific periods of 24, 48, 72 h. The samples were also tested after combined
activation as a possible solution for surface re-activation. In this respect, the samples
were kept in dark for 24 h or 7 days and, after this period were irradiated with UV
for 24 h.

The general behavior of the Glass/ZnO_SPD sample, as observed in Fig. 30.2a, is
quite regular. The UV irradiation enhances the surface hydrophilicity towards super-
hydrophilicity, since the dark exposure promote the decrease of surface hydrophilic
character. Generally, this behavior is explained for photoactive semiconductors by
the generation of the electron-holes pairs under irradiation, which can react with the
surface ions, generating surface defective sites able to host water molecules and/or
hydroxyl radicals (formed by water molecule decomposition under UV irradiation)
[1, 25, 26]. The result is the increased surface ability for water adsorption, and a lower
water contact angle. When kept in dark, due to the lack of induced partially surface
charges and also due to oxygen molecule adsorption, the hydrophilic character is
significantly reduced. In Fig. 30.2c, the high value of WCA after long dark storage
confirms this behavior.

In the case of the sample with composite structure, the behavior is not fully
regular. This might be explained by the graphene oxide presence, with the surface
polar groups (carboxyl, epoxy), which allows the water molecules surface adsorption
(enhanced when the surface is UV irradiated due to ZnO contribution). The graphene
oxide also increases the surface roughness, as the results in Fig. 30.3 outline, thus
the water adsorption is favored. After a longer exposure under UV radiation, the
surface slightly changes towards reduced hydrophilicity, most probably due to the
slow replacement of the sorbed water molecules by oxygen molecules from air.

It was thus concluded that the ZnO and ZnO_GO composite surfaces, kept in
dark reduce their hydrophilicity, while the UV radiation increases this property. A
24-h irradiation time was considered proper since longer periods do not signifi-
cantly improve the behavior and induce higher energy consumption. Consequently,
it was examined the combined treatment for the samples re-activation, by keeping
the samples in dark for specified periods (24 h, and 7 days) followed by UV irradi-
ation for 24 h. The WCA values are presented in Fig. 30.2c. For both samples, the
dark exposure brings reduction in hydrophilicity (significant in the case of ZnO_SPD
surface), which can be recovered, by exposure to a 24 h of UV irradiation, leading
to highly hydrophilic surfaces.

When the surface properties are discussed, the Atomic force microscopy (AFM)
analyses give an insight. Figure 30.3 outlines the surface roughness (RMS) values
calculated for the samples kept in dark and/or exposed to UV-irradiation. From
the RMS data it can be observed that the surface roughness for the sample
Glass/ZnO_SPD has not a significant variation as result of dark or UV expo-
sures. From this point of view, the surface seems to be stable, but this conclusion
has to be supported by the other investigations (further presented). In the case of
the Glass/ZnO_SPD/ZnO–GO sample, the surface roughness decreases in time,
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Fig. 30.2 Water contact angle variation after keeping in dark or under UV radiation for
a Glass/ZnO_SPD sample, b Glass/ZnO_SPD/ZnO–GO sample, c combined exposure (dark for
24 h or 7 days + 24 h of UV irradiation)
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Fig. 30.3 Surface roughness variation

especially after UV irradiation, most probably due to surface chemical bonds re-
arrangement. The variations in surface roughness support the changes in surface
wettability.

The photocatalytic tests. As fundamental property for self-cleaning behavior of
a surface, the photocatalytic activity was investigated.

Learning from the first set of data (Table 30.1) that the as-prepared samples have
the ability to decompose theMBsolutionunder solar-simulated radiation, the effect of
surface preliminary activationwas studied. The photocatalysts pre-treatment consists
of dark and UV-irradiation for specific periods: 24 h or 7 days of dark exposure;
re-activation 24 h dark + 24 h UV exposure, 7 days dark + 24 h UV exposure.
The pre-treated samples were further tested in the photodegradation of MB (10 ppm
solution). InFig. 30.4, photocatalytic efficiencies after 8 hofUV+VIS irradiation are
presented. For both samples, the activation for 24 h in dark and 24 h of UV exposure
provided higher photodegradation efficiencies. This result, corroborated with the low
water contact angle leads to the conclusion that the investigated samples prove the
photocatalytic self-cleaning properties, after a preliminary surface conditioning.

Stability tests. In order to get information on the thin film stability, two investi-
gations were run, before and after photocatalysis: surface morphology, by scanning
electron microscopy (SEM) and thin film transmittance.

Thin film morphology showed variations in the case of thin films containing
the composite material, as presented in Fig. 30.5. The surface maintains its wrinkled
morphology, both after UV treatment and after photocatalysis. However, after photo-
catalysis, additional aggregates, most probably containing the degradation products,
are observed. Since the composite surface is highly rough, it can host the photodegra-
dation products, which might be chemically adsorbed by interactions with the polar
groups on graphene oxide.

Optical transmittance. Thin films transparency was evaluated from two perspec-
tives: as application property for transparent surfaces and also as control property
for thin film stability. The variation in transmittance of the composite sample before
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(a)

(b)

Fig. 30.4 Photodegradation efficiencies for a sample Glass/ZnO_SPD and b Glass
Glass/ZnO_SPD/ZnO–GO

the photocatalysis, after the UV treatment and after photocatalysis in MB 10 ppm is
presented in Fig. 30.6.

The sample transparency is not significantly affected by the UV treatment, as
expected, in agreement with the surface morphology results.

The decrease in the sample transmittance is more evident after photocatalysis and
may results from adsorption of the colored photodegradation (by)product molecules
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(a)

(b)

(c)

Fig. 30.5 Surface morphology of the Glass/ZnO_SPD/ZnO–GO sample, at different amgnitudes
a before the photocatalysis and b after 24 h UV exposure c after photocatalysis

Fig. 30.6 The transparency
variation for
Glass/ZnO_SPD/ZnO–GO
thin film
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on the film surface. These findings are confirmed by the SEM results. However, the
thin films stability can be considered acceptable, but need further optimization for
self-cleaning applications, particularly on glazed surfaces.

30.4 Conclusions

This paper presents two types of samples (ZnO and ZnO–GO thin films) developed to
provide photocatalytic self-cleaning surfaces, property which corroborates the high
hydrophilicty with promising efficiencies of photocatalytic activity. The samples
were obtained using techniques that allow the deposition on large surfaces. If the
surface allows the high temperature treatment, the spraypyrolysis deposition is a good
option, as it leads to stable thin films, with photocatalytic activity under (simulated)
solar radiation and hydrophilic character that can be changed to superhydrophilic if
UV-irradiation is applied as pre-treatment.

If the substrate does not allow high temperature processing, a combined sol–gel
and spray method can be used for developing photocatalytic self-cleaning surfaces.
The thin films based on pristine ZnO proved very low photodegradation efficiencies
when compared to ZnO–GO composite thin films. The photoinduced pre-activation
(after 24 h in dark and 24 under UV radiation exposure) improved the efficiency of
the composite thin film and also the surface wettability.
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Chapter 31
Renewable Energy Systems: Current
Status and Prospects

Soteris A. Kalogirou

Abstract This keynote presentation examines the current status of renewables in
the world. The presentation starts with some facts about the climate change, global
warming and the effects of human activities such as the burning of fossil fuels on the
climate problem. It then examines shortly the current status of conventional resources
of energy, followedby a general outline of the status of renewables in theworld,which
includes the shares with respect to conventional fuel use for electricity and power and
jobs created. Then the basic forms of renewables are examined in some detail, which
include solar thermal, both for low and high temperature applications, photovoltaics,
hydro power, onshore and offshore wind energy systems and biomass/biofuels. In
all these the basic technology is presented followed by the current status as well as
the prospects of the technology and new research findings.

Keywords Renewable energy systems · Solar thermal · Photovoltaics ·Wind
energy systems · Biomass

31.1 Introduction

The purpose of this paper is to show the worldwide status of the various renewable
energy systems (RES). This is presented in terms of the total installed capacity of the
various types of RES by the end of 2019 and is based on the reports of various
international agencies and organizations [1–3]. The paper initially examines the
effects of human activities on climate. Today there is a convincing evidence that
human activities have a consequence on the climate. The term “global warming”
is not now considered as the best term representing what is happening but now the
term “climate change” is more representative, as we do not have only warm summers
but also severe winters. An analysis is presented in terms of the CO2 levels in the
atmosphere and it is shown that the value of ppmwas never before at the current level.
It is also shown how major human activities, have affected the amount of the CO2
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in the atmosphere. A quick review of the status of the existing conventional fossil
fuels is also presented and their expected depletion, which is based on the existing
resources and the current rates of consumption.With current rate of consumption, the
oil and natural gas reserves will last for about 56 and 53 years respectively, whereas
those for coal for more than 100 years.

31.2 Renewable Energy Systems

The types ofRESexamined include themain andmost important, in termsof capacity,
technologies, i.e. solar thermal, photovoltaics, hydro systems, wind energy systems
and biomass, biogas and biodiesel. The total amount of renewable power capacity
by the end of 2019 is 2588 GW whereas the figure if we exclude hydro is down to
1437 GW [1]. From these, solar PV constitute 627 GW, a 122 GW increase from
the 2018 figure, wind power is equal to 651 GW, compared to 591 in 2018, and
solar thermal is equal to 479 GWth, compared to 482 GWth for 2018 [1], i.e. there
is a slight decrease. The estimated renewable energy share for the global electricity
production is 72.7% non-renewable electricity and 27.3% renewable electricity [1].
In each type of RES examined in addition to the total installed capacity the status of
the technology is given as well as the outlook in terms of prospects and the current
research areas.

A comparison in global renewable energy Levelized Cost of Electricity (LCOE)
from 2010 to 2015 shows that almost all renewables have a low and almost equal
price in this period whereas there is a substantial decrease in LCOE for solar PV and
solar thermal systems; all of them have a lower value compared to conventional fuel
electricity production. Another characteristic of renewables is that worldwide more
than 10.3 million people are working in jobs related to this industry [1].

In the various technologies, solar thermal power includes systems utilising either
the thermal radiation or the light of solar irradiance. The former includes solar thermal
systems, which comprise both low temperature systems (mostly for water heating
and industrial processes) and high temperature systems (mostly for CSP and high
temperature industrial processes), whereas the latter refers to solar photovoltaics.
Both have shown a steady increase year-by-year. For solar thermal power the mostly
used type of collectors are the glazed water ones. Worldwide the mostly used type
is the evacuated tube, whereas in Europe is flat plate collector [2]. Research in this
area lead to several new innovations like:

• Use of polymeric materials for the manufacture of solar thermal absorbers to.

– reduce cost due to lower raw material and manufacturing costs.
– reduce weight compared to copper or aluminum.

• Improved heat transfer with the use of nanofluids.
• New transparent covers with anti-reflective coatings for high optical transmission,

and the use of high vacuum or noble gases.
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• Switchable coatings to reduce stagnation temperatures.
• New selective absorber with low emission coatings.
• Temperature-resistant super-insulating materials.

Photovoltaics are breaking every year a new threshold. In 2015 for the first time
the installed capacity exceeded the 200 GW limit (actual value: 228 GW), in 2016
the 300 GW limit (actual value: 303 GW), in 2017 the 400 GW limit (actual value:
402 GW), in 2019 the 500 GW (actual value: 505 GW) and on 2020 the 600 GW
(actual value: 627 GW). In 2019 an additional of 122 GW were installed, which is
equivalent to the installation of more than 50,000 solar panels every hour worldwide.
From the 122 GW installed in 2019, 30.1 GW were installed in China (also leading
the world in terms of total installed capacity with 204.7 GW); EU, with 16 GW, is
second, USA with 13.3 GW is third and India with 9.9 GW is fourth [3].

Hydro energy comes in a wide variety of sizes starting from the very large units
that are greater than 10MW to the pico size of less than 5 kW. The largest application
worldwide is the 18 GW scheme at the Three Gorges in China. The four top countries
are China with 28%, Brazil 9%, Canada and USA both with 7% [1].

Another area of renewables is the wind power that also shows a year-by-year
increase. The current installed capacity is 651 GWwith 60 GW installed just in 2019
[1]. Wind has become the least-cost option for new power generating capacity in an
increasing number of markets.

The last area of renewables examined is biomass in general, which comprise as
main areas in addition to biomass, biogas and biofuels (biodiesel) whereas some
people considered waste, like Municipal Solid Waste (MSW), and landfills also as
renewables. The big question here is whether to use land for growing energy crops
instead of food to satisfy the human needs. The answer to this is to utilize for this
purpose land that is not currently used for food production. The biggest challenge
here is the transportation sector as more than 90% of transport depends on oil. For
example, US consumption with its 200 million cars is 3.5 million barrels of oil per
day, which shows the prospects for biofuels. At the end of 2018 the shares of biomass
in total final energy consumption and by end-use sector were 88% based on non-
biomass and 12% on biomass. The majority of the biofuels produced are ethanol and
biodiesel [1].

Other forms of renewables like ocean energy systems, geothermal and hydrogen
and fuel cells can also be considered.

Current hot research areas concerning renewables include:

• Increase the efficiency of various renewable energy technologies;
• Design renewable energy components at lower cost;
• Extensive use of RES (many regions, even countries consider transformation into

100% renewables). This will need high shares of renewables, power system trans-
formation and the implementation of storage/integration within a smart energy
system; and

• Effective coupling not only for electricity but also for heating, cooling and
transportation.
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31.3 Conclusions

It can be concluded that although the total installed capacity of RES is small, relative
to the total conventional annual fuel consumption, these constitute an important
environmental friendly solution to protect the planet with very good prospects of
expansion in the coming years. These systems are now becoming cheaper compared
to conventional energy sources.
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Chapter 32
How the European Green Deal Promotes
Sustainable Energy Research
and Innovation

Brigitte Hasewend and Tijana Jokic

The European Union is committed to becoming the first climate neutral continent by
2050. Transitioning to clean energy is key to combating climate change and it plays a
central role in the new European Green Deal. Reaching its targets will require action
by all sectors of the economy, including investing in environmentally-friendly tech-
nologies, supporting industry to innovate, rolling out cleaner, cheaper and healthier
forms of transport, decarbonizing the energy sector and ensuring buildings are more
energy efficient.

As part of this effort, the European Commission will present newmeasures aimed
at embracing technological advance across all sectors of the energy system. A power
sectormust be developed that is based largely on renewable resources, complemented
by the “rapid phasing out of coal and decarbonizing gas”. For this to become a
possibility, the deal adds that it is essential to ensure that the European energy market
is fully integrated, interconnected and digitalized. The deal adds that increasing
offshore wind production will be essential and believes the smart integration of
renewables, energy efficiency and other sustainable solutions across sectors will
“help to achieve decarbonization at the lowest possible cost”.

The formulated objectives in the field of mobility include reducing transport-
related emission by 90%by2050 across allmodes of transport, removing subsidies on
fossil fuels, effective road pricing and increasing the production of sustainable alter-
native fuels. Automated and connected multi-mobility intends to be implemented,
as well as stricter emission standards for combustion-engine vehicles.

The EU believe about onemillion public recharging and re-fueling stations will be
needed for the 13 million zero and low-emission vehicles expected to be on Europe’s
roads by 2025.
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The deal states also changes in the building sector. By 2050, all buildings must
be highly energy efficient and decarbonized. This implies that the vast majority
of existing buildings must undergo energy renovation providing high-performance
building envelops, energy storage facilities and energymanagement systems. In order
to achieve this goal, energy renovation rates have to be accelerated to reach 3% per
year. In order to create demand in the housing sector, citizensmust become the central
actor in any public policy effort to ramp up renovations. Therefore standards must
be accompanied by a comprehensive package of financial and technical support and
tailored advice to ensure it is a fair deal for tenants, landlords and public investors.

In the current scenario of economic turbulence, with Europe and the whole world
suffering from the shock of the COVID-19 pandemic, it is important for the EU to
put the green economy and particularly, renewable energy policy at the center of
recovery strategies. While governments may be tempted, in the re-opening phase,
to take advantage of the historically low oil prices and put their energy transition
on hold, we should all be mindful that for the super-wicked challenge of climate
change no vaccine is in sight. The European Parliament adopted a resolution urging
the Commission tomake its upcomingCOVID-19 economic recovery proposal fit for
the European Green Deal and the Paris Agreement goals. The crisis exit should not
return to yesterday’s economy, but invest in a clean, modern and healthy economy.

It is clear that comprehensive research is needed in the fight against the climate
crisis. The decarbonization of energy flows, the necessary grid expansion and inte-
gration of new technologies and renewable energy sources pose major challenges for
the system. For this reason research initiatives on sector coupling, energy storage,
green gas (hydrogen and methane from renewable energy sources) as well as on the
advantages of digitization in decentralized and renewable energy production will be
made use of.

As conventional approaches to R&D are not sufficient to manage the transforma-
tion, Commission will support the Member States through strategically important
investments in R&D, especially where promising industrial policy approaches are
available. Industrial partnerships are an important instrument. It is essential for R&D
to remain a long-term focus in order to establish Europe as an active and resolute
player in the energy transition and to pave the road towards a sustainable economy,
consolidating its global position.

From the ESEIA perspective, the success of the Green Deal depends to a great
extent on the implementation of innovations and as an European alliance, ESEIA
wishes to support Europe to take the leading role as themost innovative energy region
in theworld. Supporting the creation of smart energy systems and their market uptake
is ESEIA’s continuous value creation for a smarter Europe. The ESEIA Strategy 2030
supports five European cross-sector Working Groups to get this job done.
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Abstract Research on waste recycling and developing environmentally friendly
materials having good performances and low costs as alternatives to those currently
used, in particular in construction and architecture, attempts to minimize the unsus-
tainable use or harmful materials, which also incorporates large amounts of energy.
A number of studies demonstrate the use of cardboard waste with sufficient compres-
sive strength offering an alternative for traditional building materials (concrete and
steel). In this work the most feasible methods for eco-design and construction of
a residential house were analyzed, using corrugated cardboard waste as building
material, in the form of old corrugated cardboard panels made without adhesives,
by including them between the elements of the supporting structure, made of wood.
The analysis shows that the resulted environmental performances recommend the
use of recycled corrugated cardboard waste as a construction material with good
performance in thermal insulation.

Keywords Eco-designed house · Environmental impact · Insulation · Old
cardboard waste
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33.1 Introduction

Circular economy is a model for an economy that is designed to function in harmony
with the environment, in which biological materials are designed to return safely
to ecological cycles, and technical materials are designed to circulate continuously
in the economic system. The ultimate goal is to decouple economic growth from
resource consumption [1–3]. This presumes that a continuous economic growth will
be possible in the context of resource constraints, while avoiding environmental
damage by significantly reducing the extraction of virgin materials, eliminating
unnecessary and toxic waste, substantial savings in rawmaterial and energy costs [1].
At the same time, the specialized literature has demonstrated the need to integrate
eco-design into product development, to guide and encourage product designers (in
the sense of any good/product, process or service) to apply the principles of sustain-
able development and circular economy in design, also considering environmental
issues [4–6]. Despite the apparent availability of studies discussing the adoption of
practices, methods and tools for the application of eco-design, some researchers have
pointed out that implementation is still in its infancy, especially at the company level
[7–9].

Recycled or recovered waste can be reintroduced into the economic circuit as a
secondary raw material, generating closed loops in accordance with the principles
of the circular economy. Even before the circular economy became the subject of
an European Commission legislative package, the paper, board and board packaging
industry was one of the pioneers in applying the circular economy model at all
stages of a product life cycle: design, production, distribution and use, its recovery.
According to figures published by the European Union (EU) beforeWorld Recycling
Day (18March 2019), the amount of paper and cardboard packaging currently recov-
ered in Europe has touched a record. In the 28 EU countries, the recovery rate for
paper and cardboard packaging waste has reached 85.8%, the highest in EU history
and the highest of all packaging materials (metal and glass packaging have rates of
recycling of 78.3% and 74.1%, respectively) [10]. Globally, Europe continues to be
the world champion in the field of paper recycling, followed by North America.

However, recovered paper and cardboard, which are not yet collected, consist
mainly of lower grades with a low potential for papermaking. An important finding
is related to the continuous decrease in the quality of recovered paper, from the point
of view of paper producers. This trend is also manifesting itself on a European scale
and is the consequence of the increasing number of recycling of paper and cardboard,
which turns them into non-papermaking forms. Solutions for sustainable use can be
found for these categories of paper and cardboard, by applying the principles of the
circular economy and tools to facilitate the implementation of these principles.

Starting from the realities of the contemporary world and in accordance with
European Directives, particularly those concerning the circular economy, this work
focuses on the capitalization of recyclable paper and cardboard materials without
papermaking potential to make products, economically profitable and with low envi-
ronmental impact, on the whole life cycle. An analysis of the opportunities and
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impacts of using recovered cardboard, without papermaking potential, with suffi-
cient compressive strength as an alternative to traditional construction materials has
been performed.

33.2 Paper and Cardboard Recycling in the European
Context

In the paper industry, the term waste paper is seldom used, the preferred term being
recovered paper, which better reflects its value and importance as a raw material.
Recovered paper (waste paper) is as important as a raw material for making paper as
virgin fibers made fromwood. The terms recycled paper and secondary fiber are also
often used to refer to this waste stream. Recovered paper and cardboard hold second
place in the global amount of waste, representing 17%, after the organic fraction
[11]. Recycling of paper and board has proven to be a particularly attractive option,
with low environmental impact compared to landfilling [12, 13].

At the beginning of the new millennium, recycled fibers are considered an indis-
pensable raw material to meet the need for fibrous material for the paper industry
in both developed and developing countries. Thus, by 2020, a waste utilization rate
of about 50% is estimated, which will lead to an almost perfect balance between
the consumption of virgin fibers and secondary fibers. Under these conditions, the
recycling rate of waste will reach approximately 73% in CEPI member countries in
2020 (Table 33.1) [14]. CEPI considers that the maximum waste recycling rate for
the paper industry is 78%, as some grades of paper and cardboard cannot be recycled
(toilet paper, used paper and cardboard packaging in sanitary facilities etc.) [15]. In
Europe, waste consumption is reported for assortment classes and is distributed as
follows:waste corrugated packaging (OldCorrugatedContainers,OCC);waste paper
for deinking (Deinked Paper, DIP), mixed office paper (MOP), other assortments.

Usually, the recycling process involves sorting the fibers, deinking, removal of
fillingmaterials, bleaching etc. On the other hand, the repeated use of recovered paper
as a rawmaterial candecreases the quality of paper products [16, 17].According to the
current state of technology, there will always be a certain percentage of paper waste
that, for economic and technical reasons, cannot be recycled. A favorable option for

Table 33.1 Quantities of recovered paper used for manufacturing paper and cardboard in CEPI
member countries in 2017 [17]

Assortment of recovered paper Quantity used, million tones Percentage of total, %

Printing papers (including newsprint) 9.125 18.91

Old corrugated containers and other
packaging made from paper and board

34.845 72.21

Other paper and board grades 4.278 8.88

Total 48.258 100.00
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non-recyclable paper waste is its use in various composites. In this case, no expensive
operations such as cleaning and refining the fibers are required. The alternative use
of waste paper is interesting for two reasons. Firstly, secondary fibers are a largely
unused resource, and secondly,more importantly, the costs of processing thismaterial
are significantly lower than those of producing similar wood-based materials [18].

The use of recovered paper as a material resource for composite type products has
been investigated by various institutions and companies in the last 20 years. These
products were obtained from different types of recovered paper or in combination
with particles or wood fibers and were reinforced with various adhesives, organic or
inorganic [19, 20].

Cellulose fibers, the main constituent of paper is a highly efficient insulator and
could provide the construction industrywith an efficient and environmentally friendly
alternative to conventional insulation. The advantages of paper and its by-products
and, above all, of cardboard is that they are cheap, light and durable, flexible in shape
and color, recyclable and “different” [21, 22]. The discovery of opportunities for the
efficient use in construction of materials of this nature, renewable and recyclable to
a large extent, can be a step forward in the move towards sustainable development.

As a structural construction element, corrugated cardboard has many advantages.
In addition to being a relatively low-priced material, it has significant insulating
properties (thermal and acoustic), is easily recyclable and can be made from renew-
able sources. Themost important property of corrugated cardboard, as a construction
element, is that it has a high degree of structural strength and rigidity [23, 24].

33.3 The Environmental Impact of a Residential House
that Uses Cardboard Waste as a Building Material

Proper design of houses and their ancillary systems can bring numerous benefit for
the community, contributing to the eco-efficient functions of the building (including
surrounding infrastructure, power and heat generation, wastewater treatment, waste
management etc.) and a cleaner and resourceful environment. At the same time, a
better community environment can benefit buildings by improving living conditions.

In this section it is analyzed the feasible method by which a residential house
can be eco-designed and built using corrugated waste as a building material and the
environmental impact associated with such a house.

33.3.1 Brief Description of the Residential House

The transition to a circular economy requires changes in value chains, from product
design to new business and market models, from new ways of turning waste into a
resource to new ways of consumer behavior. This transition implies full systemic
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change, eco-innovation and eco-design not only in terms of technology, but also
in terms of organizations, society, new methods of financing through sustainable
policies [25]. The widespread implementation of ecological solutions is intended
to help limit many key issues related to environmental protection, such as climate
change, declining natural resources, environmental pollution or biodiversity loss
[26].

Eco-design plays an important role in reducing the impact on the environment,
being essential for the life cycle of processes, products and services, the decisions
taken in the design stage being responsible for the sustainable management of a
large part of economic resources and those taken from the environment, necessary to
support the entire life cycle of a product, process, service. Some specialists estimate
that 80% of the environmental impact is predefined in the product design phase [27,
28]. Therefore, designers are interested and motivated to systematically integrate
environmental performance into products and processes from the early stages of
their design [29].

A house designed in compliance with eco-design requirements should require as
fewmaterial resources as little energy and help reduce the impact on the environment.
McDonough and Braungart [1] stated that if we could imagine buildings as trees, and
cities as forests, then they would produce more energy than they consume and purify
their own wastewater. Thus, proper design of houses and their ancillary systems can
benefit the community, contributing to eco-efficient building functions (including
surrounding infrastructure, power and heat generation, wastewater treatment, waste
management etc.) and a cleaner environment with resources. On the other hand, a
better community environment can benefit buildings by improving living conditions.

The residential house proposed to be eco-designed using OCC is not a temporary
house, but one whose life cycle is expected to last as long as that of a traditional
house, 50 years, respectively. For this reason, the use of cardboard, in any form as a
structural material was excluded from the beginning. Wood, the closest to paper, was
naturally chosen as the structural material. In terms of size, a house with a relatively
small size was chosen, with a usable area of 85 m2 and a ground floor height regime.

The outer walls consist mainly of panels, having the core of old corrugated
containers (OCC) waste, with thermal insulation role, the exterior face—made of
oriented wood chipboard (OSB), and inner face—made of plasterboard. To protect
this core of moisture panels, the OCC panels are protected, both inside and outside
with two foils with different purposes. Partition walls were not taken into account.

33.3.2 Life Cycle Assessment of a Residential House

In this analysis the use of Life Cycle Assessment (LCA) methodology for assessing
the environmental performance of the compared buildings was made based on
the provisions of the standards ISO 14,040:2006, ISO 14,044:2006, and ISO EN
15,978:2011 [30–32]. Life Cycle Assessment is an environmental management
tool which, according to International Organization for Standardization (ISO) can
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be considered “a compilation and evaluation of the inputs, outputs and potential
environmental impacts of a product throughout its lifecycle” [30].

The life cycle stages of the residential house consist of:production, construction,
usage, and end-of-life. In this analysis the use of LCA for the calculation of the
environmental performance of the construction materials was mainly made based
on the calculation rules established in the standard ISO EN 15,978:2011 [32]. The
functional unit refers to the construction and use by a family of four people,
and the final disposal, after a period of 50 years, of a house on the ground floor with
an area of about 85 m2. The frontiers of the system include construction, usage
and end-of-life (Fig. 33.1). However, production is an important stage because here
an analysis can be made on the environmental quality of construction materials new
construction materials can be experienced and evaluated.

Therefore, an analysis of production stage can be made from the beginning,
addressing the quality of construction materials from the point of view of environ-
mental protection. For example, a comparison of seven thermal insulation materials
has been performed (Fig. 33.2). Using a classical environmental impact assessment
methodology known as cumulative energy demand, a ranking of all cumulative
energies required to produce the same amount (1 kg) of different construction mate-
rials shows that, if a panel is produced from virgin fibers, the corrugated board is
the thermal insulation material whose production needs more cumulative energy
consumed for production than the recycled corrugated waste.

The ReCiPe method (final point, total score, hierarchical version (H)) was chosen
for impact assessment in the frame of LCA, because it is a combined one, being able
to provide results at both midpoint and endpoint levels [33]. Sima Pro developed by
the Dutch company PRé, version 8.2.0.0, was used as software for this tool, for which
a license was obtained by the Faculty of Chemical Engineering and Environmental
Protection within the “Gheorghe Asachi” Technical University of Ias, i. The endpoint
impact categories covered by this tool are: human health, environmental quality and
resource availability (with the meaning of damages) (Fig. 33.3). According to the
ISO 14,040 (2006) a complete LCA study comprises four major phases (Fig. 33.4):

– Goal Definition and Scoping—include the objective and scope of study, system
boundaries and the functional unit;

– Inventory Analysis—with a detailed compilation of all environmental inputs
(resource and energy flows) and outputs (emissions and wastes);

– Impact Assessment—involves evaluation of environmental impacts from the
inventory and establish environmental performance of the product;

– Interpretation—the results of the inventory are interpreted and used in decision
and policy making.

LCA (ReCiPemethod)was applied during the three stages of life cycle considered
in the study: construction, use, and end-of-life. All data required for life cycle
inventory were collected from standards, handbooks, technologies, visits on building
locations, statistics, databases of the SimaPro software and others.

The construction stage is one of the most important stages in the life cycle of
the house, although not the most important. This stage is, of course, preceded by
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Fig. 33.2 Unit comparison (C.U.= 1 kg) of the main products (construction materials) used for the
buildings compared in terms of cumulative energy consumed for their production (MJ); method-
ology: cumulative (Total) energy demand; total score: a virgin fiber corrugated board, b recy-
cled corrugated waste, c hardwood, d softwood, e expanded polystyrene PSE, f XPS extruded
polystyrene, g gypsum board

the design, where all the technical details of the future building are developed.
According to ISO EN 15,978:2011 [32] this step comprises the following two
modules (Fig. 33.1): (i) transporting the raw material from the place of production
to the place of construction; (ii) actual construction.

The use/maintenance stage is the longest and most important stage in the entire
life cycle of the analyzed house. According to the standard ISO EN 15,978:2011
[32] this step comprises the following seven modules: (i) usage; (ii) maintenance;
(iii) repairs; (iv) replacements; (v) renovation; (vi) use of operational energy; (vii)
water use. Themost important of thesemodules refers to the operational energy used.

The end-of-life stage is the most difficult to be quantified due to the uncertainty
of scenarios evolution and that of waste management technologies resulting from
construction and demolition, given the distance within 50 years from the expected
period of demolition of the building. According to ISO standard EN 15,978:2011
[32], this step comprises the following four modules: (i) demolition; (ii) transport
(to the waste processing site); (iii) waste processing and (vi) final disposal of waste.

Figure 33.5 shows a comparison of the impact on the environment produced in the
three stages of the house life cycle, using the ReCiPe impact assessment method. For
this analysis, the three impact categories were considered: human health, ecosystem
quality and resources availability. In the construction stage, the category of ecosystem
quality impact has the highest weight, followed by the availability of resources.

In general, the construction activity is considered to be one of the largest contrib-
utors to environmental pollution and depletion of resources, producing globally 33%
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Fig. 33.3 List of impact categories for characterization at midpoint and endpoint level, [34] (under
license CC BY-NC-ND, IOP science, https://publishingsupport.iopscience.iop.org/is-permission-
required-faqs-using-open-access-content/)

Fig. 33.4 Major phases of life cycle assessment

https://publishingsupport.iopscience.iop.org/is-permission-required-faqs-using-open-access-content/
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of greenhouse gas emissions and consumes approx. 40% of primary energy [34]. It
is expected that this representation will be below the level for the traditional house,
because, as can be seen from Fig. 33.2, cumulative energy demand has the lowest
value for OCC cardboard waste, used as insulation material in house construction.

33.4 Conclusions

This study aimed at examining the extent to which recyclable corrugated waste
without papermaking potential (Old Corrugated Containers, OCC) represents a
promising material for the eco-design of a sustainable home (CEP), in terms of envi-
ronmental performance, analyzed with Life Cycle Assessment (LCA) methodology,
a well-structured, standardized and extensive tool used for this purpose especially in
Europe, mainly after the launch of the European LCA platform.

The functional unit of the study was the procurement of materials, construction,
use and final disposal of a residential house with a period of use of 50 years. ECV
focused on all four stages of a building’s life cycle: production, construction, usage
and final disposal.

Outside the limits of the system analyzed in the production stage, separate inves-
tigations were carried out, using Life Cycle Assessment, on the quantities of energy
required for the production of corrugated cardboard produced from virgin fiber or
cardboard recycled waste. The functional unit chosen for this comparison was 1 kg of
the analyzed construction material. Research has shown that the material represented
by virgin fiber corrugated cardboard requires one of the highest energy consump-
tion along with extruded or expanded polystyrene. Instead, old corrugated containers
(OCC) has the lowest energy consumption, which implicitlymeans the lowest impact
on the environment.

Comparisons made separately for the construction, usage and end-of-life stages
show that the human health, environmental quality and resource availability impact
categories have different weight in the three stages. In the construction stage, envi-
ronmental quality has the highest weight. In the usage stage, resource availability is
has the highest weight. Human health is the impact category with the highest share
in the end-of-life stage.

In the future works, the analysis will be extended, to allow comparisons of envi-
ronmental impacts and costs generated by a traditional house and a house made of
virgin fibers cardboard, with the eco-innovated residential house, which use waste
corrugated cardboard without papermaking potential as an insulation material.
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Chapter 34
National Mechatronic Platform—The
Foundation of a Smart and Sustainable
Society Development

Vistrian Măties, , Călin Rusu, and Vlad Tămas,

Abstract The paper aims to explain details related on the innovative potential
of mechatronics as environment for smart education, organizational learning and
sustainable development, to enhance the pillars of a Smart and Sustainable Society.
At the EU level these pillars are defined as smart governance, smart economy, smart
mobility, smart environment and sustainable development, smart living and smart
people. Mechatronic platforms as complex technical systems integrating elements
of mechanical engineering, electrical-electronic engineering and computer science
engineering are the basic infrastructure of these environments. The National Mecha-
tronic Platform (NMP) is conceived as a national mechanism of a network structure
to activate the human and material resources at all the levels and to ensure the
systemic approach of the complex problems regarding smart education, organiza-
tional learning and sustainable development in Romania. Based on this technical and
scientific support, the Platform for Smart Education, Organizational Learning and
Sustainable Development will be developed. Specific details are also presented in the
paper. The proposed solutions are useful to get the main goals of the UN 2030 Project
too. As it is known, Mechatronics (the backbone), Cyber Physical Systems (CPS)
and Internet of Things (IoT), are the triangle of the twenty-first century technologies,
the foundation of the 4.0 industry

Keywords Smart society · Sustainability ·Mechatronics · Smart education ·
Organizational learning

34.1 Introduction

The concept of sustainable development emerged as a response to a growing concern
about human society’s impact on the natural environment. The concept was defined
in 1987 by the Brundtland Commission, as “development that meets the needs of
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the present without compromising the ability of future generations to meet their own
needs” [1].This definition acknowledges that while development may be necessary to
meet human needs and improve the quality of life, it must happen without depleting
the capacity of the natural environment tomeet present and future needs. The sustain-
able development movement has grown and campaigned on the basis that sustain-
ability protects both the interests of future generations and the earth’s capacity to
regenerate.

The underlying concepts of sustainable development are defined by Agenda
twenty-first, which is the Action Program for the twenty-first century adopted by
governments at the United Nations Conference on Environment in 1992 [2]. The
Summit confirmed its resolve to promote the three pillars of sustainable develop-
ment: economy, society and environment, as interdependent andmutually reinforcing
concepts. TheUNAgenda twenty-first includes 17 goals and 169 targets. The concept
of smart and sustainable society is highlighted in the Fig. 34.1

Education is an essential tool for achieving a more sustainable world. Educa-
tion for Sustainable Development (ESD) promotes the development of the knowl-
edge, skills, understanding, values and actions required to create a sustainable world,
which ensures environmental protection and conservation, promotes social equity and
encourages economic sustainability. The aim of ESD is to enable people to make

Fig. 34.1 The smart and
sustainable society concept
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decisions and carry out actions to improve our quality of life without compromising
the planet. It also aims to integrate the values inherent in sustainable development
into all aspects and levels of learning [3].

There are a number of key themes in ESD and while the dominant focus is on
environmental concerns, it also addresses themes such as poverty alleviation, citi-
zenship, peace, ethics, responsibility in local and global contexts, democracy and
governance, justice, human rights, gender equality, corporate responsibility, natural
resource management and biological diversity.

To promote ESD, the United Nations Decade of Education for Sustainable Devel-
opment, 2005–2014, (DESD) was adopted by the UN General Assembly with
the United Nations Educational, Scientific and Cultural Organization (UNESCO)
designated as the lead agency for promotion throughout the decade [4].

The goal of the decade, as outlined by UNESCO, was to integrate the principles,
values and practices of sustainable development into all aspects of education and
learning. This aims to encourage changes in behavior that will create a more sustain-
able future. One of the most important aspects of the DESD is the recognition that
ESDmust engage a wide range of stakeholders from government, private sector, civil
society, non-governmental organizations and the general public [4].

The complex problems related on ESD are to be solved in the context of the world
crisis in education. The crisis is caused by the delay of the educational technologies by
comparing with technological development. The crisis is recognized at the UNESCO
level too. The establishing the International Commission for Education in the twenty-
first century and Delors’s report to UNESCO confirms that. The initiatives for ESD
promoting at UNESCO level are fine, but the suggested solutions are not connected
to the twenty-first century technologies.

As it is known, the triangle of the 21st century technologies includes:Mechatronics
(the backbone), Cyber-Physical Systems (CPS) and Internet of Things (IoT). These
technologies are the foundation of the 4.0 industry [5–9].

Mechatronics as the “Science of intelligent machines” and also “Environment for
smart education, organizational learning and sustainable development” ensures the
scientific foundation and efficient tools for promotion the smart education for sustain-
able development in order to get the goals included in the UN Agenda twenty-first.
The NMP is the result of the research activities along of a more than a quarter of
century (1990-present), of the specialists of the Mechatronic Departments of the
Technological Universities from Romania that established the branch of mecha-
tronics in engineering. The NMP is conceived as a national mechanism of a network
structure to activate the human and material resources at all levels and to ensure the
systemic approach of the complex problems regarding smart education, organiza-
tional learning and sustainable development in Romania. Based on this technical and
scientific support, the Platform for Smart Education, Organizational Learning and
Sustainable Development will be established. The specific details are also outlined
in the papers: [8, 10–12].
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34.2 The Innovative Resources of Mechatronics for Smart
Education and Sustainable Development

34.2.1 Why Was Mechatronics Born in Japan?

Thewordmechatronics was coined by Japanese in the beginning of the eighth decade
of the last century to describe a new technology fusion.” It is an advanced technology
to create energy-saving, resource-saving and high intelligent systems by integrating
mechanics, electronics and software” [13]. In the paper [13] are analyzed the rela-
tionships between mechatronics and Japanese lifestyle from an industrial, techno-
logical, economical, historical and cultural point of view. The link is described by
the following keywords: average, blend, clean, delicacy, education and flexibility
[13–15].

Mechatronics was born in Japan as a result of the industrial policy for post-
war rehabilitation. The frame was established by four laws: In 1956—was estab-
lished the law for mechanical industry development. In 1957—was established the
law for electrical industry development. In 1964, the production of the integrated
circuits began on industrial basis. In 1971—was set-up the law for electromechan-
ical industry development. At that stage Japanese realized their ownweakness. Japan
was obliged to organize a drastic change of the industrial structure. Engineers were
strictly requested from the administration to save energy, material and cost [13–
15]. Under such a serious condition, energy and resource saving products with high
intelligence have been developed. Japanese engineers could turn a misfortune into
a blessing. Japan has succeeded to strengthen its industrial technology owing to a
shortage of natural resources. In 1978—the law for information handling machine
development was established instead of the previous laws. In 1978 the Mechatronic
Education was initiated at the newly founded University of Toyohashi. The spirit
and layout of the program has been described by the major professor at 1984 World
Conference on Engineering Education [13, 16, 17]. The legal frame abovementioned
was the starting point of Mechatronic Revolution in Japan [16].

It is important to note that Prof. Eduard Deming, the pioneer and promoter of
the Total Quality Management concept was credited as one of the inspirations for
what has become known as Japanese post-war economicmiracle of 1950–1960. Then
Japan rise from the ashes of war on the road to becoming the second largest economy
in the world through processes partially influenced by the Deming’s ideas. As a
recognition of his contribution to Japan development hewas honored in 1951with the
establishment of theDemingPrize. In 1960, at the end of his stage of cooperationwith
Japan’s Government Deming awarded on behalf of Emperor Hirohito Japan’s Order
of Sacred Treasure, Second Class. The citation on the medal recognizes Deming’s
contributions to Japan’s industrial rebirth and its worldwide success [18].

Mechatronic philosophy has spread around the world very quickly. The decisions
adopted at the national and international level to promote mechatronics in education,
research and technological development stimulated the initiatives to develop projects
and programs in the field. Two very representative initiatives are outlined below:
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In 1985, The USA Department of Commerce has elaborated a comparative report
on mechatronics in the USA and Japan [19]. The report was the support for the
decision of the National Science Foundation to finance the National Mechatronic
Educational Program. The project was managed by Stanford University.

In 1986 the word mechatronics acquired its citizenship in the vocabulary of
the European Community. The Industrial Research and Development Advisory
Committee (IRDAC) recognizedmechatronics as one of themajor needs to bemet by
the European Research and Educational Programs [14–16]. It specifies the definition
as follows:”Mechatronics is a synergistic combination of precisionmechanical engi-
neering, electronic control and system thinking in design of product and processes.
It is an interdisciplinary technology that both draws on the constituent’s disciplines
and includes subjects not normally associated with any of those above”. In 1988 a
European IntegratedCourse inMechatronics started as a result of a high-level transna-
tional cooperation of academics and industrialists [16]. It integrated three modules
respectively offered at T.H. Aachen (with emphasis on CAD-CAM), K.U. Leuven
(System Approach, Robotization) and Institute of Technology Cranfield (precision
mechanics and measurement). It was specially designed for Engineers intending
to supplement their traditional education with recently technologies integrated in a
system’s vision. In 1989 it was enlarged including two additional modules.

These decisions stimulated initiatives at national and international level to
develop projects and programs to promote mechatronics in education, research and
technological development too [8, 10].

34.2.2 Mechatronic Technology.

Mechatronics was born as a result of technology development. Technological
flow to mechatronics integration is shown in Fig. 34.2 [13–15]. The backbone of
mechatronics is mechanical technology that developed towards mechanization. The
progress in the field of electronic technology, the integrated circuits development,

Fig. 34.2 The flow to mechatronic integration
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allowed the integration of electronics into mechanical structures. This is the first step
towards integration: electromechanical integration.

In the next step, by integrating microprocessors into previously built electrome-
chanical structures they can retrieve information about their internal status and about
the state of the environment. By processing the information, they can make decisions
about how the system behaves.

The concept of mechatronics is highlighted in Fig. 34.3. The integration of the
three main fields of engineering is based on Integronics principles and methods [8,
20, 21]. Integronics is defined as “a science of the integration processes and of a hyper
integrated system” [21]. In the structure of a hyper integrated system everything is
linked to everything and everything depends on everything (eg. human body). Details
related on the integration process in the nature and technology are outlined in the
papers [8, 21, 22].

Mechatronics makes possible the integrated approach of material, energy and
information. Information is the basic component of the mechatronic technology.

This position of information in relation with material and energy is motivated
by the following arguments: satisfaction of the mind of human beings is caused by
information; only information can increase added value of all things; information
means culture [8, 13, 16, 22, 23].

Based onFig. 34.4, a comparative analysis of the three components ofmechatronic
technology can be made [8, 13, 16, 22, 23]. The analysis considers the origin of the
resources, the supply, the demand and the meaning of life from the three elements’
point of view.

Certainly, by integrating a large amount of information in the structure of
intelligent products their functional performance will increase.

On the other hand, material and energy resources are preserved in this way.
But, by consuming less material and less energy, the pollution decreases resulting

Fig. 34.3 Mechatronics
concept
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Fig. 34.4 The relationship
material—energy—
information

new valences of mechatronic technology: it is a non-dissipative and less polluting
technology.

The information links integrated in the structure of technical systems requires
small quantities of material and energy increasing flexibility, efficiency and recon-
figurability [8, 13, 16, 22, 23].

More than, the value of information does not depend somuch on quantity as it does
on freshness, since human mind always demands new stimuli. Also, the information
can be multiplied.

The value of material and energy depends on integration, and the information
value depends on differentiation. Mechatronic technology launched the challenge of
sensitive information. The style, color, design in general of every machine. transmit
information that stimulates the senses of the human being.

The signal is the means of physical presence of information. The signals are
generated by sensors (artificial sensing organs) integrated into the structure of smart
machines and systems. The sensors materialize the perception function in the struc-
ture of an intelligent system. Microcontrollers materialize the brain functions and
the actuators (the execution elements) are the artificial muscles.

34.2.3 Mechatronic Education

The mechatronic principles in education focus on the systems thinking and skills for
teamwork/team learning developing.

Systems thinking is holistic, it attempts to derive understanding of parts from the
behavior and properties of wholes, rather than derive the behavior and properties
of wholes from those of their parts. “Disciplines are taken by science to represent
different parts of the reality we experience. But disciplines do not constitute different
parts of reality; they are different aspects of reality, different points of view. Any part
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of reality can be viewed from any of these aspects. The whole can be understood
only by viewing it from all the perspectives simultaneously” [24].

In the context of globalization and internationalization promoting the smart educa-
tional technologies for sustainable development is a major need [5, 6, 8, 12, 22,
23]. The basic problems for promoting these educational technologies are: the
system thinking development; team work/learning; organizational learning; integral
education concept promotion; the understanding of integration—complexification
process in the nature, technology and society; the role of information in the integra-
tion complexification process: information carriers, information link, information
kinematic chains, information field, sensitive information etc.

In the last two decade were launched challenges for smart cities development.
Based on EU standards the mains pillars of the smart city’s platforms are smart
governance, smart economy, smart mobility, smart environment and sustainable
development, smart living and smart people [26]. The smart city is a city of learning,
of creativity and innovation. The smart city learns through their citizens that are
integrated into organizations (family, schools, universities, companies etc.) [12, 26–
28]. In the last decade, were launched challenges for evolution to Smart Society
development too.

Mechatronic education ensures flexibility in thinking and action. In this context,
mechatronics education meets the requirements of a smart education, providing the
necessary skills for pupils, students or adults for intelligent integration, smart organi-
zations, smart communities etc. Organizations and communities become intelligent
and therefore competitive, by learning. Competence is the bridge between man and
organizations (institution) and beyond, between organizations and the community
[22, 29].

Mechatronic platforms are the basic infrastructure of the environments for smart
education and sustainable development As complex technical systems, these plat-
forms integrate into their structure elements ofmechanical engineering (mechanisms,
mechanical transmissions etc.), electrical engineering elements (actuators, sensors,
microcontrollers, filters, amplifiers etc.) and control engineering elements (control
algorithms, dedicated software, human–machine interfaces etc.). The specific struc-
ture of the mechatronic platforms facilitates the understanding of the integration-
complexification process in the nature and technology, as well as the role of
information and information links in this process [8, 10].

34.2.4 Mechatronics in Practice and Engineering Education

For the engineering practice, mechatronics marked the shift from traditional sequen-
tial engineering to simultaneous, concurrent engineering. Therefore, the concepts of
integrated design and design for control were developed. The details on the inte-
grated design methodology are presented in the works [8, 23, 25, 30, 35]. Thus, it is
necessary from the conceptual design phase to consider the problems regarding the
integration—interfacing processes, the information links as well as the integration
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of the control functions into the product structure. In this way, the conventional func-
tionsmade by themechanical components are transferred to the electronic control and
software components. This increases the constructive and functional performance of
products and systems [8, 14, 23].

The approaches in the field of mechatronics require advanced knowledge from
multiple engineering fields (see Fig. 34.5). Being the result of an integrated design
process, mechatronic systems are superior to any product achieved through a
sequential (classic) design methodology [8, 14, 16, 20, 23, 25].

The integrated approach promoted by mechatronics is essential for developing
and manufacturing of Cyber-Physical Systems (CPS) [7] as well as for harnessing
the Internet communication potential through Internet of Things (IoT) approaches
[9].

34.3 Organizational Learning

As it was underlined by UNESCO, one of the most important aspects of the DESD is
the recognition that ESDmust engage awide range of stakeholders fromgovernment,
private sector, civil society, non-governmental organizations and the general public
[4]. Schools and universities are themain actors to launch initiatives on this direction.
For that, they must get the status of learning organizations.

The concept was launched by Prof. P. Senge from MIT, in 1990. In 1997 at MIT
was established the Society of Organizational Learning [27, 28].

Senge defines the LearningOrganization as “an organizationwhere people contin-
ually expand their capacity to create results they truly desire, where new and expan-
sive patterns of thinking are nurtured, where collective aspiration is set free, and
where people are continually learning how to learn together”.

The organizations that will truly excel in the future will be the organizations that
discover how to tap people’s commitment and capacity to learn at all levels in an
organization [27, 28]. Traditionally, productive organizations have been viewed as
center of work. However, the Learning Organization sees the productive organization
as not only a center of work, but also a center of learning. Schools and universities
are also learning organizations.

P. Senge defines the disciplines of the learning organization as: Personal Mastery,
Mental Model, Shared Vision, Team Learning and System Thinking. The disciplines
are very similar with the four pillars of a profound knowledge as they are defined by
Prof. Eduards Deming in the book [8]. These pillars are: System thinking, Changes
management, Psychology and Theory of knowledge.

The discipline consists on a body of theory and technique that must be studied and
mastered to be put into practice. A discipline is a developmental path for acquiring
certain skills or competencies.

Senge sees systems thinking at the heart of his “learning organization” models,
where all members of organization develop an understanding of the whole rather
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than just fractional parts of organization in terms of structures, processes, thinking
and behavior.

Analyzing the scientific content of the five disciplines of the learning organization
as it is outlined in the books [27, 28]we can understand thatmechatronics is true envi-
ronment for smart education, organizational learning and sustainable development.
The mechatronic platforms are the basic infrastructure for such environments. The
specific approaches are appropriate, since kindergarten to adult education [8, 12, 13].

34.4 Romanian National Mechatronic Platform

Mechatronic philosophy developed inRomania since 1991 by establishing the branch
of mechatronics in engineering in the main technological universities from the
country [8, 10]. In 1999 was established the National Council for Technological
Education and Innovation. The Council elaborated the National Program for Mecha-
tronic Education. The goals of the programwere oriented to promote themechatronic
philosophy at all the levels in education, research activities, industry and services
too.

As a result of cooperation at the academic level in education and research activities,
along of a more than a quarter of century (1991–present) the National Mechatronic
Platform was developed [8, 10–12].

It is conceived as a “national mechanism of a network structure which aims to
activatematerial and human resources on a local, regional and national level, and also
to ensure the systemic approach, in a holistic way of dealing with complex problems
regarding smart education, organizational learning and sustainable development”
[8, 10, 12].

At that stage (the pilot stage) the platform integrates seven Regional Centers of
Mechatronics established on the structure of the Mechatronic Departments of the
technological university’s partners in the Flexform project [10, 12]. The regional
Center established at the Technical University of Cluj-Napoca is the coordinating
one. For practice and experiments at all the levels in education and training activi-
ties the mobile lab of mechatronics and portable mechatronic platform were devel-
oped. The portable platform for mechatronic education makes possible experiments
everywhere and every time, being very efficient to stimulate initiative and creativity.
For mechatronic portable platforms are very efficient solutions based on Lego
modules including sensors, actuators, microcontrollers and elements for mechanical
structures.

The mobile lab of mechatronics was established since 2010. It is used for research
activities out of university (technical state of equipment’s evaluation in factories,
pollution parameters registration etc.) and for demonstrations in schools. The specific
equipment’s are mounted on a dedicated platform based on Mercedes Vito (see
Fig. 34.6).

The automobile platform is itself a very representative mechatronic system. The
applications developed are: study of the integration—complexification process and
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the role of information links; study of the main mechatronic modules integrated in
the structure of a mechatronic automobile; study of the interfacing problems; under-
standing the importance of a system thinking developing to design and manufacture
the complex systems. The anatomy of a mechatronic car is very similar with human
body anatomy. Details related on the structure and applications based on mobile lab
of mechatronics are integrated in the paper [8].

In the last years, 11 universities in the country established mechatronic depart-
ments. Also, the National Institute for Research and Development on Mechatronics
andMeasurementTechnique is integrated in the structure of theNationalMechatronic
Platform [8, 12]. It is important to note that since 2010, every year, at the academic
level is organized the scientific meeting “Mechatronic Education Days” [8, 12]. The
program of the event includes the National Mechatronic Olympiad too. The compe-
tition is organized based on the rules of the International Olympiad of Mechatronics.
The International Olympiad of Mechatronics is organized every two years under the
aegis of the International Vocational and Training Organization (IVTO).

The partnership of our university with CIRET (International Center for Transdis-
ciplinary Research and Studies) since 2007 and with ATLAS (Academy for Trans-
disciplinarity Learning and Advanced Studies) since 2010, were very fruitful and
helped us to discover the innovative potential of mechatronics for education and
research activities too. CIRET (founded in Paris in 1987) and ATLAS (founded in
Texas, USA in 2000) are the main vectors of promoting transdisciplinarity at the
international level [31, 32]. In the context of globalization and internationalization,
being transdisciplinary is a major need [32]. But in order to be transdisciplinary we
must learn transdisciplinarity. Transdisciplinarity and integral education are the basic
component of smart education for sustainable development too. The basic problems
for transdisciplinarity learning are outlined in the paper [36].

The trans—thematic identity of mechatronics, based on complexity concept is
demonstrated in the works [8, 33–35]. On the other hand Russel Ackoff, the pioneer
and promotor of the systems thinking concept says that the effective research is not
disciplinary, interdisciplinary or multidisciplinary it is transdisciplinary [24].

Now, The National Mechatronic Platform is the scientific foundation of The
National Platform for Smart Education, Organizational Learning and Sustainable
Development. Based on this scientific support was launched the Project: Smart
Romania: The Country of The Learning Communities [12]. The project aims to
stimulate the evolution of schools and universities to the status of Learning Organi-
zations. On this way, a state of spirit will be developed at the level of communities
to support the effort for sustainable development.

34.5 Conclusions

Mechatronics, the twenty-first century technology, the integration philosophy,
science of intelligent machine is also the scientific foundation of the smart and
sustainable educational technologies development. Transdisciplinarity and organi-
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zational learning are the basic components of these educational technologies too.
The evolution of the schools and universities to the status of learning organizations
is of great importance for getting the status of smart schools and smart universities
too. Mechatronic platforms are the basic infrastructures of these educational envi-
ronments. Mechatronics makes possible the integrated approach of material, energy
and information, opening new horizons in all the fields of activities. Also, mecha-
tronics launched new openings for innovation, through technologies integration. The
flexibility in thinking and action, the result of mechatronic education, are essential to
stimulate initiative and creativity. Flexibility and reconfigurability of themechatronic
technical systems are the result of the integration in their structure of information
links. The triangle of the twenty-first century technologies (Mechatronics, CPS and
IoT), fundamentals of industry 4.0, defines the scientific and technical platform for
developing the main pillars: economy, society and environment of the smart and
sustainable society, according with UN Agenda 21.
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36. V. Măties, , I. Vlas, in, V. Tămas, , Transdisciplinarity, mechatronics and organizational learning.

in Proceedings of the Atlas Conference 2018, volume-being Transdisciplinary, (ATLAS
Publishing, USA, 2019)

https://thesystemsthinker.com/a-lifetime-of-systems-thinking/


Chapter 35
Rethinking Architectural Spaces
for Solar Energy Better Use

Anda-Ioana Sfintes and Radu Sfintes

Abstract Using renewable resources nowadays is not only a reality but also a neces-
sity. However, when designing architectural spaces we are still rather considering a
sole main function or related functions, thus making the building easier to manage.
In this paper we wish to present a vision for adapting representative buildings in a
community in order to respond to sustainability issues (from social sustainability
to economic and environmental sustainability), highlighting ways of producing and
better using solar energy. In this context the building itself can also becomeapromoter
by informing about (while also making use of) renewable energy systems and prin-
ciples. From sports grounds to museums, we shall see how different functions can
be accommodated and integrated in a single area, leading to using resources locally
produced in real time and in that space instead of producing, storing, sharing energy
on longer distances. In this scenario the consumer is drawn towards the place of
production and consumption, having his needs met while also having something to
gain at various levels—from chances for personal development to chances of social
interaction.

Keywords Architecture for the community · Sustainable architecture ·
Multifunctionality

35.1 Introduction

Architecture nowadays has to respond to a vast array of challenges. Beyond being a
spatial response given to the needs and realities of a specific time andplace, it becomes
iconic in promoting and fostering key concepts of contemporaneity; “globalization,
speed, technology, sustainability, andmore are transforming howdesign is practiced”
[1, p. 1] but also how architecture is being used and experienced. More than that,
architects have to acknowledge the impact their architecture has upon society and
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environment whilst responsibly considering the complexity of present and future
reality [2], possibilities of growth, development, adaptability.

The issue of sustainability, with all its well-known aspects—social sustainability,
economic and environmental sustainability—but also with its secondary aspects
like cultural, political, aesthetic, functional sustainability etc. is central (if not even
mandatory) in any high-quality contemporary approach.

In this paper we wish to present an architectural vision for adapting representative
buildings in a community, considering the potential, difficulties and implications of
using solar energy as a keystone in reframing an architectural program. While the
potential is obvious—that of producing and using renewable energy sources, the
difficulties taken into consideration refer to the possibility of placing the necessary
systems—area, orientation, but also site ownership and interest. The implications
are being addressed through issues of consumption optimisation, scale of the impact
and related effects.

Evolving around the Romanian overdue/weak implementation of sustainable
thinking and the potential presented by existing facilities in Bucharest likeComplexul
Cultural Sportiv Studentesc Tei, we explore a scenario of sustainable transformation
linking sports venues as green infrastructure and multifunctionality.

Romania is still struggling with responding to basic sustainability challenges like
waste management, water quality, nature conservation and air quality [3], various
infringements being active. These facts not only highlight the need for overstepping
these challenges, but also the effort that should be put in meeting other sustainable
aspects through any means.

In this regard, the proposal also assumes urban regeneration through qualities
which follow centrality issues, hybridization, participative and inclusive activities,
enhancement of economic and social aspects, ecological responsibility [4]. Thus
through interventions in existing spaces (in our case a facility which tackles both
issues of public and semi-public spaces anyway) notions of urban space as object of
consumption (needed to be exploited in order to further activate the area) are being
put together with “forms of ethical consumption” like eco-friendly architecture [5].

35.2 Benefits of Sports Facilities

The health and healthy living aspects assumed by sports are far from being the only
type of benefits they bring. Doing sports leads to learning or enhancing life skills
like problem-solving, decision making, dependability, teamwork, self-management,
to develop abilities like work under pressure, set goals, handle success and failure
etc. Watching sports (by attending sporting events) has its own positive outcomes by
being anything between a leisure activity and a way of life (for die-hard fans). It is an
occasion for meeting up with friends, family or the community of fans, for fostering
these relationships, for experiencing joy or sorrow etc.

At a larger scale, they also drive social change through the impact they have
upon education, international relations, and the natural environment [6]. Taking as
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example the issue of sustainability, we can name the role of sports organizations
and facilities in acknowledging, informing about, promoting a sustainable way of
life. For example, “[e]ducational interventions such as green games can inform fans
on recycling, green tailgating, carpooling, and environmental issues specific to that
region” [6, p. 69].

Getting closer to our case study, further we shall discuss some aspects which
will help us grasp the potential presented by the specificity of the site—Complexul
Cultural Sportiv Studentesc Tei.Wewill consider the benefits of a sports facility being
also a public space with green infrastructure elements and the various sustainable
criteria which can be met in regard to this context.

35.2.1 Sports in the Context of Public Spaces and Green
Infrastructure

Urban green areas play different roles in the life of a city, no matter their scale. When
it comes to sports, people can easily appropriate almost any kind of setting, from
paved alleys along green areas (which can be used for jogging, riding bicycles, skate-
boarding, roller-skating), to rough terrain (for off-road walks and cycling) and lawns
(for playing badminton, volley, frisbee) etc. Green spaces become casual occasions
for relaxation and exercise, having a positive impact upon the quality of living and
becoming a buffer for the more negative effects of urban life [10].

Even more positive outcomes arise from considering a public space part of Green
Infrastructure (GI) which is “a planned or managed spatial structure and network of
interconnected environmental features, natural areas, open spaces, and landscapes”
[7, p. 3917/1]. This assumes the implementation of various systems capable of
sustaining Green Infrastructure roles like protecting ecosystem state, functioning
and services, protecting biodiversity, protecting societal health and wellbeing as well
as supporting the development of a green economy and sustainable land and water
management [9]. For an underdeveloped community, GI can play different roles
beyond its ecological aspects: it can raise attractiveness, productivity and employ-
ment opportunities, it can foster economic growth while also improving the phys-
ical, social and environmental conditions [7]. From a social and cultural perspec-
tive, it emphasises the educational role played by nature in the more casual context
of leisure activities while also having an impact upon physical as well as mental
health; it helps acknowledge, manage, adapt to and participate in environmental and
ecological issues [7].
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35.2.2 Sports Facilities in Service of Sustainability

Becauseof their great public span, sports facilities, organizations and services became
involved in sustainable initiatives, feeling the (real or virtual) pressure of society or
just anticipating their role in social change. Thus they concentrated their efforts in two
directions: “to reduce the ecological footprint of sports, and to use sports as a means
to raise environmental awareness” [12, p. 10]. Most of the entities referred only to
basic and easier to apply measures like saving electricity and waste management, but
more important in this context are the use of both formal and informal environmental
systems, the latter speaking more of commitment, engagement and responsibility
beyond the main scope of the entities. This approach has the benefit of also triggering
public commitment to environmental protection [12].

To a larger and more programmatic scale, sports facilities can be included in
strategies of Sustainable Urban Planning and Development (SUPD), addressing
issues of economic importance (creating new jobs, promoting a circular economy
and regional/local interdependencies as well as informal economies), the environ-
ment and available resources (promoting and even adopting clean energy sources,
addressing the ecology and biodiversity of the site, waste management), the society
(by promotingwellbeing, involving and empowering communities, addressing issues
of right to the city, social innovation and justice) and so on [2]. The built envi-
ronment is the one that often makes visible and/or possible the aspects mentioned
above by accommodating various functions and making use of various systems, but
also through its image (use of materials, display of the systems use) and aesthetics
(buildings which facilitate appropriation).

Further we shall briefly discuss the three aspects of sustainability—economic,
environmental and sociocultural sustainability—in regard to sports facilities.

Environmental Sustainability. Environmental Sustainability refers to “the effi-
ciency of land use through the conservation of energy and of natural terrain, the
minimization of pollution, creation of parks and green areas, securing of open space,
and the maximization of land use efficiency through multi-dimensional and complex
development” [8, p. 1249/5]. Thus it assumes use of natural resources including local
plants, but also making use of natural conditions and manipulating the built space in
order to respond to climatic needs—proper natural ventilation and lighting, heating
and cooling through shading systems and natural air flow, rainwater management
through permeable paving, collecting systems etc.

Many of the sports venues are accompanied by large open spaces in order to
accommodate large numbers of people attending events and/or large green spaces
through the number of green play fields or as a way of reducing the carbon footprint
of the facility. These open and green spaces can sometimes be appropriated by nearby
communities for outdoor activities, thus becoming public places.

Economic Sustainability. “The characteristics of economic sustainability can be
summarized as recycling, low cost, local resources, and flexible space utilization”
[8, p. 1249/19] which can easily be fit into sports facilities. Recycling is not only



35 Rethinking Architectural Spaces for Solar Energy Better Use 491

an environmental friendly initiative but it also leads to low costs in the context
of circular economies. As facilities which bring together large numbers of various
users, waste management becomes mandatory. Considering also the scale of sports
facilities in general, recycling (including use of recycled materials), accompanying
the use of local resources, can be an essential cost-saving method. The use of local
resources can be part of urban planning and landscaping, architectural design, but
can also refer to consumption of local products, thus spanning to the whole life of
the facility. Reusing water as well as making use of environmental factors (climate,
orientation, air flows) to reduce energy needs are other important challenges. All
of the above should be implemented considering also reduced maintenance and
maintenance costs. Flexibility of space is one of the methods that can help in this
regard, assuring continuous use as well as easy adaptation to changing needs. When
it comes to sports, we can easily think of multifunctional play fields besides the
multifunctionality of architectural spaces. This issue will be further addressed in the
next section.

Socio-cultural Sustainability. The idea of socio-cultural sustainability evolves
around issues of rehabilitation, identity and social participation, all related to the
social and cultural realities of the local context. While preserving local values,
customs and social norms, socio-cultural sustainable developments are expected to
facilitate access, integration (of different ages, people with different social statuses,
with different ethnic origins etc.), to assure gathering places and encourage active and
passive participation, involvement, interaction between users of the facility and local
community. Thus, space should also be easily appropriated by the community. These
facts make mobility and amenity key issues in conceiving sustainable interventions
[8].

In the case of sporting events, the phenomena mentioned above easily occur but
special attention should be paid to framing ormanaging such encounters (to avoid, for
example, hooliganism and negative impacts of stranger flows into the community).

Given the ever-changing nature of communities, this type of sustainability also
assumes adaptability and flexibility in order for the space to keep responding to
contemporary needs and developments.

Many sports organizations have taken seriously their social role amplified by the
great number of (professional and amateur) trainees and players, fans and viewers.
Their sustainable initiatives easily inspire positive social change among a vast public
while also educating about how sustainablemeasures can be implemented or adopted
in everyday life by every individual [6].

35.3 Benefits of Multifunctionality/Multifunctional Benefits

Multifunctionality nowadays is often incorporated in architectural and landscape
proposals, thus assuring the good use of spaces as well as a continuous and flexible
adaptation that can keep up with changing needs and trends. As we have seen in
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the previous section, multifunctionality is also a tool of sustainable design from an
environmental and social perspective. It signifies overlapping functions and it can
refer to both “multifunctional use of space as the interrelation between functional,
social, and morphological possibilities, in which activities can be integrated and
coexist simultaneously; multifunctionality over time of the object as its potential and
useful transformation, guaranteeing new lives to it” [4, p. 139].

The latter aspect attracted much attention around sports in the last years as the
development of Olympic facilities demanded integrating multifunctional views in
order to avoid desertion after games end or as stadiums started to stand out as
big scale resilient facilities. The former aspect is closely linked to key aspects of
contemporaneity like connection and networking, cooperation, inclusion, equality,
social justice, empowerment. We can speak of a twofold adjustment—of the space
to the demands of the society and vice versa, as the space, through its attributes and
affordances, can promote social change.

Multifunctionality unfolded especially along public space proposals because of
its social, political and economic position. As it gathers large and various numbers
of people, pertaining to various communities, public space was and is the perfect
scene for fostering dialogue and participation, for contesting values, views, citi-
zenship etc. through triggering mechanisms which assume “interaction between the
cultural, social, landscape, environmental, economic, and institutional dimensions
of a context” [4, p. 138].

Multifunctional buildings can link ecological, economic, socio-cultural, historical
and aesthetic functionalities [10], the benefits ofmultifunctionality residing in spatial
outcomes like openness, flexibility, adaptability, hybridity, as well as in environ-
mental and economic sustainability concerning especially management of resources.
All these benefits of multifunctionality also lead to multifunctional benefits as they
give back to society by creating appropriate living conditions, by fostering local
production and responsible consumption, by leading to appropriation andmeaningful
experiences, by accommodating identity development and expression etc.

Circling back to grasping aspects of our case study context, we can add up to these
benefits those emphasized by the development ofGreen Infrastructures: improvement
of the built environment, ecosystem protection, development of economic capacities,
emergence of new (including informal) educational opportunities [7].

It should be noted though that, by operating at the intersection of so many factors
and less controllable variables, the benefits and outcomes cannot all be anticipated,
fact which also applies to possible negative impacts. In order for multifunctionality
to lead in a certain extent to positive impact it should be based on in-depth interdisci-
plinary researches that take into consideration at least regional as well as local social,
cultural, political, economic realities. On the other hand, by operating with multi-
functionality unplanned outcomes can also arise, based on people’s actual response
and organic unfolding and development of uses.
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35.4 Adapting Existing Facilities—A Proposal

Romania lacks sustainable high-standard buildings, even more so sustainable high-
standard rehabilitations that would consider the complexity of meeting all aspects
of sustainability. To some extent this is caused by the fact that most of the major
projects are funded by private stakeholders having no interest for public good and
without being at least stimulated by the state to include in their developments aspects
of public good. Issues of administrative dialogue, coordination and capacity also
block possible initiatives in this regard coming from private stakeholders. When it
comes to public funds, the priorities/national demands are set on building infrastruc-
ture and hospitals. However, Romania could engage in solving secondary issues by
strategically attracting and directing European funds.

The case study we propose—regeneration and enhancement of Complexul
Cultural Sportiv Studentesc Tei (Tei Student Cultural Sports Complex)—is based
upon its characteristics, its position and discrete openness towards the community
despite passing, along the years, through limited and unessential modernisation. As
it stands on the shore of one of Bucharest’s lakes forming the city’s series of lakes
and being part of the green belt accompanying it, the Complex has the potential of
being integrated in the development of a Green Infrastructure. Its public ownership,
as well as its main functions which cover both education and sports make it a valuable
candidate as a future pilot project of sustainable and multifunctional transformation.

35.4.1 Context

Complexul Cultural Sportiv Studentesc Tei (Fig. 35.1) is a public institution under
the patronage of the Ministry of Youth and Sports. Hence, public ownership already
highlights the engagement in extending public good and in fostering the public
interest.

The complex gains its budget from its own revenues and subventions from state
budget.While there is no entrance fee, some of the (basically modernized) play fields
can be rented for professional and amateur matches and others can be used freely.
Besides the fields (configured for rugby and football, volleyball, basketball, tennis,
pinball but also appropriate for various smaller sports), the complex attracts, through
its large alleys and natural context, runners, cyclists, roller-skaters, skateboarders
etc.

Despite the poor conditions of some of the fields, by being one of the very few
such free entrance sports facilities, they are used by a large community inhabiting the
residential areas nearby. Some of the free features can even be considered important
triggers in testing various sports. For example, the presence and free use of rugby
training equipment led some into embracing the sport at least as amateurs.

Another aspect worth mentioning is the informal use of the complex, not only as
a sports facility but as a local park and leisure site. Activities from parents walking
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Fig. 35.1 Aerial view of the Complex. Image Source Google Maps

newborns and toddlers to people sitting in the grass, sunbathing in the grass or on
the uncovered stands around the rugby field are quite common.

To the aspectsmentioned abovewe can add, as justification for the appropriateness
of the site for being transformed into a sustainable facility, its formal and informal
educational function. The complex is used by students for training and competitions,
but the organization also arranges various activities and sessions dedicated to youths
on subjects like health, culture, art, entrepreneurship, volunteering.

A last important feature to be considered is the location. The complex is part
of a series of open and green spaces along the Bucharest lakes which still lack a
coherent strategy for embracing their potential as Green Infrastructure elements.
The complex has a long, accessible but unexploited shore to Tei Lake in the east.
Furthermore, the existence of and relationship between open, free and built spaces
create numerous opportunities of transformation, adaptation and implementation of
sustainable systems. In this article we shall highlight the possibilities of better using
solar energy in such a context after evaluating the multifunctional potential of the
site.



35 Rethinking Architectural Spaces for Solar Energy Better Use 495

35.4.2 Services at the Community Scale—Overview
of Possibilities

ComplexulCultural Sportiv StudentescTei is at awalking distance from the habitation
area of Tei neighbourhood (in the south–east). The site is also easily accessible
by public or sustainable transportation from more upper-class habitation areas like
Floreasca (in the south–west) and Aviatorilor (in the north–west). An element of
contrast, the office area in the north highly developed in the last 10 years, assures the
possibility of further variating the services envisioned for the complex (Fig. 35.2).

Given this still basic identification of functions around the site and the communi-
ties they accommodate, we can come up with a few proposals of urban regeneration
and sustainable transformation. It is obvious that a real proposal should be based upon
a thorough radiography of the area and a deep understanding of the needs and values
of potential users. Anyway, here our scope is that of overviewing a larger palette of
viable options, based on the reading and interpretation of the site and its evolution,
as well as on issues which should be addressed in a sustainable perspective, in order
to highlight the potential of the site.

Fig. 35.2 Functions around the complex and main access routes. In red—the site, blue—series
of lakes, yellow—habitation areas, orange—upper class habitation areas, purple—offices and
corporation headquarters
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First, the Complex can be exploited as part of a new quartier center, serving
both habitation and work areas. Derived from the main functions of the complex—
education and sports—and its current forms of appropriation, issues of health,
healthy living, sustainable living, and responsible consumption can be addressed.
Such services could foster interactions between the various inhabitants and enhance
economic and social aspects. Participative and inclusive activities could underline
informal forms of education and foster creativity. Activities of production could
also be proposed at a certain scale, keeping in balance the proportion of main and
secondary activities.

As the site is placed at the intersection of old and new areas, with different func-
tions and with communities more or less constituted, fostering the discovery and
development of collective identities would play an important role in use and appro-
priation. In this regard, including a community museum that would grow through
the active involvement of the public could be beneficial.

The multifunctionality envisioned for such a place would assume drawing users
towards using the services and facilities on long periods of time. The inhabitants of the
nearby dwelling areas could spend here an entire day, caught in a variety of activities
(from leisure and production, to education and work). Transforming the site into a
landmark—place to be consumed—can have a greater call upon those working in the
Pipera officedistrictwhocould use the site rather afterworkor inweekends.However,
the biggest challenge would be finding and tuning the motivations that would lead
to a continuous use of the Complex and that can be made by assuring access to
useful services, facilities, and systems that otherwise wouldn’t be available as well
as “through the creation of a relationship system able to expand and to «contaminate»
the urban environment that needs to be revitalized” [4, p. 145]. Through inclusiveness
the issue of bringing in the same place people of different ages,with different interests
etc. would be addressed, thus assuring an equilibrated occupancy.

The main idea is that of using renewable energy locally produced in real time,
avoiding storing and sharing a big part of it on longer distances, fact which would
need thorough analysis for optimizing production and consumption. In this scenario
the consumer is drawn towards the place of production and consumption, having his
needs met while also having something to gain at various levels—from chances for
personal development to chances of social interaction. A related effect of such an
approach would be popularizing the idea of ethical and sustainable consumption and
energy saving. Eco-friendly architecture and landscape planning are in this context
the first exemplifying features that can lead to social change and further engage the
public in sustainable living.

35.4.3 Integrating Solar Energy Use

Further, we shall highlight ways of integrating and better using solar energy in the
context of extending the current function and usability ofComplexul Cultural Sportiv
Studentesc Tei by transforming it into a multifunctional and sustainable public space
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while still unfolding it around the ideas of sports and education, but in an even more
opened and accessible way.

Many of the systems proposed would be visible or at least people would be
informed about the production-consumption cycle and the sustainable outcomes in
order to acknowledge the importance of such systems and value them.

Various systems can be either integrated into the newandold buildings or proposed
along the open spaces. In the former case, solar and photovoltaic panels are the
already classical solutions that come to mind. However, their development in the last
years makes them easier to integrate and use as architectural elements, thus confer-
ring aesthetic identity to the buildings they are part of (research is done in playing
with color and shapes). They can be positioned on terraces as well as on facades
but special attention has to be paid to orientation for maximizing efficiency. Other
Building-integrated photovoltaics systems (BIPV) which can be used refer to adding
semitransparent PV modules to windows (with the negative effect of diminishing
to some extent visibility) or using solar glass bricks which produce and also store
energy, acting as radiant walls.

Complexul Cultural Sportiv Studentesc Tei has the advantage of a small
built/unbuilt ratio as well as of being surrounded by low rise buildings, facts which
give plenty of liberty in finding the best orientation for various systems. Panels for
example can also be used for covering less common structures like the stands around
the main field or covering structures along alleys or above benches as sun-blinds and
protections from rain.

Urban furniture can produce and use solar energy in various ways and for various
reasons—for example for chargingdevices.Other systemswhich canbe implemented
in the open space include fixtures like tall lighting sources or even solar brick pavers.

Last but not least, everything should be sustained by using all sorts of low-energy
equipment and, as we said before, by informing the public, raising awareness and
fostering sustainable thinking.

35.5 Conclusions

The success of a sustainable project relies not only on the quality and complexity of
the systems applied, but also on the public values that it references which make the
project appropriable. Thus, the implementation of a sustainable approach in a public
space, even more so existent, taking into consideration all the aspects of sustain-
ability—environmental, economic and social—has the potential of influencing the
sustainability of the whole city [8]. In our case study, Complexul Cultural Sportiv
Studentesc Tei could also have been included in the development of the city’s Green
Infrastructure comprised of two of its most important natural features: the series of
lakes and the green belt accompanying it.

Transforming such a place and making it part of an urban regeneration scheme
should exploit to themaximum its possible outcomes as “[t]he contemporary city can
become an experimental center of progress and creativity, also thanks to the adoption
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of new drivers for sustainable growth, innovation, creation and dissemination of
knowledge and information” [4, p. 139].

The proposal discreetly framed in this paper spoke ofmultifunctionality revolving
around sports and education, of sustainable systems (detailing ways of integrating
and better using solar energy), of impacts upon communities and benefits. All these
elements also advocate for environmental diversity sustained by architectural and
landscape interventions. A high-quality design is based upon a thorough research,
reckoning and understanding of possible stakeholderswhichwill further informways
of designing dynamic, adaptable, flexible buildings. It will take into consideration
possibilities of engagement with the built/unbuilt space, affordances. When it comes
to the environment, it will emphasize and relate to the natural conditions, making
people aware of the ecological specificities [11].

Herewe only envisioned possibilities and potentialities based on specific elements
and a specific context. The approach can only be considered a triggering basic
research but it can be taken further in various directions, underlined throughout the
entire article: possibilities of urban regeneration of the area considering Complexul
Cultural Sportiv Studentesc Tei a central point, possibilities of developing the city’s
Green Infrastructure along which the Complex can become a landmark, possibilities
of sustainable development of the existing area (considering all sustainable aspect
or less), possibilities of adapting the context and making it multifunctional etc.
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Chapter 36
From Theory to Practice and All the Way
Back. Designing with The Sun

Ana-Maria Dabija

Abstract “The Sun does not realize how wonderful it is until after a room is
made.”—Louis Kahn. The sun is also a building material; not by itself but in the
architectural concept, the sun—light gives value to the space. Encapsulated in some
building products, the light and energy of the sun are used to provide active or/and
passive gain; sun control is a field of architectural approaches and there are products
that provide protection against sun glare and heat. Professional education develops
the knowledge to use the sun or protect against it, from the concept to the detail. At
least in theory. In practice, a poor or incomplete design generates a chain-reaction:
problems that are difficult to repair and that generate other problems that can be
sometimes solved only with huge costs. As in the case of all building products, if the
specifications are not respected, the product will fail in practice. In any activity in life,
the better the “story”/the “script” is analyzed, planned and carried out considering as
many angles as possible and integrating specialists from other connected fields, the
less bad surprises may occur. A building will never be perfect. It is an art to identify
the smallest compromise (however, the compromise is always there). Teaching on
how to do things right is fine but the dimension of what is the meaning of “to do
right”, can also be understood while tackling failed systems. A failure, analyzed and
understood, brings light not only into the specific system but also in the broader field
of knowledge and emphasizes and strengthens the theory. The paper presents several
examples, including cases of failures, in relation with the sun and light and draws
conclusions about the importance of tackling the design of the building considering
the biunivocal relation between the architectural object and the natural and anthropic
environment.
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36.1 Introduction

The legend of the “burning mirrors” that Archimedes used to repel the Roman attack
in 213 B.C. is well known. Anthemius of Tralles was probably the first to launch
the story, about three centuries after the event. According to Kryza [1], Anthemius
declares that Archimedes used burning mirrors: “Archimedes cannot be deprived
of the credit of the unanimous tradition which says he burnt the enemy fleet with
the rays of the sun”; he “gave a signal and a few hundred soldiers standing along
the waterfront raised their highly polished bronze shields to reflect the sun against
a target on the sails of the nearest ship. The concentrated heat from these shields,
acting as mirrors, was so intense that the dark sailcloth smoldered and exploded
into flames within seconds. Panicked, the Roman fleet retreated, giving the Greeks
time to strengthen ranks and foil the invasion”. In the same book [1] Kryza also
describes an experiment regarding Archimedes’ approach, carried out in 1992 by a
group of scientists of the Leicester University. The “mirrors” were plywood boards
covered with sheets of polished metal that transmitted their weight to the ground
through a pivot (that was also granting the possibility of orienting the panels) and
taking into consideration the physical capacity of the soldiers to handle the reflecting
panels as well as the climate and the solar radiation of Sicily, they determined that the
temperature of 500 °C could have easily been produced on a target situated at around
50 m from the shore, if some hundreds of such mirrors focused on it. The results of
the experiment were that the mirror could not have burned the ship but could have
injured Marcellus, as his uniform would have made him easy recognizable.

While the story is beautiful (but probably untrue), there are other true stories, in
the history of architecture of the past century that are worth mentioning, as examples
of good practices or failures that teach us a lesson.

36.2 Glass and Sun

The story of glass is probably one of the most fascinating in the building materials’
history. From its multi-millennial life span, the invention of float glass has impli-
cations on the solar control glass, as different coatings can be applied evenly on
perfectly flat surfaces.

Solar control glazing was developed to overcome indoor overheating due to the
lack of solar devices, on the south and west facades of the first generation(s) of
curtain walls. According to Button et al. [2], the new performances that the building
skins ought to comply with in the 1920s were introduced by Le Corbusier in the
curtain walls of the La Cite de Refuge, in Paris. A part of a larger assembly that was
commissioned by the Salvation Army, the building was erected between 1929 and
1931 and the sealed glass facade embodied all themeans that represented the environ-
mental control of the period [3]: “The original glass sheating […] was the physical
manifestation of a totalizing system of environmental control. The intended parts
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were an internal system of forced air, both temperature—controlled and humidified,
called’exact respiration’ (la respiration exacte) and a hermetically sealed, double
glazed curtain wall (mur neutralisant) with a continuous cavity for the circulation of
temperature-controlled air.[…] the mechanical and material system would maintain
a constant temperature while providing maximum light and purified air. Like a bio-
mechanical skin, the wall would mediate between the internal organs and external
conditions”.

From design to execution changes may occur, mainly aiming to decrease the
costs of the buildings. It was also the case of the La Cité de Refuge: the double
glazing as well as the central cooling plant were eliminated. Consequently, during
the summer the interior space was overheated by the exterior fresh air pumped inside.
The problem increased as there was no return air system. To diminish the heating
effect of the interior space, operable windows were installed (much to the protest
of the architects) in 1935 and, after the second World Was, Le Corbusier designed
a composite façade, preserved to this day (Fig. 36.1) that included fix and operable
panels and a shallow brises-soleil system.

Having this building as an example, the glass industry—encouraged by the
designers but also byvisionarywriters [4], aimedat developing aglazing that included
solar control characteristics as a result of body-tinting glass. Light transmission was
not the sole characteristic for performance; the solar factor became just as important.

Reflecting glass panels were highly used in the 1970s. Coatedwithmetallic alloys,
the reflexive glass panels proved to be a double-edged sword: the light was directed
in the environment from where it emerged. While during the day the reflection of
the sunrays avoided extra-heating of the interior spaces, in the evening, when the
artificial light became necessary, the glass reflected the interior like a mirror. Opaque

Fig. 36.1 Le Corbusier & Pierre Jeanneret—Cité de Refuge, as seen in 2019 photo Iantomferry
(CC BY-SA 4.0)
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to the exterior and at the same time transparent to outside viewers, the inner spaces
were transformed into genuine showcases.

Due to the glare, car accidents were reported, as the disturbing reflections blinded
the by-passers and the drivers and led, about 25–30 years ago, to special provisions
that forbade the use of reflective glass at the street level. Today the glass coatings
are less aggressive and a balance of the light transmittance and the solar factor of
the glass provides a fair solution for the users of the buildings as well as for the
by-passers.

However, glass is not the only reflective building material used for façades
cladding.

36.2.1 Light Reflection as Architectural Design Tool

Reflective materials can be considered architectural means of passive design, to
maximize the level of light in a dark space. Carefully oriented, the reflecting surfaces
guide the light into the dark spaces. The technique is not new as it has been used since
the Antiquity; it was rediscovered after the energy crisis of the 1970s and reiterated
again today, in the context of the efforts to diminish the use of fossil fuels as energy
resources.

In this context, the ground floor of Torre Glòries (former Torre Agbar), the
office building in Barcelona designed by arch. Jean Nouvel represents an interesting
example, as the window jamb extensions are oriented to lead the sunrays inside the
building, with the aid of reflective metal sheets (see Fig. 36.2).

Fig. 36.2 Jean Nouvel & Fermín Vázquez, Torre Glòries, groundfloor
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36.2.2 From Energy to Architecture and Back

36.2.2.1 From Energy to Architecture

Archimede’s experiment—reality or legend—found a peaceful field of application
in research, sometime in 1949, when Felix Trombe1 built in Mont Louis, France,
the first solar furnace in the world [5], with the purpose of providing high temper-
atures for producing alloys with a non-pollutant energy source: the sun. The result
was an assembly that used the double reflection provided by 1420 mirrors. Called
“Four Solaire”—Solar Furnace—it is the translation into French of the RomanHelio-
caminus. In principle the systemuses a heliostat (a flatmirror that rotates according to
the movement of the sun) that reflects the sun beams to a fixed parabolic concentrator
mirror [6].

After the success of the experiment in Mont Louis, Trombe designed between
1962–1968, a larger scale solar furnace inFont-Romeu-Odeillo-Via, in fact the largest
assembly of this type in the world [7]. The location, in the Pyrénées-Orientales, was
selected due to the air quality and considering that the number of sunny days/year is
close to 300. The solar furnace of Odeillo is 54 m high and 48 m wide and consists
of a field of sixty-three heliostats, located on eight terraces, that direct the sun-rays
onto a large concave mirror of about 2000 m2, that is part of the building façade of
the research facility.

The mirror focuses the enormous amount of sunlight onto an area “roughly the
size of a cooking pot” [8], in fact an area of 40 cm diameter [9] which reaches
temperatures above 3,000 °C (Fig. 36.3). Altogether the 9600 mirrors concentrate
the energy of “10,000” suns.

fo-
cus concave mirror fa-

cade

helio-

stats

reflected sun rays

direct sun rays

Fig. 36.3 Scheme of the Font-Romeu-Odeillo-Via solar furnace

1famous for the “Trombe walls”, a passive solar design strategy, developed in the late 1950, in fact,
a previous invention of Edward Morse, almost a century before.
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The aim of building such a complex was to produce high temperature for the
metallurgic industry (bronze and aluminum products) or for firing ceramic products,
with a smaller impact on the environment (Fig. 36.4).

During the time, the research field initially referring to the study of materials
at very high temperatures, extended to applications in the aviation and aerospace
industries.

While in the case of the Solar Furnace of Odeillo the heliostats were directing
the solar rays to the concave façade, in the One Central Park Towers in Sydney,
Australia, heliostats direct the sunrays to provide daylight in darker areas of the
assembly (Fig. 36.5), shifting the field of application from the scientific laboratory

Fig. 36.4 Four Solaire Font-Romeu-Odeillo-Via in 2010. Photo H.Zell (CC BY-SA 3.0)

Fig. 36.5 Arch. Jean Nouvel (Patric Blanc—green facades, Kennovation—heliostats) One Central
Park, Sydney. Photo Daniel Neubauer (CC BY-ND 2.0)
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Fig. 36.6 Scheme of the
One Central Park heliostats
and mirror assembly

to the civil architecture and urban landscape.
The One Central Park complex is composed of two residential towers, of 116

and 64.5 m, located on a compact multileveled retail basis that sums 16,000 square
meters [10]. TheWest tower roof is provided with 42motorised heliostat mirrors that
direct the sunrays to the cantilever soffit covered with 320 reflective mirror panels
[11], thus re-directing the natural light in the areas shaded by the East, higher tower
(Fig. 36.6).

Designed by Jean Nouvel (the architect of the Torre Agbar), the green walls are
the creation of botanist Patrick Blanc,2 as well as with Kennovations, the designers
of the heliostats-mirror system.

Such spectacular projects must consider all the aspects of the natural and built
environment, from the climatic data of the site to the influences of the already existing
constructions. Omissions may lead to failures that can be addressed with difficulty
and high expenses.

36.2.2.2 Back to the Design

While in the Torre Agbar the light is directed into the interior space, otherwise rather
dark as the openings are of small dimension, reflections of the metallic building
products lead to glare and overheating of the neighborhood of an iconic building in
Los Angeles: the Walt Disney Concert Hall.

Built between 1999 and 2003, the remarkable city-scale sculpture owes its design
to architect Frank Gehry. The organic, fluid shapes of the envelope—where roofs
slide into façades and curves and angles alternate in a masterly proportion—were
also the source of a huge scandal, as the shining stainless steel shingles that covered
the convex-concave surfaces concentrated heat spots where, allegedly “reports of

2Jean Nouvel and Patrick Blanc collaborated for the design of the living façade of Musée du Quai
Branly—Paris, in 2005.
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bystanders roasting hot dogs in the reflected heat quickly became legendary” [12].
Drivers were affected by the blinding glare; tenants in the residential buildings
complained by the growing demands and costs for air conditioning, due to the
increased environmental temperature. The architect’s answer was “The reflection
wasn’t my fault. I told them that would happen. I was taking the heat for all that. It
made the list of the ten worst engineering disasters in the decade. I saw it on televi-
sion, the History Channel. I was number ten.” [12]. The temperature at the ground
level was high enough to melt plastic objects [12] or to drive the pedestrians on the
other side of the street [13].

Further research [14], states that “the building apparently increased surrounding
ground surface temperatures to 60 °C and lightweight freestanding surfaces reached
temperatures as high as 170 °C (enough to melt some plastics.)” The solution to
the problem was dulling the panel surfaces in a two phases industrial sandblasting
process that eliminated the metal gloss while providing an aesthetic appearance at
the finalized process (Fig. 36.7). The cost of the intervention that re-established the
thermal and visual comfort balance of the neighborhood was of $90,000 in 2005,
that increased with one third the original costs of the building. The lesson that must
be learned is that “specular surfaces must be used with great care” [15].

It is also the case of a famous London building, the ‘Walkie Talkie’ (voted in 2015
“the ugliest and most hated building in Britain” by the readers of the Mail Online
[16]). It is not the shape, however, that produced a scandal, nor thewind tunnel created
by the emplacement of the building on the site, nor the roof garden that allegedly did
not meet the specifications but the concave glass façade that, like a lens, focalizes
the sun-rays and projects them on a spot on the street, increasing substantially the
environmental temperature. The building, designed by architect Rafael Viñoly, is

Fig. 36.7 Arch. Frank Gehry, Walt Disney Concert Hall in 2009 (after sanding the building
envelope) Photo: Andrew M Butler (CC BY-NC 2.0)
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Fig. 36.8 Arch. Rafael
Viñoly: 20 Fenchurch Street,
London Photo Glynne
Hather (CC BY-SA 2.0)

located in the business district of London. Designed in 2006, the construction began
in 2009 and was finalized in 2014 (the roof top garden was opened in 2015). The
initial design was changed, by down-scaling (from 200 to 160 m), as concerns about
its visual impact on the St. Paul’s Cathedral and the Tower of Londonwere expressed.
The original design seems to have had a brise-soleil system incorporated but, as it
was built during the economic crisis of 2008–2010, the shading devices were cut off
(Fig. 36.8). Its shape, that resembles the communication device, is where the name
originates but the building earned a more ironic nickname, because of the effects
that the Southern façade had on the environment: the Fryscaper. Even from the
construction phase it was observed that the glass reflections of the (curved) Southern
façade heated spots of the sidewalk and street up to 91 °C.According to the press other
‘casualties’ included smoldering, singeing or blistering different types of materials
[17], the top of the list being melting of parts of a convertible car that parked on the
specific spot, by a “beam of light so hot it melted parts of a Jaguar sports car and
sparked a fire at a local barber shop” [18].

To remediate the damages, the façade was provided with a permanent sun protec-
tion, in fact the world’s largest sunshade. In an interview to Architectural Record
in 2014 [19], the architect stated that “It wasn’t even within my range of decision-
making. Our client commissioned a building that got approval, and then was sold to
somebody else. And the new owner redesigned the building. So my name is on it, but
it’s not my building.”

However, similar causes (concave facades that affect the environment) produced
similar focalization of the sun rays in other Viñoly building, previously designed to
the 20 Fenchurch Street Walkie-Talkie, in Las Vegas, the Vdara hotel (Fig. 36.9) that
sends the “death ray” into the swimming pool. Complaints have been made but the
problem was solved by the hotel management: they provided umbrellas [20].
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Fig. 36.9 Arch. Rafael
Viñoly, the Vdara Hotel, Las
Vegas. Photo: Sven Brendel
(CC BY 2.0)

36.3 Discussions

Architecture is an integrating and multidisciplinary profession. Today, even more
than in the past, the implications of human actions—and a building is the result of
human action—can be verified by mock-ups and models, by specific software or by
other laboratory devices and tools. Less than in the history, phrases like “However,
the “script”—the functional requirements—are formulated by the specialists and the
changes must be carefully considered by the entire team: owners, specialists, users.”
are valid. Contemporary performant building materials have specific characteristics
and a “user manual” that the designers must be aware of. Although coming from
another field—Medicine—the Hippocratic Oath is just as applicable: primum non
nocere (first do no harm).
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Chapter 37
A Framework for Implementing
Sustainable Design Strategies
in Romanian School Buildings Projects

Oana Mihăescu

Abstract All debates on the Romanian educational system should consider the need
to create a sustainable built environment. However, as long as educating our younger
generations is one of society’s core purposes, building new schools remains one of our
essential challenges. Over 80% of the existing Romanian school buildings were built
before 1970. Box type buildings, designed to restrain learning experiences to indoor
environments hardly meet the needs of today’s generations, already compromising
the needs of future ones. Almost every rehabilitation or extension project of a school
building aims minimal safety or comfort, while restricting to a minimal budget.
Schools’ users are completely absent from any dialogue with the design teams and
educational architecture practice inRomania is not grounded on research. Research is
a dynamicphenomenon, providing complex and sometimes contradictorydata,which
encourages the continuous testing of new ideas. Beside healthcare, education is the
most important architectural program that should be approached through Evidence-
based Design (EBD). This paper emphasizes the necessity of adapting our building
legislation based on systematic Post-Occupancy Evaluations (POE). The primary
objective is creating evidence: what works, what should be avoided, what and how
could be improved in planning and designing sustainable educational facilities. One
of the main results consists in proposing a framework for implementing the POE
method in Romanian schools. School should not be a capsule where education takes
place. Our public school buildings should transform into community landmarks,
which can provide significant learning experiences and promote sustainable ways of
understanding education.
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37.1 Our National Challenge: Motivation for Education

37.1.1 School Spaces Remained Far Behind the Educational
Process

The gap between the anchorage into the past of the Romanian school architecture
and the current context of complex school functioning scenarios is rather significant.

In the last 23 years since the publication of currently in effect NP 010–97 Norma-
tive regardingdesign, construction andutilization of school buildings andhigh school
buildingsmajor changes took place throughout the legislative, pedagogical approach,
building solutions and users’ needs.

A school project is however approached as a collection of inherited templates,
which require no additional research. The Ministry of National Education had been
working on standard designs for school projects and the tenders are still about
commissioning works that simply adapt these standardized functional designs.

At most 2% of the school buildings in Romania were built after 1989, while over
80% of them have been finalized before 45 years ago. School architecture should
therefore outgrow the stagnant level it currently finds itself in: functional standard
shaped design sets amount to school building type projects, remaining indifferent to
the specificity of an educational climate, to dialogue with its users, to elements of
sustainable construction and to principles of Education for SustainableDevelopment.

The current research inquire system is grounded on the following question:What
will happen when Romanian schools, conceived as for the 1950′will no longer be
rehabilitated to comply with the renewable standards of 2050′?

Unlike the evolution of kindergartens or universities, the institution of school in
Romania continues to be considered an environment of theoretical lectures, with
frontal teaching, with an identical content for all students, having 50-min classes,
during which time all students must keep quiet and still. The register, the blackboard
and the chalk, the bell, the break, the homework, the test, the grade, the fence, the
bars on the ground floor windows, the door keeper’s booth or the asphalt schoolyard
stay emblematic labels, which have deeply imprinted everyone’s perception.

The well-known and debated PISA evaluation results (Programme for Interna-
tional Student Assessment) published in the last years depict a worrying situation
for Romania. Those results have demonstrated a precarious level of knowledge and
understanding of environmental issues for students between 15 and 16 years old.
The percentage of students in the studied age group is a significant indicator of
a country’s future adult population, a population who would be able to develop
enough knowledge and understanding in order to be up for the future environmental
challenges.

The point is not to accuse the Romanian educational system of staying behind,
stuck in principles the social reality has outgrown, it is about pinpointing certain
typologies and dominant practices and placing them under question marks. This
process grounds itself on the idea that the fluctuation in evolution stems, for the best
part of it, from a lack of research on the relation between the dynamics of pedagogy
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and architectural responses. For this reason, we will continue to delve in the ways
through which the needs of the learners can be better catered for by rethinking the
spatial configurations. A rethinking based on a deep understanding of the role school
plays in the development of the human being.

The chart in Fig. 37.1 outlines a timeline of the most significant legislative land-
marks regarding school planning and design at national level. It can be noticed that
the national strategic objectives for the following years are currently in disharmony
with the approach to spatial configurations for school buildings.

Given the two decades disparity, any new norm concerning school design in
Romania ought to be well grounded on a research program based on evidences
collected from relevant case studies from existing schools.

37.1.2 Building Sustainable New Schools: Learning
from Others Experiences

The traditionalist educationmodel is based on underappreciating the child’s capabili-
ties, based on subordination, ready-made items, experience and knowledge division,
memorizing, dependence and procrastination. On the opposite end, the scope of
education may be defined as a continuous remodelling of the human being through
intrinsic motivation, into physical, intellectual, affective and ethical integrity.

In the chapterHow to Prevent Obsolete Schools Raymond Bordwell [2] discusses
the negative aspects of schools that discourage learning: stagnation, stillness,
boredom, inactivity and outdated conditions in which the educational process takes
place in many schools (classrooms with a single outlet, with poor mechanical
ventilation or with direct sunlight from only one direction).

The interpretation key could be the following: to understand and own your past
in order to transcend it. A school project involves a conscious assumption of the
historical heritage of the experiments of time and space use in the educational process,
in order to create new learning environments. A radical transformation of schools
is a complex, long-term process, which must be based on significant analysis: both
on the operating conditions of the existing schools and on the possible needs of the
future schools’ users.

According to statistical studies, between 1950 and 1970, a new school was opened
in the United Kingdom every day [3]. In a study conducted in 1960 on the existing
German school buildings, it was concluded that any inclination of the balance towards
an educational reform was limited by the existence of a good building stock of old
schools [4]. This observation can be applied today to the Romanian existing school
building stock. Our national reality is quite different: that of an old building stock
of outdated schools. If we follow the warnings in the specialized literature analysing
school evolution, the danger today would be to design “new old schools” [5].

School should not be a neutral container of spaces but an active agent that helps
modelling students’ experiences and promotes newways of understanding education.
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1990                 1997                  2004   2005   2008   2011  2012   2015 2020

NP 010-97

Before 1990: 
1959 – 1965

- about 1000 new schools were built, with 26000 classrooms;

- a school type project was developed within the Bucharest Design Institute (IPB):

"Project type school with 24 classes", “U”-shaped plan, Arch. G. Cristea.

1965 – 1970
- new standard design projects for secondary schools with 8, 16 or 24 classroom and 

for high schools with 8, 12, 16 or 20 classrooms;

- programs for schools with special profiles: professional, sports, music, choreography 

schools; student houses, canteens and clubs have been built; 

- standard projects for education, easily adaptable to various locations, are considered 

to be "the only rational solution, with high technical and economic efficiency" [1];

- 82% of the existing school buildings in Romania have been built before 1970;

- in 1970 there were registered 15595 schools in Romania: 14 127 secondary schools, 

577 theoretical high schools, 226 vocational high schools, 463 professional schools, 

131 technical schools and 71 special schools;

- 63% of the Romanian children left school after the eighth grade.

1990 – 1997
- The National Institute of Statistics registered 15726 units of primary and secondary 

education in 1990 and 16610 on 1997;

- alternative pedagogies to the traditional education syste appear and the first schools 

are built: in 1990 Waldorf educational alternative and Curative Pedagogy were rec-

ognized; in 1993, Montessori pedagogy; in 1994 the alternative education program 

Step by Step; in 1995 Freinet pedagogy; in 1996 the alternative program Jena Plan;

- 884 new educational units in the first 7 years after the fall of the communist regime, 

but this is mainly due to constructions started before 1989 

- NP 010-97 Normative regarding design, construction and utilization of school build-
ings and high school buildings

2004 The Law no. 272 from 21/06/2004 regarding protection and promoting of the 
rights of children’ rights
2005 UNECE Strategy on Education for Sustainable Development

2008 National Sustainable Development Strategy Romania 2013-2020-2030
2011 The Law of National Education

2012 NP 051-2012 Normative regarding accommodation of civil buildings and ur
ban space to the individual needs of people with disabilities = redefines the 

concept of accessibility – a first step towards universal design
2015 The Ministry of National Education registers 18799 schools in Romania 

2020 18597 schools in Romania: 12062 rural schools and 6535 urban schools

Fig. 37.1 Legislative and design landmarks with significant impact on national school planning

In our opinion, sustainable design for school buildings should be a natural design
approach for any architect [6].

Following our previous research [7] we published a series of recommended
design measures for architects [8]. We defined and analysed 25 major intercon-
nected elements of a sustainable school building that encourage a high quality of the
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educational process [9]. These are: Site, Transportation/Mobility, Safety & Security,
Energy, Lighting, Indoor Air Quality, Acoustics, WaterManagement, WasteManage-
ment, Materials & Resources, Structural Systems, Modularity & Prefabrication,
Accessibility/Universal Design, Image/Awareness/Local Footprint, Interior Design
& Furniture, Orientation & Signage, Health, Nutrition & Physical Activity, Oper-
ations & Maintenance, Building services, BMS, Smart/Intelligent Buildings, Infor-
mation and Communications Technology, Costs & Financing, New or Rehabilitated,
Innovation.

Existing schools amount to a nucleus of resources that must be borne in mind
whenever planning new sustainable school building programs [10]. We support the
systematic conducting of evaluation and research programs for contemporary educa-
tional facilities, with the intent of creating evidence on what works, what should be
avoided in planning and designing schools, what and how could be improved.

This research aims for a design approach revival of Romanian school architecture.
Following this study, architects may benefit from new open paths, landmarks, and a
research toolkit for generating new results.

37.2 Post-Occupancy Evaluation and Evidence-Based
Design of School Buildings

37.2.1 Post-Occupancy Evaluation (POE) of Educational
Facilities

Introduced in 1988 by architect Wolfgang F. E. Preiser, Post-Occupancy Evaluation
(POE) is a research process of a building’s functioning after a certain time from its
occupancy. POE integrates quantitative analysis, through objectively monitoring the
building’s performance, with qualitative research, of users’ values, needs, complaints
and expectations.

This cross-disciplinary research combines technical design answers with the
approach of the social dynamics context within the respective built environment.
The impact of POE is reflected on health, productivity and users’ performances
as well as on the operations and maintenance of systems, equipment and building
services.

Bearing in mind the barriers identified throughout the analyzed case studies (at
international level), we ought to draw the attention upon a risk factor at a national
level. This mainly consists in understanding POE as a process of external evaluation,
as an audit or as a certification mean for a new building with the intent of simply
demonstrating that it functions according to pre-determined performance criteria.

A POE is not limited to a data gathering exercise. It entails more than simply
examining the degree of conformation with fundamental criteria through objective
means in an occupied building. Instead, it demands a lot of efforts and time, but the
achieved benefits can also be plenty.
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On the short term, leading a POE has the advantage it actively involves the admin-
istrators and users of a building, who become more responsible where operations or
maintenance is concerned. This will thus lead to a more efficient distribution and use
of resource and costs allowed. On the long term, it generates data, new solutions and
criteria which can be implemented in future projects.

The building occupant’s ability to operate changes in their environment as well as
changes concerning their personal condition with the purpose of improving comfort
is called adaptive opportunity. This key-factor entails both positive and negative
attributes, materialized in users’ complaints. A complaint (written, over-the-phone,
e-mailed or in conversation demand) is a perception of an underperforming building’s
element or piece of equipment. A systematic analysis of such complaintsmay provide
new significant perspectives over building related problems.

37.2.2 Evidence-Based Design (EBD) and School
Architecture

Research is a dynamic phenomenon, which provides complex data, sometimes
contradictory, which encourages the continuous testing of new ideas. And as
more research on the environment gets published, certain design decisions may be
questioned. Design therefore, always gets its information from research.

Evidence-based Design (EBD) is a design method based on self-evident data. The
goal of EBD is to promote learning from past projects’ experiences and to apply all
this new knowledge in new projects, in the context of continuous evolution. The EBD
approach is a step further from the Performance-Based Building Design or Building
Performance Evaluation, as all decisions made concerning the built environment are
made following research after the building has already been occupied.

After healthcare buildings, schools are part of the most important architectural
program that should be approached through EBD. Numerous studies performed
over the past few decades demonstrate correlative and causal relations between the
schools’ built environment and a wide range of variables connected to its users:
health, performance, absenteeism degree, dropout degree, timing for competences
acquisition, attention span etc. Moreover, operations and maintenance of a school
building strongly influences its functioning in time, and the contained educational
process.

In a report published in 2013, ARACIP (the Romanian Agency of Quality Insur-
ance in the Primary and Secondary Educational System) explains the cause of Euro-
pean teaching policies’ inefficiency. In the list they put forward, they highlighted the
“Lack of evidence based policies, the absence of detailed information concerning
the foundation and incidence of the problems, as well as the absence of a systemic
approach of data collection, monitoring and analyzing. Only where complex systems
of data collection, scanning and correlation are in place, the real causes of prob-
lems became apparent and the risk of generating inefficient policies significantly
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decreased” [11]. ARACIP recommends a common goal for all decision factors in the
national education system: elaboration, putting into practice and supporting coherent,
comprehensive and evidence-based strategies” [12].

Therefore, “evidence” means more than “information”, “data” or “knowledge”.
Studying several examples published in specialized literature, visiting a recently
finalized project or leading a single POE is not synonymous to generating evidence.
And a randomly obtained feedback from building’ users is not a substitute for the
validation of relationship between users and the built environment. In order to state
the design is evidence-based, all identified hypotheses must be tested and verified.

Today’s educational architecture practice in our country is not grounded on
research. Taking into account the level of pioneering of sustainable buildings alto-
gether, as well as the disparity between the legal frameworks highlighted in the
beginning, we will consider the formal replication of architectural solutions without
seeing the big picture, as the highest risk factor.

37.3 Methodological Framework for Implementing POE
in Romanian Schools

The built environment of an educational facility bears a great responsibility towards
those who learn within. An integrated approach through cross-disciplinary teams
and dialogue is necessary. This research puts forward a tool kit for conducting a
Diagnostic POE inRomanian school buildings and describes in stages the techniques,
instruments and activities detailed in view of future implementation.

Firstly, we will resort to a direct incursion into the thorny side of the problem: the
costs. 15 years after the launch of the term “post-occupational evaluation”, the author
of this concept, architect and university professor Wolfgang Preiser published in
2002 the study Continuous quality improvement through post-occupancy evaluation
feedback [13]. Preiser specifies in this article examples of costs allocated to US
schools in recent years: Indicative POE—US $ 8,000; Investigative POE—US $
25,000; Diagnostic POE—$ 90,000.

• Indicative POE: entails the analysis of execution drawings and indexing the
degree of conformation with the fundamental requirements; a tour of the building,
accompanied bymarking all observations (both positive and negative aspects) and
photographs; interview with the building administrator.

• Investigative POE: a step further from Indicative POE, it compares the existing
situation with the results obtained from POEs of similar facilities and with results
covered by specialized literature; additionally, Investigative POE also employs
questionnaires; the evaluation may last for several weeks or months, as it is neces-
sary to cover the variations between seasons, betweenmoments during occupation
hours and days of the week (because of the fluctuating use of spaces).

• Diagnostic POE: involves multiple tactics and instruments (inquiries through
questionnaires, in-depth interviews, observations, physical measurements,
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discussing the results with buildings’ users within focus groups and workshops);
the collected data is comparatively analyzed with that coming from similar facili-
ties. The data derived from this study features a high degree of validity and gener-
alization, worthy of use in forecasts. The results of a Diagnostic POE have the
potential of being turned into design directions for certain architectural programs.

According to the UK’s Commission for Architecture and Built Environment
(CABE), rigorous, in-depth post-occupational assessments (Diagnostic POE) that
lead to relevant results require significant financial and time resources, approximated
by CABE at £ 10,000 for a school [14].

A model worthy to be followed is provided by the public authorities of Scotland.
They require that 1% of the value of the investment capital in the construction works
for new school buildings be used to carry out POEs and to communicate the results
obtained and of the lessons learned [15]. At the same time, in Scotland it is compul-
sory to carry out POEs for new school buildings since 2006. In addition, in the last
years POEs are also conducted before the projects of extension or rehabilitation of
existing school buildings.

The only known benchmark at the national level is the research project EDU-
Quality (Optimization of Indoor Environmental Quality & Energy Efficiency in
educational facilities using a multi-criteria decision approach), realized within the
Faculty of Building Services Engineering from Technical University of Civil Engi-
neering Bucharest [16] and financed by UEFISCDI. This project had a budget for
2013–2014 of about 98,000 EUR. EDU-Quality aimed at the experimental evalu-
ation through measurements and questionnaires of the comfort level of the indoor
environment in 20 classrooms belonging to several types of schools in the country.

Such high costs can discourage an organization from investing in conducting a
POE. However, it is important to mention that the savings after implementing the
results obtained after conducting a POE can reach a multiple value of 3–10 times the
value of the investment.

Certainly, a research with a low budget can be conducted through the POEmethod
on relevant case studies of school buildings in our country.However, in order to obtain
relevant data under pioneering conditions, the active involvement of a motivated
transdisciplinary team is required. If the research will be an integral part of a national
or European program supported by the authorities, the educational institutions can see
real opportunities for evolution. A directly interested school management, together
with actively engaged school users can compensate for financial barriers.

Participatory design experiences [17] have shown that the main source of user
satisfaction with the built environment is not the degree to which a person’s needs
have been met, but the individual’s sense of being able to influence design decisions
[18]. The phenomenon of “identification with a building” contributes to a sense of
well-being which, in the case of schools, adds value to the pedagogical process.

Regarding possible workshop directions, our proposed methodological guide
starts from the ludic activities experimented by the German research group Die
Baupiloten. Led bySusanneHofmann, this architectural group fromBerlin has devel-
oped a series of methods and tools for communication between architects and users,
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summarized in the work Architecture is participation, published in 2014. Moreover,
our toolkit proposes other creative exercises, useful for a research team of architects
conducting aPOE in a school, involving students, teachers, parents and administrative
staff.

The specificity of our proposed POEmodel consists of applying a double analysis
filter: What sustainability components can be implemented within the school? and
How can we find the best solutions to turn the school into an interactive 3D textbook
that encourages Education for Sustainable Development?

A Diagnostic POE model for the Romanian school buildings developed by this
research uses the following seven data collection techniques: Documents Analysis,
Observation, Questionnaire, Focus group, Interview, Workshop, Monitoring. The
orientation route of our Methodological Framework aims at creating the work plan
specific to a certain case study and proposes the following main stages:

• Putting together the research team and the general work plan;
• Collecting preliminary data;
• Initial contact;
• Informal visits on school site;
• Documents analysis;
• Observation: walking tours; photography; filming; traces analysis;
• Questionnaires—adapted to each target group of users: students, teachers,

administrative staff and community members.
• Focus groups
• Interviews
• Workshops: creative exercises and playful activities, based on five main work

tactics adequate to certain age groups of students or other target public categories
(students, teachers, school administrative staff, parents, local decision factors):
mapping; sorting; building; exploring; negotiation.

• Monitoring entails the use of certain technologies and incorporating data sensors
which allow for tracking the equipment, building services and systems perfor-
mances as well as the quality of the microclimate in various spaces, at a certain
point in time or over a certain time frame:

– incorporating fixed data sensors, connected to displays and manual measure-
ments with mobile devices; will be monitored: air quality—the level of air
pollutants (from both inside and outside the building): the level of gas particles,
concentration and distribution of particles; volatile organic compounds, water
quality; comfort (temperature, relative humidity, themovement of air currents);
electrical energy balance; levels of artificial and natural lighting; level of
noise and acoustic performance; vibrations; openings air-tightness perfor-
mance; functioning of IT equipment, electronic and household appliances in
classrooms, offices;

• Data interpretation—reading, annotating, classifying, connecting, corroborating,
comparing, elaborating the research report;

• Results communication—feedback towards the school community;
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• Results dissemination—towards other interested institutions and the wide public.

During POE, the research team needs to develop a series of instruments destined
for working with school users as well as internal instruments, necessary to collect
data and elaborate reports: instruments for working with school users—Question-
naire; School building evaluation scale; School building evaluation form; Journal
for using the school environment; “The wishing box”; instruments for internal using
(tools destined for filling-in/management within the research team)—Approval map;
Invitation; Presentation summaries; List of participants—focus group; Individual
interview guide; Interview guide—focus group; The top of “to keep” elements and
The top of, “to change” elements; Activity evaluation form (focus group, workshop);
Focus group Report; Room evaluation file; Monitoring Plan.

This “toolkit” needs permanent adaptation: the developed framework is therefore,
simply a first stepping stone, which will lead to something perhaps differently built
altogether, according to the organizing plans of each study case.

37.4 Recommendations for Further Research
Implementation

A sustainable school building transformed into an interactive 3D textbook of Educa-
tion for Sustainable Development has the power to strengthenmotivation for learning
experiences. The initial stages of planning for the architecture typology of school
buildings therefore get improved once the design act has been embedded in the
Post-Occupancy Evaluation, valid link between users and architects.

In order to put the methodology into practice and benefit from the proposed
“toolkit”, we offer a series of featured recommendations:

• Implementing pilot research projects, supported by national or Europeanfinancing
schemes. Subsequent to the dissemination of the results, benefitting from higher
trust, a competition could be organized between schools, the prize of which would
be conducting an in-depth Post-Occupancy Evaluation for the winning facility.
Therefore, POE would be regarded by the institution as a well-deserved and
assumed investment rather than a burden or a risk factor.

• Introducing POE as mandatory criteria for the actual design team who is going to
take on a project of school rehabilitation or on a project for building a new school
for an existing scholar community. Therefore, the decision factors can be assured
from the design phases that the real users’ needs will be accurately met.

• Organizing architectural competitions for the schools which have already been
evaluated. This way, POEs may be conducted by one research team, while the
architectural competition may stay open for other teams to register too. The theme
of a project as such ought to be extremely well structured, its intent being to
familiarize the competing teams with the results of POE and with the vision of the
respective school community. For example, a series of visits on the schools’ sites,
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accompanied by observation tours and presentations may constitute a mandatory
requirement during the registration phase of the competition.

• Focusing on the integrated design with the aid of instruments which help the
connection between specialties: BIM—Building Information Modelling).

• Contracting local or regional companies, crafters, organizations or consultants
over the course of the design and construction phases and actual involvement of
current or future school users in the process of design and construction.

• Among the requirements, building site operations will be taken into account,
conceived and detailed from the onset of the project, bearing in mind the school’s
program as well as the fact that the site itself may become an object of study.

• Once the construction of the sustainable school building is finalized and it is
handed over, the design/construction team should continue to honor its commit-
ment towards its users, taking it upon itself to ensure consultancy at least during
the first year after occupancy. Although the international examples have demon-
strated shorter consultancy programs, 3–6 months, we believe that in Romania it
would be extremely necessary to track the users’ getting familiarized to the school
building over the entire year and during all four seasons.

• The architects’ role is thus extended, towards a stake connected to communica-
tion: the design team involved in the construction or rehabilitation of a school
building should coordinate the creation of various visual materials, guides, text-
books, manuals of operations or maintenance, practical training classes, samples
accompanied by information about the producers of every material or equipment.

• Launching new school construction pilot-projects in rural Romania: maintaining
a tight collaboration with the local communities and keeping the banner high as
opposed to attaining a minimal threshold. Accompanied by adequate services for
staff, these new schools would attract well trained teachers and would become
magnetic poles of the region.

37.5 Conclusions

Within the choreography of designing sustainable school buildings, the architects’
roles aremultiplied. Additionally tomanaging the already complex system of param-
eters and constraints which are inherent to any project, a responsive architect will
understand that a school building project ought to be approached as a team sport,
to begin with. The responsibility load on the architect’s shoulders is increasing: a
responsive architect can no longer look the other way and can no longer go with the
gut feeling in the design process when there is relevant and accessible evidence at
hand.

In the same way that specific legislative requirements for school buildings is
essential for a team of architects in charge of designing a project for a new school, so
is the acquisition of knowledge about the educational process. Creating a receptive
design culture means not only being up to date with the latest research in education,
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but understanding how this information can be applied to a specific project and how
it can be integrated into a particular educational facility.

Romania has been a part of UNECE Strategy on Education for Sustainable
Development since 2005, taking upon itself to substantially change the educational
curricula in the direction of sustainability. However, most of Romanian teachers
presently lack the methods, techniques and work instruments and what is more, they
are not trained for this direction at all. To add to the distress, the physical built
environment of schools where they teach hardly ever encourages their initiatives.

Thus, our proposedMethodological Frameworkmaywell be regarded as a starting
point for architects—the leaders of a POE—to become teachers of sustainability for
the school teachers.

Grounding the design process on evidence from research creates a positive effect.
Not only in the clients’ perception of architects, but also in the clients’ motivation to
invest in quality design services. In other words, the EBD approach could bring back
the guild of architects to the high level of trust, status and respect it held in Romania
in the interwar period.

An increase of architects’ worthiness goes hand in hand with an increase in their
responsibility. Just as healthcare architecture is a form of treatment, just as the
indoor office environment became a tool for good performance in the workplace,
so could sustainable school buildings become a three-dimensional representation
of the educational curricula, embedded in an architecture that encourages learning
experiences.
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