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Foreword

The editor of the present Advanced Handbook of Performability Engineering, Prof.
Krishna B. Misra, a retired eminent professor of the Indian Institute of Technology,
who took to reliability more than half a century ago and is a renowned scholar of
reliability. Professor Misra was awarded a plaque by IEEE Reliability Society, in
1995, “in recognition of his meritorious and outstanding contributions to Reliability
Engineering and furthering of Reliability Engineering Education and Development
in India”. Upon his retirement in 2005 from I1T, Kharagpur, where he established the
first ever Reliability Engineering Centre in India and the postgraduate course in Reli-
ability Engineering in 1982, he launched the International Journal of Performability
Engineering from India in 2005 and served as its Editor-in-Chief until December,
2015. The journal is now being published from USA. In 2014, he started a Book
Series on Performability Engineering published jointly by Scrivener and JohnWiley
& Sons, USA. Ten books under this series have already been published so far.

Two years after successfully establishing the International Journal of Performa-
bility Engineering, Prof. Misra took up the responsibility of editing the Handbook of
Performability Engineering, which was published by Springer in 2008. This version
of the handbook received an overwhelming response, with close to 500,000 chapters
downloads till 2019 since its publication. At the same time, several new concepts and
interpretations have been introduced in performability engineering over the years,
hence the timely publication of the Advanced Handbook of Performability Engi-
neering, which reflects the changing scenario of the twenty-first century’s holistic
view of designing, producing and using products, systems or services which satisfy
the performance requirements of a customer to the best possible extent.

The word performability reflects an amalgamation of reliability and other
reliability-based performance attributes, such as quality, availability, maintainability,
and sustainability. Therefore, performability can be considered as the best and most
appropriate means to extend the meaning of effectiveness and overall performance
of a modem complex and complicated system in which mechanical, electrical and
biological elements become increasingly harder to differentiate.
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viii Foreword

Having reviewed the contents of the present handbook, I find that it clearly covers
the entire canvas of performability up to the present: quality, reliability, maintain-
ability, safety and sustainability, including a revised look at assessment and improve-
ment of existing performability parameters like reliability, multi-state performability,
analysis of Nonlinear Dynamic Systems, Distributed systems and performability of
social robots and models for global warming. I understand that the motivation of this
handbook came from the editorial that Prof. Misra wrote in the inaugural issue of
International Journal of Performability in 2005.

The handbook addresses how today’s systems need to be not only dependable but
also sustainable. Modern systems need to be addressed in a practical way instead
of simply as a mathematical abstract, often bearing no physical meaning at all.
In fact, performability engineering not only aims at producing products, systems
and services that are dependable but also involves developing economically viable
and safe processes of modern technologies, including clean production that entails
minimal environmental pollution. Performability engineering extends the tradition-
ally defined performance requirements to incorporate the modern notion of requiring
optimal quantities of material and energy in order to yield safe and reliable products
that can be disposed of without causing any adverse effects on the environment at
the end of their life cycle.

The chapters included in this handbook have undergone a thorough review and
have been carefully devised. These chapters collectively address the issues related to
performability engineering. I expect the handbookwill create an interest in performa-
bility and will bring about the intended interaction between various players of
performability engineering.

I am glad to write the Foreword again for the Advanced Handbook of Performa-
bility Engineering and firmly believe this handbook will be widely used by the
practicing engineers as well as serve as a guide to students and teachers, who have
an interest in conducting research in the totality of performance requirements of the
modern systems of practical use. I would also like to congratulate Prof. Misra once
again for taking the bold initiative of editing this timely volume.

June 2020 Way Kuo
President and University Distinguished Professor

City University of Hong Kong
Kowloon, Hong Kong



Preface: The Editor’s Journey to Performability
Engineering

I would like to take the opportunity to share a few reflections and observations on my
professional pursuits and my work in the hope that this may inspire and motivate the
readers of this volume, particularly the younger researchers, on whose shoulders rest
the responsibility for continuing and expanding further critical work in the area of
performability. In the long run, it is they who will be the beneficiaries of the advances
that ultimately accrue from research and innovation in the field of performability
engineering, leading to sustainable development.

Initial Phase of My Journey

I have long been an admirer of the engineering perfection of German technology
and was inspired by the phenomenal improvement in the quality and reliability of
Japanese products during the mid-twentieth century. These, among other factors, led
me in 1967 to choose reliability engineering for my career with thoughts of trying to
emulate the same success in India in order to improve Indian manufactured products,
which I felt was vital for improving the economy of the country.

Trained as an engineer, and with the limitations of available resources in a devel-
oping country like India, I tried to confine myself to theoretical research in order
to develop simple and efficient methods for assessing system reliability as well as
the design of systems for which engineers are responsible. I felt that this was an
important, but often overlooked, aspect of design, since engineers often work on the
“feel” of the systems, and prefer simple and quicker solution to their problem and
less on the mathematical rigours involved with the solution of their problems.

Therefore, in search of developing simple methods for evaluating system relia-
bility, I chanced to apply a graph theory approach (which I had learned as an electrical
engineering graduate) to system reliability problems. In this manner, I was able to
develop simple topological methods based on graph theory to evaluate system reli-
ability for all kinds of system configurations. This included techniques, such as
the inspection method, to evaluate system reliability, since I always believed that by
studying the inherent characteristics or properties of a given problem, one can develop
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x Preface: The Editor’s Journey to Performability Engineering

a simple and effective method of solution. These methods and approaches including
network transformation, decomposition and recursive techniques are recorded in
[1]—the book I authored in 1992. I then tried to employ this same strategy of devel-
oping simple and efficientmethods, including someheuristicmethods, to the problem
of reliability design of engineering systems. Some of these methods are included in
the first book on system reliability optimization by Tillman et al. [6]. More informa-
tion on the work done in the area of reliability design of various types of systems
can be found in Chaps. 32 and 33 of my book [5]. The concept of a general purpose
dedicated gadget, known as a “reliability analyser”, was also proposed during this
period in [2]. Later on, in order to provide a resource book for engineers wanting to
undergo a training programme in reliability engineering, I also authored a book [4]
for such trainees, which was used for many in-house training programmes in India
and abroad.

To pursue the field of reliability design and safety of nuclear plants, I went
to Germany on a Senior Humboldt Fellowship in 1973–1974 to work at the
Laboratorium für Reaktoregelungen und Anlagensicherungen (GRS-Garching, near
Munich)—an institute led by Prof. Dr. A. Birkhofer. A nuclear power plant gener-
ally consists of subsystems that may employ any of the partial, standby and active
redundancies. The design of such a mixed redundancy system, often under some
techno-economic constraints, had been previously considered to be quite complex. I
was able, however, to provide a simple solution to this problem in a paper published
in IEEE PAS Transactions [7]. It was also while working at GRS-Garching that I
visualised the usefulness of fuzzy sets theory in the risk assessment of nuclear power
plants, since the perceived risk of nuclear plants was always adjudged to be higher
than the statistical risk, which had become a deterrent to the development of nuclear
power for many countries. I was then able to publish my ideas on this matter in
some papers related to the reliability and safety of nuclear power plants. To pursue
this concept further, I joined Prof. Dr. H. J. Zimmermann’s Institute on Humboldt
Fellowship in order to work in the area of the application of fuzzy sets to risk and
reliability problems in nuclear plants. Eventually, I was invited to work at Kern-
forschungszentrum (Reactor Research Centre), Karlsruhe, Germany during 1987–
1988, as a Guest Professor. While working at Karlsruhe, my work at this centre [2]
resulted in the development of a methodology and a code to carry out Level-I risk
assessment studies of nuclear power plants using fuzzy sets theory and I published
two papers, including one in the journal on fuzzy set theory and systems.

In 1992, I was appointed Director-Grade-Scientist by the Council of Scientific
and Industrial Research (CSIR) at the National Environmental Engineering Research
Institute (NEERI), Nagpur, to work on risk problems particularly related to nuclear
power plants. It is in this capacity that I was first exposed to the concern of envi-
ronmental risk problems and to the concept of sustainable development. It is at this
point in my career when I began to feel that reliability alone could not be the sole
criteria of judging the performance of products, systems and services. It became
clear to me that the process of manufacturing, use and disposal of products influence
the environment around us and in order to judge the overall performance, one must
not be concerned only with the use phase but take the entire lifecycle phases into

https://doi.org/10.1007/978-3-030-55732-4_32
https://doi.org/10.1007/978-3-030-55732-4_33


Preface: The Editor’s Journey to Performability Engineering xi

consideration of a product, system or service. It was during this period that I felt
the necessity of editing the book, Clean Production: Environment and Economic
Perspectives, [3] published by Springer in 1996.

The Concept of Performability

The necessity of considering the environmental impact of products, systems or
services [3] and to the assessment of their holistic performance over their entire
lifecycle ultimately led me to the development of the concept of performability [5].
In order to further propagate the concept of performability engineering, I launched the
International Journal of Performability Engineering, under the auspices ofRamscon-
sultants, from Jaipur, India in 2005. I functioned as the journal’s Editor-in-Chief,
along with a well-known international team of researchers on the journal’s Editorial
Board, from July 2005 until December of 2015. Since January of 2016, the journal
continues to be published from the USA under a new publisher.

Since the concept of performability and sustainable development are closely
inter-linked, I also felt it was vitally important to promote the concept to a wider
section of the engineering community, including planners, designers, manufacturers,
researchers, technologists and users. As such, I published the first book on performa-
bility engineering [5] in 2008. This book, titled Handbook of Performability Engi-
neering, published by Springer, London, consisted of 76 chapters with 100 contrib-
utors (myself included) and touched on all aspects of performability. The response
to this book was overwhelming.

The following figure, adapted from [5], represents the concept of performability
as I introduced it in 2005. Themodel reflects a holistic view of the design, production,
use, and disposal of products, systems or services, and includes not only their basic
operational requirements—to the best possible extent with minimum cost—but their
overall sustainability.

Concept of performability (adapted from Fig. 1.2 of [5])



xii Preface: The Editor’s Journey to Performability Engineering

The sustainability of products, systems and services requires that a minimum of
material and energy are consumed during their production, use and disposal, and
that they produce minimal waste in order to create the least possible environmental
impact. Considering the many-faceted challenges faced by humanity in the twenty-
first century in terms of satisfying human needs, conserving resources and protecting
the environment, it ismy opinion that performability is one of themost critical aspects
of high-quality and responsible engineering.

In order to further bolster the importance and propagation of performability engi-
neering, I also initiated a book-series on the topic in 2014 comprising (to date) ten
books authored by eminent researchers in the field. The series is a joint publication
of Scrivener Publishing LLC, and John Wiley & Sons, USA.

Advancing the Field of Performability

I have been encouraged by the overwhelming worldwide interest in the area of
performability (as evidenced by the popularity of the Handbook [5], the Journal
and other publications), and I feel that I must continue to attempt to inspire interest
and research in this important engineering concept. Accordingly, I felt that it was
time to review the advances that have taken place in performability engineering since
the publication of the Handbook [5] over a decade ago.

During this period, several new ideas, concepts, disciplines and areas of appli-
cation in performability have been introduced. One example is the trend towards
automation—termed Industry 4.0 (I4)—which some have deemed a fourth industrial
revolution, which encompasses smart manufacturing and data exchange in manu-
facturing technologies and processes, and include cyber-physical systems, cloud
computing, cognitive computing and artificial intelligence, and so on. This trend has
impacted several other application areas, such as railways (coining the term Railway
4.0), which includes the digital transformation strategy for railways to create an intel-
ligent business ecosystem for customer demand-driven services. Another important
area of application is in time-varying communication systems and software devel-
opment. Asset management is yet another area which has become important under
prevailing dynamic business and industrial scenarios with advanced condition moni-
toring tools with predictive and prognostic analytics. The presence of a large amount
of uncertainty in data and every phase of the evaluation process is still another area
of concern.

In performability engineering itself, several new concepts, interpretations, exten-
sions and a revised look at assessment and improvement of existing performability
parameters have been introduced during this period. These include reliability, multi-
state performability, analysis of nonlinear dynamic systems, distributed systems and
performability of social robots and models for global warming, all of which advance
the state-of-the-art in performability.
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Moving Forward

With so many advancements and expansions, it was considered prudent, therefore,
to take stock of what has changed during this intervening period and to revisit the
Handbook of Performability Engineering once again. To realize this goal, I invited
several renowned authors to contribute to this new volume. After a careful selection
of 35 peer-reviewed chapters that touch upon most of the above-mentioned areas of
performability engineering, the result is the Advanced Handbook of Performability
Engineering and it is hoped that this Handbook will, one again, find an appreciative
audience, and that it will inspire the next generations of researchers and engineers.

Jaipur, India Krishna B. Misra
kbmisra@gmail.com

http://www.ramsconsutants.org
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Chapter 1
Assessment of Sustainability is Essential
for Performability Evaluation

Krishna B. Misra

Abstract Performability of a product, a system or a service has been defined by
this author (Misra in Inaugural Editorial of International Journal of Performability
Engineering 1:1–3, 2005 [1] and Misra in Handbook of performability engineering,
Springer, London, 2008 [2]) as an attribute of the holistic performance reckoned over
its entire life cycle ensuring not only high dependability (quality, reliability,maintain-
ability and safety) but also sustainability. Sustainability is a characteristic specific
to a product, system or service. At the same time, a dependable product, system
or service may not be sustainable. It may also be necessary here to point out that
without dependability, sustainability is meaningless. Therefore, both dependability
as well as sustainability attributes should be considered and must be evaluated in
order to evaluate performability of a product. All other attributes of the definition of
performability have been defined and can be computed except sustainability. In order
to evaluate performability, it is therefore essential to define and compute sustain-
ability. For developing sustainable products, systems and services in the twenty-first
century, it is essential that we should be able to define precisely and quantify sustain-
ability since one cannot improve what cannot be measured or assessed. The objective
of the present chapter is to understand the implications of sustainability in order to
facilitate computation of sustainability and thereby the performability. The purpose
of 13 chapters in the Handbook (Misra in Handbook of performability engineering,
Springer, London, 2008 [2]) by the author was to provide detailed introduction to
each constituent elements of the definition of performability, namely quality, reli-
ability, maintainability, safety and sustainability, and these chapters were received
very well by the international academic community as is evident fromTable 1.1. This
was done with the intent to evoke interest among researchers across the world in the
concept of performability leading to a way to compute or assess performability. But
this did not happen in the past 12 years after the publication of the Handbook in
2008. The main impediment in this effort is the procedure to evaluate sustainability.
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1.1 Introduction

The intense technological development has led to the destruction of pristine environ-
mental of the Earth and has led to ever-increasing pollution, resulting in extinction of
some species [3, 7] on Earth that may even be further accelerated by global warming
in the future. Technology has continually affected human society and its surround-
ings. On one hand, technological progress has helped boost economies of competing
nations and bring prosperity to the people; at the same time, very many technolog-
ical processes have resulted in producing undesirable by-products (solid, gaseous
or fluid), known as pollutants which has caused severe degradation of Earth’s pris-
tine environment. On the other hand, ever-increasing demand of products due to
exponential growth of the world population is causing fast depletion of finite natural
resources of the Earth. Although new technologies can help overcome some of these
problems, but implementation of several new technologies influences the values of
a society and often raises new ethical questions. This is true even for biotechnology
or nanotechnology as well.

Realizing the gravity of problem caused by the growth of the world population,
over-exploitation of resources on one hand, and their wastage on the other hand,
could lead humans to surpass the carrying capacity of the Earth [4], more than 1600
scientists, including 102 Noble laureates collectively signed a Warning to Humanity
in 1992, which read as follows:

No more than one or few decades remain before the chance to avert the threats we confront,
will be lost and the prospects for humanity immeasurably diminished… A new ethics is
required- a new attitude towards discharging responsibility for caring for ourselves and for
Earth … this ethics must motivate a great movement, convincing reluctant leaders, reluctant
governments and reluctant people themselves to affect the needed changes.

Hundreds of papers and reports have appeared on the subject of sustainable devel-
opment and sustainability but it still remains largely as a concept and no clear outline
exists how this can be measured and physically realized.

In twenty-first century, global prosperity [5] would depend increasingly on using
Earth’s resources, wisely, more efficiently, distributing them more equitably, while
reducing the wastages and in fact reducing their overall consumption levels as well.
Unless we can accelerate this process, we cannot achieve the goal of sustainable
development. Humans would always need products, systems and services all the
time to fulfil the basic requirements of life, and all these need to be sustainable in
order to achieve the objective of sustainable development.

Economic implications of sustainable development would not only include costs
of development but also overall welfare costs. For example, mitigation options in
the energy sector may be classified into those that improve energy efficiency and
those that reduce the use of carbon-intensive fuels. Energy efficiency improvement
reduces reliance on energy supply and it is likely to improve a nation’s energy security.
Switching to low carbon energy supply sources is the other mitigation category in
the energy sector which reduces air pollution with significant GHG benefits.
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Another economic consideration that will be important for developing sustain-
able products, system and services is to utilize the obsolete products at the end of
their life through recycling, reuse or remanufacturing. If obsolete materials are not
recycled, rawmaterials have to be processed afresh tomake newproducts. This repre-
sents a colossal loss of resources in terms of energy used at every stage of material
extraction and transportation, and environmental damage caused by these processes
is substantial.

1.2 Concept of Performability

Performability can be called as an attribute of performance assessment of anyproduct,
system or service and even of human beings. Performance improvement can be seen
as an improvement in input requirements, for example, reduced working capital,
material, replacement/reorder time and set-up requirements. Yet another improve-
ment can be seen in the throughput and is often judged by process efficiency, which is
measured in terms of time, resource utilization and wastage caused. Lastly, improve-
ment can also be seen in output requirements, often viewed in terms of cost/price,
quality, in functionality or longevity [6, 7], durability or even in safety. Humans have
been striving to achieve excellence in performance in all their areas of activity. Be
it planning, design, execution, manufacturing, or even using a product, system or a
service.

The existence of various performance attributes can be traced to the follow-up
work in the area of reliability, as no concerted effort was made to standardize the
definitions of various terms in use in relation to performance evaluation.

If one takes the Webster definition of performability, it is the ability (this ability
expressed in terms of probability just as in case of reliability) to perform under given
conditions. Therefore, based on the key terms, “perform” and “ability”, performa-
bility can be interpreted as performance (which may include reliability, safety, risk,
human performance) under given conditions. One must not forget that the given
conditions could be normal, abnormal environment conditions and extreme environ-
ment conditions. It is in this more general context that the term “performability” is
used in this chapter which would not only take into consideration the entire gambit of
performance attributes but includes the sustainability aspect of products and systems
performance in twenty-first century perspective. In other words, it should represent
the holistic performance.

Figure 1.1 presents the concept of performability as introduced by the author in
2005 and reflects a holistic view of designing, producing, using and disposing prod-
ucts, systems or services, which will satisfy not only the basic operational require-
ments to the best possible extent but are also sustainable. However, it is essential that
we quantify or assess performability before it can be used as a criterion of design of a
product, system or service. It is more than a decade since the concept was introduced,
but so far no progress has been made to compute or assess it.
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Fig. 1.1 Concept of performability (adapted from Fig. 1.2 of [2])

Peter Ferdinand Drucker, an Austrian-born American legendary management
consultant, had famously said, “What Gets Measured Gets Improved”, some 40 years
ago. The sentence is a famous quote by Peter Drucker from his 1954 book titled,
“The Practice of Management”. Since then the quote has been repeated so many
times that it has almost become a proverb, adage or slogan. Therefore, unless we can
develop a way to assess or measure performability, we will not be able to improve it.

Performability and sustainable development are closely inter-linked. It will be our
effort to bring out these linkages between them. As of now, we have been designing
products, systems or services based only on the criteria of their dependability as
depicted in Fig. 1.1. However, this attribute is very much influenced by the design,
raw material, fabrication, techniques and manufacturing processes and their control
and finally by the usage, which is the realm of sustainability. Therefore, one needs
to lay emphasis on sustainability and needs to design a product, system or service
which includes this attribute also.

We will see soon that all the major attributes of performability of Fig. 1.1 along
with technology are inter-related with sustainability. This is shown in Fig. 1.4 and
a true optimal design of a product, system or service would necessarily be the one
which considers performability as the design criteria, which includes the attribute of
sustainability within its ambit.

As stated earlier, the author has described more explicitly all the performability
attributes in the form of 13 distinct chapters of the Handbook of Performability
Engineering [2] in order to understand their implications. For the ease of reference
for a reader, the information on these chapters is provided in Table 1.1. The Research
gate of Germany publishes every week the statistics of readership of chapters, papers
and books authored by researchers published world over, and Table 1.1 displays the
number of readers who have read the chapters authored by the author as published
in the Handbook of Performability Engineering. Springer Links reports that there
have been more than 495,445 chapters download of the Handbook of Performability
Engineering since its publication by Springer in 2008.

In fact, Table 1.1 indicates the interest the researchers or readers have shown in
the concept of performability engineering. Another inference, one can derive from
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Table 1.1 Statistics on chapters by the author published inHandbookof PerformabilityEngineering

From [2] Handbook of Performability Engineering, Springer, London (2008)

Title of the chapter Chapter # Total reads

Performability Engineering: An Essential Concept in the twenty-first
Century, pp. 1–12

Chapter 1 50

Engineering Design: A Systems Approach, pp. 13–24 Chapter 2 860

Dependability Considerations in the system Design, pp. 71–80 Chapter 6 140

Quality Engineering and Management, pp. 157–170 Chapter 12 21199

Reliability Engineering: A Perspective, pp. 253–288 Chapter 19 9651

Tampered Failure Rate Load-Sharing Systems: Status and
Perspectives, author with S.V. Amari and Hoang Pham, pp. 289–306

Chapter 20 327

Optimal System Reliability Design, author with Bhupesh Lad and M.
S. Kulkarni, pp. 493–514

Chapter 32 483

MIP: A Versatile Tool for Reliability Design of a System, author with
S. K. Chaturvedi, pp. 515–526

Chapter 33 56

Risk Analysis and Management: An Introduction, pp. 661–674
(Safety)

Chapter 41 3179

Maintenance Engineering and Maintainability: An Introduction,
pp. 747–764

Chapter 46 10434

Sustainability: Motivation and Pathways for Implementation,
pp. 835–848

Chapter 51 515

Applications of Performability Engineering Concepts, pp. 971–980 Chapter 60 62

Epilogue—A Peep into the Future, pp. 1239–1250 Chapter 76 18

Source Researchgate, Germany (As accessed on October 15, 2020)

Table 1.1 is that the number of reads of a chapter against each attribute reflects
the importance that readers place on the attributes of quality, reliability, maintain-
ability, safety and sustainability. It must be realized that performability engineering
not only aims at developing products, systems and services that are dependable
but involves developing economically viable and safe processes (clean production
and clean technologies) that would entail minimal environmental pollution, require
minimumquantities of rawmaterial and energy, and yield safe products of acceptable
quality and reliability that can be disposed of at the end of their life without causing
any adverse effects on the environment.

Let us first examine the implication of sustainability.

1.3 Implications of Sustainability

The key issues associated with the implementation of sustainability characteristic
appear to revolve around:
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• The need to conserve essential natural resources, minimize the use of materials,
develop renewable sources of energy and avoid over-exploitation of vulnerable
resource reserves.

• The need to minimize the use of processes and products that degrade or may
degrade the environmental quality.

• The need to reduce the volume of waste produced by economic activities entering
the environment.

• The need to conserve and minimize the use of energy.
• The need to reduce or prevent activities that endanger the critical ecological

processes on which life on this planet depends.

From an engineer’s point of view, to produce sustainable products, system and
services would require that we minimize the use of materials and energy. At the
same time, we must also ensure that wastages of materials and effluents (solid, liquid
or gaseous) produced during entire life-cycle activities (Fig. 2 of [4]) starting from
extraction, manufacturing, use and disposal phases are minimal. The throughput at
every stage of life cycle is shown in Fig. 1.2.

It is necessary that material and energy utilization and wastage be kept minimal
during the actual use of products, systems and services, as well. Energy produced at
any stage can be utilized fruitfully elsewhere. In other words, material and energy
audit is absolutely necessary in order to produce sustainable products and systems.
This will ensure minimal environmental degradation during production. Obviously,
less material and energy consumption—either through dematerialization, reuse or
recycle or through proper treatment (clean up technology)—would lead to a lesser
degree of environmental degradation. This is also necessary that material and energy

Fig. 1.2 Throughput at every stage of life cycle of a product (adapted from [4])
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requirements and wastages are minimized during the actual use of products, systems
and services.

1.3.1 Dematerialization

The dematerialization of a product means to use less material to deliver the same
level of functionality to a user. A material can be anything from an unprocessed raw
material to a finished product. The UNEP defines dematerialization as “the reduction
of total material and energy throughput of any product and service, and thus the
limitation of its environmental impact. This includes reduction of raw materials at
the production stage, of energy and material inputs at the use stage, and of waste at
the disposal stage”.

Dematerialization considers, besides waste, the natural resources involved in the
products’ life cycle [3]. It literally means the use of less material. It entails actions
at every stage of the production and consumption phase, which include:

• Resource savings in material extraction
• Improved eco-design of products
• Technological innovations in the production process
• Environmentally friendly consumption
• Recycling of waste, etc.

Dematerialization strategy basically translates into:

• The conception, design and manufacture of a smaller or lighter product
• The replacement of material goods by non-material substitutes
• The reduction in the use of material systems or of systems requiring large

infrastructures.

According to [8], in the computer industry, silicon wafers are now increasing
at the rate of 10–15% per year in size to reduce material losses in cutting. If one
considers that, about 400 acres of silicon wafer material is used per year by IBM
Corporation alone at a cost of about $100 million per acre with a processed wafer
costing approximately $800. Although the volume of cuttings of silicon wafer does
not create a waste disposal problem but it do create an environmental problem as
their manufacture involves the handling of hazardous chemicals. This is also an
interesting example of how the production volume tends to generate demand of large
plastic and metal boxes to keep cool the microchips made with the wafers, whereas
the world’s entire annual chip production can fit inside one 747 jumbo jet. This way
miniaturization partially offsets the gains of dematerialization.
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1.3.2 Minimization of Energy Requirement

According to the International Council of Chemical Associations (ICCA) report
(December 6, 2012) energy-saving products installed in homes in the United States
prevented nearly 283 million tons of CO2 emissions in 2010—equivalent to the
greenhouse gas emissions of 50 million passenger vehicles. Studies also show that
if this trend continues, more than 7 billion tons of emissions can be avoided by 2050
in the United States alone—equivalent to the CO2 emissions of more than 1.2 billion
passenger vehicles.

Eco-labelling is a promising market-based approach for improving the environ-
mental performance of products through consumer choice. While eco-labelling by
itself is not new, eco-labelling to promote energy efficiency or sustainability is a
more recent phenomenon.

Five such energy-labelling programmes in the United States are in vogue:
Green Seal, Scientific Certification Systems, Energy Guide, Energy Star and
Green-e. Of these, the first four certify energy-efficient appliances while the last one
certifies renewable electricity. Energy Guide and Energy Star are government-run
programmes, and the rest are privately administered.

1.3.3 Minimization of Waste

Waste minimization must consider the full life cycle of a product, starting right from
the conception stage to achieve a reduction in total amount of waste produced. Some-
times scraps can be immediately reincorporated at the beginning of themanufacturing
line so that they do not become a waste product. Some industries routinely do this;
for example, paper mills return any damaged rolls to the beginning of the production
line, and in the manufacture of plastic items, off-cuts and scrap are reincorporated
into new products. Such innovations help reduce waste material or scraps.

Steps can be taken to ensure that the number of reject batches is kept to aminimum.
This is achieved by using better quality control procedures. In fact, waste can be
reduced by improving quality and durability of a product so that over a given period
of time, it results in less wastage. Waste of energy over the use period forms a part
of waste consideration.

Sometimes waste product of one process becomes the raw material for a second
process. Waste exchanges represent another way of reducing waste disposal volumes
for waste that cannot be eliminated. Recycle and reuse are discussed in the next
section.
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1.3.4 End-of-Life Treatment

From both environmental as well as economic considerations, the end-of-life treat-
ment of products and systems is now becoming the liability of the manufacturers
and distributors eventually. The WEEE directive of European Union is the first step
in that direction at least in the electrical and electronic sector. The WEEE directive
(2002/96/EC) as passed by European Community is aimed to prevent waste elec-
trical and electronic equipment from ending up in landfills and to promote the level
of recycling and reuse in electrical and electronic sector. This directive requires all
manufacturers and importers of electric and electronic equipment to meet the cost of
collection, treatment and recovery of their waste electrical and electronic equipment
at the end of their useful life. Design for end-of-life requires manufacturer to reclaim
responsibility for their products at the end-of-life. The alternatives to landfill or incin-
eration include maintenance, recycling for scrap material and remanufacturing. This
is shown in Fig. 1.3, adapted from [1].

Remanufacturing, Recycling and Reuse [1]:

While maintenance extends product life through individual upkeep or repair on
failures, remanufacturing is a batch process of production involving disassembly,
cleaning, refurbishment and replacement of worn-out parts, in defective or obsolete
products. However, scrap-material recycling involves separating a product into its
constituent materials and reprocessing the material.

Remanufacturing involves recycling at parts level as opposed to scrap-material
level. It is actually in effect recycling of materials while preserving value-added
components. Remanufacturing also postpones the eventual degradation of the raw
materials through contamination and molecular breakdown, which are the character-
istics of scrap-material recycling. Since remanufacturing saves 40–60% of the cost of
manufacturing a completely new product and requires only 20% energy, several big
companies are resorting to remanufacturing. Xerox is an example in this case. IBM
also established a facility in Endicott, New York as a reutilization and remanufac-
turing centre. UNISYS and Hewlett Packard also use this strategy. It must, however,

Material
Processing

Assembly Distribu on

Parts Product DisposalRaw
Materials

Repair/Reuse

Remanufacturing 

Scrap-Material Recycling

Fig. 1.3 End-of-life options (adapted from [1])
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be stated that remanufacturing is not suitable for all types of products, it is appropriate
only for those products that are technologically mature and where a large fraction of
product can be used after refurbishment.

1.4 Attributes of Dependability and Their Relationship
with Sustainability

High dependability of any product, system or service would necessarily demand its
better performance over the mission time, characterized by high levels of attributes
such as quality, reliability, maintainability and safety. These attributes among them-
selves are also closely related and govern the overall dependability of a product,
system or service. It is also necessary to understand this inter-relationship between
these factors and also their relationship with sustainability so that one not only mini-
mizes the chances of occurrence of any untoward incident at the design and fabri-
cation stage but also minimizes the chances of occurrences and the consequences
of such an event during system operation and use phase. A brief discussion of these
attributes here will not be out of place, although detailed discussion can be found in
the chapters listed in Table 1.1.

Sustainability of a product is influenced by a number of factors such as quality,
design (size, complexity, reliability, production cost), maintainability (whether the
product is to be repaired or replaced) and safety of the product, and the technology
employed.

These factors influence one another as is shown in Fig. 1.4. There exist linkages
between the attributes of the dependability (namely quality, reliability, maintain-
ability, safety) and technology with sustainability. This is shown in Fig. 1.4. While
the linkages between the former attributes are bidirectional (A, B, C, D and E) but
that between the attributes and sustainability have been shown as unidirectional (a,
b, c, d and e) since we are interested only in how the attributes of dependability affect
sustainability.

1.4.1 Quality

Improvement of performance of products, systems and services has always been
the concern of man right from the days of industrial revolution. Initially, in the first
half of twentieth century, the engineers thought that the performance of a system
or equipment can be improved if the quality of components was good. The period
between 1920 and 1940 was called the period of quality control inspection since the
inspectors were designated to check the quality of a product and compare it with
a standard. Discrepancies, if noticed, the deficient products were either rejected or
reworked. Therefore, quality has become a worldwide concern of manufacturers.
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Fig. 1.4 Inter-relationship of attributes of dependability and technology with sustainability

The processes, however, became more and more complex and side-by-side statis-
tical aspects of quality control were also being developed. Shewhart [9] can be said
to have laid down the foundation of using control charts to control the variables of
a product. Acceptance sampling plans were developed to replace the 100% inspec-
tion, and 1930s saw an extensive use of sampling plans in industries. This gradu-
ally laid the foundation of statistical quality control and the period 1940–1960 has
been called as the period of statistical quality control or SQC [10]. During 1930s, a
customer or a user was happy to accept a product as long as it was supported with
a warranty. A customer may also have some protection in law, so that he may claim
redress for failures occurring within the warranty period. However, there is no guar-
antee of performance, particularly outside the warranty period. Outside the warranty
period, it is only the customer who is left to suffer the consequences of failures. The
manufacturer at most may suffer a loss of reputation and possibly future business.

However, the word quality has had different connotations when used by different
people and its definition has also undergone several changes and itsmeaning extended
over time butmost general definition of quality of a product is ameasure of the degree
of conformance to applicable design specification and workmanship standards. Thus
quality of a product is a concern of a manufacturer and is considered satisfactory if
the product is able to satisfy the requirements of consumer. It can be definitely called
as an attribute that is generally used to reflect the degree of perfection in manufac-
turing of a product. It is easy to realize that this degree of perfection is inversely
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proportional to variability present in the process. Since all manufacturing processes
involve materials, men and machines, they all have some element of inherent vari-
ability in addition to attributable variability, which can be controlled to an irreducible
economic minimum.

Reducing variability in production is synonymous with improving quality of a
product. The source of variation due to machine is the natural limits of capability
that every process has, which is also known as process/machine capability and any
attempt to reduce this range would cost heavily in terms of money. If the process is
incapable of acceptable operation within design limits, then we have the option of
separating non-conforming from conforming products, using more precise process
or change in the design of the product or system in order to achieve an optimum
design at minimum total cost. The third source of variation is man himself and is
the most important contributor to variability. In fact, man’s decisions or actions do
directly influence the extent of variability to a very large extent.

The definition of quality does not concern itself with the element of time and
would not say if productwill retain its quality over a period of time under the specified
conditions of use since quality tests either pass a product or fail it. Therefore, the
need to have the requirement of a time-based concept of quality was felt. This led to
the definition of reliability which emphasizes the ability that a product will perform a
specified function over a specified timewithout failure under the specified conditions
of use.

Further detailed discussion of quality and its historical development can be found
in Chap. 12 (pages 157–170) of [2].

1.4.1.1 Quality and Sustainability are Related

Since sustainability is characterized by dematerialization, minimization of energy
and effluents (wastages), quality can affect sustainability. The dematerialization of
a product literally means less material is used to deliver the same level of function-
ality to the user. Dematerialization [4] therefore affects sustainability, as use of less
material would result in a smaller quantity of waste generated during the production
as well as the use phase of an industrial product. But if smaller and lighter product
is inferior in quality, then more units would be required to be produced, and the net
result could be a greater amount of waste generated in both production and consump-
tion phases. In fact, dematerialization can be defined as the change in the amount of
waste generated per unit of an industrial product, taking into account overall produc-
tion and consumption. Westerman [11] indicated that an automobile tire designed
for a service life of 100,000 miles could reduce solid waste from tires by 60–75%.
Therefore, quality of a product directly affects sustainability. This linkage is shown
by “a” in Fig. 1.4. Of course, other effective tyre waste reduction strategies may
include tire rethreading and recycling.
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1.4.2 Reliability

Reliability [6] is a design function and requires skill, indigenous knowhow and
experimentation, and of course, it can be designed right at the design stage. Implicit
in the probabilistic definition of reliability is the environmental conditions under
which the product is supposed to work or used and the period of time (mission
time) over which the product is supposed to work satisfactorily that makes the task
of ensuring reliability a challenging task. For example, equipment may be exposed
to a combination of environments such as temperature, humidity, altitude, shock
and vibration, while it is being transported. These environmental conditions are not
included in the definition of quality. Sometimes, more than one environmental factor
may be acting on parts or the equipment. These combined or concurrent environments
may bemore detrimental to reliability of a product than the effects of these individual
environments separately. Any superposition of effects of individual environmental
factors cannot predict the resulting influence of a combination of environmental
factors on the reliability or performance of the equipment. In fact, the severity of
combination may be muchmore than individual effects added together. For example,
the percentage of failures caused individually by temperature may be 40% of all
failures and humidity (19%) but humidity combined with temperature can cause
75% of all failures.

However, quality and reliability are inter-related as shown through link “A” in
Fig. 1.4. Bad quality or inferior workmanship does definitely shorten the life of
a product and thus affects reliability. High reliability could be as a result of high
quality but converse is not true. A product may have high quality but may not have
high reliability.

About 80% of time, poor performance can be attributed to poor design. Over 90%
of field failures result from poor design and most of the product recalls have their
origin in faulty design and majority of the law suits are filed on account of improper
design and 70–75% of product costs are function of design. Therefore, if any phase
in the entire life cycle of a product that has maximum impact on reliability, it is
the design phase. Design requires ingenuity and creativeness and a designer ought
to know what has been already tried before and did not work. Generally, a product
fails prematurely because of inadequate design features, manufacturing and parts
defects, human error or external conditions (environmental or operating) that may
exceed the designed values. Inadequate attention to the design effort could result
in a faulty hardware and retrofits cannot compensate for the faulty design and may
be quite costly. There is no substitute to a good design and, it is one of the major
responsibilities of the top management to provide a highly competent design team
to bring out a reliable product or system.

The detailed discussion of reliability and system reliability design can be found
in Chaps. 2, 19, 20, 32 and 33 of [2].
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1.4.2.1 Reliability and Sustainability are Related

A good reliability design results in prolonging the lifespan of a product and hence
would ensure less adverse effect on the environment over a given period of time.
In other words, this would improve sustainability (linkage “b” in Fig. 1.4). Cost
is implicit with high reliability, since to produce reliable product, we may have to
incur increased cost of design and manufacturing. The poor deficient performance
attributes not only affect the life-cycle costs but also have effects in terms of envi-
ronmental consequences. Degraded performance attributes do reflect more on the
material and energy demand and wastes and cause more environmental pollution
when reckoned over a given period of time. Thus reliability influences sustainability
to a large extent.

1.4.3 Maintainability

The post Second World War period saw trade-off between reliability and maintain-
ability, and availability became an important attribute of maintained components and
systems. Maintenance is considered as another important factor of product perfor-
mance after reliability. Broadly speaking, maintenance is a process of keeping an
equipment or unit in its operational condition either by preventing its transition to a
failed state or by restoring it to an operating state following a failure. Maintenance
in reality compliments and compensates for reliability and is an effective tool for
enhancing the performance of repairable products or systems. It may be observed
that the cost of design and development, manufacturing, and maintenance costs are
inter-dependent. For example, a highly reliable product will have lower maintenance
costs.

Generally, there are three types of maintenances in use [5, 6], viz., preventa-
tive (PM), corrective (CM) and predictive maintenance (PdM). PM is a schedule of
planned or scheduled maintenance actions aimed at preventing an equipment failure
before it actually occurs and to keep the unit in working condition and/or extend
equipment’s life. It is performed on a regular basis. Scheduled maintenance can
either involve system restoration or a scheduled replacement. Restoration refers to
restoring the system to a normal state by disassembling, cleaning or renovating the
system at a specified time with the aim of preventing fault occurrences over the
wear-out period. Scheduled replacement is carried out when the old and in-service
parts or components are scheduled to be replaced in a certain cycle. At the sched-
uled replacement time, the old parts or components are replaced regardless of the
reliability at that time, so is mainly applicable to parts or components with known
usefulness lifespans.

PM is designed to enhance the equipment reliability by replacing worn compo-
nents before they actually fail and this includes activities like equipment checks,
partial or complete overhauls at specified periods. Scheduled maintenance is time-
based maintenance and is conducted on the basis of previously developed schedules.
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Generally, scheduledmaintenance involves shutting down the system to check, disas-
semble or replace components at regularly timed intervals to prevent breakdowns,
secondary damage or operating losses. An ideal preventive maintenance programme
is one which prevents all equipment failures before they actually occur. If an item
has an increasing failure rate, then PM programme is likely to improve system avail-
ability. Otherwise, the costs of PM might actually outweigh its benefits. Also, it
should be explicitly clear that if an item has a constant failure rate, then PMwill have
no effect on the item’s failure occurrences. Long-term benefits of preventive main-
tenance include improved system reliability (link “B” in Fig. 1.1), decreased cost of
replacement, decreased system downtime and better spares inventory management.

Predictive maintenance (PdM) or condition-based maintenance (CBM) is carried
out only after collecting and evaluating enough physical data on performance or
condition of equipment such as temperature, vibration or particulate matter in oil and
so on, by performing periodic or continuous (online) equipment monitoring. This
type of maintenance is generally carried out on mechanical systems where historical
data is available for validating the performance and maintenance models for the
systems and the failure modes are known. Therefore, an important precondition for
the application of PdMorCBM is that the system has observable information and that
the information is directly related to the fault occurrence. The CBM helps to find a
specific fault pattern in the systemand should be able to checkwith appropriatemeans
and parameters, and the potential fault state can also be determined. Of course, there
must be a reasonable time interval between the potential fault time and the functional
failure time so as to be able to carry out necessary maintenance.

Corrective maintenance (CM) consists of the actions taken to restore a failed
equipment or system to operational state. It may include the following steps: fault
location, fault isolation, decomposition, replacement, reassembly, adjustment and
testing. This maintenance usually involves replacing or repairing the component that
caused the failure of the overall system. CM can be performed only at unpredictable
intervals because the item’s failure time is not known a priori. An item becomes
operational after CM or repairs have been performed.

Among the most commonly used parameters that are generally used to reflect
performance of maintained products, systems or services are:

• Mean time to repair (MTTR)
• Mean time between failures (MTBF)
• Steady-state availability.

MTTR reflects how good the system’s maintainability is, and is a measure of
system’s ability to perform maintenance to restore assets to a specified condition. It
provides a measure of the average time in hours required to restore an asset to its full
operational condition after a failure. It can be computed by dividing the total repair
time spent by the number of repairs or replacements.

However, MTBF provides a measure of an asset’s reliability and can be computed
by dividing the total operating time of an asset by the number of failures over a given
period of time.
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Another parameter used to reflect performance of a maintained system is steady-
state availability, which is also called as uptime ratio and is calculated by dividing
MTBF by (MTBF + MTTR), namely

A = MTBF
/
(MTBF + MTTR).

Further detailed discussion of maintainability can be found in Chap. 46
(pages 746–764) of [2].

1.4.3.1 Maintainability and Sustainability are Related

Small or lighter products or unitswith lowcost of production and quality are generally
replaced and not repaired upon failure and this would eventually lead to producing
more units for operational requirement which affects sustainability (link “c” in
Fig. 1.4) since it will generate more waste although the waste generated per unit
may be low.

Sustainability has become an important criterion of design for institutional and
commercial buildings in the last few decades. Engineers and architects continuously
strive to reduce energy requirements of buildings in order to conserve valuable natural
resources and reduce air pollution. However, with the use of unproven buildingmate-
rials and systems to achieve, these goals may create long-term issues for maintenance
and these can have a significant impact on maintenance and operational costs.

Similarly, heating, ventilation and air conditioning (HVAC) systems definitely
require sustainability improvements in many facilities due to the high costs involved
for their installation, operation and maintenance. A properly designed and installed
HVAC system can provide years of comfort for occupants, lower energy bills and
improved water consumption. But a lack of proper planning can lead to increase in
the material costs for preventive maintenance, energy costs and occupant comfort.
In recent years, building automation systems (BAS) have become more complex in
nature and they have come to bemore than just HVACcontrols. Today’s BAS consists
of electrical-powermonitoring, lighting controls, condition-basedmonitoring, access
control, and audio/visual system control. They enable technicians to optimize these
facility systems to reduce energy use and maintenance costs.

It is needless to stress that regular maintenance also improves safety of an equip-
ment of system (link “C” in Fig. 1.4). Especially, the high-risk systems such as
nuclear power plants and very many chemical plants warrant operational safety of
the highest order. To achieve this objective such plants need regular inspection and
maintenance. Any failure in such a plant may be financially or economically disas-
trous and environmentally damaging. For example, in 1984, the methyl isocyanate
gas leakage in Bhopal Union Carbide plant in India [12] was the worst industrial
catastrophe in the history that resulted in immediate death of 2259 persons and some
8000 in the first weeks of disaster and another 8000 died later on from gas-related
diseases.
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1.4.4 Safety

Safety is another attribute of dependability, just as quality, reliability and maintain-
ability, and allows a system or a product to function under predetermined conditions
of use with some acceptable risk. All technological systems have hazards associated
with them. A hazard is an implied threat or danger of possible harm. Stimulus is
required to trigger a hazard which could be a component failure, operator’s failure,
maintenance failure or combination of events and conditions which may include an
external event as well. The Fukushima Daiichi nuclear disaster that occurred on 11
March 2011 has been one of the gravest disaster in the history in recent times in
which three of the plant’s six nuclear reactors had melt down. In Fukushima case the
stimulus was an external event since the disaster occurred when the plant was hit by
a 13–15 m maximum height tsunami triggered by an earthquake of the magnitude
9.0. The plant started releasing substantial amounts of radioactivity on 12 March
2011 becoming the largest nuclear incident since the Chernobyl disaster in April
1986. In August 2013, it was felt that the massive amount of radioactive water is
among the most pressing problems affecting the clean-up process, which may even
take decades. As of 10 February 2014, some 300,000 people were evacuated from
the area.

With the release of Prof. Rasmussen’s WASH 1400 report [13] in 1975, safety
(in probabilistic terms) became an important design parameter. Safety is planned,
disciplined and systematically organized, and the before-the-fact activity is charac-
terized by the identify–analyse–control strategy. Safety is designed into a system or
product before it is produced or put into operation. Safety analysis can be of two cate-
gories: qualitative and quantitative methods. Both approaches are used to determine
dependence between individual components failures with a hazard at system level.
Qualitative approaches are used to assess “What possibly can go wrong, such that a
system hazard may occur?”, while quantitative methods provide estimations about
probabilities, rates and/or severity of consequences. Hazard analysis is the corner-
stone of safety design. Anticipating and controlling hazards, which may involve risk
of loss of life or assets, is the main concern in system safety design.

The two conventional methods of safety analysis are called failure mode and
effects analysis and fault tree analysis. Failure mode and effects analysis (FMEA)
is a bottom-up, inductive analytical method which may be performed at either the
functional or piece-part level. For functional FMEA, failure modes are identified for
each function in a system or equipment item, usually with the help of a functional
block diagram. For piece-part FMEA, failuremodes are identified for each piece-part
component (such as a resistor or a diode, etc.). The effects of the failure mode are
described, and assigned a probability based on the failure rate and failure mode ratio
of the function or component. When FMEA is combined with criticality analysis,
it is known as failure mode, effects, and criticality analysis or simply FMECA. On
the other hand, fault tree analysis (FTA) is a top-down, deductive analytical method.
In FTA, initiating primary events such as component failures, human errors and
external events are combined through Boolean logic gates to an undesired top event
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which is usually a system-level event such as an aircraft crash or nuclear reactor
core melt. The main objective of system safety analysis here is to ensure that top
event is made less probable, and also to verify whether the planned safety goals have
been achieved. An earliest study using this technique on a commercial nuclear plant
was the WASH-1400 study, also known as the reactor safety study or simply the
Rasmussen report.

A fault tree is a logical inverse of a success tree which is basically related to
reliability block diagram. Also, an FTA may be qualitative or quantitative. While
the qualitative FTA is used to determine minimal cut sets when failure and event
probabilities are unknown, the quantitative FTA is used to compute top event prob-
ability. If a minimal cut set obtained from qualitative FTA contains a single base
event, then the top event may be caused by a single failure. Quantitative FTA
usually requires computer software, and several software are available to carry out
quantitative analysis.

Sometimes, an event tree is also used. An event tree starts from an undesired
initiating event (such as loss of critical supply and component failure) and follows
possible further system events through a series of final consequences. As each new
event is considered, a new node on the tree is added with a split of probabilities of
taking either branch. The probabilities of a range of “top events” arising from the
initial event can be then seen. In certain situations, both fault trees and event trees
can be used.

Further details are available in Chap. 41 (pages 661–674) of [2].

1.4.4.1 Safety and Sustainability are Related

Safety and health are related to sustainability as both of themconcern themselveswith
similar objectives, that is, eliminate incidents, waste and overall losses, improve oper-
ational excellence, conduct business in a way that protects human, natural resources
and reduce the environmental footprint. Like other attributes, safety also affects
sustainability (link “d” of Fig. 1.4). This is a very interesting linkage. In a study,
Evans [14] found that, in a single-car crash, the unbelted driver of a car weighing
about 2000 lb is about 2.6 times as likely to be killed as is the unbelted driver of an
approximately 4000-lb car. Also, it was found that the driver of a 2000-lb car crashing
into another 2000-lb car is about 2.0 times as likely to be injured seriously or fatally as
is the driver of a 4000-lb car crashing into another 4000-lb car. These results indicate
that dematerialization alone cannot be a sufficient criterion for product design.

Another example of how sustainability consideration can affect safety: Many
cities have switched to LED bulbs in their traffic lights because they use 90% less
energy than the old incandescent lamps, last longer and save money. But their great
advantage can also be their drawback particularly in winter or in cold countries.
They do not waste energy by producing heat and therefore these bulbs don’t generate
enough heat to melt snow and can become crusted over in a snowstorm—a problem
being blamed formany accidents as drivers cannot see traffic lights clearly. Therefore,
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system design must be carried out depending upon a situation and not just with the
consideration of going green.

1.5 Technology Affects Sustainability

Technology also affects sustainability (linkage “e” in Fig. 1.4) and we have been able
to achieve dematerialization and reduction in energy use as well as wastage in many
areas through improved technology. Ifwe look at the evolution of data storage system,
there has been tremendous capacity improvement besides achieving sustainability
through minimization of materials, energy use and wastage over a short period of
time. For example,

– The first hard drive was developed by IBM in 1956 which was of the size of 2
refrigerators and had only a capacity of 5 MB.

– The first 8-inch floppy disk could be developed again by IBM in 1971 which had
storage capacity of only 80 KB and was read-only. Its capacity was improved later
to 4 MB.

– The first hard drive was developed again by IBM in 1980 and it could store up to
2.52 GB. The drive resembled like an engine and had the size of a refrigerator.

– Sony developed compact disc (CD) in 1980.
– In 1981, 3.5′′ floppy disc was developed and there was a reduction in size and

improved protection.
– Theworld’s firstCDROMwasdeveloped in 1985whichprovided compact storage

capacity up to 900 MB.
– In 1990, the magneto-optical disc appeared and a special magneto-optical drive

was developed to retrieve data from 3.5′′ or 5.25′′ discs.
– Later on, a compact disc rewritable CD ROM appeared in the market.
– The first DVD ROM appeared in 1996 with storage capacity up to 4.7 GB.
– In 1997, multi-media cards (MMC) using flash memory card were developed by

Siemens and SanDisk.
– The first USB flash appeared in 2001, which would store up to 8 MB.
– Secure digital card (SD) with flash memory of 512 MB appeared measuring 32

× 32 × 2.1 mm.
– Blu-Ray (the next-generation optical disc) appears in 2003, which can be used

for storing high definition videos.
– Modern USB drives come with a maximum capacity of 1 TB.
– Hitachi develops the world’s first 1 TB in 2007 compact in size and a capacity of

1024 GB.
– Samsung develops world’s largest capacity solid-state drive (SSD) in 2016. It has

a capacity of up to 15 TB and measures only 2.5′′ in size.

From the foregoing statements, it is amply clear that while the storage capacity
kept increasing, the size and the energy and requirement decreased with every new
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developed technology. So also the quantum of electronic waste decreased for the
same performance which helped improving the sustainability.

1.5.1 Technological Innovations also Affect Sustainability

Improved technology or technological innovations can also help improve sustain-
ability in many ways, for instance:

• Byusing technological innovation like catalytic converters,we canmakevehicular
emission, which contributes to 25% of world’s total CO2 which is the single major
factor leading to global warming, completely free of gases causing air pollution
and carbon loads.

• There are many synthetic biofuels being used for use in vehicles, like ethanol,
which is ethyl alcohol and is most often used as a biofuel in vehicles. Dimethyl
ether (DME) is being developed as a synthetic second-generation biofuel
(BioDME), which is manufactured from lignocellulosic biomass. There are
several other sources of fuel for vehicles, like CNG (compressed natural gas),
biogas, biodiesel, hydrogen, liquid nitrogen and so on.

• Since we have a limited reserve of gasoline on planet Earth, we need to build cars
that will use rechargeable lithium-ion batteries in electric vehicles eliminating
air pollution completely. Lithium-ion batteries are commonly used for portable
electronics and electric vehicles and are growing in popularity for military and
aerospace applications.

• If we were to increase the number of telephones by using old-fashioned standard
phones, we would need many kilometres of wire to connect all those phones, and
the copper for the wires will have to be mined. The process of mining uses a
huge amount of fuel energy and causes considerable amount of pollution of land,
water and air. On the other hand, when we use wireless cell phones, we don’t need
wires, and we can save all that fuel and pollution. Fortunately, this revolution has
already taken place.

• In fact, new sustainable and non-polluting technologies have promise of reducing
energy requirements of products and systems considerably. It has happened in case
of microminiaturization of electronic devices. A laptop today consumes very less
power than a system of 1960 which used tubes or a transistorized device of 1970–
80 s that uses more power and less reliable. Why this will not happen if move
over to the use of nano-devices?

• Technologies like genetic engineering, biotechnology, nanotechnology hold the
key to developing sustainable products, systems and services. In fact, all future
technological pathways would aim to minimize if not reverse the damage that has
already been done to the earth’s environment by the last industrial revolution.

Therefore, it is quite understandable that several possibilities exist for using tech-
nology to our advantage to prevent pollution andwastage of resources to help improve
sustainability.
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1.5.2 Technology also has a Lifespan

Shai [15] treats technology as a unique entity; similar to a “product” to which all the
measures, interactions, processes and behaviours apply. In his opinion, a technology
is born, strives to spread and circulate, reaches maturity and dies. Alternatively, a
technology emerges or evolves, adopted, self-organizes to a temporal equilibrium,
declines or loses its domination and becomes extinct. This life-cycle phenomenon
applies to technologies as it does to any other known entity in nature. Therefore, the
reliability theories and concepts canbe equally applied to technology as an entity. Shai
considers technology as a combination of three ingredients, namely raw materials to
be manipulated, tools for production and use and lastly of the adequate manpower
skills. He considers each technology as a unique combination of these elements.
This set of elements is also suitable for the description of technologies in the post
production period. A user needs to have an adequate skill to operate the product,
and he also needs special tools to perform maintenance actions and in some cases
may need materials to energize the operation. These three ingredients constitute the
building blocks or DNA of a technology, sufficient to qualify technology as an entity.

Kemp [16], however, argues that sustainability has to be assessed on the basis of
a system, and on the aspects of use, not on a technology basis. Fossil fuel technolo-
gies are generally viewed as non-sustainable because they depend on non-renewable
resources (gas, oil and coal) whose combustion produces greenhouse gases as well as
other emissions. For stationary sources, however, carbon emissions can be captured
and stored for reuse at a later time. Fossil fuels can thus be made more sustainable.
They can even be reused. Similarly, renewable energy technologies like solar, wind,
hydro and biomass are frequently referred to as sustainable energy technologies.
Even photovoltaic electricity, which is the cleanest source of electric energy, is not
completely free of effects on the environment. As the raw materials for PV systems
are shipped to factories, completed products must be transported from factories to
consumers. At the end of its lifetime, theymust also be safely disposed or given a new
useful use. Sustainability can thus not be used as a label for a particular technology.

1.6 Costs Considerations

We have already seen that cost is associated with all attributes of performability,
be it quality, reliability, maintainability or safety and even technology used for a
product, system or service. To achieve high performance, we may have to incur
increased cost of design and manufacturing, using and disposing (linkages a, b, c, d
and e of Fig. 1.4). The poor deficient performance attributes not only affect the life-
cycle costs but also have effects in terms of environmental consequences. Degraded
performance attributes do reflect more on thematerial and energy demand andwastes
and cause more environmental pollution when reckoned over a given period of time.
It may also be mentioned here that a designer shall have to account for various
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costs associated with end-of-life options such as recycling and remanufacturing,
which include the first cost, recycling cost and the cost of failure during disassembly
and reassembly. The first cost is the cost of manufacturing and the first assembly.
Recycling cost includes the cost of extracting material or cost of separating parts of
different materials. Both maintenance and remanufacturing involve disassembly and
reassembly and part reuse and failures can occur during these phases. Therefore, the
consequences of the above failures are weighted by their probabilities of occurrence.
For example, rivets and welds usually get destroyed during the disassembly. The
one part of the cost includes the cost of a part getting damaged during assembly
or disassembly. The other part of the cost includes the cost of damage done to a
part when fastener is extracted. Maintenance costs are the costs associated with
disassembly or assembly, whereas the remanufacturing cost is the total cost under all
the mentioned heads. Reuse is an option to recycling because it extends the lifespan
of a device. Devices still need eventual recycling, but by allowing others to purchase
used electronics, recycling can be postponed and value gained from device use.

Another question that often arises is what the “true” cost of consumption and
processing of the generated waste is to society. What is the true cost of burning
fossil fuel for transportation particularly when the finiteness of resources and conse-
quent long-term damage to the environment are considered? Should not the high-
grade resources be made available at higher cost so that the profits may be rein-
vested towards development of the capital and the knowledge to permit the use of
lower-grade resources and the development of technological substitutes later on?
What is the actual disposal cost of industrial wastes? To what extent is the cost
of waste collection be subsidized by different societies and different segments of a
society? Would a higher cost for garbage collection effectively encourage recycling,
sorting recyclable materials at the generation source, and dematerialization? Would
it encourage more illegal dumping? Can society truly afford to continue functioning
in its present “throwaway” mode of products such as watches, radios, flashlights,
light bulbs, cameras and calculators?

So far, classical economic theories [4] have treated nature as a bottomless well of
resources and infinite sink for waste and this notion will have to be discarded. Envi-
ronmental costs, that is, the cost of preventing or controlling pollution and ecological
disruption, have never been internalized. In fact, it is our incapability to deal with
economic nature of environmental pollution that has been largely responsible in
destroying Earth’s ecological systems. It is time that we need to pass on the hidden
environmental costs incurred on resource exploitation onto the consumer or to the
user, for preserving our environment for future generations. The internalization of
hidden costs of environment preservation will have to be accounted for, sooner or
later, in order to be able to produce sustainable products in the long run. It is therefore
logical to add these hidden costs to the cost of acquisitioning a product, a system or
a service.
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1.7 Possible Strategies of Design for Performability

From the definition of performability (Fig. 1.1), it is obvious that a performable
product, system or service would be the one which is both dependable as well as
sustainable. As mentioned earlier, a product can be made dependable but may not be
sustainable or the other way round. Having just one of these two attributes, a product
cannot be called as performable. We must ensure that both attributes are present in
a performable entity. Therefore, when we intend to improve performability of an
entity; be it a product, system or service, we must maximize sustainability as well as
dependability. Dependability comprises reliability, maintainability and safety which
are probabilistic and can be maximized with respect to cost of achieving them and
literature is abundant with such optimization problems and their solution techniques.
We will briefly discuss these here. But we will also enunciate a methodology by
which we can optimize sustainability.

1.7.1 Designing for Dependability

Designing a product, system or service for dependability (reliability, maintainability,
safety) is not a new problem as we have been doing it over several decades [17–36].
We have maximized product or system reliability with respect to cost of developing
the product or system under various conditions.

Reliability,maintainability and safety design are the areas of dependability design,
which allow more effective use of resources, at the same time helps decrease the
wastage of scarce finances, material and manpower. There are several alternatives
available to improve the system dependability. The most known approaches are:

1. Reduction of the complexity of the system.
2. Use of highly reliable components through component improvement

programmes.
3. Use of structural redundancy.
4. Putting in practice a planned maintenance, repair schedule and replacement

policy.
5. Decreasing the downtime by reducing delays in performing the repair. This can

be achieved by optimal allocation of spares, choosing an optimal repair crew
size, and so on.

The product improvement programme requires the use of improved packaging,
shielding techniques, derating and so on. Although these techniques result in a
reduced failure rate of the component, they nevertheless require more time for
design and special state-of-the-art production. Therefore, the cost of part improve-
ment programme could become high and may not always be an economical way
of system performance improvement. Here the often system optimization design
problem would become a reliability allocation problem since components at various
stages may have different cost of improving the component.
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On the other hand, the use of structural redundancy at subsystem level, keeping
system topology intact, is an effective and cheapest means of improving the system
reliability to any desired level. Structural redundancy can be of the form of partial
redundancy (k-out-of-m type), active redundancy (1-out-of m type), or standby
redundancy in which case a switch is used to replace the failed unit by a healthy
unit. Here again there could be k units in parallel along with m–k spare units which
take the position of one by one upon the failure of a unit to keep in operation k
number of units at any time. Redundancy allocation is the most economical method
of improving system reliability.

The use of Lawler and Bell’s [17] algorithm for reliability design was first intro-
duced by Misra [18]. Subsequently, this algorithm came to be widely used for a
variety of reliability design problems. However, it suffered from a major limitation
of computational difficulty caused by a substantial increase in the number of binary
variables [18].

Misra [19] solved m-constraints design problem by simultaneously solving m-
problems of single constraint. This procedure helps generate many feasible solutions
to the design problemwhich can offer a designer an optimal or a near-optimal solution
corresponding to flexible resources [19, 20].

Another new development, in the field of reliability design, took placewhenMisra
and Ljubojevic [21] for the first time demonstrated that to obtain a globally optimum
design, optimization of system reliability must be done using both component reli-
ability and redundancy level as decision variables in the problem. They formulated
the design problem as a mixed-integer programming problem, and solved it by a
simple technique. The reliability literature till then offered abundant methods for
the optimal design of a system under some constraints. In most of the papers, the
problem considered is: given reliabilities of each constituent component and their
constraint-type data, optimize the system reliability. This amounts to the assignment
of optimal redundancies to each stage of the system, with each component reliability
specified. But this was a partial optimization of the system reliability since at the
design stage a designer has the option of choosing component reliability improve-
ment as well as a recourse to use of redundancy. A true optimal system design must
explore these two alternatives explicitly. The paper [21] demonstrated the feasibility
of arriving at an optimal system design using this concept. For simplicity, only a
single-cost constraint was used. A typical cost–reliability curve was used to illus-
trate the approach. However, the approach was more general and could be extended
to any number or type of constraints.

Misra [22] also suggested a formulation for a maintained (repairable) system
design; reliability and maintainability designs are usually carried out right at the
design stage, and failure and repair rates are allocated to each component of the
system in order to maximize its availability and/or reliability. For such systems it
becomes imperative to seek an optimal allocation for spare parts while maximizing
availability/reliability subject to some techno-economic constraints on cost, or other
resource and so on.

Literature was full of many sophisticatedmethods of optimizing system reliability
subject to some given techno-economic constraints. Chronologically, the first review
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was published by Misra [23] in 1975. Subsequent reviews have been published by
Tillman et al. [24], Misra [25], and by Kuo and Wan [26] in 2007 and later on again
by Misra et al. [27] in 2008.

Misra [28] was also the first to introduce the formulation where mixed type of
redundancies (namely active, partial or standby) are found in the optimal reliability
design of a system. Prior to the publication of [28], the reliability design formula-
tions invariably considered only active redundancies in redundancy allocation design
problems.

Misra [22] also provided formulation for design ofmaintained system and Sharma
and Misra [29] proposed a formulation for an optimization problem involving three
sets of decision variables, viz., redundancy, spares and number of repair facilities,
simultaneously. The necessity of a proper trade-off, to achieve an optimum reliability
design of a system, is stressed in the paper. Both reliability and availability can
be considered as design criteria to arrive at an optimum configuration. Nonlinear
constraints are permitted.Here again,MIP [25, 31]was shown to be themost effective
method to solve the design problems.

The dimensionality difficulty of [17] was overcome by Misra in [30] when he
proposed a search procedure similar to [17] in integer domain (and not in zero–one
variables domain as is done in Lawler Bell’s algorithm) for optimal design of a
system which may employ any general type of redundancy, that is, standby, partial
or active. In fact, this simple and efficient algorithm, called MIP algorithm (Misra
integer programming algorithm [31]) can solve any integer programming problem.
It is based on lexicographic search, andMIP requires only functional evaluations and
carries out a limited search close to the boundary of resources. It can handle various
system design problems with any type of objective and constraints (nonlinear/linear
functions) and does not impose any convexity and concavity conditions on functions
for optimality condition in which the decision variables are restricted to take integer
values only. The method is applicable for both small and large problems and its
universality was demonstrated in [31], where MIP search method was applied to
integer programming problems which need not be of separable form and may have
any arbitrary form of functions.

Misra and Sharma [32] employed a new MIP search algorithm to attempt several
system reliability design problems. It provides an advantage of exploring all the
feasible design solutions near the constraint boundary and eliminates many of the
unwanted feasible points usually searched with L-B algorithm. The MIP algorithm
is conceptually simple and efficient for solving many design problems. In Sharma
and Misra [33], a more general case of formulation of optimization was considered
in which both component reliability and redundancy allocation as decision variables
along with mixed type of redundancies at subsystem level are considered. Multi-
criteria optimization problems also can be easily solved usingMIP. It has been proved
to be useful in configuration designing of computer communication system. In fact,
MIP [34] provides more general approach of optimization even in case of non-series
parallel system configuration aswell as to design such configurationwith given linear
or nonlinear constraints as well as with multiple choices available of component
reliability. MIP [34] also provides a useful approach in parametric optimization
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problems. Among others, problem of where to allocate redundancy, problem of mix
of component (that allows for selection of multiple component choice, with different
attributes, for each subsystem) and modular or multi-level redundancy allocation are
some of the important issues in reliability optimization problems that can be solved
by MIP [34].

There have been other approaches [35, 36] for system design, like there has been
research on reliability optimization of systems that consist of multi-state system
[35]. Unlike two-state systems, multi-state systems assume that a system and its
components may take more than two possible states (from perfectly working to
completely failed). A multi-state system reliability model provides more flexibility
for modelling of system conditions than a two-state reliability model [36].

For probabilistic risk and safety, fuzzy set theory [37] provides the most appro-
priate framework for its assessment and optimization. Misra and Weber [38] used
fuzzy set theory to compute probabilistic risk for carrying out level 1 study of risk in
case of nuclear power plant case. This approach can also be used to optimize safety
using fault tree methodology [39].

1.7.2 Designing for Sustainability

Designing for sustainability requires selecting a measure by which the sustainability
can be reckoned. At present, the sustainability aspect of performance is not quan-
tifiable in probabilistic terms just as the dependability is, but may be in near future
that is possible to do. Once that is done, it might become possible to aggregate all
attributes in some way to define overall design criterion in probabilistic terms and
optimization could then be carried out with respect to cost or any other aspect of
life-cycle attribute.

Fortunately, we have life-cycle assessment (LCA) methodology, also called life-
cycle analysis methodology that can provide us a measure for assessing environ-
mental impacts associated with all stages of the life cycle of a product, system,
process or service (from cradle to grave). For instance, in the case of a manufac-
tured product, environmental impacts can be assessed from raw material extraction
stage (mining, drilling, etc.), processing reusable materials, metal melting and so
on, through the product’s manufacture (ensuring that processes are not polluting or
harmful to employees), distribution (materials used in packaging are environmen-
tally friendly and are recyclable) and during the product use, to the recycling or
final disposal of the materials composing it (to grave). The end-of-life treatment
of a product is also important as some products may produce dangerous chemicals
into environment (air, ground and water) if they are disposed of in a landfill. The
design of products should be such that the overall energy consumption throughout
the product’s life. The products should also be designed such that they could be easily
disassembled at the end of their life and parts be reused if required and minimum
energy is used to achieve this.
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An LCA study involves a thorough inventory of the energy and materials that are
required across the industry value chain of the product, process or service, and calcu-
lates the corresponding emissions to the environment. LCA thus assesses cumulative
potential environmental impacts. The aim in improving sustainability is to improve
the overall environmental profile of a product. An LCA can be used to forecast the
impacts of different production alternatives on the product and thus helps choose
the most environmental-friendly process. A life-cycle analysis can serve as a tool to
determine the environmental impact of a product or process. Proper LCAs can help a
designer compare several different products according to several categories, such as
energy use, toxicity, acidification, CO2 emissions, ozone depletion, resource deple-
tion andmany others. By comparing different products, designers canmake decisions
about which environmental hazard to focus on in order to make the product more
environmentally friendly.

Widely recognized procedures for conducting LCAs are included: International
Organization for Standardization (ISO), in particular, in ISO 14040 and ISO 14044,
which have become the reference standard for several other international standards
based on the life-cycle concept. Based on the ISO 14040-Environmental Manage-
ment—Life Cycle Assessment, Principles and Framework (ISO 14040: 2006) and
ISO 14044-Environmental Management, Life Cycle Assessment—Requirements
andGuidelines (ISO 14044 2006), recent developments led to a spin-off standard like
carbon footprinting (ISO 14067:2018). This document specifies principles, require-
ments and guidelines for the quantification and reporting of the carbon footprint of
a product (CFP), in a manner consistent with International Standards on life-cycle
assessment (LCA) (ISO 14040 and ISO 14044).

But at this moment perhaps carbon footprint can help us compute the degree
of sustainability since all materials, energy use, processes and even wastages in the
form of solids, fluids or gases do create carbon footprints when reckoned over the life
cycle of the product; it may help us provide a measure of sustainability. Therefore,
maximizing sustainability may be equivalent to minimizing the carbon footprint of
a product, system or service through all stages of life cycle, as shown in Fig. 1.2 of
a product, system or service.

1.7.3 Carbon Footprint: A Possible Measure of Sustainability

Carbon footprint is the total amount of greenhouse gases (GHG) produced directly
or indirectly during the different stages in the life cycle of products and services. It
is calculated by summing the emissions resulting from every stage of a product or
service’s lifetime (material production, processing, transportation, manufacturing,
sale, use phase and end-of-life disposal). This is also known as cradle-to-grave
product carbon footprint (PCF), which sums up the emissions from the extraction
of raw materials needed to generate the final product, through manufacturing of
precursors and the product itself, down to the use phase and disposal of the product.
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There is also a cradle-to-gate PCF, which considers only carbon footprint (CF) from
extraction of raw materials to production.

All materials leave a carbon footprint during manufacturing and use or disposal.
Carbon footprint can help in assessing the efficacy of the strategy of dematerialization
process as well as of energy saving and waste reduction, and thus can serve as the
measure sustainability effort. Carbon footprint is normally expressed in equivalent
tons of carbon dioxide (CO2), after summing up all the GHGs produced at each stage
of the life of a product; the PCF can also be expressed as grams or kilograms of CO2e
per unit of product. For example, the carbon footprint of a 330 ml can of Coke [40]
that has been purchased, refrigerated, consumed and then recycled by a consumer
in the UK is 170 g CO2e. The outcome of these calculations is often referred to
as product carbon footprints (PCFs), where carbon footprint is the total amount of
GHGs produced for a given activity where a product is some goods or a service that
is marketed. The development of public and international PCF standards is at a very
early stage. The first one to cover a wide range of diverse products, PAS 2050, was
published in October 2008 by the British Standards Institute and the Carbon Trust,
while the International Organization for Standardization only started to develop a
carbon footprint of products standard (ISO/NP 14067-1/2) in late 2008 [40]. Several
organizations have calculated carbon footprints of various products [41–50]. The US
Environmental Protection Agency has even assessed the carbon footprints of paper,
plastic (candy wrappers), glass, cans, computers, carpet and tyres, and so on.

Even energy generation or its use creates a carbon footprint. Studies show that
hydroelectric, wind and nuclear power always produced the least CO2 per kilowatt-
hour of any other electricity sources. Even renewable electricity generation sources,
like wind power and hydropower, emit no carbon from their operation, but leave a
footprint during construction phase and maintenance during their operations.

Material and energy are also consumed during each stage of life cycle. Therefore,
carbon footprinting can provide us a commonmeasure of evaluation of sustainability.
As mentioned earlier, the measure of carbon footprint can help us in assessing the
degree of sustainability we can achieve. In other words, we can determine the degree
of dematerialization we can achieve, that is, the amount of material required in
developing a product and how much waste will be created (solid or gaseous) and
how much polluting a process used in manufacturing of a product is, and finally how
much energy is being used during its manufacturing or during its use. All measured
in terms of carbon footprints and by summing up the entire carbon footprint over the
life cycle, that is,

CT = Cex + CM + Cuse + Cdis (1.1)

whereCT is the total carbon footprint created during the entire life cycle, andCex,CM,
Cuse and Cdis are the carbon footprints created during the extraction, manufacturing,
use anddisposal phases of the life cycle of the product, systemor service, respectively.

It may, therefore, be possible to arrive at an optimal design of a product, system
or service with respect to sustainability criterion.
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1.7.3.1 Carbon Footprint During Extraction (Cex)

There are several activities involved in the extraction of the minerals. The first one
is the process of extracting the ore from rock using a variety of tools and machinery.
The next is processing, during which recovered minerals are processed through huge
crushers or mills to separate commercially valuable minerals from their ores. The
ore is then transported to smelting facilities either through trucks or belt conveyors.
Smelting involves melting the concentrate in a furnace to extract the metal from its
ore. The ore is then poured into moulds, producing bars of bullion, which are then
ready for sale or use. The last stage in mining operations is closure and reclama-
tion. Once a mining site has been exhausted of reserves, the process of closing the
site occurs, dismantling all facilities on the property. The reclamation stage is then
implemented, returning the land to its original state. All these activities are energy-
intensive and create a substantial amount of carbon footprint. Therefore, Cex shall
be the total amount of carbon footprint created during extraction phase and must be
assessed reasonably.

It may be worthwhile to mention here that environmental impacts of methods
of extraction or mining can be very much different and should be carefully chosen
to produce minimum CF. For example, lithium production from hard mineral ore
uses large amounts of energy and chemicals and involves significant land clearing.
Production from brine ponds, where water is evaporated from high-lithium salty
groundwater, is thought by some researchers to be preferable environmentally, but it
still uses large amounts of water and toxic chemicals, which can pose risks to water
supply.

1.7.3.2 Carbon Footprint During Manufacturing (CM)

Wang et al. [41] show how carbon emissions during manufacturing phase can be
computed. The total carbon emission of a manufacturing phase, CMT, can be calcu-
lated as the sum of the carbon emissions generated from various processes and can
be expressed as follows:

CMT =
r∑

i=1

(CMe(i) + CMm(i)) +
s∑

j=1

CMf( j) (1.2)

where CMe(i) is the directed energy-related carbon emission of the i th unit process
in the manufacturing process plan, CMm(i) is the material-related carbon emission of
the i th unit process in the process plan of r processes of manufacturing and CMf( j)
is the indirect energy-related carbon emission of the jth zone in manufacturing plant
with s zones. The carbon energy emissions related to direct energy consumption
depend upon the state of equipment and process parameters, viz.,

Etotal(i) = Etip(i) + Eidle(i) + Ebasic(i)
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=
Ttip∫
0

Pi dt + Pidle · Tidle + Pbasic · Tbasic, (1.3)

where for the ith unit process, Etotal(i) is the total energy consumed and Etip(i) is
the energy associated with the productive part of the operation (e.g., energy during
cutting of the material) which is a function of operating parameters, Eidle(i) is the
“idle” energy consumed when there is no active processing, Ebasic(i) is the basic
energy consumed by fundamental activities of the manufacturing equipment, T tip is
total processing time, Pidle is the total power during idling, T idle is the time in a state
of being in idle state, Pbasic is the basic power, and T basic is the time in a basic state.
According to Hu et al. [45], if Pi is the total power during the process of cutting
material, it is sum of standby power Pu, cutting power Pc and additional load loss
power Pa (the certain power loss generated by the load of workpieces). Thus,

Pi = Pu + Pc + Pa. (1.4)

The energy from each unit process can then be converted to a carbon emission
using the following equation:

Ce(i) = Etotal(i) ∗ αelec (1.5)

where Ce (i) is the carbon emission of the energy consumed in the ith unit process
and αelec is the conversion factor for electricity to carbon emissions. αelec depends
upon the generation utility service and seasonal changes.

Similarly, material-related carbon footprint of a manufacturing unit in (1.2) can
be calculated as follows:

CMm(i) =
w∑

k=1

mk(i)αk(i) (1.6)

where CMm(i) is the total carbon emissions of the material flow for the i th unit
process in the process plan, mk(i) is the mass for the kth type of material used in
the i th unit process, and αk(i) is the conversion factor for the kth type of material to
carbon emission in the i th process.

The carbon footprint caused by auxiliary resource and energy consumptions of
ancillary equipment in manufacturing plant in jth zone can be calculated by multi-
plying the total indirect energy consumed in zone j with the conversion factor for
energy to carbon emissions (i.e., αelec), as expressed in (1.6):

CMf( j) = Ef( j) · αelec (1.7)

and (1.7) for a total of s zones of manufacturing plant will be given by:
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s∑

j=1

CMf( j) =
s∑

j=1

Ef( j) · αelec (1.8)

1.7.3.3 Carbon Footprint During Distribution of Finished Product

Finished product is often moved by manufacturers to retailors either by air, land or
sea transport. Because of this diversity, a simplified Eq. (1.9) based on PAS 2050
[42] and ISO 14067 [43] can be used to estimate the CF related to distribution. This
estimation considers measurements of different types of transport to ship the product
to its final destination.

Ce = �m × d × α f (1.9)

where Ce is the total GHG emissions in kg CO2eq related to the shipment and m
refers to the mass (kg) of the products when they are transported by air or land.
When considering sea transportation, m would refer to the volume occupied in m3.
d is the distance travelled during transport, and α f is a specific emission factor (in g
CO2eq/km) that considers relevant load factors to allocate CO2eq emissions.

1.7.3.4 Carbon Footprint During Use of Product (Cuse)

Carbon footprint (CF) during use phase of a product comprises mainly due to the
energy consumed by the product and the wastage created during the use phase of a
product.

The estimation ofCF in the use phase for an electronic device is based onPAS2050
[42] and ISO 14067 [43]. A simple Eq. (1.10) proposed in these standards estimates
the annual average of energy emission factors for a specific country, considering
the average energy consumption of the device in that country. The equation for the
estimation:

Cs = W × T × αf (1.10)

where Cs is the total GHG emissions during their useful life (g CO2eq); W is the
average electric power consumption in kWh, T is the average time in hours the device
is working; which based on the design; and αf is the specific emission factor that
depends on how electricity is generated in the country where the device is located (g
CO2eq/kWh).

The energy consumption of some products such as automobiles, appliances and
electronic devices is usually much higher in their use phase than in their production
or in the extraction and processing of materials used to make them.
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A substantial amount of PFC is created by products of general use. For example,
it has been estimated [40] that the consumable goods and appliances that an average
consumer in the UK buys and uses account for 20% of UK total carbon emissions
(not counting the energy to run them), of which food and non-alcoholic drinks, at
9%, comprise the largest category (Carbon Trust 2006).

Consumers have started showing interest in PCF information and would possibly
prefer carbon-labelled products and firms over others, while other things being equal
and would be willing to pay a premium price for products with lower footprints
than the ones not much different from organic price premium. However, they are
sceptical and show a preference for a third-party verification for claims made by low
CF products. Since PCF is based on LCA, it is likely to have a higher degree of
credibility with consumers than any other sort of claims made by manufacturers or
retailers in relation to the climate-change attributes of products.

The energy during the use phase of a product can be cut down using the concept of
energy sufficiency actions which comprises the actions which reduce energy demand
by changing the quantity or quality of services that we can get from products, such
as:

• Reducing the duration/frequency of usage, and using products differently
• Unplugging a product instead of leaving it on standby
• Using a tablet instead of a computer to surf on the internet
• Dimensional better sizing of energy-using products to match people’s true needs
• Collaborative increased sharing of products
• Sharing a Wi-Fi access.

1.7.3.5 Carbon Footprint During Disposal (Cdis)

When a product reaches the end-of-life, it can be either disposed of or recycled, or
reused. Methods to reckon emissions in this phase are based on PAS 2050 [42] and
depend on the final treatment given to the product. If the product is disposed of as
waste in a landfill, it will not generate GHG emissions because it is not composed of
organic matter. The remaining disposal methods, namely reuse and recycling, would
however generate emissions.

Reuse refers to considering a new use to some part of the product instead of
discarding it. PAS 2050 [42] provides an expression to simplify the calculation of
GHG emissions using (1.11):

GHGemissions = (a + f )/b + c + d + e (1.11)

Recycling transforms matter using energy demand to execute it. PAS 2050 [42]
offers different options to assess emissions relatedwith this process, depending on the
transformation that the product undergoes. One method considers that the recycled
material does not maintain the same inherent properties as the virgin material input;
for this case, emissions are estimated using (1.12).
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The other method considers that recycled material maintains the same inherent
properties as the virgin material input; for this case, emissions are estimated using
(1.13). Selection of the method depends on the knowledge of the material and its
capacity to be recycled.

E = (1 − R1)EV + R1ER + (1 − R2)ED (1.12)

E = (1 − R2)EV + R2ER + (1 − R2)ED (1.13)

where R1 is the proportion of recycled material input; R2 is the proportion of material
in the product that is recycled at end-of-life; ER are emissions and removals arising
from recycled material input per unit of material; EV are emissions and removals
arising from virgin material input per unit of material; and ED are emissions and
removals arising from disposal of waste material per unit of material. As mentioned
before, in these stages, the location of the product is important to estimate the CF.

When considering the recycling process, data availability of EF per material in
each location limits the estimation ofGHGemissions.Moreover, comparisonofGHG
emissions is complex because of the differences encountered in the collection and
recycling methods of materials according to the technological level applied [44] for
different locations. However, different methods to obtain recycling EF per material
are based on ISO 14067 [43] and PAS 2050 standards, which is why emission factors
are directly applied in the proposedmethodology and EF permaterial is based on ISO
14067 and PAS 2050 standards, which is why emission factors are directly applied
in the proposed methodology.

1.7.4 Use of Low Carbon Technologies

We have seen that for better sustainability, a low carbon footprint is essential. It is
also widely accepted that for a swift change to meet the Paris Agreement’s goals
of limiting global warming to below 2 °C, low-carbon technologies will be needed
for the world even to strive for 1.5 °C. This will trigger a strong demand for a wide
range of base and precious metals, such as aluminium, silver, steel, nickel, lead and
zinc along with cobalt, lithium and rare earth elements (REEs), which are a group of
17 chemically similar elements, each having unique properties, making them useful
for a wide range of technologies from low-energy lighting and catalytic converters
to the magnets used in wind turbines, electric vehicles and computer hard-drives.
Neodymium (REE) is relatively abundant in the Earth’s crust, but difficult to find in
good concentrations to make it economic to mine. The demand for neodymium will
become more prevalent if direct-drive technology is used for offshore wind power,
since it uses neodymium in its permanent magnets.
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Nickel is another ingredient needed for batteries and is expected to form a large
demand for future batteries. Nickel is already widely used in stainless steel produc-
tion. Manganese is also used in batteries, and is an essential ingredient in steel.
Copper is widely used as a conductor for power, as well as general wiring, motors
and so on. Both copper and manganese are among the most widely extracted metals
in the world. Clean technologies also rely on lithium and cobalt. Lithium is crucial
ingredient of lithium-ion batteries which are used in smartphones to electric vehicles,
but which now pose the biggest demand from consumers. The lithium-ion batteries
are used by car makers, including Tesla, BMW, Ford and Nissan. Cobalt, a silver-
grey metal produced mainly as a by-product of copper and nickel mining, is another
essential component of the cathode in lithium-ion batteries. It is also used in several
industrial and military applications. Many other metals are used to a larger or smaller
extent in clean-energy production and low-carbon technology. Indium and gallium,
for example, are used in the coatings of photovoltaic filmand have also been identified
by the EU report as critical materials.

A 2015 UNEP report reckoned “cradle-to-grave” GHG emissions of clean-energy
sources and are commonly 90–99% lower than for coal power. The report observed
that wind, solar PV, concentrated solar-thermal, hydro and geothermal sources of
power generated less than 50 g of CO2 equivalent per kilowatt hour (gCO2e/kWh).

1.8 Hypothesizing Dependable and Sustainable Designs

Our concern in performability engineering is not limited to designing products,
systems and services for performance in conventional sense of dependability but
also consider optimizing the processes that create them. It is not difficult to visualize
that by employing the strategy of dematerialization, minimum energy and minimum
waste while maximizing the yield and developing economically viable and safe
processes (clean production and clean technologies),we will have minimal adverse
effect on the environment during production, use and disposal (at the end of the life)
phases of life cycle. This is basically the goal of performability engineering.

The author, therefore, like to propose a two-stage procedure for designing optimal
products, systems and services with respect to performability which not only would
be dependable but also be sustainable, or in otherwords,will have high performability
over the specified period of time, usually the life cycle. There are two alternatives
to improve sustainability. One way is to use better technology requiring minimum
material and energy. The other way to improve sustainability is to use of improved
processes resulting in minimum waste. This can probably be done in the following
stages, namely,

1. In the first stage, we can develop a base case design with minimum cost using
alternative technologies solely from the dependability (reliability,maintainability
and safety) consideration. These designs should meet all the technical and func-
tional and operational specifications of the product, system or service being



1 Assessment of Sustainability is Essential for Performability … 35

designed under the specified conditions of use. We arrange these designs with
alternate technologies (say, three) D1, D2 and D3 in increasing costs, remem-
bering that the costs associated with these designs (C1, C2 and C3) are the
minimum costs for the corresponding technologies D1, D2, D3, such that C1

< C2 < C3. Now to start the design iteration, we select the technology D1 with
minimum cost of C1.

2. In the second step of design, we need to assess the degree of sustainability of the
design D1 arrived at in the first step by calculating the carbon footprints of the
product for all the processes used to produce the base case design considering the
carbon footprints over of the products life cycle under use and disposal phase.

3. Next, we need to explore the possibility of improving upon the sustainability of
designs arrived at in the first step by reviewing the technology used and hard-
ware designwhichwill offer an advantage ofminimization ofmaterial and energy
requirement of the product being designed alongwith the advantage ofminimiza-
tion of waste generated by this product during its manufacturing and use and
disposal stages over the entire life-cycle period. This can be tried using several
alternative technologies, substitute materials or processes. Several alternative
designs using various technologies can be evaluated.

4. Let CF1, CF2 and CF3 be the carbon footprints using designs D1, D2 and D3,
whichever design among the D1, D2, D3 offers the advantage of better sustain-
ability, that is, minimum carbon footprint over the life cycle that is adopted as
the base case design replacing the earlier one, selected in Step 1.

5. We can now check upon dependability. If the optimum design arrived at in
Step 4 offers a better dependability or at least equal to earlier dependability,
the design will be done. In other words, we have a product design which satisfies
the criterion ofmaximized dependabilitywithminimumcost aswell as optimized
sustainability. In other words, it offers a design with minimum carbon footprint.
Otherwise, we move to step 3 to start next iteration.

Lack of data available with the author does not permit actual quantitative eval-
uation of the optimum design. It is expected that those organizations or institutes
with reliable carbon footprint data under their possession will take the lead in this
direction. It is just an elementary step towards it.

Sustainability requires that the processes used in manufacture of products, system
or services must be clean and non-polluting. Again a reward/or penalty can be intro-
duced in assessing the cleanliness of the processes. The sustainability criterion also
requires that the product process should be waste free or should have means of
utilizing the waste created by the production processes. Sustainability criteria also
require that the energy requirement for the production process as well as during the
productmaintenance should beminimumandmay possibly use clean energy sources.
Reuse and recycle possibilities should be rewarded suitably in the design model.
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The alternative modern technologies, such as nanotechnology etc. also widen the
possibilities of such a realization of a product design. In fact, the concept presented in
this chapter may help provide new ideas of research for design of high performability
systems, products and services. This chapter only discusses the concept of such a
possibility and what may come in the twenty-first century for researcher is to explore
further.

1.9 Conclusion

This chapter has explored the possibility of assessing sustainability using the concept
of carbon footprints that all materials, energy use and processes create so that future
products, systems, and services can be optimally designed with minimum carbon
footprint or high performability. It is expected that these designs shall be more envi-
ronmental friendly as well as economic over their entire life cycle, while offering
high performance. The concept of using performability as design criterion is farwider
than just reliability or dependability, which has been used by engineers and designers
in the past without bothering the environmental impact the design will create in the
long run. However, there is much research needed to be done in this area. It is hoped
that this chapter would help generate interest and develop new ideas in this area.
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Chapter 2
Performability Considerations
for Next-Generation Manufacturing
Systems

Bhupesh Kumar Lad

Abstract Globally, the manufacturing industry is gearing up for the next level of
industrial revolution, and it is called smartmanufacturingor Industry 4.0. This chapter
aims to discuss various aspects of performability for next-generation manufacturing
systems. “Intelligence” is identified as an essential dimension of performability for
such systems. Various elements of this new dimension are discussed, and the associ-
ated technologies are mapped. New business models that utilize the performability
of the next-generation manufacturing systems are presented. Finally, a new philos-
ophy, namely, “Manufacturing by Mass,” is built to capitalize the full potential of
intelligent factories.

Keywords Industry 4.0 · Performability · Smart manufacturing · Business
models · Intelligent manufacturing ·Manufacturing by mass

2.1 Introduction

Performability is an aggregate attribute measuring the designer’s entire effort in
achieving sustainability for a dependable product (Misra [1]). Performability delib-
erates on sustainability along with other factors like quality, reliability, maintain-
ability, and safety, as shown in Fig. 2.1. Hence, it reflects an all-inclusive aspect of
performance of any product or system.

One of the important areas of application of performability concepts is in the field
of manufacturing. Performability considerations in manufacturing are involved from
two different angles, viz., performability of manufacturing systems and performa-
bility of products produced through themanufacturing system. Though the performa-
bility is generally studied from the point of view of products, the concept of performa-
bility is equally important for manufacturing systems. Moreover, it is difficult to
separate these two angles of performability in manufacturing. For example, the
performability of products involves factors like sustainability and quality, which are
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Fig. 2.1 Performability of system (Misra [1])

directly related to the production processes. Similarly, the performability of manu-
facturing systems is directly linked with the performability of products produced
through the system. For example, Lad et al. [2] highlighted the link between product
quality and machine tool reliability. The same was then used for reliability and
maintenance-based design of machine tools.

The focus of the present chapter is on the performability ofmanufacturing systems.
Many studies focus on reliability, maintainability, maintenance, and life-cycle cost of
the machine tools, thereby addressing dependability aspect of the performability of
manufacturing systems (Lad et al. [3]). Sustainability considerations have also been
studied for manufacturing industries (Baas [4]). The manufacturing industry is going
through a paradigm shift powered by information and communication technology
(ICT) and artificial intelligence (AI). The fundamental shift in the manufacturing
paradigm calls for a new dimension to be added in the traditional performability
matrix. The present chapter does not intend to elaborate on any of the traditional
dimensions of performability for manufacturing systems. Instead, it aims to identify
and elaborate on the implication of the new dimension of performability for the
next-generation manufacturing systems.

2.2 Evolution of Manufacturing Systems

The manufacturing sector is going through fundamental changes by the fusion of
industrial production and information and communication technology (ICT). This
paradigm shift is referred to as the fourth industrial revolution. Figure 2.2 shows the
evolution of manufacturing systems.
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During first to third industrial revolution the manufacturing sector has shown a
significant increase in productivity and efficiency. Today, the fourth industrial revolu-
tionor Industry 4.0 has becomeahotspot for globalmanufacturing industries. It is also
called smart manufacturing or industrial internet. Industry 4.0 is making it possible
to connect machine-to-machine and machine-to-human due to the convergence of
the physical and the virtual (cyberspace) world in the form of cyber-physical systems
(CPS). It is converting the factories into fully connected and flexible systems called
smart factories. The fourth industrial revolution is expected to provide an unprece-
dented leap in productivity and efficiency of manufacturing systems. An increase in
operational efficiency will positively affect the performability of the manufacturing
system as it results in a smaller environmental footprint and, in turn, greater environ-
mental sustainability. Moreover, unlike all previous revolutions, which only released
human physical power, the fourth industrial revolution is expected to augment, if not
fully relieve, the human thinking power that is intelligence and innovatively change
the entire manufacturing paradigm (Li et al. [5]). Accordingly, the new industrial
paradigm is transforming the ways products are conceptualized, design, produced,
sold, and used, which in turn has brought new opportunities for organizations. In
such situations, conventional business models for manufacturing systems may not
be sufficient to meet the current challenges and utilize the opportunities offered
by the new industrial paradigm. Consequently, new and adapted business models
are needed (Ibarra et al. [6]). However, any such new business models will require
rethinking on performance engineering for new generation manufacturing systems.
New dimension is needed to be incorporated in the existing performability matrix,
and available technologies need to be mapped with this new dimension. This new
dimension of the performability matrix is discussed in the next section.
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2.3 Intelligence: A New Dimension of Performability

Next-generation manufacturing systems can be considered as flexible systems that
can self-optimize performance across a broader network, self-adapt to learn from
new conditions in real or near real-time, and autonomously run the entire produc-
tion processes (Burke et al. [7]). Based on the above definition and the overview
of Industry 4.0 presented in the previous section, it can be comprehended that the
performance of the smart factory is heavily dependent on howwell we design intelli-
gence in the system. Therefore, “intelligence” is added to the existing performability
matrix for the manufacturing systems. Figure 2.3 shows the updated performability
matrix. The intelligence can be further achieved by designing the following elements
into the next-generation manufacturing systems.

• System visibility
• Flexibility
• Networkability
• Real-time decision-making.

These elements are discussed in the following sub-sections.

2.3.1 System Visibility

Information plays a vital role in achieving the required level of intelligence for
any manufacturing system. Information is generated based on the data related to
the system and give system visibility and digital presence. For example, today’s
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Fig. 2.3 Performability of next generation manufacturing systems
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smart products can provide their identity as well as their current status and life-
cycle history. This information may be used for optimizing use and maintenance and
deciding end-of-life strategy for the product. Traceability of products sometimes
may be mandated by the customers, especially for industrial products. Therefore,
next-generation manufacturing systems should have the capability of collecting and
storing required good quality data. This requires identification and installation of
the right sensors for process monitoring like pressure sensor, temperature sensor,
accelerometer, etc.; extracting data from machine controllers; employing sensors
for tracking of materials, like RFID tags, bar code, etc. Obviously, data collection
consumes energy and resources. Hence, identifying the right information and its use
will be critical for making a sustainable smart manufacturing system. For example,
there is no value in putting sensors into machine tools if operation and mainte-
nance teams do not use these data in product improvement or proactive maintenance
planning of machine tools. These data need to be converted into useful information
which may be utilized later for decision-making. Descriptive, diagnostic, and predic-
tive analytics, including big data analytics, are essential parts of system visibility.
The ability of the smart factory to predict future outcomes, based on historical and
real-time data, is crucial in optimizing asset performances in terms of uptime, yield,
quality, and prevent safety issues.

Digital twin technology is used for digitizing the asset, including predictive capa-
bilities. This is the starting point for manufacturers to jump from automation (third-
generation factories) to intelligence (next-generation smart factories). A digital twin
of an industrial asset can be defined as a dynamic virtual replica of the physical
asset, which should ideally showcase identical behavior to the physical asset when
observed under identical conditions. It is essentially a computer algorithm, modeled
upon the entire functioning logic and real-life behavior of the asset, possessing the
characteristics of being aware, social, adaptable, and intelligent. Digital twins incor-
porate big data analytics, artificial intelligence (AI), and machine learning (ML)
to provide system visibility and create an interface for communication and further
decision-making in smart factory.

Industries exercise various options of processing data, like performing analytics
at the edge, at a local server, or a cloud. One needs to think about the most efficient
and safest way to achieve real-time capability and help in improving the outcomes of
manufacturing systems. For example, edge devices help in getting real-time insights
into the manufacturing operations by processing the data analytics close to where
the data is born. All these may help in getting useful information like remaining life
of the component, machine overall equipment effectiveness (OEE), and so on. This
information helps make more-informed business decisions (perspective analytics)
in a complex industrial environment. Also, technologies like virtual reality (VR)
and augmented reality (AR) are adding new dimension for operational visibility
and supporting the organizations on operational activities and operators’ training.
For example, with the help of VR and AR technologies, an operator can see the
performance of the machines while walking along with production facility on the
shop floor. If required, the operator can even adjust the machine without physically
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touching it. Thus, such bi-directional solutions not only enhance system visibility
but also create an interface for communication and further decision-making in smart
factory.

2.3.2 Flexibility

In terms of the design of machine tools, in contrast to the conventional CNCs that
are general-purpose machines, such smart machines are expected to be flexible, and
reconfigurable, which use mechanical control, hydraulic/pneumatic, and electrical
modules to achieve rapid adaptability for a customized range of operational require-
ments. Flexibility inmanufacturing systemmakes it possible to reconfigure itself and
quickly adjust production capabilities and capacities in the event of sudden changes
in the market. A flexible manufacturing system can execute many decisions without
human intervention. Such machines can even take action when requirements change.
The development and supply of machine tool systems that can fulfill the utmost
important requirements, such as flexibility, reliability, and productivity for mass
production are necessary (Mori et al. [8]). Designing different machining processes,
using the same machine tool, can reduce the total energy consumption during the
manufacturing process, the need for more substantial floor space in the plant, and
the cost per part (Shneor [9]). This not only will improve operational efficiency but
also add in sustainability of next-generation manufacturing systems. Additive manu-
facturing technology, agile and collaborative robotic systems, smart materials, etc.,
are promising technologies for achieving the required level of flexibility coupled
with high-precision and repeatability. Such technologies help improve responsive-
ness and innovation. Besides, greater process autonomy helps reduce human effort
and fatigue, which in turn positively impacts industrial safety.

2.3.3 Networkability

At the operational level, the next-generation manufacturing systems can be seen as
a process of connected business optimization in real time. Performability of such a
process largely depends on the seamless integration or networkability of all devices
into a vast manufacturing infrastructure. Interoperability and security are the two of
themost essential elements of the networkability. In order to achieve interoperability,
it is important to store the data in some standard format that can be utilized by
various stakeholders. ZVEI and Platform Industry 4.0 standardization committees
and standards like eCl@ss or IEC 61,360 talk about Industry 4.0 semantics (ZVEI
[10]).

As mentioned in Sect. 2.3.1, data related to the assets are used for the creation of
digital twins. These digital twins act on behalf of the physical machines and make
decisions in smart factories. One of the key challenges in the creation of digital twin
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is the interoperability between the applications managing the manufacturing system
and making the assets discoverable in the Industry 4.0 network (Chilwant et al. [11]).
Asset administration shell (AAS) technology is evolving as a possible solution to
address this challenge. AAS can be viewed as the bridge between a tangible asset
and the IoT world or, in other words, the data model which is based on the digital
twin. Besides, a seamless connection requires data exchange between products from
different manufacturers and across operating systems. Data exchange standards like
OPC unified architecture (OPC-UA) are used for a safe, reliable, manufacturer, and
platform-independent industrial communication (OPC [12]).

Connected assets make the manufacturing vulnerable to hacking attacks. Intel-
lectual properties and business secrets like design, process flow, process parameters,
business models, etc., are susceptible to such attacks. Smart factories need to develop
and implement effective, adaptive, and autonomous cyber defense and response
mechanisms to secure vital cyber-physical data flowswithin amanufacturing system.
For example, block chain is one of the technologies which brings distributed peer-
to-peer network architecture to improve the security and scalability of cloud manu-
facturing. With the application of smart contracts (SC), block chain technology can
be employed to provide a fast and secure platform for machine-to-machine (M2M)
communication (Christidis et al. [13]).

2.3.4 Real-Time Decision-Making

The performance of smart factories depends on how quickly and proactively it reacts
to the change in demand, machine health, inventory, lead time, etc. Thus, real-time
decision-making capability is an essential element of the performability of the next-
generation manufacturing system. Such systems are virtually a network of connected
assets represented by respective digital twins. It involves both internal and external
assets. Thus, there are many connected operations in such systems. Real benefits of
Industry 4.0 can be realized only if these networked operations are optimized jointly.
However, despite the interdependencies, conventionally, many of these operations
are treated independently. For example, production planning, maintenance planning,
quality planning, etc. are usually done in isolation (Kumar et al. [14]). This neces-
sitates a managerial-level round table discussion for fine-tuning of multiple inter-
dependent decisions before implementations. This brings in subjectivity, delayed
decisions and may lead to sub-optimal solutions. Moreover, in smart manufacturing,
advanced data analytics aims to provide shop floor decisions without human inter-
vention. Thus, managerial-level coordination for effective execution of individual
decisions will be out of trend (Kumar et al. [14]). Thus, Industry 4.0 calls for joint
optimization of connected operations within and outside the factory.

Though imperative, integration brings in computational complexity, which poses
significant challenge in terms of responsiveness of the value chain. Responsiveness
is the second important requirement from any smart factory. This can be understood
with a simple example of a two-machine sequencing problem. Let there be 7 jobs to
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be processed on two machines in series. Let the processing time of these jobs on two
machines are such that sequence that minimizes makespan, obtained using one of the
heuristics like Jonhson’s rule, is 1–2–3–4–7–5–6. Let the same sequence is imple-
mented on the shop floor. Let us consider two cases of possible disturbance in the
system. The disturbance is caused when a new job (say job 8) enters into the system.
Two cases are considered. One when the demand for job 8 comes when the system is
processing job 2, and second when the system is processing job 7. The conventional
approach is to schedule the new job, i.e., job 8, after all the preplanned jobs are
finished, i.e., at the end of the optimal sequence, viz., after the completion of job 6
in this example. An alternate approach is to quickly replan the sequence whenever
the disturbance occurs. Figure 2.4 shows a comparison of both the approaches. It can
be seen that even for such a small problem, dynamic replanning helps in improving
the system performance. Such changes are widespread in any real-life industrial
systems. It creates opportunities for performance improvement. However, it requires
quick and real-time decision-making. If the decision-making is not autonomous,
quick, and real-time, then the conventional approach, viz., “not disturbing current
schedule,” may win the preference of the managers, which in turn may result in sub-
optimal performance. Next-generation manufacturing systems have the potential to
capture such missing opportunities at a much larger scale.

Traditionally used solutions for decision-making in manufacturing industries
do not address the above requirements adequately. Most of these algorithms fail
to provide a real-time solution when integrated with existing enterprise resource
planning (ERP) or manufacturing execution system (MES). Moreover, they are not
developed considering the intelligence of the system in mind. For example, tradi-
tional scheduling algorithms neither utilize M2M communication nor intelligence
available with individual machines. Thus, a novel approach is required to deal with
two conflicting challenges, viz., integration and responsiveness of decision-making
for the next-generation manufacturing systems. Moreover, such solutions should be
based onmachine-to-machine communication, intelligence available with individual
assets, predictive analytics, etc. Distributed or decentralized decision-making from
the point of view of computation can solve the problem of responsiveness. Joint
planning from the point of view of functional consideration can solve the problem
of integration. Thus integrated yet distrusted approaches may be useful. Distributed
simulation helps in distributing time-consuming computation that comes with the
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Fig. 2.5 a Comparison of objective function value (vertical axis) for decentralized (right bar)
and centralized (left bar) approach for increasing problem size (horizontal axis) b comparison of
computation time (vertical axis) for decentralized (bottom line) and centralized (upper line) approach
for increasing problem size (horizontal axis). Note Objective function is a negative function (i.e.,
minimization problem)

stochastic simulation of an intricate model, over multiple computing systems. Each
entity of the enterprise is simulated as a virtual entity (digital twin) on a different
computer. This allows for a finer level of detailing while modeling the entity, without
compromising on the efficiency in terms of computation time.

Figure 2.5a, b show the expected performance of such decentralized approaches.
Figure 2.5b shows the required responsiveness of a distributed approach with
increasing problem size. Figure 2.5a shows the expected quality of the solution. It
shows that for smaller size problem decentralized approach may give similar perfor-
mance as that given by a centralized approach. For larger size problems, though, the
performance of the decentralized approach may not be as optimal as that given by
a centralized approach; however, quick response (Fig. 2.5b) may help in capturing
more market share and, in turn, will make the decentralized results comparable or
even better. Interestingly, for a very large problem size, the decentralized approach
may give better result, as the centralized approachmay not be able to provide optimal
results due to problem complexity. On the other hand, decentralized approach may
provide better solution as the benefit of more effective local level optimization may
dominate in the overall solution quality. Approaches developed by Kumar et al. [14]
and Upasani et al. [15] confirm similar results. More research can be focused in this
direction to automate the level of integration and distribution for various problems
in connected business optimization.

2.4 Performability-Technology Mapping

Designing the performability into the manufacturing systems requires adopting
various technologies. Table 2.1 shows the mapping of technology with the performa-
bility elements. A brief overview is already presented in Sects. 2.3.1–2.3.4. The
present chapter does not intend to discuss these technologies in detail. It is important
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Table 2.1 Performability
elements and technology
mapping

Performability
elements

Performability
requirements

Technology aspects

System visibility Process monitoring
Product traceability

Digital twin
Big data and
industrial analytics
Sensors systems
Advanced
human–machine
interface
Artificial
intelligence and
machine learning
Computer vision
Augmented reality
and virtual reality
Edge devices
Smart sensors

Networkability Interoperability
Network safety

Asset administration
shell
Cloud computing
IoT
Cybersecurity
MTconnect, OPC
UA standard, etc
Block chain

Flexibility Reconfigurability
Automation

Reconfigurable
machine tools
Additive
manufacturing
Agile and
collaborative robotic
systems
Advanced/smart
materials

Real-time
decision-making

Integrated
decision-making
Decentralized
decision-making

Distributed
decision-making
Agent-based
decision-making
Integrated decision
making
Simulation modeling
Augmented reality
and virtual reality

to mention here that it is often not possible or practical to immediately acquire or
introduce all these technologies in the existing system. Moreover, these technologies
adoption incur significant cost. A long-term technology roadmap may be required
to meet the goal of the business. Thus, the performability elements and associated
technologies need to be linked with business goals.
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2.5 Business Models for Intelligent Manufacturing Systems

Intelligent manufacturing systems powered by enhanced system visibility, flexibility,
networkability, and real-time decision-making offer many benefits. Some of these
are as follows:

• Improved productivity,
• Improved asset optimization,
• Reduced operating cost,
• Improved quality of products.

Besides, the intelligent factory offers novel business opportunities.Until industries
explore and adopt these new business opportunities, it is not possible to extract
full benefits of performability of the next-generation manufacturing systems. Novel
business models are required to explore these new business opportunities. Some of
the novel business models are given by the following:

• Servitization,
• Co-creation,
• Dynamic pricing,
• Mass customization,
• Manufacturing as a service.

2.5.1 Servitization

Traditionally, manufacturing industries were focused on selling the products. Lately,
companies realized that customers do not always need ownership of the product.
Many times, they are only interested in functions provided by the products. Realizing
this,manufacturing companies started focusing on satisfying the customers’ needs by
selling the function of the product rather than the product itself, or by increasing the
service component of a product offer. Servitization is thus defined as the processes
to shift from selling products to selling integrated products and services that deliver
value in use (Baines et al. [16]). It is also called product service system (PSS).
Servitization helps in increased differentiation in the market and continued revenue
generation. Some of the examples of servitization are given in Table 2.2.

Performability characteristics of next-generation manufacturing systems play a
greater role in making PSS or servitization a sustainable model. For example, a gas
turbinemanufacturer whowants to provide long-term availability contract alongwith
the product, i.e., gas turbine, would need real-time data extraction and descriptive,
predictive analytics to optimize its maintenance plans, and earn maximum profit
from the contract. This requires the manufacturing companies to invest in system
visibility and networking technologies discussed earlier.

By using a service to meet some needs rather than a physical object, more needs
can be met with lower material and energy requirements. For example, the “Pay
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Table 2.2 Examples of servitization

Company name Product PSS offerings

Xerox (Kowalkowaski et al. [17]) Office equipment Pay-per-use model (1996)
Annuity-based business models (2002)
Xerox splits into two companies: one
hardware-centric and one
service-centric (2016)

Rolls-Royce (Ostaeyen [18]) Aircraft engine Power-by-the-hour service package,
whereby maintenance, repair, and
overhaul are charged at a fixed price per
hour of flight to the customers (i.e.,
airline companies)

Philips lighting (Ostaeyen [18]) Lighting systems Selling a promised level of luminance
in a building, according to a Pay per
Lux concept

per Lux” concept helps the company in providing the exact amount of light for
workspaces that employees need when using them for specific tasks, i.e., no more
and no less. Thus, it consumes optimal energy for the specific requirements of the
customer. This will lead to lower environmental impact over the life cycle.

Servitization requires coordinated efforts by various stakeholders like industry,
government, and civil society to create and to facilitate the establishment and smooth
functioning of such systems. For example, many electronic products like mobile
phones, computers, etc., today have a very short life expectancy and users tend to
change them very frequently as soon as technology changes. This creates huge e-
waste. PSS can play a significant role in managing this e-waste while creating new
business opportunities for companies. Companies may sell such products or owner-
ship of such products for a shorter duration along with their replacement services.
Companies may reduce the cost of reliability growth due to lesser life expectancy of
the products. Alternatively, companies may reuse some of the parts in other products,
thus reduce the cost of manufacturing. Benefits to the customers are that they do not
need to pay more for short-duration use of the product and also do not have to worry
about the disposal of e-waste that they generate. If the governmentmakes strict norms
for e-waste disposal, the customer will be motivated to go for such product service
offerings of the manufacturer.

2.5.2 Co-Creation

Co-creation is the process of involving customers, suppliers, and various other stake-
holders at different stages of the value-creation process. Though the co-creation
concept is not new for industries, its application was not very common in practice.
Table 2.3 presents some closely matching models used by some of the companies.
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Table 2.3 Co-creation example

Company Concept used

LEGO (Manufacturers of toys) Lego created an online platform called “LEGO Ideas,”
where customers can submit their designs. Some of the
highly voted designs are selected for production and
worldwide sale (LEGO [19])

Made.com
(E-retail furniture company)

Made Talent Lab of Made.com company hosts an annual
online contest called “Made Emerging Talent Award,” in
which budding new designers can submit their work for
other designers and customers to vote on. Design that gets
the highest votes is produced and sold (MADE.COM [20])

BMW (Automobile manufacturer) In 2010 BMW co-creation Lab allowed consumers to get
closely involved in the design process from start to finish
(BMW [21])

Digitization and networking capability present in the smart industry has the
potential to take the co-creation business model to the next level. For example,
social networking platforms, advanced user-friendly 3Dmodels creation tools, cloud
computing, 3D printing technology, virtual and augmented reality, etc. can diminish
the boundary between the manufacturing industry and its customers and suppliers.
This may take innovation to new heights.

2.5.3 Dynamic Pricing

As the name suggests, dynamic pricing is a strategy in which product price gets
updated, depending on the market demand. This is widely used in e-commerce
sectors. There are few evidences of the implementation of dynamic prices in manu-
facturing sectors. For example, Dell Computers offers dynamic pricing based on
parameters such as demand variation, inventory levels, or production schedule (Biller
et al. [22]). However, the integration of pricing, production, and distribution deci-
sions in manufacturing environments is still in its early stages (Biller et al. [22]).
Technologies like internet of things (IoT), data analytics, and real-time decision-
making, coupled with direct to customer (DTC) concept are creating opportunities
for manufacturing industries to earn more profit by optimizing their product price
dynamically. For example, a connected factory can dynamically update the price of
the product if it can quickly optimize its value chain and estimate its operations cost
by considering real-time demand, inventory, supplier discount, etc. Thus, faster and
integrated decision-making is the key to success for such a business model.
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2.5.4 Mass Customization

Mass customization offers a higher level of customization along with low unit costs
associated with mass production. It allows a manufacturer to customize certain
features of a product while still keeping costs closer to that of mass-produced prod-
ucts. James et al. [23] presented four different ways to achieve mass customiza-
tion, viz., collaborative, adaptive, cosmetic, transparent. These approaches differ
on whether the customization is offered on product features or its representation
(Fig. 2.6). Flexibility ofmanufacturing systems is important in realizing this business
model.

2.5.5 Manufacturing as a Service

Manufacturing as a Service (MaaS) is a concept where manufacturers share their
manufacturing equipment via internet to produce goods. It is also called cloud manu-
facturing (Tao et al. [24]). It is similar to the concept of cloud-based services, for
example, Google’s Gmail service, where a company uses such services but doesn’t
buy or maintain its servers. Thus, the server cost is shared across all the customers of
the cloud services. Similarly, manufacturing companies that provide manufacturing
as service make their facility available for other manufacturers (customers). Thus,
customers do not retain full ownership of all the assets they need to manufacture
their products. The cost of ownership of such assets, viz., cost of machines, mainte-
nance, software, networking, andmore, is distributed across all customers.Aproperly
designed MaaS model can help in reducing manufacturing costs. Manufacturers will
be able to offer more customization options to customers by taking advantage of flex-
ibility offered by shared manufacturing facilities. The performance of such a model
relies on real-time insight into the status of manufacturing equipment. Performability
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enabler technologies like sensors, data analytics, internet of things (IoT), and cloud
computing has the potential to bring this revolutionary change in the manufacturing
business. For example, AI can help the manufacturers to identify the right service
provider, right design, right material, etc. to reduce the cost of the product.

2.6 Manufacturing by Mass Philosophy for Intelligent
Manufacturing

The next-generationmanufacturing systems suggest an integration of shop floor deci-
sions and insights with the rest of the supply chain and broader enterprise through an
interconnected information and operations technologies (IT/OT) landscape (Burke
et al. [7]). Such systems designed with performability characteristics discussed in the
preceding sections can fundamentally change manufacturing business and enhance
relationships with suppliers and customers. It can give birth to a new philosophy
in manufacturing called “Manufacturing by Mass.” Here, the term “Mass” stands
for “Customers.” The philosophy suggests that customers can play an active role
in the connected business processes of the smart factory. It not only can design or
customize the product but also can actively participate in the business processes like
planning of procurement of raw materials, internal shop floor planning, outsourcing
decisions, etc. In contrast to the conventional business philosophies where customer
is always a paying entity, in this new philosophy, the customer can even earn revenue
while purchasing or producing its product from any manufacturing facility. From the
point of view of the production system, it can be looked at as a high variety-high
volume system, i.e., mass customization as well as mass production. The same is
shown in Fig. 2.7 using a volume–variety curve along with the evolution of manufac-
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turing system. Though conflicting, it is achievable scenario for the next-generation
manufacturing systems.

To understand the above philosophy, the following example is added, and the
same is depicted in Fig. 2.8. In this, a user communicates directly with a digital
agent of a smart factory using a humanoid communication platform. Such platforms
are akin to the social networking platforms used by humans. Such platforms, apart
from humans, also have digital agents of machines and other industrial entities in
the network. Let a customer creates a personalized or highly customized design of a
product utilizing an interactive design platform powered with artificial intelligence
and finalizes a feasible design for production in coordination with the industrial
digital agents in the network.

Digital agent of the smart factory identifies a group of machines and other produc-
tion facilities and raw material suppliers required for the production of the designed
product. The digital twins of these machines form a group and perform its internal
operations planning and supply planning through the autonomous decision-making
and quickly provide a cost estimate to the customer. Being a personalized product, the
cost is expected to be very high. Industry agent in such situation explores the global
customer pool through the humanoid platform and analyzes their past purchasing
behavior andother online activities and identifies potential customers for the designed
product.Data analytics can easily cluster these customers into different categories like
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the most probable customer, the least probable customers, etc. For all possible cases,
industry agents will quickly perform integrated planning of inventory, production
scheduling, batch sizing (in case machines process other products also), etc. consid-
ering its capacity. It may also use cloud manufacturing to identify other connected
industries, if the demand exceeds its internal capacity. Consequently, the industry
can decide quantity to be produced and the corresponding number of customers to be
contacted through the online platform. Industry agent pings to those many customers
and receive some confirmed orders. The offered cost for the product is expected to
be significantly lower as the same is required in bulk now. As a result, many of the
interested customers are expected to accept the proposal. The result is that a highly
customized product is produced in mass. In a way, the digital network is connecting
customers with other customers and offering benefits of mass production by creating
a win–win situation for all.

Also, if the design is novel, the industry may even explore the options of sharing
intellectual property (IP) benefits to the original customer who designed the product
in consultation with the digital agent of the industry. Thus, customers can even earn
revenue while participating in the business network. The above scenario may be
an extreme case, and not all the industries may require this extreme. For example,
instead of entirely personalized products, it can be just a customized product based
on the available options provided by the company. In such cases, IP sharing may not
be involved. Similarly, all industries may not go for cloud manufacturing and restrict
the production and demand management to its internal capacity. Industries may still
follow the rest of the procedure mentioned above to attract new demand and produce
that customize product in bulk. Secondly, all the technologies and business models
mentioned in earlier sections in this chapter are essential to achieve theManufacturing
by Mass philosophy. In essence, Manufacturing by Mass is a philosophy to realize
the benefits of the performability of next-generation manufacturing systems.

2.7 Conclusions

With the change in the industrial scenario, customers’ expectations, and the emer-
gence of new technologies, the performability matrix for the manufacturing systems
requires update. This chapter identifies “intelligence” as the new dimension of
performability for the next-generation manufacturing systems, and elaborates on its
various elements. It also emphasizes that the link between performability, technology
and business model is key for achieving ultimate benefits of the performability of
the manufacturing systems. It is explained that if this link is adequately established,
then it may help in evolving a new philosophy in manufacturing.

Figure 2.9 summarizes the overall conclusion of the chapter. The present chapter
is expected to ignite new discussions and research in the area of the performability
of manufacturing systems and its role in evolving new philosophy in manufacturing.
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Fig. 2.9 Broader
perspective of performability
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Chapter 3
Functional Safety and Cybersecurity
Analysis and Management in Smart
Manufacturing Systems

Kazimierz T. Kosmowski

Abstract This chapter addresses some of the issues of the integrated functional
safety and cybersecurity analysis and management with regard to selected refer-
ences and the functional safety standards: IEC 61508, IEC 61511, ISO 13849-1
and IEC 62061, and a cybersecurity standard IEC 62443 that concerns the indus-
trial automation and control systems. The objective is to mitigate the vulnerability
of industrial systems that include the information technology (IT) and operational
technology (OT) to reduce relevant risks. An approach is proposed for verifying the
performance level (PL) or the safety integrity level (SIL) of defined safety function,
and then to check the level obtained taking into account the security assurance level
(SAL) of particular domain, for example, a safety-related control system (SRCS), in
which the given safety function is to be implemented. The SAL is determined based
on a vector of fundamental requirements (FRs). The method uses defined risk graphs
for the individual and/or the societal risk, and relevant risk criteria, for determining
the performance level required PLr or the safety integrity level claimed SIL CL, and
probabilistic models to verify PL/SIL achievable for the architecture of the SRCS
considered.

Keywords Smart manufacturing systems · Industry 4.0 · Information technology ·
Operational technology · Safety-related control systems · Functional safety ·
Cybersecurity

3.1 Introduction

Nowadays, manufacturers face ever-increasing variability demands for innovative
products, greater customization, smaller lot sizes and viable in practice supply-chain
changes. However, disruptions also occur causing production delays and manufac-
turing losses. In many industrial sectors various hazards and threats are present or
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emerge that contribute significantly to the business and insurance risks [1]. Manu-
facturers to be successful have to choose and incorporate technologies that help
them quickly adapt to dynamic changes in business environment while maintaining
high product quality and optimizing the use of energy and resources to limit envi-
ronmental emissions and pollutions. Such technologies form the core of emerging,
information-centric, and the so-called smart manufacturing systems (SMSs) that
should be designed and operated to maximize the business potential, in particular
the use, flow and re-use of data throughout the enterprise and between cooperating
companies [2].

The SMS design and operation principles, and business expectations, are similar
to those that stand behind the Industry 4.0 technological concept being in dynamic
development [3]. These concepts include new interesting ideas, models, solutions
and tools, related to the information technology (IT) and the operational technology
(OT), ranging from innovative software supporting business planning and manage-
ment, using the artificial intelligence (AI) and big data (BD) applications, and the
cloud technology (CT), to innovative production and maintenance supporting soft-
ware tools, and advanced automation solutions, for example,AutomationMLconcept
based on mechatronic metamodels [4]. More and more important functions are to be
assigned to the distributed industrial control systems (ICS), operating often in sophis-
ticated computer networks, to be designed using the wire and wireless technologies
for communications.

The CT is a relatively new technology of increasing interest that has signifi-
cant potential to support the effectiveness of the SMSs operating in changing busi-
ness environment. This technology in principle supports the implementation of
advanced internet technologies, currently in dynamic development and use, known
as the internet of things (IoT) and the industrial internet of things (IIoT) [5]. Nowa-
days, the factory automation and process control systems, networks and protocols
within the OT are increasingly merged with those of IT. Requirements formulated
for the OT and IT are in principle different, but the networks and protocols for
communication in the SMS must allow for effective and safe convergence of the
IT and OT systems [6], especially when a concept of machine-to-machine (M2M)
communication techniques is applied in the industrial interconnected systems.

Therefore, the questions may be raised concerning the security issues of such
technical solutions in the context of the reliability and safety requirements. Lately,
considerable efforts have been undertaken by the research community to identify
existing and emerging problem areas [7, 8], point out more important issues that
require further research to support the development and implementation in industrial
practice of advanced safety and cybersecurity requirements and technologies [9].
These aspects are considered in some publications from the point of view of tech-
nology resilience, in particular, a cyber resilience that should be carefully reviewed
in the computer systems and networks to be designed or modernized [10].

The expectations of the industry are high and some institutions have been involved
in practically oriented research to propose new solutions for implementation in the
industrial hazardous plants [11–13]. Proposing integrated safety and security analysis
methodology to support managing of hazardous systems is undoubtedly challenging.
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It concerns especially the systems to be designed to achieve possibly high functional
safety and cybersecurity goals of relevant domains to bemanaged in life cycle [14]. It
depends on decisions and actions undertaken by responsible management and engi-
neering staff in given industrial company and is influenced significantly by awareness
of the safety and security culture to be carefully shaped in time [15].

The complexity of industrial systems and networks, sometimes without clear
hierarchy in informationflow for controlling various processes, operating in changing
internal and external environment, emerging of new hazards and threats, can make
some additional challenges to reach, in practice, high level of system reliability and
safety [16, 17]. No less important in such systems are the security-related issues,
especially those influencing potentially the risk of high consequence losses [18,
19]. An important issue in industrial practice is the business continuity management
(BCM) [20] that requires careful consideration of various aspectswithin an integrated
RAMS&S (reliability, availability, maintainability, safety and security) framework.
In such analyses the risk evaluation andmanagement in life cycle is of special interest
for both the industry and insurance companies [21]. Such issues are of significant
interest also in the domain of performability engineering that have been stimulated
by Misra for years [22].

In this chapter an approach is proposed for integrated functional safety and cyber-
security analysis and management in the SMSs and hazardous plants in the context
of the design and operation of the industrial automation and control systems (IACSs)
[14, 23]. The idea of the SMSs assumes the openness of markets and flexible coop-
eration of companies worldwide. It could not be effective without relevant interna-
tional standardization. However, some problems have been encountered in industrial
practice due to toomany existing standards that have been published by various inter-
national organizations. Unfortunately, the contents of some related standards were
not fully coordinated or require updating. It concerns, in particular, the IT and OT
design principles in relation to the IACS functionality and architecture requirements
with regard to the safety and security aspects [2, 6].

The main objective of this chapter is to outline a conceptual framework for inte-
grated analyses of the functional safety solutions according to generic functional
safety standard IEC 61508 (7 parts) [24], and the IACS cybersecurity, outlined in
IEC 62443 (14 parts) [23]. For reducing vulnerability of the IT and OT systems and
reduce risks of hazardous events, especially of high consequences, a set of seven
fundamental requirements (FRs), defined in the IEC 62443-1 standard, is taken into
account to determine the SAL of the domain considered.

The method proposed uses the individual and/or societal risk graphs for deter-
mining the performance level required (PLr) [25], the safety integrity level required
(SILr) [24, 26] or the safety integrity level claimed (SIL CL) [27] of consecutive
safety functions to be defined in the analyses. These levels are then verified to indi-
cate the PL or SIL to be achieved in designed SRCS of architecture proposed, in
which particular safety function is to be implemented. For that purpose, relevant
probabilistic model of SRCS is developed with regard to potential common cause
failures (CCFs), when the redundancy of hardware is proposed. Then, the verified
SIL is validated with regard to determined SAL of relevant domain, for example,
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the domain of SRCS in which particular safety function is implemented, including
internal and external communications.

In the analyses and assessments to be carried out, both quantitative and qual-
itative information available is used, including expert opinions. The analyses and
assessments are based on classes defined or categories distinguished. For related
evaluations some performance indicators are of interest, in particular the so-called
key performance indicators (KPIs) defined, for example, in the standard [28] and
numerous publications [e.g. 1].

3.2 Architectures and Conceptual Models of Complex
Manufacturing Systems

3.2.1 Manufacturing System General Architecture

Opinions are expressed, based on evidence from industrial systems and networks,
that the SMSs are driving unprecedented gains in production agility, quality, and
efficiency across manufacturers present on local and global markets, improving both
short-term and long-term competitiveness. Specifically, the SMSs use the informa-
tion and communication technologies along with advanced software applications to
achieve the following main goals [2]:

– support intelligent marketing for better production planning,
– develop innovative technologies and products,
– optimize the use of labour, material, and energy to produce customized, high-

quality products for the long-term or just-in-time delivery,
– quickly respond to the market demands and supply chains with support of

advanced logistics system.

Various categories of computer applications are used in industrial practice for
supporting in achieving these goals including [2, 14]: ERP (enterprise resource
planning), CRM (customer relationship management), SCM (supply chain manage-
ment), MES (manufacturing execution system), CMM (computerized maintenance
management), PLM (product lifecycle management) and so on.

The ability of potentially disparate systems to gather and exchange the production
and business data rests critically on information technology and related standards that
enable communication and services for running, supervising and coordinating effec-
tively various processes in normal, transient and abnormal conditions. It becomes
evident that a manufacturer’s sustainable competitiveness depends on its capabilities
with respect to cost, delivery, flexibility and quality, but also the reliability, safety
and security of processes and assets.

The SMS’s technical and organizational solutions should maximize those capa-
bilities and profits by using advanced technologies that promote rapid flow and
widespread use of digital informationwithin and betweenmanufacturing systems [2].
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However, it is necessary to consider and assess various risks during the SMS design
and its operation to reduce significant risks of potential major losses. It should be
supported by the insurer having experience and knowledge gathered from industrial
practice [1].

An example of the complex system consisting of theOT, IT andCTnetworks illus-
trating generally their functional and architectural issues of convergence is shown
in Fig. 3.1. The OT is in the process of adopting the same network technologies as
defined in the IT system at an increasing rate, so these two systems begin to merge
together. It is expected that the use of the CT in favour of IT and OT will make addi-
tional business models and automation structures possible and profitable. Combining
these domains is often referred to as the internet of things (IoT) or industrial internet
of things (IIoT) [6]. However, such merging can cause some cybersecurity-related
problems in relevant domains that require special treatment in the design and in the
operation of the IT and OT systems, especially when using the CT network is to be
considered [6].

An approach is proposed below for integrated functional safety and cybersecurity
evaluation aimed at indicating rational solutions in the context of reducing relevant
risks. In the functional safety approach the safety functions [12, 16] are defined to
be implemented within the SRCSs, for example, the basic process control system
(BPCS) [24], the safety instrumented system (SIS) in process industry [26] or in
the machinery sector using, for example, the safety programmable logic controller
(PLC) or the relay logic solutions [25, 27] (see the OT part in Fig. 3.1). Adoption of
the same networks within the OT and IT systems may be justified regarding costs,
but requirements concerning the functional safety and cybersecurity in the domains
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of OT and IT are usually different, which might lead to new challenges in bridging
these different technological worlds [6].

3.2.2 Traditional Reference Model of the Manufacturing
System

A traditional reference model is based on the ISA99 series of standards derived from
the generic model of ANSI/ISA-95.00.01 (Enterprise-Control System Integration),
and represents the manufacturing system as the connection of following functional
and logical levels (Fig. 3.2):

Level 0—Manufacturing processes: It includes the physical processes and basic
process equipment, sensors and actuators, equipment under control (EUC) [24]
that are the elements of safety-related system (SRS) for implementing the safety
function (SF); these devices are periodically tested and subjected to the preventive
maintenance (PM);
Level 1—Basic control: This level includes: local area network (LAN) controller,
input/output (I/O) devices, communication conduits, and the PLCs; the devices of
this level contribute to the continuous control, discrete/sequence control, or batch
control;
Level 2—Area control: This level allows to implement functions for monitoring
and controlling the physical process; it consists of LAN and local elements of
the control and protection systems, human–machine interface (HMI) on local
equipment panels;
Level 3—Site manufacturing and control: For example, the distributed control
system (DCS)/supervisory control and data acquisition (SCADA) software that
includes: a human–system interface (HSI), an alarm system (AS) and a deci-
sion support system (DSS) for the site control human operators; at this level the
manufacturing execution system (MES) is placed;

Level 3: Site Manufacturing and Control

Level 2: Area Control

Level 1: Sensing and Basic Control

Level 0: Manufacturing Processes, I /O Devices

Level 4: Site Business Planning & Logistics

Enterprise
Security Zone

Time-frame:
months

weeks

days

shifts

hours

minutes

seconds

milliseconds

IT

OT

DMZ

DMZ

Cell Security Zone

Level 5: Enterprise Network

Manufacturing
Security Zone

Fig. 3.2 Traditional reference model of the SMS based on ANSI/ISA95 standard
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Level 4—Enterprise business planning and logistics: This level is characterized
by the business planning and related activities, including logistics, using often the
enterprise resource planning (ERP) system to manage and coordinate effectively
business and enterprise resources required in manufacturing processes;
Level 5—Enterprise network: At this level additional external functions are
to be realized, for example, business and logistics-related support by the CT
applications.

Levels 0–3 are to be designed and operated with regard to relevant technical and
functional requirements and specifications assigned to the OT network. The levels
4 and 5 are essential parts of the IT network. The purposeful and reliable system-
oriented functional convergence of these networks has to include the functional safety
and cybersecurity-related aspects. Nowadays, in case of the SMS, an intensive use
of the cloud technology is of interest in industrial plants.

In such openmanufacturing system, the safety and security aspects require special
attention of the designers and operators [14, 29]. From the information security point
of view an important role is to be assigned to the cell security zone (CSZ) and
the demilitarized zone (DMZ) placed in Fig. 3.2. The safety and security issues, in
particular the functional safety and cybersecurity solutions, obviously require careful
treatment and management in life cycle.

Many internal and external influences, hazards and threats should be considered
in the operation process of the OT and IT systems. Basic features of these system are
illustrated in Fig. 3.3. Expected lifetime of the OT system is often to be evaluated in
the range of 10–20 years, but only 3–5 years in the case of IT [30]. For characterizing
of the OT an AIC (availability, integrity and confidentiality) triad is usually used to
prioritize basic safety and security requirements, but a confidentiality, integrity, and
availability (CIA) triad is to be assigned to the IT network.

The SMS’s reliability, safety and security is influenced by external and internal
factors, including human and organizational factors [15]. For high reliability and
availability of the OT system an operational strategy should be carefully elaborated

Fig. 3.3 Basic features
concerning the OT and IT
systems

IT network
Lifetime 3-5 years

CIA triad (prioritizing):
1. Confidentiality
2. Integrity
3. Availability

OT network
Lifetime 10-20 years

AIC triad (prioritizing):
1. Availability / Reliability
2. Integrity / Safety
3. Confidentiality 

Functional / technical specifications; Inspection and testing plans
Preventive maintenance strategy; Incident management procedures

External business and environmental influences 
Organisational and human factor influences
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that includes: inspection, testing, preventivemaintenance plans and incidentmanage-
ment procedures [21] to reduce the risk of major consequences due to potential
hazardous events.

3.2.3 RAMI 4.0 Reference Architecture Model

Another recently published reference architecture model is the RAMI 4.0 (Refer-
ence Architectural Model for Industry 4.0), developed to support relevant business-
oriented decision-making in practical applications [3, 31]. It seems to be also useful
for the reliability, safety and security-related systemic analysis and management in
the SMS [14]. This model describes the key elements of manufacturing system based
upon the use of structured layers with distinguishing three axes:

– Architecture axis (see Fig. 3.4) of six different layers indicating the information
depending view from the assets to business;

– Process axis (value stream) for including the various stages within the life of
assets and the value-creation process based on IEC 62890;

– Hierarchy axis (hierarchy levels) for assigning the functional models to individual
levels based on IEC 62264 and IEC 61512.

Some remarks concerning the security aspects are as follows:

– Layers—security-related aspects apply to all different levels; the risk evaluation
has to be considered for the object/assets as a whole;

– Value stream—the owner of the object must consider security across its entire
life-cycle;

Life Cycle & Value Stream
IEC 62890

Business

Communication

Layers

Functional
Information

Integration
Asset Control Device

Enterprise
Work CentersStation

Field DeviceProduct

Connected World

Hierarchy Levels
IEC 62264 / IEC 61512

Development
M/U

Production
Maintenance/Usage

Type Instance

M/U

Fig. 3.4 The reference architecture model RAMI 4.0 for Industry 4.0 concept (based on [31])
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– Hierarchy levels—all objects/assets are subjected to the security considerations
(based on the risk evaluation) and need to possess or provide relevant security
characteristics for fulfilling their tasks, thanks to applying appropriate protections.

Opinions are expressed that new opportunities are opened up by the Industry 4.0
idea, but also bring a host of challenges. Security by design, for instance, becomes
an indispensable element in designing within Industry 4.0 concept. In some cases,
security will be an enabler of new business models [31]. Security-related require-
ments can act in many cases as a skeleton that carries and holds together all of the
structural elements within RAMI 4.0model and, as a result, the design of the Industry
4.0 components and interrelated systems.

The security-related aspects can also play a role at relevant points of intersection
between the various levels. This means that requirements shall be derived for some
points of intersection by more specific analyses. The solutions have to be found
for these requirements based on new capabilities of the Industry 4.0 components
involved in the specific application in question. The manufacturers, integrators and
asset owners should all be involved in implementing a holistic safety and security
concept that brings the technical and organizational measures together [14, 31].

3.2.4 Knowledge and Standards Supporting the SMS
Operational Analyses Including Functional Safety
and Cybersecurity Aspects

Designing and operating of the SMS require a wide knowledge and considerable
efforts. A rational way to deal with relevant issues is at least to consider existing
standards. Examples of standards to be of interest in developing operational models
of the SMS and the IACS are listed in Table 3.1. In Table 3.2, selected standards and
publications useful for supporting the functional safety and cybersecurity analysis
based on relevant risk analysis and management methods are collated.

Due to a considerable number of existing standards, the problem lays in purposeful
selection of relevant standards, reports and publications, depending on the objectives
of analyses. Some of these standards and publications, developed by various orga-
nizations to support the design and operation of the SMS or hazardous industrial
plant, include mainly the functionality aspects of the IACS, and also some aspects
to be included in related reliability, safety and security analyses. The objective is to
improve functionality and to limit risks related to production goals with regard to
criteria defined.

Nevertheless, a considerable research effort is still necessary to be undertaken
directed towards development and successful implementation methods useful for the
integration of existing methods and models. As it was mentioned, this chapter is
directed towards integration of the functional safety and cybersecurity analyses of
the SRCS as a part of the IACS.
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Table 3.1 Selected standards useful for developing the operational models of the SMS and its
IACS

Topic Related standards Remarks

Administration shell IEC 62794 TR Reference model for representation of
production facilities (digital factory)

IEC 62832 Industrial process measurement, control
and automation—Digital factory
framework

Life cycle and value stream IEC 62890 Life cycle status

Hierarchy levels IEC 62264/IEC 61512

ANSI/ISA 95 Enterprise control system levels

Configuration IEC 6104 EEDL Process control and electronic device
description language (EDDL)

IEC 6523 FDT Information technology, Organization
identification schemes

Engineering, data exchange IEC 61360/ISO 13584
IEC 61987
IEC 62424
IEC 6214
ISO/IEC 20248

Standard data elements
Data structures and elements
Between P&ID tools and PCE-CAE tools
For use in industrial automation systems
Automatic identification and data capture

Communication IEC 61784-2
IEC 61158
IEC 62351

Real-time ethernet (RTE)
Industrial communications networks
Power system information infrastructure

Condition monitoring VDMA 24582 Fieldbus neutral reference architecture for
condition monitoring in factory
automation

OPC UA
AutomationML

IEC 62541 Open platform communications unified
architecture

IEC 62714 The automation mark-up language

3.3 Functional Safety Analysis and Management in Life
Cycle

3.3.1 Safety Functions for the Risk Reduction

The functional safety is defined as a part of general safety of an industrial hazardous
plant installation or manufacturing machinery, which depends on a proper response
of the SRCS during abnormal situation or accident to avoid or limit undesirable
consequences. The functional safetymethodology has been formulated in the generic
standard IEC 61508 [24] and is appreciated in the design and operation of the elec-
tric/electronic/programmable electronic (E/E/PE) systems. Different names of the
SRCS are used in various industrial sectors, for example, the safety instrumented
systems (SIS) in case of the process industry sector [26], or the safety-related elec-
trical control system (SRECS) formachinery [27]. Such systems are to be designed to
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Table 3.2 Selected standards and publications useful for functional safety and cybersecurity
analyses including the risk evaluation and management

Topic Related standards and
publications

Remarks

Risk management ISO 31000
ISO 31010
ISO/IEC 27001

Risk management—guidelines
Risk assessment techniques
Information security management
systems

ISO/IEC 27005 Information security risk
management

Functional Safety
SIL—safety integrity level
PL—performance evel

IEC 61508
ISO 13849-1 (PL)
IEC 62061
IEC 61511

Generic standard FS of SRCS
Machinery
Production lines/systems
Process industry

IACS cybersecurity
SL—security level
SAL—security assurance
level

IEC 62443 Computer systems/networks
security

ISO 22100-4 DTR Safety of machinery—security
aspects

VDI 2182 IT security for industrial
automation

IEC 63074 CD1 Security aspects of SRCS

IEC 62351-12 TR Security recommendation for
power systems

Smart manufacturing/
Information security
and risk management

NIST IR 8107 Standards for smart
manufacturing systems

NIST SP 800-30 Guide for risk assessments

NIST SP 800-39 Managing information security
risk

NIST SP 800-53 Security and privacy control

NIST SP 800-82 ICS security

NIST SP 800-171 Protecting controlled information

perform specified safety functions to ensure that evaluated risk is reduced to the level
specified for the particular industrial installation, and then maintained at a specified
tolerable level during the life cycle of the system [16, 32].

Two different requirements are to be specified to ensure appropriate level of
functional safety [24]:

– the requirements imposed on the performance of particular safety function being
designed for the hazard identified,

– the safety integrity requirements, that is, the probability that the safety function
will be performed in a satisfactorywaywhen potential hazardous situation occurs.

The safety integrity is defined as the probability that a safety-related system, such
as the E/E/PE system or SIS, will satisfactorily perform defined safety function under
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all stated conditions within given period of time. For the safety-related system, in
which defined safety function is to be implemented, two probabilistic criteria are
defined as presented in Table 3.3 for four categories of the SIL [24, 26], namely:

– the probability of failure on demand average (PFDavg) of the SRCS in which
particular safety function is to be implemented, operating in a low demand mode,
or

– the probability of a dangerous failure per hour (PFH) of the SRCS operating in a
high demand or continuous mode.

The SIL requirements for SRCS to be designed for implementing specified safety
function stem from the results of the risk analysis and assessment to reduce suffi-
ciently the risk of losses taking into account specified risk criteria, namely for the
individual risk and/or the group or societal risk [24]. If the societal risk is of interest,
the analyses can be generally oriented on three distinguished categories of losses,
namely [16, 24]: Health (H), Environment (E) or Material (M) damage, then the
safety integrity level required (SILr) for particular safety function is determined as
follows:

SILr = max (SILH
r , SILE

r , SILM
r ) (3.1)

In case of the machinery only the individual risk is to be considered, and then the
performance level required (PLr) [25] or the safety integrity level claimed (SIL CL)
[27] is determined. The SRCS of machinery operates in a high demand or continuous
mode, and therefore the PFH probabilistic measure (per hour) is to be evaluated and
then assessed against relevant interval criteria.

Figure 3.5 illustrates these interval criteria of PFH in the context of risk graph for
determining PLr according to ISO 13849-1, and a method for determining SIL CL
described in IEC62061. The risk related to identified hazards is to be evaluated taking
into account a measure of harm severity (S) that could result from that hazard, and
the probability of occurrence of that harm. According to the ISO standard 12100 and
ISO 22100 [33], the PFH is influenced by an exposure measure (F) of the person(s)
to the hazard considered, the occurrence rate of hazardous event resulting, and the
possibility (P) to avoid or limit the harm.

Thus, the PLr for a safety function considered is determined according to the left
side risk graph in Fig. 3.5, taking into account specific parameters to be evaluated

Table 3.3 Safety integrity levels and probabilistic criteria to be assigned to safety-related systems
operating in a low demand mode or high/continuous mode

SIL PFDavg PFH [h−1]

4 [10–5, 10–4) [10–9, 10–8)

3 [10–4, 10–3) [10–8, 10–7)

2 [10–3, 10–2) [10–7, 10–6)

1 [10–2, 10–1) [10–6, 10–5)
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during the risk analysis [14, 25]. The PLr categories, denoted from a to e, are related
to required levels of the risk reduction, being highest in case of category e, which is
equivalent to SIL CL 3 according to IEC 62061 [27].

Having the PLr or SIL CL determined as described above, the relevant level has
to be verified, whether it can be achieved by the SRCS of architecture proposed by
the system designer, in which particular safety function will be implemented. The
verification of the SRCS is based on the PFH probabilistic measure evaluated using
appropriate probabilistic model. The result obtained is compared with the interval
criteria presented in Fig. 3.5, and verified level PL or SIL is indicated that should be
equal or higher than required.

For instance, if the PL (e.g. PL e) or SIL (e.g. SIL 3) obtained are equal or higher
than the PLr (PL≥PLr) or SILCL (SIL≥SILCL), respectively, than the architecture
proposed can be accepted. Otherwise, it is necessary to proposemodified architecture
and repeat the verification process as described above. It is worth to mention that the
architecture includes the hardware, software and human component. The verification
and validation procedure has to be carried out for each safety function considered to
be implemented in the SRCS [25, 27].

3.3.2 Issues of the Safety Integrity Level Verification

As it was mentioned above, generally the SIL verification can be carried out for two
categories of the operation mode, namely: (1) low operation mode, or (2) high or
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Fig. 3.5 Risk graphs for determining required performance level PLr or safety integrity level
claimed SIL CL (based on standards [25, 27])
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continuous mode of operation [24, 34]. The former is characteristic for the process
industry [26], and the latter is typical for themachinery [27] or the railway transporta-
tion systems, and also for monitoring and the real-time control of any installation
using the DCS/SCADA technology.

Typical hardware architecture of an E/E/PE system [16], shown in Fig. 3.6,
consists usually of three subsystems: (A) sensors and input devices (transducers,
converters etc.), (B) logic device (e.g. safety PLC or safety relay modules) and (C)
actuators, that is, the EUC and other output devices.

Such safety-related system constitutes a specific architecture of the hardware,
softwaremodules and communication conduits. The logic device comprises typically
a safety PLC with its input and output modules. The subsystems shown in Fig. 3.6
can be generally of KooN configuration, for example, 1oo1, 1oo2 or 2oo3. Their
hardware fault tolerance (HFT) is understood as ability of the subsystem to perform
a required function in the presence of faults or errors [24]. The HFT (0, 1, 2) is an
important parameter to be considered in final verification of the subsystem’s SIL for
the evaluated value of a safe failure fracture (SFF).

Any redundant system, for example, the SRCS, is prone to a common cause failure
(CCF) that can contribute significantly to decreasing its dependability due to potential
failure mechanisms depending on the site-specific influence factors. The CCF is a
failure resulting in one or more events, causing coincident failures of two or more
channels in a multiple channel system, leading to the system failure. The multiple
failures may occur simultaneously or over a period of time. Various probabilistic
models are proposed to deal with CCF in safety-related systems, in particular the
E/E/PE systems or SIS [24]. The CCF contribution in the PFDavg or PFH is usually
incorporated using the β-factor method [34].

If diagnostic tests run in each channel that can detect and reveal only a fraction of
the failures, it is justified to divide all failures into two categories: (1) those that lie
outside the coverage of the diagnostic tests (cannot be detected) and (2) those that
lie within the coverage (detected by the diagnostic tests). The overall failure event
probability per time unit of the subsystem is dangerous (D) failure due to potential
failures including CCF is a function of several parameters [24, 34]

PFCCFD = f (λDuβ, λDdβD, . . .) (3.2)

where:

A. Sensors
KAooNA

B. Logic
KBooNB

C. Actuators
KCooNC

Communication

Electric power 
supply

Fig. 3.6 General architecture of the E/E/PE system or SIS for implementing the safety function
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Table 3.4 Proposal for
evaluation values of β or βD
for subsystems [24]

Score for
S or SD

Values of β or βD
for the logic subsystem
(%)

Values of β or βD
for the sensors or
actuators (%)

≥120 0.5 1

[70, 120) 1 2

[45, 70) 2 5

<45 5 10

– λDu is the rate of danger (D) undetected (u) failure in a single channel, influencing
the probability of failures that lie outside the coverage of the diagnostic tests; β

is the common cause failure factor for undetectable dangerous faults, which is
equal to the overall β-factor that would be applicable in the absence of diagnostic
testing;

– λDd is the rate of a danger (D) detected (d) failure in a single channel, influencing
the probability of failures that lie within the coverage of the diagnostic tests, βD is
the common cause failure factor for detectable dangerous faults; as the repetition
rate of the diagnostic testing is increased, the value of βD falls increasingly below
β.

In given subsystem probabilistic modelling of the value of β is determined for the
score S = X + Y to be evaluated for factors specified in the standard IEC 61508 and
the value of βD is evaluated for the score SD = X (Z + 1) + Y as it is presented in
Table 3.4. These scores are evaluated respectively for the logic subsystem, and for
the subsystems of sensors and actuators (final elements). In evaluating scores for X
and Y, the following factors should be taken into consideration [24]:

(1) Separation/segregation,
(2) Diversity/redundancy,
(3) Complexity/design/application/maturity/experience,
(4) Assessment/analysis and feedback of data,
(5) Procedures/human interface,
(6) Competence/training/safety culture,
(7) Environmental control,
(8) Environmental testing.

Each of these factors is divided into several sub-attributes with specified sub-
scores to be added to obtain final score, respectively for X and Y, and finally for S
and SD. The value of Z in calculating SD depends on the diagnostic test interval and
the diagnostic coverage (DC). For instance, in case of the subsystem of sensors or
actuators, if DC ≥ 99% and the diagnostic test interval is between 2 h and 2 days, it
is suggested: Z = 1.5. If the test interval is greater than 1 week, then Z = 0 [24].

Thus, the values of β and βD parameters used in the probabilistic modelling of
subsystems depend significantly on factors specified in IEC 61508 and the expert
opinions collected during the functional safety analysis of the E/E/PE system or SIS.
In publication [34] two examples are presented of the SIL verification of given SRCS
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architecture using the probabilistic models of subsystems with regard to the CCF
analysis. The architectural constrains with regard to the safe failure fraction (SFF)
for subsystems were also considered. It seems to be justified to assume that some
categories of factors specified above are also relevant in case of the cybersecurity
analysis.

3.4 Cybersecurity of the Safety-Related Control System

The security-related remote attacks are becoming increasingly important threats to
the IT and OT systems, especially the IACS operating within industrial networks of
hazardous plants [6, 8, 23] and the SMSs characterized in this chapter and publica-
tions [2, 3, 14]. The internal or external threats can initiate an ITorOT security-related
incidents with the potential to adversely impact the SRCS and machinery operations.
Vulnerability understood as a security-relatedweakness of the IT and/orOTnetworks
that can be exploited by various threats to trigger hazardous events making losses. It
is an important issue to be adequately treated in the BCM [20].

A threat may be either passive or active. In case of the passive threat the agents
usually gather information by casual communications with employees and contrac-
tors. Examples of active threats are as follows [19, 33]: database injection, spoofing
and impersonation, phishing, malicious code, Denial of Service (DoS), escalation of
privileges, physical destruction, etc. The analyses should be also carried out to iden-
tify the SRCS vulnerability that can be exploited by threats, potentially impacting
the safety of entire manufacturing system.

The IT security risks shall bemitigated through the combined efforts of component
suppliers, the machinery manufacturer, the system integrator, and the machinery end
user [23].Generally, the potential responses to the security risks should take following
steps [33]:

(a) eliminate the security risk by design (avoiding vulnerabilities);
(b) mitigate the security risk by risk reduction measures (limiting vulnerabilities);
(c) provide information about the residual security risk and the measures to be

adapted by the user.

The standard IEC 62443 [23] proposes an approach to deal systematically with
the security aspects of the IACS. Four security levels (SLs) are defined that are
understood as a confidence measure that the IACS is free from vulnerabilities and
it functions in an intended manner. In the standard IEC 63074 [19] these levels are
also proposed to deal with the SRCS security of machinery.

The SL is related to seven foundational requirements (FRs):

FR 1—Identification and authentication control (IAC),
FR 2—Use control (UC),
FR 3—System integrity (SI),
FR 4—Data confidentiality (DC),
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FR 5—Restricted data flow (RDF),
FR 6—Timely response to events (TRE), and
FR 7—Resource availability (RA).

Thus, instead to express the SL as a single number, it is proposed to apply a
related vector of seven FRs specified above. Such vector is proposed for describing
the security requirements for a zone, conduit, component or system. It may contain
the integer numbers of SL from 1 to 4 or 0 to be assigned to consecutive FRs. A
general format of the security assurance level (SAL) is defined as follows [23]:

SL - ? ([FR], domain) = [
IAC UC SI DC RDF TRE RA

]
(3.3)

where: SL-?= (required) the SL type-possible formats are: SL-T= Target SAL, SL-
A = Achieved SAL, and SL-C = Capabilities SAL vector; [FR,] = (optional) field
indicating the FR that the SL value applies; domain= (required) is applicable domain
that SL applies—this may be procedure, system or component—when applying
the SL to a systems, it may be for instance: Zone A, Machinery B, Engineering
Workstation, etc.

For instance, according to the standard [23], it can be written as follows:

(a) SL-T (Control System Zone) = [2 2 0 1 3 1 3],
(b) SL-C (Engineering Workstation) = [3 3 2 3 0 0 1],
(c) SL-C (RA,SafetyPLC)=3; in this example only theRAcomponent is specified,

instead of a seven-dimensional SAL vector SL-C.

Thus, three type of vectors describing SLi for consecutive FRi of particular domain
are distinguished:

– SL-T (Target SAL)—the desired levels of security;
– SL-C (Capability SAL)—the security level that device can provide when properly

configured;
– SL-A (Achieved SAL)—the actual level of security of a particular device.

The SLi numbers provide a qualitative information addressing relevant protection
scope of the domain or zone considered, for example, for the IACS or the SRCS as
its part, as presented in Table 3.5.

Table 3.5 Security levels and protection description of the IACS domain [19, 23]

Security levels Description

SL 1 Protection against casual or coincidental violation

SL 2 Protection against intentional violation using simple means with low
resources, generic skills and low motivation

SL 3 Protection against intentional violation using sophisticated means with
moderate resources, IACS specific skills and moderate motivation

SL 4 Protection against intentional violation using sophisticated means with
extended resources, IACS specific skills and high motivation
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For instance, in the case of FR 1—identification and authentication control
(IAC)—the security levels shall be interpreted in a following way “Identify and
authenticate the SRCS users by mechanisms against” [19]:

– causal and coincidental access by unauthorized entities (SL 1),
– intentional unauthorized access by entities using simple means (SL 2),
– intentional unauthorized access by entities using sophisticated means (SL 3),
– intentional unauthorized access by entities using sophisticated means with

extended resources (SL 4).

For improving the SRCS security it is suggested to elaborate guidance (the
instruction handbook) for the end user that includes the following issues [19, 33,
35]:

(A) Restriction of logical/physical access to the IT systems with potential influ-
ence on safety, for example, using internal IT systems with risk reduction
measures, such as firewalls, antivirus tools, etc.; providing authentication and
access control mechanisms, such as card readers, physical locks, according
to specifications of manufacturer or integrator; disabling all unused external
ports/interfaces and services, etc.;

(B) Detection and reaction on IT-security incidents with potential influence
on safety, for example, checking regularly means for detecting failed IT
system components or unavailable service according to the specifications of
the machine/component manufacturer; being responsive for vulnerabilities
resulting from a new IT security threat and potential attack;

(C) In case of remote maintenance and service, for example, using provided means
for setting up and ending a remote access session according to the specifications
of the machine/component manufacturer; using encryption means for initiating
a remote service according to the specifications of the machine/component
manufacturer; watching any remote access session with a restriction of duration
for remote access, and so on.

Such topics should be included and carefully treated in a security information
and event management (SIEM) to be developed and used proactively in practice
according to requirements given in ISO/IEC 27001 [36], and supported by the infor-
mation security risk management as suggested in ISO/IEC 27005 [37]. Its specific
requirements to be formulated should include the target SAL (SL-T) and then verified
as achieved SAL (SL-T) taking into account the capability SAL (SL-C) of technology
applied. Defined system requirements (SRs) and specific requirement enhancements
(REs) for consecutive FRs to be fulfilled at relevant SLs from 1 to 4 are specified in
the IEC 62443 standard [23] and a recent publication [14].
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3.5 Integrated Functional Safety and Cybersecurity
Analysis and Management

The IEC 62443 [23] series of standards consists of 14 parts but some of them are
still in development. The main objective of this series is to cover important topics
of the IACS security entirely. In the second edition of the generic functional safety
standard IEC 61508 [24] it is suggested to use the IEC 62443 standard to deal with the
cybersecurity issues at the design stage and operation of the programmable safety-
related control systems. Up to now, though, the IEC 61508 and IEC 62443 standards
have been rather loosely linked [29]. As it was mentioned, also in case of the SRCS
of machinery there is a need to deal more systematically with security issues, as it
has been lately emphasized [19, 33].

It is worth tomention that the SRCS security level to be achieved depends strongly
on the quality of an information security management system (ISMS) established in
industrial practice. The objective of the ISMS is to monitor, continuously control,
maintain and, wherever justified, improve the IT and OT security. The IEC 62443
standard is based on general requirements and stipulations of the ISO/IEC 17799 and
ISO/IEC 27000 series, especially as regards basic security requirements [36]. Due
to complex and dynamic internal and external conditions making technical specifi-
cations related to the IT and OT security solutions for implementing in industrial
practice is quite challenging.

An important task to be undertaken is the risk evaluation and management, as
it is postulated both in ISO/IEC 27001 [36] and ISO/IEC 27005 [37]. It includes
the consideration of all functional components of the information system including
the hardware (HW) and software (SW), communication conduits and relevant
human/organizational issues, especially those related to the IT and OT safety and
security. Opinions are expressed that the quantitative risk evaluation is very difficult
due to the complexity of the IT andOT system andmany influencing factors involved.
The credibility of such evaluation depends on a framework adapted and availability
of data, and expert opinions concerning specific domain to be evaluated.

Opinions are also expressed that the CIA triad (confidentiality, integrity, avail-
ability) is a justified order of requirements in the IT security analysis (see Fig. 3.3), but
in case of OT a reversed triad, namely AIC (availability, integrity, confidentiality)
is more appropriate. As it was mentioned above the domain SAL defined in IEC
62443 is to be evaluated using the vector of seven FRs, as explained by the formula
(3.3). So, there are some doubts how to match these two kinds of requirements in
the security-related analyses. It seems to be reasonable that the fundamental require-
ments of IAC, UC, SI and TRE should be mapped to integrity (I), RA to availability
(A), and DC, RDF to confidentiality (C) [14, 29].

Additional issue, worth to be explained in context of the cybersecurity evaluation,
is related to the definition of seven evaluation assurance levels (EALs) in the so-called
common criteria standard (IEC 15408) [38] that are to be applied in defining the IT
security requirements. As explained above only four SLs are defined in IEC 62443.
This issue was discussed in the publication [39] in the context of generic functional
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Table 3.6 Proposed correlation between SIL and SAL [18]

Safety integrity level (SIL) Security assurance level (SAL) Explanation

SIL 1 SAL 1 SAL assignment is based on
asset owner’s assessmentSIL 2 SAL 2

SIL 3 and SIL 4 SAL 3 Reserved for total system
failure

SAL 4 Reserved for loss of life

safety standard IEC 61508 [24], in which also four SILs are distinguished (see Table
3.3). So, the problem is encountered how to integrate these concepts in the integrated
functional safety and cybersecurity analysis.

In the publication [18] the correlation between SIL and SAL is proposed as it is
shown in Table 3.6. Similar correlation can be proposed for the SRCS of machinery;
however, remembering that in the machinery sector the highest SIL to be evaluated
is SIL 3 (see Fig. 3.5).

In view of the above we propose an approach for integrated functional safety
and cybersecurity analysis based on a framework of existing concepts and accepted
models suitable to apply the quantitative and qualitative information available, simi-
larly as in the knowledge-based systems [14, 40]. We start from defining the safety
functions with regard to hazards and threats identified and then evaluate required
risk reduction regarding the risk criteria defined as it was described above in item
3.3.1. It allows to determine: the required safety integrity level SILr according to IEC
61508 according to the formula (3.1), or the safety integrity level claimed SIL CL
(IEC 62061), or the required performance level PLr (ISO 13849-1) as it is shown in
Fig. 3.5.

As it is known, the levels: the safety integrity level required SILr (1, 2, 3 or 4)
[24], SIL CL (1, 2 or 3) [27], or the performance level required PLr (a, b, c, d or e)
[25], are related to the required risk reduction with regard to relevant individual or
social risk criteria [16]. For instance, the average probability of failure on demand
PFDavg (see Table 3.3) is related to the risk reduction measure as its reciprocal.

The PLr or SILr or SIL CL determined for particular safety function has to be
then be verified using probabilistic model of the SRCS of architecture proposed at
the design stage (see the left site blocks for functional safety evaluation in Fig. 3.7).
Such architecture includes generally the hardware configuration and requirements
concerning software [24]. Parallelly, the security-related evaluation is to be carried
out as it is shown in Fig. 7 (the right side) for cybersecurity evaluation. The integrated
functional safety and cybersecurity analysis are repeated when justified to enable a
rational management of the SRCS domain in life cycle.

Additional issue to be considered is associated with expressing SAL as a single
number to be assigned to the security level achieved SL-A for given domain, as
it is outlined in the formula (3.3), according to the standard IEC 62443. It would
lead to sometimes disputable requirement that the security levels SLi would be the
same for each FRi. For instance, confidentiality plays in some cases a minor role for
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Fig. 3.7 Integrated functional safety and cybersecurity analysis for the SRCS domain

safety-related control system and encryption of all data might lead to complications
in testing and the time response longer than required. So generally, different levels
of SLi may be assigned to seven consecutive elements of the FR vector.

This problem was noticed and discussed by Braband in the publication [29]. Only
in simple cases of equal levels SLi for consecutive FRi (i from 1 to 7) determining
SAL of domain of interest (e.g. the SRCS) is straightforward, for instance, SAL 1
= [1 1 1 1 1 1 1]. Generally, the SLi can be different depending on the security
technology applied or FRi relevance for the domain considered. So, he suggests to
use some security profiles, for example, for particular zones or conduits. However, it
might also lead to a number of profiles, difficult for evaluation and security-related
decision-making.

In our earlier publications [39] it was assumed that resulting SAL for the domain
considered can be determined based on dominant FRi and some common sense rules,
in a similar way as in the methodology outlined in the IEC 15408 (common criteria)
standard [38]. In this methodology seven evaluation assurance levels (EALs) are
distinguished, related to classes of the security assurance requirements (SARs) and
defined scope of fulfilling relevant requirements.
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Table 3.7 Proposed correlation between security index SIDo or SAL for the domain to be evaluated
and final SIL to be attributed to the SRCS of hazardous installation

Security index SIL verified according to IEC 61508a

SIDo and SAL 1 2 3 4

SIDo1 ∈ [1.0, 1.5)/SAL 1 SIL 1 SIL 1 SIL 1 SIL 1

SIDo2 ∈ [1.5, 2.5)/SAL 2 SIL 1 SIL 2 SIL 2 SIL 2

SIDo3 ∈ [2.5, 3.5)/SAL 3 SIL 1 SIL 2 SIL 3 SIL 3

SIDo4 ∈ [3.5, 4.0]/SAL 4 SIL 1 SIL 2 SIL 3 SIL 4

averification includes the architectural constrains with regard to SFF and HFT of subsystems

We propose below anothermethod for determining the security level achieved SL-
A (SAL) for the domain considered assuming that the weights wi of security levels
SLi for consecutive (and relevant) FRi are evaluated by experts. These weights can
differ in general due to diversified importance of FRi for the domain considered. The
method includes cases in which not all fundamental requirements FRi are relevant to
the domain considered. It is suggested in the IEC 62443, as explained in the formula
(3.3). There can be cases that only one relevant FRi is relevant [23].

Thus, instead of determination of SAL for given domain based on dominant FRi

we propose alternatively to evaluate a domain security index SIDo and then to assign a
number of SAL as described in first column of Tables 3.7 and 3.8. The importance I i
of FRi is evaluated by experts for specific domain, for example, using integer number
on the scale from 1 to 5 (or 1–10), and 0 if FRi is not relevant, and then the weight
wi of given FRi is calculated according to following formula

wi = Ii
7∑

i=1
Ii

(3.4)

The security index SIDo for the domain (Do) and determined security level SLi (the
integer number from 1 to 4, or 0 if FRi is not relevant) for relevant (Re) fundamental
requirements (FRi) is evaluated as follows

SIDo =
∑

i∈Re
wiSLi (3.5)

Four intervals of the domain security indexSIDo (fromSIDo1 to SIDo4) are proposed
in the first column of Tables 3.7 and 3.8 for assigning the category number of
SAL from SAL 1 to SAL 4. Such approach corresponds to attributing SAL for the
domain in our earlier publications, based on dominant SLi for relevant fundamental
requirements FRi.

Proposed correlations between security index to be assigned to the domain SIDo or
SAL and final SIL attributing to the SRCS in hazardous installation are presented in
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Table 3.7. Itwas assumed that SIL has been verified according to IEC61508 including
such aspects as the common cause failures (CCFs) in probabilistic modelling, and
the architectural constrains regarding the safe failure fraction (SFF) and the hardware
fault tolerance (HFT) of subsystems [24, 34].

Table 3.7 can be used to support the function safety and cybersecurity-related
decision-making. For instance, if safety integrity level required, obtained from the
risk assessment, is SILr 3, and it was positively verified according to IEC 61508 for
the SRCS as SIL 3, we select the column with number 3. The SAL of the domain
should be at least SAL 3 to attribute finally SIL 3 to the SRCS in which relevant
safety function is implemented. If the SAL determined in the security analysis of
domain considered would be lower (e.g. SAL 2), then the analyst should improve the
system security (lowering its vulnerability) to increase SLi of relevant FRi to obtain
at least SAL 3.

Other correlations are proposed in Table 3.8 for finally attributing the SIL or PL to
the SRCS according to, respectively, IEC 62061 [27] or ISO 13849-1 [25]. Similarly,
as it was explained above, if required performance level would be SIL CL 2 (or PLr

d), and such level were positively validated as SIL 2 (or PL d) the column 2 (d) of
Table 3.8 is selected for the security validation. To obtain PL d the security assurance
level should be at least SAL 2. If SAL would be lower (SAL 1) the security of SRCS
should be improved to increase SLi of relevant FRi to obtain at least SAL 2, and
finally validated safety integrity level SIL 2.

A case study was carried out concerning a modern end impregnation line used to
treat yarns made of polyamide, polyester, viscose and other raw materials, so they
are suitable for applications in tires [14]. A safety function of the pull roll section
monitoring and door locking of the installation was analyzed. The performance level
required PLr was determined using a risk graph in Fig. 3.5 for following parameters
indicated by a safety engineer for following path: S2, F1, and P2, leading to PLr d.

The verification of the PL requires probabilistic modelling of the SRCS of known
architecture. For HFT = 1, verified performance level obtained is PL e. Taking into

Table 3.8 Proposed correlation between security index SIDo or SAL for the domain evaluated and
final SIL (PL) to be attributed to the SRCS of machinery

Security index SIL (PL) verified according to IEC 62061a (ISO 13849-1)

SIDo and SAL (a) 1 (b/c) 2 (d) 3 (e)

SIDo1 ∈ [1.0, 1.5)/SAL
1

SIL—(PL a) SIL 1 (PL b/c) SIL 1 (PL b/c) SIL 2 (PL d)

SIDo2 ∈ [1.5, 2.5)/SAL
2

SIL—(PL a) SIL 1 (PL b/c) SIL 2 (PL d) SIL 2 (PL d)

SIDo3 ∈ [2.5, 3.5)/SAL
3

SIL—(PL a) SIL 1 (PL b/c) SIL 2 (PL d) SIL 3 (PL e)

SIDo4 ∈ [3.5, 4.0]/SAL
4

SIL—(PL a) SIL 1 (PL b/c) SIL 2 (PL d) SIL 3 (PL e)

averification includes the architectural constrains with regard to SFF and HFT of subsystems
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account the domain of SRCS in which the safety function is implemented the vector
of SL-A was evaluated as follows: [3 2 3 2 2 3 2]. Assuming that weights of all SLi

are equal (wi = 1/7) and using the Eq. (3.5), the result obtained is SIDo = 2.43, that is,
SAL 2. Looking at the column 3 (e) of Table 3.7 the final performance level validated
with regard to the security requirements is PL d, the same as required performance
level PLr. For the case of hardware fault tolerance HFT = 0 (series configuration of
the SRCS), the verified performance level obtained was PL c, lower than required
performance level PLr d. Thus, applying of the redundancy in the SRCS is necessary
and the domain security assurance level SAL 2.

3.6 Conclusions

Unprecedented development of the smart manufacturing systems (SMSs) is observed
that have the significant potential to make innovative production more profitable and
improve business processes. Advanced technologies are under development in area
of the internet of things (IoT) and industrial internet of things (IIoT) that offer new
manufacturing possibilities, but require also effective monitoring and the control
systems having sufficiently high reliability, safety, and security characteristics. These
characteristics are especially important when hazardous installations of industrial
plants are evaluated to elaborate effective management strategy in life cycle.

Traditionally, the industrial manufacturing system includes the information tech-
nology (IT) and the operational technology (OT). Lately, using the cloud technology
(CT) is often considered as an external network being important for distributed
manufacturing and coordinated management. Advanced automation and control
systems are also in development based, for example, on OPC UA and Automa-
tionML concepts that offer new manufacturing solutions and production flexibility.
However, it causes also some problems to be solved that include the reliability, safety
and security properties, crucial for the business continuity management (BCM) to
mitigate the risks of abnormal situations and major accidents contributing to high
losses.

Selected design and operational aspects of the OT and IT networks have been
overviewed and discussed in this chapter in the context of functionality and architec-
ture of the industrial automation and control systems (IACS). Emphasis was put on
the functional safety and cybersecurity of the industrial control systems andnetworks.
These issues are becoming crucial, because the IACS that includes the safety-related
control system (SRCS) plays a key role in innovative high-quality manufacturing,
especially in so-called smart manufacturing systems (SMSs) of Industry 4.0.

In this chapter a method is proposed for integrated functional safety and cyberse-
curity analysis, with regard to the concepts outlined in the generic functional safety
standard IEC 61508 (7 parts) and the cybersecurity standard IEC 62443 (14 parts).
To limit the vulnerability of the IT and OT systems and networks, and the SRCS to
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be designed and operated to reduce relevant risks, a set of security-related funda-
mental requirements (FRs) defined in IEC 62443-1 is considered in the analyses and
evaluations.

The method proposed uses the individual and/or societal risk graphs for deter-
mining the performance level required (PLr) or the safety integrity level required
(SILr) or the safety integrity level claimed (SIL CL) of consecutive safety functions
defined in the analyses. These levels are then verified to indicate that the required PL
or SIL is achievable in the designed SRCS of architecture proposed, in which partic-
ular safety function is to be implemented. For that purpose relevant probabilistic
models of the SRCSs are developed with regard to potential common cause failures
(CCFs), when a hardware redundancy is to be applied. Then, the verified SIL is
validated with regard to determined SAL of the domain of interest, for example, the
SRCS domain in which particular safety function is implemented, including internal
and external communications.

The dependability of the SRCS performing the safety-related functions can be
influenced both by technical factors, including requirements concerning hardware
(HW) and software (SW), and also the human and organizational factors [1, 15, 17].
These aspects require further research, especially in the context of the design and
operation of high complexity manufacturing systems, including the functional safety
and cybersecurity aspects with regard to the defence in depths (D-in-D) concept and
related strategy to be elaborated and applied in particular industrial plant or smart
manufacturing system, characterized by the venture capital, production capacity,
existing or emerging hazards and threats that influence various risks in changing
environment.
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39. Kosmowski, K. T., Śliwiński, M., Barnert, T. (2006). Functional safety and security assessment
of the control and protection systems.European Safety &Reliability Conference, ESREL 2006,
Estoril. Taylor & Francis Group, London.

40. Kosmowski, K. T., Śliwiński, M. (2015). Knowledge-based functional safety and security
management in hazardous industrial plants with emphasis on human factors. In Advanced
systems for automation and diagnostics, PWNT, Gdańsk.
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Chapter 4
Extending the Conceptualization
of Performability with Cultural
Sustainability: The Case of Social
Robotics

John P. Ulhøi and Sladjana Nørskov

Abstract A more comprehensive conceptualization of performability, beyond pure
economic, technological, and environmental performance, is needed. Adopting and
using a technological innovation in its socio-cultural context is likely to have perfor-
mative impacts well beyond techno-economic and environmental conditions. Exam-
ples, as discussed in this chapter, include changes of human and social behavior
conditions following from the adoption of social robotics. Reviewing recent devel-
opments in social robotics and the adoption of this technology in professional activ-
ities, this chapter argues that contemporary conceptualization of performability is
incapable of capturing all important conditions and therefore needs to be extended to
include cultural sustainability. Borrowing from theory on technology and innovation
development, impact, responsibility, and living labs allows us to lay some prelim-
inary stepping stones toward an extended conceptualization of performability and
how such technology can be tested in the right context. Before closing, the chapter
briefly sketches out avenues for future research.
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4.1 Introduction

The etymological meaning of performability refers to the ability to perform, that
is, the execution, accomplishment of an action, task, and/or function. Performa-
bility is thus a key concept when trying to understand how a specific technology
or product performs in terms of its techno-economic, ecological, and psycho-social
performability. If one or more of these performative dimensions are omitted, a true
representation of a product’s or a technology’s overall performability is not provided.
Visible and quantifiable factors have beenmuch in focuswhen trying to come to grips
with a given technology’s or technological artefact’s expected performability. Not
surprisingly, the relative straightforwardness associated with metricating and thus
measuring the techno-economic and/or environmental performability of a new tech-
nology has attracted key interest when developing tools to document the performa-
bility. Efforts devoted to documenting the expected performability of a given tech-
nological innovation, however, seldom consider possible unintended performability
effects. Moreover, such effects often surface (some time) after the technology and
the artefact has been developed and marketed.

The contemporary definition of performability includes a number of diverse
yet related areas like quality, reliability, maintainability, safety, risk, environmental
impacts, and sustainability related to the performance of a product, system, or service
[1, p. xi]. Possible unintended and/or undesirable performability-related effects of
technological innovations should not be left out of consideration. An example of the
effects could be a situation (e.g., a disabled citizen being serviced by a robot), where
the roboticized services (whenever needed) are provided at the expense of privacy
(if the nature and frequency of service are recorded). The various performative prop-
erties of a new technology and/or artefact are, however, on the one hand affected
by human values, preferences, and human reactions, and on the other by energy and
raw materials, technology, methods, and production processes (during design and
development as well as during the use of the products, systems, or services).

As emphasized in a recent World Economic Forum White Paper, the present
technological and economic progress can no longer be assumed to be automatically
in alignment with social progress [2]. Roboticists are no longer only involved in
“pure” technological engineering. They also increasingly seem to be involved in
cultural engineering. Robotics appears to be approaching a level of development,
where responsible decision-makers cannot afford to be concerned with only docu-
menting the issues related to immediately quantifiable properties of new technology.
Developers of social robots are increasingly confronted by possible psycho-social
and socio-cultural effects of new technology that cannot be swept under the carpet.
Lack of information on any important performative aspects and/or effects of new
technology and associated moral responsibilities limits the decision-makers’ ability
to make informed decisions about technology, which is particularly questionable as
new robotic technologies tend to increasingly blur the lines between humans and
technology. As an example of the latter, this chapter examines and discusses the
recent development of social robotics and its increasing human-like properties and
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capacities. The latter capacities suggest that this technology is capable of affecting
humans beyond their work activities and/or functions in qualitatively different ways
that transcendwhat the technologywas developed for in thefirst place. Social robotics
is thus an obvious case of technological development that is not only altering the
technology itself, but is in fact capable of engineering the psycho-social context and
conditions in which the technology is being used, that is, cultural engineering.

Social robots refer to a technology that contains a robot and a social interface,
which is designed in a way that causes users to attribute social qualities to the
robot and to perceive the robot as a socially interactive agent [3]. Social robots
are capable of expressing and/or perceiving emotions, communicate via dialogue,
establish/maintain social relationships, display personality, use natural cues such as
gaze and gestures, and so on [4, p. 145]. Such features lead humans to perceive social
robots differently than other technologies [5]. In fact, people tend to interact with
social robots as with social others [6]. Research in psychology shows that users of
social robots are capable of developing a significant attachment to social robots. This
is because robots are able to create an impression of mutual relating, thus triggering
people’s desire to nurture robots [7, 8]. Darling [5] argues that our relationships
with robots are distinctly stronger than our relationships with other technologies or
objects. This is, she suggests, due to three factors: (i) physicality of social robots,
that is, social robots are a part of our physical rather than virtual space, (ii) perceived
autonomousmovement of social robots, and (iii) social behavior of this type of robots.
This development has led to an increasing research interest in the human side of social
robotics, including how humans respond to, perceive and interact with robots; how
they develop social and emotional relationships with robots; how human–robot inter-
actions and relationships affect human cognition and emotions; and how they shape
cultural and social arrangements. Social robotics applications have been explored
for a variety of purposes, for example, in therapy [9], education [10], creativity [11],
reduction of perceptual biases [12, 13], and so on. While research shows promising
effects of robots in these areas, social robotics is also related to a number of chal-
lenges from a user perspective, for example, issues related to responsibility [14],
liability [15], privacy [16], and socio-emotional wellbeing of people [17], which are
further discussed in this chapter.

Culture engineering refers to the situation where the roboticist intentionally
decides how humans can interact with the robot through the subsequent design
and functionality choices leading to the social robot in question, thus extending the
programmer role from (merely) a coder to a creator [18]. In addition to being creators,
the developers are also “imagineers” [19, p. 1], not only of technologies and their
applications but also of cultural and social arrangements [20]. Given these acknowl-
edged roles, roboticists have been criticized for facilitating “the transcendence of
ethnocentrism, paternalism and sexism, and their associated power relations” [21,
p. 28]. Unintentional reproduction of cultural stereotypes related to gender in robotics
development in Japan has, for instance, been documented and discussed (e.g., [20,
22]). The evolution and adoption of robotics is thus not only limited to promoting
techno-economic performance but also to (un)intentional effects on psycho-social
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and socio-cultural performance. Infringing users’ physical, social, and psycholog-
ical privacy adds to the pool of potentially undesirable performative effects asso-
ciated with technological development, which becomes even more problematic if
psycho-social implications are difficult to assess and/or prevent [23]. In pace with the
increasing sophistication and complexity associated with social robotics technolo-
gies, there is thus a corresponding need to assess human rights and socio-emotional
wellbeing directly against potential harm associated with such technologies [17, 24].

We use caregiving as an application area for social robotics to illustrate why
social robotics presents itself as a particularly relevant technology category in which
to include psycho-social and socio-cultural dimensions of performability. Based
on this example we will advance arguments in favor of expanding the definition
of performability to address uncovered context-related psychological, social, and
cultural conditions. We will show how social robotics holds potential for not only
adding or replacing designed functionality but also for unintentionally altering the
quality and outcomes of social interactions in organizations andwhy such effects also
need to be encapsulated by conceptualization of performability. The remainder of
the chapter is organized as follows. In the following section, we discuss technology
development in the light of responsibility and control issues. This is important as
social robotics seems to have reached a level of technological progress in terms of
anthropomorphic as well as social properties, and thus has the capacity to transgress
the human and social activity domain. We briefly sketch out some robotic cases of
professional applications, where the use of social robots is growing. We then articu-
late and discuss social robotics in the context of responsible research and innovation,
and performability. Before closing, we conclude and identify avenues for future
research.

4.2 Technology Engineering, Responsibility, and Control

Although engineers implicitly and/or explicitly apply visions and value judgements
about intended use and associated autonomy, transparency, and/or fairness when
developing technology [25], the wider uses of a given technology will not be fully
known until long after having been introduced to the market. Johnson [14] recently
made an interesting analysis of a possible responsibility gap that may arise in the
case of autonomous technologies that perform tasks without direct human control
or intervention. She challenges the existing views on responsibility for behaviors of
autonomous technologies by arguing that they are based on incorrect assumptions.
Let us take a look at why existing views of technological responsibility have been
criticized.One of those views argues that since it is not possible to predict the behavior
or exert complete control of autonomous agents, it is not possible to hold humans
responsible (e.g., [18]). Another view posits that the control requirement is not a
necessary criterion for holding humans responsible, as there are many situations
in which humans are held responsible for outcomes that are out of their control,
for example, strict liability [26]. Yet another view contends that in spite of their
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inability to control the behavior of autonomous technologies, engineers should be
held responsible due to professional responsibility [27].

The underlying assumption in these views, according to Johnson [14], is the
fact that humans cannot be held responsible “because of the nature of technology”
[p. 714]. This assumption is inaccurate, she explains, because it relies on a “narrow
and deficient view of technological development” [ibid., p. 711] inwhich the progres-
sion and chronology of developmental steps is determined solely by the nature of the
particular technology.According to these lines of reasoning, engineers have no choice
but to follow the given, inevitable developmental logic. As pointed out by Johnson
[14], however, it is not only the nature of technology, but also social norms and
expectations that influence the technology development and thus the responsibility
arrangements. The development of technologies is subject to a negotiation process
of many different stakeholders, and it is therefore the outcome of human choices.
Consequently, responsibility is embedded in social relationships, which means that
humans are responsible for the behavior of (autonomous) technologies. Although she
does not take a stance on whether humans should be held responsible, she maintains
that “[t]here are good reasons for staying with human responsibility, namely to keep
the pressure on developers to ensure the safety and reliability of such devices” [14,
p. 714].

While society is aimed at ensuring that new products and technologies do not
cause unacceptable safety and/or health risk hazards, much less attention seems
to be directed toward possible psycho-social hazards following from the adoption
and application of social robots. Assessment schemes and/or techniques have been
developed to address safety, reliability, quality, and/or environmental properties of
technology. Further, more recently local and/or national regulations have also been
supplemented by supranational guidelines (c.f., e.g., [28]). Public authority is thus
undertaking the responsibility for possible risks and safety concerns [29].While such
general guidelines certainly can serve as a good starting point, we still lack a way to
systematically assess how the introduction of a new technology, that is, a social robot,
may affect the ethics, quality, and outcomes of social interactions before the robots are
developed and used at a larger (social) scale. This is an important endeavor, because
neither the development nor the subsequent application of new technology is neutral.
Designers’ personal values are not isolated from the design phases. Rather, user-
related decisions are being taken on their behalf during the design and development
processes. Design choices are privileged choices that are not available to public
scrutiny. Those choices also contain designers’ and developers’ social, cultural, and
user assumptions and economic considerations which are inscribed in the software
and hardware [22, 30]. The user phase itself also involves values that affect freedom,
autonomy, transparency, and fairness [25]. Technology has been characterized as a
“moral mediator” that affects how humans interact with the world [31]. Designers,
engineers, and firms are making critical design choices which have implications well
beyond the techno-economic performance.

We therefore argue that the existing conceptualization of performability is in
need of an extension. First, existing institutionalized performability-related regula-
tions do not cover all important dimensions. Second, market players incentivized by
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micro-economically exploitable opportunities cannot be expected to pay attention to
possible psycho-social (un)desirability of a given technological innovation. In a free
market economy, by definition, technological development is governed by what is (i)
technologically possible (from the point of view of science) and (ii) commercially
viable (from the point of view of profit). Neither of these incentives are related to
societal desirability (or the opposite). If it is technologically possible (and in align-
ment with existing regulations), and if there is a perceived market, then technology
is likely to be developed. Market or consumer preferences, in turn, are determined
by individual taste and perceived value, which is based on available information
and existing experiences. Third, and more recently, environmental consideration has
emerged as an important criterion not previously included in the “weighing and
metrication process”, thus paving the way for the inclusion of softer dimensions of
performability.

Fully comprehending and controlling all the important performability-related
impact of a new technology, however, is far from being straightforward. When
discussing the possibility of exerting control of the technological development,
the situation has been referred to as a choice between dilemmas, with reference
to the Collingridge Dilemma [32]. Controlling a technology is easier and cheaper
during its development, while it becomes costly and slow once the technology has
been commercialized and integrated into the economic and social fabrics of society
[32]. The dilemma describes the inherent tradeoff between being able to antici-
pate the wider impact of a specific technology and the possibility of correcting the
technology’s development trajectory [ibid.].

4.3 The Emergence of Social Robots in Eldercare

To add a practical dimension to our discussion, we will use the example of social
robotics. In spite of industrial robots having been around for decades, the professional
application of social robots in business sectors is much more recent. Below, we will
briefly discuss how social robots have been used in the eldercare sector, and lay the
groundwork for explaining why additional performability dimensions ought to be
considered in the case of this technology.

Considering the growing challenges that follow from a drastic increase in global
aging demographics and a declining caregiver-to-senior ratio, using assistive robots
is becoming increasingly attractive in relation to care provision in the eldercare
sector [33]. A recent review revealed that robots are used for five different purposes:
affective therapy, cognitive training, social facilitator, companionship, and physio-
logical therapy [34]. In affective therapy, the review showed that group interventions
involving a social robot seem to be better at generating positive emotions, while
one-on-one interventions seem to be more effective at mending negative emotions.
The majority of the studies on cognitive training (e.g., improving working memory)
that Abdi et al. [34] identified also showed positive effects on cognitive functions
of elderly subjects. However, the authors note that the lack of objective outcome



4 Extending the Conceptualization of Performability with Cultural … 95

measures and control groups in some of the identified studies limits the value of their
results. Furthermore, social robots as facilitators of social interactions were found
to be able to improve sociability of elderly with the care staff and/or fellow residents
in all the identified studies. The review further identified only three studies related
to robots as companions which showed that robots were able to reduce loneliness
in elderly subjects. One of the studies showed, for instance, that some subjects also
became emotionally engaged with the robotic companion [35]. The interviews addi-
tionally revealed that residents enjoyed sharing, interacting with, and talking about
the robot. Finally, the review found that physiological effects of interacting with
social robots include the ability of robots to decrease systolic and diastolic blood
pressure (where only systolic decreases were sustained over time) and improved
physiological reactions to stress. Nonetheless, the design of these studies made them
vulnerable to several confounders (e.g., increased interaction with other residents
during the course of the studies), thus limiting the clinical interpretability and reli-
ability of the results. While this review showed that social robots may hold value
for eldercare, some of the identified studies suffer from methodological limitations
such as a lack of objective outcome measures, lack of control groups, a possible
cultural bias (one-third of the studies were conducted in Japan), and a small number
of participants [34, 36].

Despite the methodological insufficiencies and limited generalizability, these
studies help point out why psycho-social dimensions are relevant to consider and
include in the conceptualization of performability. One reason is because the studies
confirm that people get attached to social robots. This is in line with existing research
in psychology [17]. Based on her research on social robots as companions, Turkle [7]
warns that social robots could fundamentally change the nature of social relations,
because they “do not teach us what we need to know about empathy, ambivalence,
and life lived in shades of gray” [pp. 9–10], which may lead to a deterioration of the
socio-emotional wellbeing of people. Along the same veins of reasoning, Darling
[5] argues that social robots may impact the way human individuals treat each other,
which makes it relevant to consider and discuss how social robotics may affect the
quality and outcomes of social interactions, and how this could expand the concep-
tualization of performability. When developing new technologies, it is therefore not
sufficient to ask “what technologies can do for us”, but rather “what they may do
with us” [37, p. 119].

Research on telepresence robot solutions for assisting elderly people in their
daily activities and for supporting professional caregivers in their work found that
the users expressed positive perceptions of the technology and a willingness to use it
for both social and professional purposes [38]. Considering that this target group is
particularly vulnerable and highly dependent on the assistance of others, it appears
relevant to test the technology for its broader performability dimensions—before a
wider diffusion and adoption have taken place—to understand how the technology
affects both work and social relations. While it probably may seem more agreeable
to many observers to accept social robots being used instrumentally in physical
caregiving for routine care tasks, more concernmay be likely to surface if human care
providers are replaced with social robots in psycho-socially related care provision
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situations that require emotional and personal involvement (e.g., [39]). Securing
meaningful human contact is relevant for the psychological wellbeing of people and
for the development of their social and emotional skills [17].

Regardless of how effective robots are at caregiving, Vallor [37] maintains that
a moral dilemma will be permanently attached to their use. Caregiving is a moral
skill, and to acquire this kind of skills, one needs to practice it while at the same
time receiving meaningful feedback. As an example of unintentional consequences
of the professional use of social robots, in this case social robots would reduce the
opportunity for professionals to practice and exercise caregiving skills, thus leading
to what Vallor [37] terms moral deskilling. She argues that “moral skills appear just
as vulnerable to disruption or devaluation by technology-driven shifts in human prac-
tices as professional or artisanal skills […] becausemoral skills are typically acquired
in specific practices which, under the right conditions and with sufficient opportu-
nity for repetition, foster the cultivation of practical wisdom and moral habituation
that jointly constitute genuine virtue” [p. 109]. Replacing human caring relations
with robots rather than assisting them may not only deprive the care receivers of
a human touch, eye contact, and conversation, but it will also take away the possi-
bility to cultivate these profoundly important skills. Differently put, there are plau-
sible arguments for considering cultural sustainability in the conceptualization of
performability as a subdimension of the already included sustainability dimension.
According to Misra [1], sustainability “focuses on providing the best outcomes for
both human and natural environments now, and indefinitely into the future” [p. 843].
Based on the above discussion, we propose that cultural sustainability is particu-
larly concerned with the human behavioral and value-related aspect of the current
sustainability dimension. We therefore suggest that achieving cultural sustainability
means ensuring that any new technology, which may potentially transform or disrupt
human practices, values, and norms, does so in a way that leads to moral, social, and
emotional upskilling or reskilling rather than deskilling of humans.

4.4 Some Stepping Stones Toward an Extension

The application of social robotics in eldercare discussed in the previous section
illustrates that this technology holds a potential for changing theway humans interact
with one another (e.g., people now confide in robots rather than in their peers or
caregivers). A few existing studies, however, focus on only a few performability
dimensions of the technology in question and have limited generalizability. So, while
they suggest that social robots can have positive effects (e.g., lower depression) on
the narrowly selected user segments, there is a need for shedding more light on how
social robots may affect these and other parts of the population and the involved
processes of interactions in the longer run.

Recently, literature on social robots and possible unintended consequences has
started to address the issue of surveillance (privacy intrusion) and social bonding
associated with this technology, thus challenging social and informational privacy
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[23, p. 413]. A few observers [40] have argued that health services are inherently
social entitieswhichdeploy technologies such as robots. In consequence, they suggest
to go beyond perceiving robots as technical devices and instead focus on the socio-
logical dimension of robots which might help to understand how the use of robotics
in delivering health care affects the working and social relationships at hospitals, as
robots can simultaneously reconfigure services and influence their scope and ability
to add value.

Mazmanian et al. [41], for example, studied the impact of the use of this rela-
tively simple technology among consultants and documented that this technology had
contradicting effects on their work life. Studies have documented that robotic telep-
resence for intensive care at a hospital department intensified coordination outcome
both positively and negatively, which in turn had contrary implications for subse-
quent coordination [42], while other researchers have examined the use of robot
technology in pharmacies revealing how robots influenced the work practices and
boundary relations of disparate occupational groups [43]. More recently, concerns
have been voiced from within the business community itself regarding whether
businesses should produce and/or market products that are capable of irreversibly
changing social norms [44]. There is an emerging acknowledgment of the wider
responsibility and desirability of robotic innovations and the fact that new, smart
technologies, such as social robotics, can have unplanned effects on, for instance,
the work environment and its associated interactions and relationships.

Theoretically, some conceptual “stepping stones” are needed which can bridge
technology innovation, impact, and responsibility. Traditionally, however, literature
on research and innovation management has not paid much attention to ethical
concerns associated with technological innovations [45] until the emergence of
responsible research and innovation (RRI). This broader conceptualization of inno-
vation activities has been defined as “a transparent, interactive process by which
societal actors and innovators become mutually responsive to each other with a view
to the (ethical) acceptability, sustainability and societal desirability of the innova-
tion process and its marketable products (in order to allow a proper embedding of
scientific and technological advances in our society)” [29, p. 19]. Drawing on liter-
ature on technology assessment, Stilgoe et al. [46] refer to four important dimen-
sions of responsible innovation: anticipation, reflexivity, inclusion, and responsive-
ness [p. 1570] which allow technologists to build on past experiences “rather than
reinventing responsibilities for each particular emerging technology” [p. 1577].

Although an interest for RRI can be traced back many years [47], it is only
recently that this area in the research and innovation fields has begun to surface as
a new subfield [48–50]. Responsible innovation [51] or responsible research and
innovation is defined as a “transparent, interactive process by which societal actors
and innovators become mutually responsive to each other with a view to the (ethical)
acceptability, sustainability and societal desirability of the innovation process and
its marketable products” [29, p. 19]. Stretching this a bit further, RRI engulfs a tech-
nology dimension (possible impact following from the design decisions), a product
dimension (possible impact following from the production), and a usage dimension
(possible impact following from the usage). The relevance of bringing responsible
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innovation into the focus here is that it allows for reflecting on what kind of future
development society and organizations want technology to provide, including what
specific challenges and needs must be met by technology and its underlying values
and the extent to which such enabled futures are democratic [52]. Increasing cultur-
ally engineered effects of new ICTs, for example, gives reason for growing ethical
concern. Ethical concernmay lead to thewrong action, or an actionmay lead to conse-
quences that may harm society in the long run [45]. Apart from ethical concerns,
dilemmas may also be expected to arise, if, for example, a new robot technology,
which holds promise for increased society protection and/or safety, is usable only at
the expense of sacrificing existing levels of individual privacy.

In order to ensure that ethical and legal issues are properly addressed, Liu and
Zawieska [24] recently recommended that responsibility considerations should be
included at each stage of design, development, and deployment of robot technology.
The authors further identified a knowledge gap between (i) circumstantial respon-
sibility and (ii) conceptual responsibility. Circumstantial responsibility, they argue,
relates to the actual context inwhich robotics is being used. This type of responsibility
is thus intimately related to control, predictability, and foresight. The problem is,
however, that the developer of the robot, in particularwhen the robot is an autonomous
artificial intelligence-based agent, has no possibility of predicting its future behavior.

An obvious place to consider addressing responsibility would be in the early
research and development (R&D) stages of new technology. While modeling and
forecasting can be useful for specific analyses, they are nothing more than useful
means to produce indicative rather than reliable predictive results. Moreover, the
inherent complexity and dynamics related to the techno-economic, psycho-social,
and socio-cultural factors make traditional cross-sectional or controlled lab setups
less relevant. Rather than revisiting the future-orientedmethods, we therefore believe
that an obvious place to start addressing responsibilitywould be the prototyping stage
and related prototyping techniques. First, this is where the applicative dimension is
in focus. Second, this stage typically represents the part of the product development
process, in which the largest sunk costs of R&D are surfacing [53]. Third, at the
prototyping stage, the issue of responsibility regarding the wider use and/or societal
desirability has also received surprisingly little attention. In their review of the liter-
ature, they found that the engineering design literature did not seem to pay much
interest to this human and social aspect. Menold and Simpson [53] further found that
most of the literature suffered from a lack of interest into physical prototypes that
allowed for incorporating user feedback and concern. To meet this gap, they point
toward user-centered design as a method which offers an opportunity to integrate
the desirability, feasibility, and viability dimensions during the design process. We
need, however, to reconsider and revise existing approaches to consumer satisfac-
tion to ensure that future approaches can capture effects beyond those which are
immediately intended for application.

An interesting evaluative approach to consider here is the social experimentation
approach or the living lab approach. Dell’Era and Landoni [54] define a living lab as
“a design researchmethodology aimed at co-creating innovation through the involve-
ment of aware users in a real-life setting” [p. 139]. Their literature review led them to
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conclude that the living labmethodology is applicable to both examinemany different
user needs and to provide context as a critical element of the design process, which
allows users to interact with the new artefact in their daily lives. Social experiments
represent an approach where society is perceived as a kind of “living” laboratory
that allows for experimenting with new technologies [55]. The social dimension of
experiments, he argues [p. 64], both refers to the location (i.e., happens in society),
the consequences (i.e., on society), and the experimenter (i.e., done by society). It
thus follows that social experiments are different from scientific experiments and
foresight studies, as they are tested under real conditions (which normally cannot be
reproduced in scientific laboratory settings). Social experiments, he argues, can be
used as a model for moral experiments with new technology discovering new moral
issues caused by the technology, finding out how to specify existing normative stan-
dards to assess thesemoral issues involved, and figuring out new normative standards
needed to deal with associated new moral issues [56].

Van de Poel [55] further emphasizes that using society as a laboratory implies
responsible experimentation, which in turn raises both epistemological and ethical
concerns. Where the former relates to the preparation of the experiments (to secure
reliability and relevance), the latter concerns the possible negative impact on society.
Their study of the urban smart energy campus identified three potential obstacles
associatedwith this approach. One concern relates to the “messy” co-creation agency
involved which allows society to “speak back” and/or to disrupt along with the tech-
nological transformation (rather than being “freezed” during the investigations). A
second worry refers to the implicit tensions associated with the open-ended experi-
mentation and pressures to show success. A third concern relates to the potentially
conflicting needs of the local socio-cultural specificity and the need for scalability
and generalizability. In a related recent study, Engels et al. [57] refer to the societal
test of technology as “test beds” and “living labs” and describe these approaches
as experimental, co-creative approaches to innovation policy. Based on two case-
studies, they are found to be capable of offering useful test beds that can be used for
true societal tests of the possible desirability (or undesirability) of emerging techno-
logical transformation. Canzler et al. [58] emphasize that such “living labs” are not
only restricted to offering spaces of experimentation and co-creation. Such labs also
enable the emergence of institutional public–private formations between separated
actors and/or policy areas.

4.5 Conclusion and Implications

In pace with the increasing digitalization, the demarcation line between technology
and users has become increasingly blurred. Adopting and using a technological inno-
vation in a psycho-social and socio-cultural context, we asserted, is likely to cause
performative impacts beyond techno-economic and environmental effects directly
associated with the artefact, some of which may negatively affect the long-term
performability of the technology while others may act as a brake toward the adoption
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of the technology. Examples of such cultural effects include changes of the human
and social behavior conditions beyond the activity replaced or supplemented by tech-
nology. In developing support for this assertion, we analyzed a practical example of
professional use of social robotics in eldercare. Our analysis showed that the appli-
cation and wider performability of social robotics hold a potential for affecting the
quality and outcomes of social interactions in ways that may neither be intended nor
appreciated. Moreover, our examination determined that the wider performability
aspects of social robotics cannot be adequately accounted for by the contemporary
conceptualization of performability. To rectify this situation, we have extended the
sustainability dimension of performability to include cultural sustainability.

In our search for some preliminary conceptual stepping stones, we have (re)visited
theory that addresses social robotics, technology, innovation, responsibility, and
living labs. While theory offers useful conceptualizations, which allow for including
wider human and social responsibility into a performability context, there still
remains a need for accounting for such endeavor. This brings us to address avenues for
future research in the field of performability.As documented byLutz et al. [23] empir-
ical studies of social robotics applications are few and based on small samples thus
limiting the comparability and generalizability of results. Social robotics research
and development needs to broaden its scope to include tests of robots in real-life
settings, including human–robot interactions as well as teams of humans and robots
in different contexts and performing different tasks. As pointed out by Magrani [59],
there is a need for new ontological and epistemological lenses to conceptualize and
understand the increasingly human-like robots, not as technical devices but as moral
agents embedded into existing socio-technical systems and capable of interacting
with human beings in both private and public domains. Therefore, more studies are
needed that go beyond only focusing on the intended performability of the robot
technology used. To help expose some of the not yet covered and often unintended
aspects of the performability of social robotics, we suggested that the application of
social experiment research should be considered.

Our examination of social robotics from a performability perspective also reveals
some practical implications associated with the adoption of an extended conceptual-
ization of performability. Implementation of major technological changes in organi-
zations are likely to meet unexpected friction (e.g., related to work relations) and/or
social problems (e.g., related to privacy intrusion), which in turn may lead to less
successful implementation, that is, only realizing a part of its full potential. Lack
of attention to the human factor, however, is not only critical for preventing unde-
sirable human or social consequences from new robotics technology, it also holds
a key to unlock some of the problems related to insufficient implementation and/or
realization of the wider potential of the robotics technology in question. Studies
of advanced manufacturing technology adoption, for example, documented decades
ago that management variables most related to the human factor can distinguish firms
which are successful in adopting the technologies from the less successful ones [60].
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Chapter 5
Design for Performability Under Arctic
Complex Operational Conditions

Abbas Barabadi and Masoud Naseri

Abstract Complex operational conditions such as those in the Arctic regions can
affect the performability and its integrated elements in various ways. Historical
performability data such as failure and repair data play important roles in performa-
bility assessment. Such data should reflect the real conditions that equipment and
human experience during operations. However, in practice, in some applications,
there are not many efforts for collecting, reporting, and analyzing the performability
data together with all associated influencing factors, which are the parameters of the
complex operational conditions affecting the performability of a system. A case in
point is theArctic offshore,where compared to normal-climate regions, the performa-
bility data and associated influencing parameters (e.g. environmental conditions) are
scarce. Hence, operations in such a complex environment are associated with a great
deal of uncertainties. Such uncertainties can lead to unforeseen failures or in some
cases to expensive over-designed concepts. One of the main reasons for lack of
performability data is that most of available databases are not prepared originally for
performability analysis of systems in complex operational conditions. For example,
OREDA database, which is a database for failure and repair data of different compo-
nents of oil and gas facilities in the Norwegian Continental Shelf, focuses only on
reliability and maintainability that are two pillars of performability concept and thus
the required data for other performability elements, including quality, safety, and
sustainability, are not addressed accordingly. This chapter discusses the effects of
complex operational conditions of the Arctic on the performability of offshore facil-
ities. It also discusses the challenges of available methods for performability data
collection, and thereafter, it introduces a methodology based on expert judgments
for performability assessment of systems operating in the Arctic.
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5.1 Introduction

Industrial activities including oil and gas, mining, wind farms, fishing, and so on
are increased significantly in the Arctic region. The Arctic region is characterized
by a range of harsh and severe climatic conditions and sensitive environment, with
less-developed infrastructure and in far distances from main hubs. The severe and
complex operational condition in theArctic can significantly affect the performability
of equipment. For example, low temperatures and icing can change the properties of
materials such as changing the plastic behavior of polymers and make them brittle, a
phenomenon that increases the failure rate. In such conditions, the crew need protec-
tive equipment against the cold which are often heavy clothes that can affect the
human performance and consequently decrease the maintainability performance of
equipment. Moreover, logistics is a challenging task in the Arctic which can be asso-
ciated with long downtime due to uncertainties in harsh weather conditions. In such
conditions, one of the main questions which should be answered is: what should
the equipment be designed for? The concept which is used to design for should be
comprehensive such that it reflects the robustness of the system against all sources
of stress in order to reduce the failure rate and increase the equipment maintain-
ability to reduce the consequences of the failures, while minimizing the repair and
maintenance resources. Moreover, considering the sensitivity of the Arctic area, it
should be a green design concept. Although these concepts might sometimes seem
conflicting, the performability acts as an umbrella to cover all these essential needs
for design and operation in complex Arctic regions. Hence, design for performability
(Fig. 5.1) can play a significant role as a decision-support tool for decision-makers
(e.g. managers, engineers, stakeholders) who deal with various different challenges
in order to meet the varying demands of internal and external customers, regulation,
production control, and the optimization of processes.

Fig. 5.1 Concept of performability (adapted from Fig. 1.2 of Misra [1])
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However, compared to normal and temperate-climate regions, there exist little
literature published on experience related to the operation and design to be used
in the Arctic region. For instance, while oil and gas industry has gained extensive
knowledge and experience by operating in the North Sea, the amount of knowl-
edge and experience for operations in the Barents Sea with severe Arctic condition
is very limited [2], Freitag and McFadden [3], Larsen and Markeset [4]. In this
chapter, first, we discuss the main elements of the Arctic conditions and how Arctic
operational conditions can affect different elements of performability; thereafter the
need for establishing a comprehensive performability data collection is discussed.
Expert judgments play an important role for performability design in the Arctic oper-
ational condition where there is limited experience and information. Hence in the
next part, the expert judgment application for the performability design in the Arctic
is discussed.

5.2 Arctic Operational Conditions and Their Effects
on Performability

Studies have shown that the challenges faced by designer and operators in the Arctic
can be grouped into three main groups: (i) harsh climatic conditions and sensitive
environments; (ii) less-developed infrastructure; (iii) long distance to the market and
main industrial hubs. These challenges lead to a great deal of uncertainties if the
technologies solutions for industrial activities available in normal-climate regions
are used in Arctic without being reassessed and modified accordingly [2].

In general, Arctic regions are sparsely populated areas with less-developed infras-
tructure [3, 4]. Moreover, the industrial activities taking place in the Arctic offshore
are usually located in remote locations and far away from suppliers, manufacturers,
and well-stablished ports and hubs. Compared to normal-climate regions, there are
few weather stations in the Arctic and thus weather forecasts for Arctic offshore
locations are limited [5–7].

Arctic regions are associated with low air and sea surface temperatures that vary
considerably over the region and throughout the year. For instance, the air tempera-
ture in the Barents Sea varies greatly from summer to winter and is associated with
high temporal variability during winter mainly due to the flow of water masses with
different temperatures (see Fig. 5.2), latitudinal changes in solar radiation rates,
and the presence of sea ice in the northern and north-eastern areas and usually
open-waters in the west and southwest regions [8–10]. For example, while the
annual minimum air temperature in the southern parts of the Barents Sea varies
from −9–6°C, the minimum air temperature in the vicinity of Shtokman and
Prirazlomnoye fields in the eastern and south-eastern parts is approximately −28°C
and −48°C, respectively [9, 10].

Snow deposition and icing are the other characteristics of the Arctic regions. The
metamorphose process of deposited snow over time that changes the snow into an
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Fig. 5.2 Schematic of main water masses in the Barents sea—black lines represent frontal areas
[11]

assemblage of roughly spherical ice grains, which increases the density of deposited
snow to that of ice, is along with a rise in deposited snow strength and rigidity,
a phenomenon which is known as hardening process [3, 12]. Icing has two main
types depending on its water source, namely atmospheric icing and sea spray icing.
Atmospheric icing includes “all processes, where drifting or falling water droplets,
rain, drizzle or wet snow in the atmosphere freeze or stick to any object exposed to
the weather” [13]. The type of atmospheric icing, and thus its mechanical properties
depends on wind speed, air temperature, and freezing process itself [12, 13].

Sea spray icing (see Fig. 5.3) is usually considered the most dangerous icing type
which forms as the water influxes, forming ship–wave interactions or wind-blown

Fig. 5.3 Vessel–wave
interaction and resulting sea
spray icing on the deck [17]
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water droplets generated from whitecaps on the ocean surface, freeze on the surface
of the vessels, and equipment onboard [14]. Sea spray ice accretion rate and its
possible location on a vessel or platform depend on a number of factors, including
meteorological and oceanographic conditions (such as air temperature, wind speed,
wave height, wave period, sea surface temperature, and atmospheric pressure), shape
and location of the equipment onboard, characteristics and type of the surface, design
characteristics of the platform or vessel, and so on [8, 15, 16]. Understanding the
icing process and gaining knowledge on the parameters including its rate, together
with knowledge on mechanical characteristics of spray ice provide us with necessary
information for designing and implementing anti-icing and de-icing strategies [16].

Polar low pressures, which form when a system of cold polar air moves over
relatively ice-free warmer waters [18], are common meteorological phenomena in
someArctic seas including in the Barents Sea fromSeptember to early summer. Polar
low pressures have a relatively short lifespan of 6–48 h from initiation to decay, with a
diameter of 200–1000 km. They are associatedwith suddenweather changes in terms
of storm force winds, high waves up to 15 m, decreased air temperature to −30°C,
considerable snow and ice showers with reduced visibility down to less than 50 m
[18, 19]. Sea ice and presence of iceberg are other features of the Arctic offshore.
The distribution and extension of sea ice, and the drifting patterns of sea ice floes
are mainly governed by the flow of different water masses, air temperature, wind,
and current speed. Thus, the sea ice extent varies greatly throughout the year. For
instance, while the maximum ice extent in the southern Barents Sea occurs in March
and its minimum extent happens in September and October, the northern and north-
western parts are usually covered by ice during summer [20]. An important feature
of the Arctic seas is marginal ice zone where there are various ice floes of different
sizes and masses in transition areas between open sea and continuous ice cover. The
area between the ice floes is occupied by either brush ice or open water [20, 21].
The main issue is the retreat of the sea ice edge time due to the global warming
impact, as shown in Fig. 5.4(A) and 5.4(B), where the frequency of sea ice extent
over the Barents Sea is depicted with at least 40% ice concentration over the period
October 1980 to May 1981 and October 2011–May 2012, respectively. Loss of sea

Fig. 5.4 Frequency of 40% sea ice concentration in the western and central barents sea. a October
1980 to May 1981; and b October 2011 to May 2012— adopted from [8]
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ice leads to more complex operational conditions. It contributes to increase in sea
surface temperature and significant wave heights, particularly in areas close to the
ice edge [8], leading to changes in design philosophies and approaches; a shift from
design for sea ice to design for spray icing in that location over time (see Fig. 5.4).

Reduced visibility due to fogs and polar nights are other characteristics of the
Arctic. Fog is defined as suspended water droplets or ice particles near the Earth’s
surface that can lead to reduction of horizontal visibility below 1 km [22]. Arctic fogs
are divided into four main types: advection fog, radiation fog, steam fog or Arctic
smoke, and ice fog [23], of which advection fog that occurs when relatively warm
and moist air flows over a cold surface is the most common type especially in the
seas. Fog is observed most often in the Arctic basin and over the Arctic seas with
an average annual number of days with fog of 80–100. The highest number of days
with fog is about 140 days per year that can occur in the central parts of the Arctic
[23]. Although fogs do not last for very long, their duration can reach sometimes as
long as 72 h [23]. The duration and frequency of Arctic fogs often correlate with
ice concentration, wind direction, and wind speed [24]. The highest frequency of
fogs occurs over sea with a 70–90% ice cover. Fog frequency varies throughout the
year as well due to low absolute humidity of water masses. This leads to the highest
frequency of 65–80% in the Barents Sea in the summer to about 5–10% in winter
[23], Proshutinsky et al. [24].

The above-mentioned characteristics of the Arctic regions add additional chal-
lenges for the design, construction, and operation of the facilities in the Arctic. In
order to develop solutions and to tackle such challenges, the first step is to understand
the mechanisms that such complex environmental conditions impact the operations,
activities, and performability of the facilities. Therefore, it is of utmost important to
understand how the Arctic harsh and complex operational conditions can affect the
performability of equipment.

5.2.1 Quality

Quality of a product is a measure of its degree of conformance to applicable design
specifications and workmanship standards [1]. To have a high-quality product, a
high-quality input material and information should be used in high-quality process
which is run by high-quality employees on the controlled environment. In such
conditions, all variables which can change the quality of product can be controlled
properly. Variation in input parameters of a process including inherent variability
and attributable variability leads to defect in the final product which can reduce
the quality rate significantly. Operational conditions under which equipment and
operators are working may have significant contributions to such variations. In order
to increase the quality of process and product, two types of quality control plan
should be implemented, including design quality and manufacturing quality. The
aim of design quality is to confirm the equipment, material, and operator’s integrity
over the life cycle of the facility. Hence, it requires an early assessment for material
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selection and performance analysis of equipment and human. For this, a set of tests
such as accelerated life testing needs to be established to check the quality of design.
In the accelerated life testing the equipment are tested on stress conditions (e.g.
temperatures, voltage, vibration rate, pressure, etc.) higher than thedesignoperational
conditions to uncover potential modes of failure in short amount of time. Thereafter,
the results will be extrapolated to predict their behavior under the design conditions.
Hence, in order to establish such a type of tests, a comprehensive understanding
about the involved physical environments and the stresses that are applied in real-
world conditions should be available for designers [25]. As mentioned, due to the
lack of weather forecasting infrastructures and technical experience as well as rapid
effect of climate change on the Arctic, such information is not usually available. It
can lead to significant uncertainties in design quality. Moreover, establishing such
type of testes for all equipment will be very expensive and maybe impossible.

In manufacturing quality, by using some statistical tools such as statistical control
process and by establishing some program such as lean management, total quality
management, and Six Sigma, we try to control the variation during the operation
phase and thus to increase the quality of products. Considering the fact that the
most important contributor to variability is human himself, hence the competence
development and crew training are the main core elements of such programs. Arctic
operational conditions may increase the stress on human significantly that leads to
deteriorations in human’s physical and cognitive performance. For example, studies
show that in outdoor work in the winter, cold stress frequently reduces working
ability by 70% for short periods [26, 27]. Long period of exposure to the cold results
in decreased cognitive performance, injury, hypothermia, loss of sensitivity, and
reduced manual dexterity and grip [28, 29]. These conditions can directly influence
the variability of human’s decisions andhuman reliability to a very large extent. In this
regard, the impact of Arctic conditions on equipment units and on human is discussed
in more details in Sects. 5.2.2 and 5.2.3, when reliability and maintainability under
Arctic conditions are addressed.

5.2.2 Reliability

Arctic environmental conditions negatively affect the reliability of equipment units.
For instance, low temperatures change the properties (e.g. ductile/brittle behavior)
of metals, polymers, and plastics, as well as rheological properties (e.g. viscosity)
and chemical composition of the fluids such as lubricants and crude oils [3]. For
instance, increase in oil viscosity at low temperatures requires more pumping power,
leading to more energy consumption and even more failures in pumping facilities
and hoses (see Fig. 5.5) [30]. The rate of corrosion-induced failures increases in low
temperatures. Moreover, onemay also consider the reduced performance of the oper-
ation or maintenance crew [32], which potentially results in reduced operational or
equipment reliability by increasing human error [12]. Functionality of electrical and
electronic devices, such as cables, wires, switches, pushbuttons, lighting elements,
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Fig. 5.5 Burst hose as a
result of excessive pressure
from pumping highly
viscous oil [31]

and gauges, can be impaired at low temperatures because of material deterioration.
Moreover, as temperature decreases, resistance and capacitance of conductors can
change and thus lead to potential changes in electrical properties of electrical and
electronic components [33].

The impact of low temperatures can negatively affect the psychological and phys-
ical performance of the crew and thus lead to an increase in human error. The combi-
nation of low temperatures, high waves, and wind speeds may lead to severe icing
storms. Wind action on iced structures such as antennas is different from the un-
iced ones, which is due to the larger drag coefficient for ice-covered structures.
Asymmetric icing and snow accumulation, which can happen due to the changes
in prevailing icing direction, can unbalance the forces exerted on equipment and
thus threatens its stability or increase the fatigue failure possibility [12, 13]. Loads
imposed by ice on equipment (e.g. small diameter tubes, chains, ropes, pipes, connec-
tions) and shelter ceilings may cause damage and malfunction [14]. Amajor concern
in reliability of equipment onboard when it concerns the presence of sea ice is the
structure vibration due to the crushing of sea ice and its resulting intensive shaking of
the deck, which may cause hazardous working conditions for the crew and increase
human error. Platform vibration may also decrease equipment reliability by, for
instance, inducing fatigue failure. Falling of objects due to significant shaking of
platform can deteriorate operational safety and may harm the crew [35, 36].

5.2.3 Maintainability

The harsh and complex operational conditions of the Arctic often impact the main-
tainability of equipment units in various ways, including imposing delays in logis-
tics operations, deteriorating the performance of the maintenance and repair crew,
and finally through affecting the failed equipment and technical aspects of the
maintenance or repair [12, 26].
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Less-developed infrastructure and remote distances from suppliers andmarket can
affect overall support strategies and logistics, such as transportation of equipment,
modules, repair crew, and spare parts. This can result in extended plant downtimes
due to the unavailability of materials, tools, spare parts, and personnel [7]. Interrup-
tions in offloading spare parts due to high winds and wind-speed-induced limitations
associated with crane operations can add to equipment downtime and reduce equip-
ment maintainability. Such disruptions may also occur because of high waves and
forces exerted by sea ice on supply vessel and thus pose delays on maintenance tasks
and intervention operations [12]. In polar nights and fogy days, the impaired visi-
bility can delay the logistics operations, for instance, by interrupting spare delivery
plans [32]. Uncertainties in weather conditions and difficulties in predicting polar
low pressures [12] contribute to prolonged delays in logistics operations and thus
contribute to extended equipment downtime.

Poor visibility can lead to extended active repair times as well; for instance, by
making it difficult to read technical data andmanuals that further increase the propen-
sity to miss something perform incorrect repair and maintenance [26, 32]. Accretion
of ice on failed equipment reduces accessibility to the equipment and thus interrupts
operations and maintenance tasks and increase equipment downtime, for instance,
by increasing the time required for disassembling, fault isolation, replacement and
removal time of failed components, and reassembling. Sensors on test equipment
(e.g. temperature sensors, accelerometers, etc.) can be affected by different types of
ice, leading to measurement errors in inspections and repairs process [26, 32]. Main-
tenance supervisors estimate that a 30% saving in overall maintenance time could be
achieved if access to equipment were ideal or unrestricted [26]. Similar issues can
arise due to the accumulation of wind-blown snow in low-velocity areas.

The combined impact of low temperatures and high wind speeds that result in low
wind chill index [37, 38] negatively impact the physical and psychological perfor-
mance [29] of the repair crew and thus equipment maintainability by increasing
equipment active repair time. Such a process might be associated with crew’s loss of
strength, mobility, and balance due to low temperatures, together with confusion and
impaired consciousness [29]. In such conditions, the maintenance and repair crew
shouldwear warm clothes and gloves. However, although thermal protective clothing
may mitigate the neurophysiologic responses, it can negatively affect manual perfor-
mance due to a decrease in mobility and inability to perceive external elements
or cues [26]. Moreover, studies show that when a person who is fully dressed in
Arctic clothing is exposed to extremely cold air temperatures, a significant reduction
in performance is still observed when compared with a person working in normal
temperatures [29].
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5.2.4 Safety

Safety is defined as “freedom fromunacceptable risk” (i.e. riskwhich is not tolerable)
[40]. In other words, safety can refer to a situation that could have negative conse-
quences, such as harm to humans, environment, economic loss, which implies that
safety can be seen as the capacity of a unit to avoid an endangering of persons, envi-
ronment, or the facilities, for specified time and conditions. In order to analyze the
risks of operations, one should account for hazards, the likelihood of the occurrence
of such hazards, and the consequences should such hazards occur [41]. Accounting
for the uncertainties with the type of hazard that might occur, the probability of its
occurrence and the extent and severity of the outcomes is of crucial importance in
any risk and safety management [42].

The risks of operations and activities in the Arctic regions with harsh and complex
environmental conditions is higher than those in normal-climate areas for three main
reasons, including (i) increased probability of failure, (ii) increased severity of nega-
tive consequences, and (iii) increased number of failure scenarios. Such higher risks
can lead to reductions in safety levels of operations and activities [12]. Some failure
scenarios are unique to the Arctic and cold-climate regions, and thus are not expe-
rienced in other regions. For example, the forces of drifting sea ice and icebergs on
platforms and vessels increases the probability of failure of mooring lines and thus
loss of station keeping systems. Structural safety of the vessels and platforms that are
threatened by iceberg collision and sea-ice build-up around the platform structures is
another example of unique failure scenario in the Arctic. Failure of components and
delays in operations and activities due to the negative impact of atmospheric icing
and spray icing are other examples of hazards and failure scenarios that are unique
to the Arctic and cold-climate regions. Moreover, the sensitive Arctic environment,
its remoteness, and less-developed infrastructure can contribute to increase in the
severity of failure consequences, especially if we consider crises and large failure
scenarios, that lead to platform evacuation, search and rescue, and oil spill clean-up.
Poor satellite coverage in northern latitudes and thus less reliable telecommunica-
tion means pose limitations on communication and data transfer that can negatively
affect transferring real-time technical advice and remote support for decision-making
onboard during emergency situations.

Lack of data and relatively less industrial experience (compared to normal-climate
regions) adds to the risks associated with Arctic industrial activities, especially
through three important types of failure scenarios, namely (i) unknown unknown
(i.e. situations where the actual future hazardous event is not a part of the set of
events discussed in risk assessment because no one knew about it), (ii) unknown
known (i.e. situations where the actual future hazardous event is not part of the set
of events that are discussed in risk assessment, because someone knew but not those
performing the risk assessment), and (iii) event with negligible probability (i.e. situ-
ations where the subjective probability of a particular failure scenario is considered
negligible by those performing the risk assessment) [42, 43].
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Moreover, considering the relationship between safety and risk, onemay conclude
that the performance of the established safety procedures, which are basically
active/passive risk reducing barriers is severely impaired by the harsh and complex
conditions of the Arctic. For instance, reduced visibility (e.g. because of fogs) and
darkness, through promoting human being’s ocular inability to distinguish objects
given limited brightness and contrast, increase the chances of judgment errors and
thus rise the probability of accidents [22]. Nascimento and Majumdar [44] reported
that the helicopter fatal accident rate during night is 15 times higher than that during
daytime. Such a difference is attributed to the visual perception and decision-making
in degraded visual environment. Spray icing on platforms and vessels can severely
threaten the stability of vessels and platforms leading to capsizing and loss of lives
[8]. Reduced visibility and degraded visual environment because of snow showers
and fogs can threaten the safe evacuation and its followed search and rescue opera-
tion. Huge spray ice accumulation on the windward side of the platforms and vessels
can cause an imbalance in the structure, leading to problems in heaving and thus
platform’s motion characteristics. Falling ice and compacted snow during thawing,
and slippery surfaces because of ice or hardened snow can cause injuries. Loss of
accessibility to doors, stairways, pathways, helicopter pad, and escape routes, in
addition to safety equipment, lifeboats, and fire-fighting equipment due to ice and
snow accumulation threatens the safety of the crew [34], Crowley [45]. The safety
functions of electrical and electronic equipment are of vital concern, especially if
they are installed in areas with potential leakage of explosive and hazardous gases.
The ability of materials to withstand potential gas explosions can be impaired at low
temperatures [33]. Potential build-up of static charges on plastic surfaces in cold
environment due to low humidity increases the possibility of explosions in case of
hydrocarbon gas leakage. It may also cause problems for devices such as analogue
meters with plastic faces by giving incorrect or erratic readings and thus affect the
operation of sensitive controllers, shutdown systems, and alarms [33].

5.2.5 Sustainability

Given limited resources on planet, any design we should try to meet the needs of
the present without compromising the ability of future generations to meet their own
needs [1]. Performability by considering the sustainability as one of its concepts tries
to reach this goal. To reach a sustainable design, we should minimize the footprint
of technology and human activities by minimizing the material and energy usage
throughout their entire life cycle. The material which is going to be used should be
green materials and be highly recyclable at the end of their life. In order to reach this
goal, the efficiency of the energy and material usage should be increased by merging
creativity in design, economics, manufacturing, and policy. Design for sustainability
preserves ecosystem integrity and promotes human health and happiness.

Arctic operational conditions can significantly increase the material and energy
usage. For example, icing as a common phenomenon in the Arctic region can provide



116 A. Barabadi and M. Naseri

a lot of challenges for operators and the equipment. Ice can reduce the quality of
communication tools and sensors. For instance, in icing conditions, wind speed errors
can be as high as 30% [46]. It can increase the vertical load and it can change
the dynamic characteristics of structures. Hence, to avoid these adverse effects of
icing, mechanical or electrical anti-icing and de-icing measures need to be taken
into consideration [12, 26, 47]. Such measures negatively affect the sustainability
by increasing energy and material consumption. Moreover, current practices for de-
icing are very expensive. For example, a study shows 5% of the cost of a 600 kW
wind turbine should be allocated for the anti-icing and de-icing systems [46], or, for
a windmill farm with medium icing severity, with an average of 30 icing days per
year, the anti-icing and de-icing system payback time can be 5 years [48]. To avoid
this and increase the sustainability of the technologies, some new creative solutions
should be developed. Anti-icing coating is one of the promising solutions which can
increase the satiability of design significantly. It decreases the ice accretion rate by
ensuring high degree of water repellency, delays any ice nucleation, and slows ice
adhesion. However, the durability of such coating is a requested research subject to
ensure lifelong functionality. The other way is to design equipment in such a way that
the ice accumulation is reduced; for example, as the diameter of the subjects is incised
the ice accretion rate will be reduced. Or they can be situated in protected locations,
so that sea spray and weather cannot reach them. This may be accomplished by using
fully enclosed spaces, semi-enclosures, and recesses with removable “curtains” in
front or similar [49].

5.3 Performability Data—Current Situation and Future
Needs

Performability tries to integrate different aspects of equipment performance into a
holistic and comprehensive concept. Hence, making the right decision with respect
to the performability design, performability optimization, and performability moni-
toring requires accurate predictions of failure time, repair time, defect rate, human
performance, energy and material usage, as well as all accident and incident conse-
quences, and so on. This can be achieved by an effective performability analysis,
which in lower levels needs an effective reliability, maintainability, quality, safety,
and sustainability analysis on both component and system levels.

To have an effective input from performability analysis, it is necessary to establish
a process so that the right person at the right time has access to the right data, which
are collected and reported in the right format. The right person for an effective
performability analysis is someone who has comprehensive understanding of (i) the
methodology, data and information needed for model building, (ii) the properties of
different models, and (iii) the tools and techniques to determine whether a particular
model is appropriate to model a given dataset. Recording the data in an unsuitable
format, such as a qualitative format, makes them difficult to analyze. The data need to
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be stored in systems that make them easy to retrieve, analyze, and draw conclusions
on a continuous basis. Moreover, timely data can provide the required information
for a reliable and cost-effective design.

However, the most challenging part of such a process is collecting the right data,
which can reflect the real world. Performability analysis greatly relies on historical
data at the component level and well-established knowledge regarding the intercon-
nections between different components which build up the whole system. In order
to have a valid performability analysis, collected data must be able to provide a clear
understanding of technical characteristics of the equipment, all sources of stress,
operating and environmental conditions, component potential failures and failure
routes, common causes and special cause variation effect on quality, failure conse-
quences, as well as maintenance history and bill of usage material. These data and
other relevant data constitute the performability data that actually vary based on the
type of the system. For example, for an isolated item in a control office environment,
the ambient conditions (e.g. ambient temperature) can be considered as identical and
there is no need to collect them. However, for an outdoor pump, the ambient condi-
tions can change over time, and hence they need to be collected in the performability
database. In order to have valid and high-quality performability data under complex
operational conditions such as those in the Arctic regions, it may be necessary to
collect operational data for some years. Analyzing such data by an appropriate model
can provide us with a clear and comprehensive understanding of the performability
of equipment in designated operating conditions.

At the current stage due to the limited industrial activities in the Arctic region as
well as less-developed infrastructures such as limited numbers of weather stations,
the performability data are not available to a large extent. This can increase the
uncertainties associated with performability analysis and consequently performa-
bility design as well as the costs of investment, operation, and maintenance. There
are vast changes in the operational conditions in the Arctic region throughout the
year and from one year to another it can cause a significant fluctuation on stress
levels on human and equipment. Such unforeseen fluctuations in stress can change
the performability characteristics and it may cause a catastrophic consequence. On
the other hand, the climate change that has drastic effects on Arctic climatic condi-
tions introduces another challenge for designer as it can make the limited available
historical data collected over previous years less reliable for future applications.

The current practice is to use the available database such as OREDA [50] for
performability analysis of equipment to be operated under Arctic conditions. These
databases are restricted to the area south of the polar circle where the operational
conditions are very different from those found in the Arctic region. The use of such
data for performability analysis of Arctic equipment without considering the Arctic
operational conditions leads to unreliable results.

Performability data (e.g. time to failure, time to repair, etc.) are often collected
frommultiple and distributed facilities and operational units working under different
conditions. For instance, a specific type of pumpmaybe installed in different places of
a specific plant that experiences different flow rates, different working pressures and
temperatures, and chemical composition of the fluids might be different (i.e. pumps
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are operating under different conditions exposed to different stresses). However, it
is a common practical approach to collect their failure and repair data in a single
database where their different operational conditions are not explained correctly.
These differences in operating conditions are also known as covariates, stressors,
or risk factors that can introduce heterogeneity into the data. However, in many
reliability studies, datasets are assumed to be homogeneous, with the failure data
being independent and identically distributed [51].

In a broad sense, covariates can be categorized into two different groups, namely
observed covariates and unobserved covariates. Observed covariates are those factors
which may have an influence on the performability characteristics of an item, and
their associated values are collected and recorded in a database. Examples of observed
covariates are the surrounding operating condition (e.g. weather data, temperature,
humidity, dust, etc.), condition-indicating parameters (e.g. vibration and pressure),
human aspects (e.g. the skill of the operators and maintenance crew), and organi-
zational parameters such as organization culture and norms, training program, in
addition to the implemented design modifications, and the history of the repair activ-
ities carried out on the system (e.g. type of repair, number of the repairs, etc.). Based
on the effect of covariates on performability characteristics of an item, they can be
divided into two groups: (i) categorical covariates and (ii) continuous covariates. The
categorical covariates are qualitative variables and often have binary ormultiple cate-
gories (e.g. effect of icing can be coded as no-icing, light-icing, moderate-icing, and
heavy-icing). Continuous covariates have a defined scale and can be quantified,which
can change linear or nonlinear [2]. Moreover, covariates can be time-dependent and
time-independent. In the time-dependent covariates their effects on performability
change over time.

Unobserved covariates are typically unknown, or their associated values are not
collected properly, or they are missing in the databases. For example, if a pump
has a soft foot problem, then it will put the bearing in an over-stressed situation.
Hence it should be considered as a covariate in performability analysis. In the case
that there is no information regarding soft foot in the performability database of
the bearing, an unobserved covariate should be defined to capture the effect of soft
foot on the performability of the bearing. As unobserved covariates are typically
unknown, they cannot be explicitly included in the performability analysis. Observed
and unobserved covariates lead to observed and unobserved heterogeneity.

In most of performability analyses, not only the effects of observed and unob-
served covariates are neglected [51], but also the effects of observed covariates are
not adequately addressed and quantified (Barabadi et al.). Therefore, it is not possible
to extrapolate the result of analyses to a wide range of operational conditions. This
issue highlights the limited application of a lot of available databases such asOREDA
(OREDAParticipants [50] in the performability design for new operational condition
such as those in Arctic regions [52]. In the OREDA database, only operating time
has been recorded and the other influence factors have not been collected. However,
if the associated covariates with each time between failure and time to repair data are
recorded then reliability and maintainability can be modelled as a function of time
and observed and unobserved covariates. Thereafter, the results can be extrapolated
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to the new operational conditions. Such results will provide a basis to make decisions
with respect to the design and operation of the production facility and technology
under new environmental conditions.

Most of available data collection systems are not designed for performability
analysis purposes and they are not collected in detail when it concerns the failure
mechanism, failure model, failure consequences, and, more specifically, the oper-
ational conditions. A review of available standard for data collection such as ISO
14224 [53] shows that it does not cover the collection of important factors, such as the
operational conditions, as being a minimum requirement for an effective performa-
bility analysis. This issue is a considerable drawback, especially for applications in
a complex operational environment such as the Arctic where modelling of the effect
of observed and unobserved covariates are of utmost importance. After collecting
the performability data and their associated covariates, an appropriate tool should be
used to analyze the data. For example, covariate-based model such as frailty model,
proportional hazard model, proportional covariate model, accelerated failure time
model and stress-strength model are some of the models which can be used to quan-
tify the effect of covariates on the performability and its constituting elements [2].
Proportional hazard models and proportional covariate models are built based on
the assumption that the hazard/repair rate of an item is the product of a baseline
hazard/repair rate and a positive functional term that describes how the hazard/repair
rate changes as a function of covariates. The baseline hazard/repair rate is assumed
to be identical and equal to the total hazard rate when the observed and unob-
served covariates have no influence on the failure pattern. Recently, some studies
in the reliability field have used the frailty model to model the effect of unobserved
covariates on some concepts of performability including the maintainability and
reliability [51].

Hence, based on above discussion, establishing a correct, comprehensive, and
suitable data collection system and selecting a suitable model for data analysis are
important requirements for the performability design and performability optimiza-
tion under Arctic conditions. Such a database should include all relevant potential
covariates that can affect the performability characteristics of the item. Based on the
ISO 31000 riskmanagement process [41], the performability assessment process can
be developed. Figure 5.6 shows the proposed approach for performability data collec-
tion and assessment. Performability assessment is the overall process of performa-
bility analysis and performability evaluation. Performability analysis is the process to
comprehend and to determine the level of performability, based on selected data and
information including the observed and unobserved covariate effects. Performability
evaluation is the process of comparing the results of performability analysis against
criteria or objectives and thus identifying areas for improvement. After performa-
bility evaluation, if needed a performability enhancement should be established to
modify performability which can be focused on different concepts of performability
such as reliability or safety. The focused area needs to be identified based on the
result of performability analysis as well as the design criteria. As Fig. 5.6 shows at
the first step the scope, context, and criteria should be identified, thereafter using the
stablished context the performability data including their associated covariates need
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Fig. 5.6 Performability assessment process in analogy with ISO 31000 risk management process

to be collected. Moreover, in this step based on the nature of collected data, an appro-
priate statistical tool should be selected to estimate the performability characteristics
of the item.

5.4 Expert Judgments for Performability Assessment
in the Arctic Region

Themethods that are available for quantifying the impact of operational conditions on
the performance of the equipment units and crew, such as those developed based on
proportional hazardmodels [54, 55] and accelerated life models [56, 57] rely onwide
range of performability data in addition to data and information about underlaying
operational conditions throughout the equipment life.Nowadays, the fourth industrial
revolution, the internet of things, and big data provide us with opportunities to make
production systems and services more efficient, more flexible, and more resilient.
This has come with the advancements in knowledge, methods, and techniques, the
increase in information sharing, data availability, and computational capabilities in
addition to new opportunities of development for the analysis and assessment of
risk. This leads us to a new era where knowledge, information, and data available



5 Design for Performability Under Arctic Complex Operational … 121

for analyzing and characterizing hazards, modelling, and computing risks continue
to grow [58]. The vast extent of digitization in recent years also provides us with
a huge amount of data that can be used for real-time decision-making involved
in maintenance planning and optimization, resource allocation, manufacturing cost
reduction, and finally for sustainable design manufacturing and operation [59].

However, real-time data collection methodologies are usually available in opera-
tional phase.During the design phase, themain issue is the lack of extensive industrial
experience in the Arctic regions compared to normal-climate regions. For example,
although oil and gas industry has considerable experience in offshore oil spill clean-
up, the only experience relating to that in the Arctic is mainly limited to the coast-
line cleaning after the grounding of Exxon Valdez oil tanker in 1988 in Alaska. As
another example, one can consider the Norwegian Continental Shelf, wherein oil and
gas industry has extensive knowledge and experience in the North Sea, its experi-
ence in the Barents Sea is limited to the south-western parts [52]. In this regard, oil
and gas companies adapt a step-by-step approach where the industrial activities are
currently limited to south-western parts. However, when it concerns Arctic tourism
and cruise ships sailing in the Arctic Ocean, one should design evacuation facilities
in such a way that they withstand the harsh and severe operational conditions of the
Arctic offshore, as discussed in Sects. 5.2.2–5.2.4. To this, aim, the lack of indus-
trial experience, and thus lack of data remains the crucial issue [32, 52]. This issue is
addressed in the conceptual model presented in Fig. 5.7 in more details. To cope with
such shortcoming, expert judgment process can be applied as an alternative method.
Expert opinions have been widely used in various fields such as supply chain and
traffic network risks [60], chemical process plants [61], human reliability analysis

Fig. 5.7 A conceptual model for integrating expert judgments in performability analysis of
operations and facilities in the arctic
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[39, 62], oil and gas industry [52], to name a few. Expert opinions are often used for
different reasons, including, but not limited to [63–68]

• regulation and management of industrial activities from risk and safety perspec-
tives

• when other sources of data such as measurements and observations are not
available

• when existing data are sparse, not reliable, questionable, or only indirectly
applicable

• when estimates on new, rare, complex, or poorly understood phenomena are
required

• predicting future events when good data are not available
• interpreting and integrating existing data that could range from qualitative data to

quantitative data
• determining the state-of-the-art and what is currently known, what is not known,

and what the gaps are and what should be learnt.

Given above discussion, the application of expert judgments for industrial activ-
ities in the Arctic regions are thus thoroughly justified due to, for instance, different
operational conditions compared to normal-climate regions, lack of adequate data
and information, new, complex, and poorly understood phenomena affecting the
performability of the facilities, and integrating existing data (from normal-climate
regions) with the new data.

Figure 5.7 illustrates a conceptual model, where the expert judgments are used in
the context of performability analysis of equipment units in the Arctic. The output
of performability analysis is often some inputs for making informed decisions for
design, manufacturing, operation, and maintenance of facilities. Such an analysis
relies on data and information that are scarce in the Arctic. Existing data and infor-
mation are not usually suitable as they do not account for the impact of the complex
operating conditions of the Arctic. In other words, elements of Arctic conditions
introduce a great deal of uncertainty in such data. Although laboratory tests, fields
tests, and field observations connected to existing operations in the Arctic provide the
industry with useful data, but their extent is limited. Under these situations, expert
judgments can be employed to modify existing data and information to include the
impact of the Arctic complex operating conditions or to modify existing models and
approaches for analyzing the performability of the facilities. Such approaches have
been implemented in analyzing equipment reliability [52], equipment downtime [69],
system availability [57], and to develop risk index [26], and human reliability [29],
taking into account the impact of Arctic harsh operating conditions.

5.4.1 Formal Expert Judgment Process

Expert judgments are usually referred to the state of knowledge of experts when
they reflect upon or answer to a question at the time of response. Expert judgments,
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also known as educated guess, expert opinions, and expert forecasts are expressions
of opinions that experts make in responding to a technical problem based on their
knowledge and experience [63], Meyer [66]. A technical problem, which is usually
formed as a question, is the problem that the experts are asked about their opinions.
Expert judgments also include the experts’ mental processes of assumptions, defini-
tions, biases, source of information, and algorithms, through which they arrive to the
stated opinions and formulated answers [70]. Such a process is associatedwith a great
deal of uncertainty and different sorts of bias. In this regard, it is of utmost importance
to follow a formal process for acquiring and aggregating expert judgments. A formal
expert judgment process has usually three main phases including expert selection,
expert judgment elicitation, and expert judgment aggregation [63, 65–67, 70–72].

5.4.2 Expert Selection

An expert can be defined as “a person who has background in the subject area and is
recognized by his or her peers or those conducting the study as qualified to answer
questions” [66]. Such a definitions considers, among others, three main criteria, for
experts, namely:

• Having background pertinent to the subject area
• Being recognized by his/her peers
• Being qualified and having a desired level of expertise (both substantive and

informative expertise).

These criteria that are, to some extent, subjective introduce some uncertainty in
deciding who the expert is. O’Hagan and Buck [73] considers an expert, as the
person “who has great knowledge of the subject matter”, or even as “the person
whose judgements are to be elicited, whatever their actual degree of expertise”.
The expertise, however, should not be limited to the knowledge about the technical
problem, but also on the response mode and how the person organizes and uses
his/her knowledge in addition to person’s mental processes for making assumptions,
definitions, and algorithms for expressing his/her opinions [70], O’Hagan and Buck
[73].

It is widely accepted that a panel of expert should have a pool of diverse back-
ground in such a way that a balanced set of viewpoints is achieved, and excessive
influence of a single individual or single viewpoint is avoided. Moreover, while
choosing experts with similar disciplinary backgrounds might cause problems if the
experts are asked about their opinions thatmight go beyond their immediate expertise
[65, 73], and selecting a panel of experts with very diverse background might make
reaching a consensus difficult, if a consensus is desired. Aggregating expert opinions
using weighted averaging methods that are based on assigning weighting factors to
expert also becomes challenging when dealing with a group of experts with different,



124 A. Barabadi and M. Naseri

if not contradicting, views and expertise. In relation to the application of expert judg-
ments for performability analysis of technical systems and facilities operating in the
Arctic, one should make sure of including some key areas of expertise such as:

• The concept of performability and its elements (i.e. quality, reliability, maintain-
ability, safety/risk, and sustainability (referring to substantive expertise))

• The technical aspects of the operation/activity/facility (referring to substantive
expertise)

• The operational conditions—meteorological and atmospheric conditions of the
location of interest (referring to substantive expertise)

• Themechanisms through which operational conditions can impact performability
(referring to substantive expertise)

• Uncertainty (its concept, representation, and characterization), judgment, and
decision-making (referring to normative expertise).

5.4.3 Expert Judgment Elicitation

Elicitation refers to the process of “obtaining experts’ subjective opinions through
specifically designed methods of communication” [66]. The elicitation process and
the information and the assumptions that experts consider for expressing their opin-
ions affect the elicited opinions [63, 70]. The quantities of interest together with
the underlaying assumptions of the problem should be carefully and clearly defined
and communicated with the experts [65, 66]. Expert judgments are affected by the
response mode and the process through which expert opinions are elicited. The
method for aggregating expert opinions can also determine the elicitation approach.
O’Hagan and Buck [73] reviews various models and frameworks for eliciting expert
judgments, a common element of which is the response mode. There are various
response modes for eliciting expert opinions such as single probability values, set
of probability values, probability distribution, quantiles of a distribution, parame-
ters of a distribution, etc. that to a great extent depend on the objective of the study
[63, 66, 67, 70].

Experts usually prefer to present their opinions along with the associated uncer-
tainties in the form of, for instance, mean and variance, distribution, and percentiles.
However, the eliciting probability distribution is an inherently imprecise process,
mainly due to two factors: (i) it is difficult for the experts to give numerical values
for the probabilities, quantiles, standard deviation, or parameters of a distribution,
and (ii) experts can only provide a finite number of probability judgments that makes
it difficult to determine an empirical probability distributions [63, 66, 70, 73]. In other
words, the use of probability distributions does not eliminate the uncertainties asso-
ciated and thus does not guarantee a perfect representation of an expert’s uncertainty.
Cooke [67] proposes a method, known as Cooke’s performance-based method, for
elicitation and aggregation of expert opinions, where he tackles the issue of experts’
uncertainties as well as the normative and substantive expertise of the experts by elic-
iting expert distributions for some calibration questions [67, 68]. A weighting factor
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will then be computed for each expert that will be in weighted arithmetic averaging
approach for combining expert distributions of the technical problem.

5.4.4 Expert Judgment Aggregation

Expert judgment aggregation may refer to the procedure by which expert opinions
are combined in order to form an overall opinion to be further used as an answer to
the predefined technical problem [66]. There are various ways to aggregate expert
judgments, which can be grouped into behavioral and mathematical approaches.

In behavioral approaches, experts interact with each other and decision-maker, for
instance, in face-to-face groupmeetings, where they assess technical problem or even
simply discuss relevant issues and ideas with only informal judgmental assessment.
In these settings the aim is to reach an agreement or consensus within the group of
experts. Solutions given by the group may require that the experts compromise in
someways in order to reach an agreement.While themain advantage of this approach
is that the decision-maker does not need to combine and aggregate expert opinions,
its main drawbacks is group polarizing by some experts [71], Clemen and Winkler
[72].

Mathematical aggregation approaches, which consist of processes or analytical
models that operate on each expert’s probability distributions to combine them for
obtaining a single probability distribution to be used by the decision-maker [72], can
be mainly grouped into axiomatic approaches and Bayesian approaches.

In Bayesian paradigm of combining expert judgments, if n experts provide infor-
mation g1, g2, . . . , gn to decision-maker regarding some quantity of interest, or a
technical problem solution, θ , then the decision-maker’s probability distribution of
θ , denoted by p∗ is obtained by applyingBayes’ theorem to update a prior distribution
p(θ) [64], Clemen and Winkler [72]:

p∗ = p(θ |g1, g2, . . . , gn) ∝ p(θ)L(g1, g2, . . . , gn|θ) (5.1)

where L represents the likelihood function that is associated with the experts’ infor-
mation. The challenging part of combining expert judgments using Bayesian aggre-
gationmethod is the assessment of the likelihood function L(g1, g2, . . . , gn|θ). More
information on Bayesian aggregation of expert’s distribution are given in approaches
[64, 67, 71, 72, 74].

Axiom-based aggregation methods, which are the earlier methods of combining
expert judgments, are based on postulating certain properties that the combined
distribution should follow and then deriving the functional form of the combined
distribution [72]. Linear opinion pool or a weighted arithmetic averaging approach is
a common and yet less-mathematically complex aggregation method. Let p(θ)i , i =
1, . . . , N be the probability distribution of the quantity of interest given by expert i,
with N being the total number of experts. The combined expert opinions, denoted
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by p(θ)DM, is obtained by taking the weighted arithmetic average of expert opinions
[63], Clemen and Winkler [72]:

p(θ)DM =
N∑

i=1

wi p(θ)i (5.2)

where wi is the non-negative normalized weighting factor assigned for expert i, such
that

∑N
i=1 wi = 1. A detailed discussion on weighted average techniques is given by

[63, 67, 68, 70–72, 75, 76].
One of the main challenges of using weighted arithmetic average aggregation

method is the curial issue of assigning or computing the weights wi . French [74]
lists several obstacles to the approaches used for computing or assigning weights to
experts, namely expert calibration, expert honesty, correlation among experts, and
relative expertise of the experts. Genest andMcConway [76] reviews different works
on assigning expert weights and summarize them into, namely,

• Weights as veridical probabilities—the decision-maker’s distribution is generated
by one of the assessors’ distributions, and the weight represents the probability
that the assessors’ distribution is the true distribution.

• Outranking probabilities—the weights are interpreted as the probability that the
next prediction made using an expert distribution outperforms predictions made
from other experts’ distributions.

• Weights derived from scores—the weights are computed by applying strictly
proper scoring rules in order to ensure that an individual’s probability assessment
correspond to his or her judgments.

• Minimumvarianceweights—theweights are assigned byminimizing the variance
of the composite forecaster (i.e. the combined distribution).

• Weights as a measure of correlation—the weights are computed by considering
the dependence among the assessors’ sources of information.

• Self-assigned weights—the decision-maker asks the experts to select their own
weights.

To tackle the issue of assigning weights, Cooke [67] introduces a performance-
based aggregation approach, also known as Cook’s classical approach, which is
used to compute expert weights based on their performance on a set of so-called
calibration or seed variables. In this method, weights are computed based on cali-
bration and information scores that each expert receives according to his/her 5th,
50th, and 95th quantiles on seed variables, whose realizations (i.e. true values) are
available post hoc. The information score is defined as a measure of the degree to
which the expert’s distribution is concentrated around the realizations of uncertain
variables and the calibration is a measure of how well the uncertain quantities of
the realizations are independent and identically distributed with hypothetical density
p = (0.05, 0.45, 0.45, 0.05). A detailed description of this approach is given in [67,
77–79] and its application for system reliability and production performance analysis
is given in [52, 56].
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5.5 Conclusions

Complex Arctic operational conditions can affect the equipment and human perfor-
mance in various ways. They can increase the failure rate, power losses, life cycle
costs, repair time, and safety hazards. Taking into consideration these types of effects,
the designed systems must be dependable and safe as well as economically viable
and it should minimize environmental pollution quantity of used raw materials and
energy. Designing for performability contains appropriate approaches that can enable
us to meet these important goals. In design for performability the main objective is
to optimize reliability, maintainability, quality, safety, and risk analysis, as well as
sustainability of selected technical solution simultaneously. This provide necessary
information for selection, developing, optimization, and monitoring the most appro-
priate technology. Design for performability in complex Arctic operational condi-
tions requires a range of statistical and simulation tools to be used and is dependent
on a large amount of data and information. However, currently, there are not sufficient
amount of performability data, including reliability, maintainability data, and infor-
mation for industrial activities in the Arctic, which are essential inputs for an accu-
rate performability analysis and assessment. This chapter has reviewed the effects
of Arctic operational conditions on performability elements and has then showed
that most of available databases are not suitable for performability analysis of equip-
ment units in the Arctic regions. Thereafter, considering the urgent needs for estab-
lishing a correct, comprehensive, and suitable data collection system, it discussed
the main elements of such a data collection system including the identification and
then collecting all performability covariates. Expert judgments are effective ways
to reduce the uncertainties associated with the design for performability while there
is no high-quality historical data, with the Arctic being a case in point. Hence in
the last part of the chapter, a conceptual model for integrating expert judgments in
performability analysis of operations and facilities in the Arctic is developed.
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Chapter 6
Dynamic Multi-state System
Performability Concepts, Measures,
Lz-Transform Evaluation Method

Anatoly Lisnianski and Lina Teper

Abstract In the chapter a performability concept for dynamic multi-state system as
an extension of multi-state system reliability is considered. Steady-state and instan-
taneous (dynamic) indices for performability estimation in real-world multi-state
systems are presented. Themain obstacle in assessment of these indices is a “curse of
dimensionality”—a huge number of system’s states even for relatively simple multi-
state system. In order to overcome on these difficulties, in this chapter modernmathe-
matical method is considered—Lz-transform—for evaluation of dynamic performa-
bility indices (measures) for multi-state systems. Numerical example is presented in
order to illustrate the approach.

Keywords Dynamic performability · Multi-state system · Markov process ·
Lz-transform · Performability measures

6.1 Introduction

All technical systems are designed to perform their intended tasks in a given envi-
ronment under given conditions. Many systems can perform their task with various
distinctive levels of efficiency, which is usually referred to as system performance
rates. A system that can have a finite number of performance rates is called a multi-
state system (MSS) [15]. Usually MSS is composed of elements that in their turn
can be multi-state. Actually, a binary system is the simplest case of an MSS having
two distinguished states (perfect functioning and complete failure).

There are many different situations in which a system should be considered as
MSS. It may be power system, where performance is interpreted as power gener-
ating capacity; computer system, where data processing speed is treated as system
performance; and so on. Many detailed examples of technical MSSs can be found in
Lisnianski et al. [11].
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The term performability was first used in 1980 by Meyer [13] in the context of
evaluation of highly reliable aircraft control computer systems. By using this term,
he reflected a set of such systems’ characteristics such as availability and maintain-
ability. In this case performability was treated as an “umbrella” concept for all these
properties. The definition of term performability was further extended by Misra
[14] to include attributes of dependability and sustainability where dependability
includes attributes of quality, reliability, maintainability, and safety. In other words,
the performance was considered in totality over the entire life cycle of a product,
system, or service. However, here we shall use the term performability in the sense
of customer satisfaction from the system operation. It means that the following issue
should be analyzed: How the system satisfies demands of its customer? This concept
was suggested by Young and Kapur in [20]. Therefore, our MSS’s performability
measure should be considered as measures of customer demands satisfaction or even
part of dependability attributes, namely reliability and availability (maintainability).

It should, however, be noted that there is a substantial difference between MSS
performance and MSS performability measures. A system performance is usually a
physical parameter. Performability is a system property that characterizes a customer
satisfaction from the system’s functioning. For example, for a power system such
physical parameter as a generating capacity is usually treated as a system output
performance. Such parameters as expected energy not supplied to consumers, loss of
load probabilities, and so on that characterize a customer satisfaction from the system
operation aremeasures of performability. Evaluation of suchperformabilitymeasures
in dynamic modes when MSS has thousands and even millions of possible states is
not a trivial job. It is so, because in dynamic modes each element should be presented
by using discrete-state continuous-time (DSCT) stochastic process. If, for example,
in the system there are eight components and each component has five states, then
a state–space diagram for the entire system will have 58 = 390, 625 states. Because
of the huge number of states and transitions, such model can be built only by using
a special code (program) that should be developed for each case. Then a system of
3,900,625 differential equations should be solved in order to assess the performability
measures. It requires enormous efforts. In this chapter we consider a modern method
that can be used in such cases in order to overcome these difficulties. This method is
called Lz-transform method. The method is an extension of widely known universal
generating function approach that was primarily suggested by Ushakov [18]. Lz-
transform was primarily introduced in [8] and its brief description and possible
applications will be presented in the following sections of the chapter. Here only
Markov stochastic processes will be considered.
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6.2 Generic MSS Model and Its Evolution in State Space
Associated Performability Measures

The genericMSSmodel [11, 15] should includemodels of the performance stochastic
processes

G j (t), j = 1, 2, . . . , n (6.1)

for each system element j, and the system structure function that produces the
stochastic process corresponding to the output performance of the entire MSS is
given by

G(t) = f (G1(t), . . . , Gn(t)) (6.2)

The MSS behavior is characterized by its evolution in the space of states.
Since the system functioning is characterized by its output performance G(t), the

state acceptability at any time instant t depends on this value. In some cases, this
dependency can be expressed by the acceptability function F(G(t)) that takes non-
negative values if and only if the MSS functioning is acceptable. This takes place
when the efficiency of the system functioning is completely determined by its internal
state. For example, only the states where a network preserves its connectivity are
acceptable. Other states are unacceptable. Usually unacceptable states are interpreted
as system failure states,whichwhen reached, imply that the system should be repaired
or discarded.

Much more frequently, the system state acceptability depends on the relation
between the MSS performance and the desired level of this performance (demand)
that is determined by the customer. In general, the demand W (t) is also a random
process. Below we shall consider such a case when the demand can take discrete
values from the set w = {w1, …,wM}. Often the desired relation between the system
performance and the demand can be expressed by the acceptability function F(G(t),
W (t)). The acceptable system states correspond to F(G(t), W(t)) ≥ 0 and the unac-
ceptable states correspond to F(G(t), W(t)) < 0. The last inequality defines the MSS
failure criterion.

In many practical cases, the MSS performance should exceed the demand level
determined by the customer. In such cases the acceptability function takes the form
F(G(t), W (t)) = G(t)−W (t).

The system behavior during the operation period can be characterized by the
possibility of entering the subset of unacceptable states more than once. The case
whenMSS can enter this subset only once usually corresponds to unrepairable deteri-
orating systems. For repairable systems the transitions between subsets of acceptable
and unacceptable states may occur an arbitrary number of times.

Note that in some cases it may be impossible to divide MSS’s state–space
to acceptable and unacceptable states. Only some functional associated with two
stochastic processes G(t) and W (t) may be of interest in order to define MSS
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failure. For example, MSS failure may be defined as an event, when functional

J =
T∫

0
∝ [G(t), W (t)]dt ≥ J0 will be greater than or equal to some specified value

J0 and α(∗) is defined as some arbitrary function. For example, for power system,
where G(t) and W (t) are treated as generating capacity and load (demand, which is
required by consumers), such functional J is interpreted as an energy not supplied
to consumers, when α(∗) is defined such as the following:

∝ (t) = W (t) − G(t), if W (t) − G(t) ≥ 0

and

∝ (t) ≡ 0, i f W (t) − G(t) < 0.

According to customer requirements, this functional J may also characterize the
number of system entrances the set of some specified states (where, for example,G(t)
< W (t)) during some time period [0,T]), the accumulated time of system staying in
this set of states, the accumulated performance deficiency during time period [0,T],
and so on.

In general, a value of functional J, which is defined by the customer require-
ments for two stochastic processes G(t) and W (t), is considered as MSS performa-
bility measure. In the next subsection we introduce different measures of MSS
performability.

6.2.1 MSS Performability Measures

To numerically characterize MSS behavior from a performability point of view one
has to determine the MSS performability measures (indices). In general case, these
indices are different modifications of functional J and they are based on considering
the system evolution in the time domain. In this case the relation between the system’s
output performance and the demand represented by the two corresponding stochastic
processes must be studied. Figure 6.1 shows an example of the behavior of the MSS
performance and a demand as the realizations of the stochastic processes [11].

When one considers an MSS evolution in the space of states during the system
operation period T, the following measures are usually of interest from a customer
point of view:

Time to failure, T f is the time from the beginning of the system life up to the
instant when the system enters the subset of unacceptable states for the first time.

Time between failures, Tb is the time between two consecutive transitions from
the subset of acceptable states to the subset of unacceptable states.

Number of failures, NT is the number of times the system enters the subset of
unacceptable states during the time interval [0,T ].
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Fig. 6.1 MSS behavior as relation between two stochastic processes—mss output performance
G(t) and demand W (t)

These measures are the measures of an MSS reliability.
In Fig. 6.1 one can see an example of realizations of two stochastic processes G(t)

and W (t). Assume that according to customer requirement the system performance
value should exceed the value of demand:F(G(t), W (t))= G(t)-W (t) > 0. In this case,
the first time that the processG(t) down crosses the level of demand,W (t) determines
the time to MSS failure. This time is designated as Tf . The random variable Tf is
characterized by the following indices:

Probability of a failure-free operation or reliability function R(t) is the probability
that Tf is greater than or equal to the value t (t > 0), where in the initial state (at
instant t = 0) MSS is in one of the acceptable states:

R(t) = Pr{T f ≥ t |F(G(0), W (0)} ≥ 0. (6.3)

Mean time to failure (MTTF) is the mean time up to the instant when the system
enters the subset of unacceptable states for the first time:

E
{
T f

}
. (6.4)

From now on E{*} will be used as an expectation symbol.
The same two indices can be defined for the random variable Tb:
The probability that the time between failures is greater than or equal to t is:

Pr{Tb ≥ t}. (6.5)
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The mean time between failures (MTBF):

E{Tb} (6.6)

The reliability indices associated with the random variable NT are:
The probability that NT is not greater than some specified number n:

Pr{NT } ≤ n (6.7)

The expected number of system failures in the interval [0,T ]:

E{NT }. (6.8)

Measures (6.7) and (6.8) are often important when logistic problems related to
MSS operation are considered (e.g. in order to determine the required number of
spare parts).

MSS instantaneous (point) availability A(t, w) is the probability that the MSS at
instant t > 0 is in one of the acceptable states

A(t, w) = Pr{F(G(t), W (t)) ≥ 0}. (6.9)

MSS availability in the time interval [0,T ] is defined as:

AT = 1

T

T∫

0

A(t, w)dt . (6.10)

The random variable AT represents the portion of time when the MSS output
performance rate is in an acceptable area. This index characterizes the portion of time
when the MSS output performance rate is not less than the demand. For example, in
Fig. 6.1

AT = (T − T1 − T2)/T . (6.11)

The expected value of AT is often used and is named demand availability [1]:

AD = E{AT }. (6.12)

For large t (t → ∞), the system initial state has no influence on its availability.
Therefore, the steady-state (stationary or long-term) MSS availability A∞(w) for
the constant demand level W (t) = w can be determined on the base of the system
steady-state performance distribution:
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A∞(w) =
K∑

k=1

pk1(F(gk, w) ≥ 0) (6.13)

where

1(F(gi , w) ≥ 0) =
{
1, if F(gi , w) ≥ 0,
0, if F(gi , w) < 0,

(6.14)

and pk = lim
t→∞ pk(t) is the steady-state probability of the MSS state k with the

corresponding output performance rate gk .
In the case where F(G(t), W (t)) = G(t) − W (t) we have F(gk, w) = gk − w

and, therefore,

A∞(w) =
K∑

k=1

pk1(gk ≥ w) =
∑

gk≥w

pk . (6.15)

In power systems this index is called as loss of load probability [2].
In order to obtain the indices that characterize the average MSS output perfor-

mance, one can use the performance expectation. The mean value of MSS
instantaneous output performance at time t is determined as:

Gmean(t) = E{G(t)}. (6.16)

The average MSS expected output performance for a fixed time interval [0,T ] is
defined as:

GT = 1

T

T∫

0

Gmean(t)dt . (6.17)

Observe that the mean MSS performance does not depend on demand.
In some cases, a conditional expected performance is used. This index represents

the mean performance of MSS on condition that it is in acceptable states.
It is often important to know the measure of system performance deviation from

a demand when the demand is not met. In the special case where F(G(t), W (t)) =
G(t) − W (t), the instantaneous performance deviation can be represented as:

D(t, w) = max{W (t) − G(t), 0} (6.18)

and is called the instantaneous performance deficiency at instant t. For example, in
power systems D(t,w) is interpreted as a generating capacity deficiency.

The average MSS expected performance deficiency for a fixed time interval [0,T ]
is defined as follows:
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DT = 1

T

T∫
0

D(w, t)dt (6.19)

The cumulative performance deficiency for a fixed interval [0,T ] is defined as
follows:

D∑T =
T∫

0

D(t, w)dt. (6.20)

For example, in power systems it is an energy not supplied to consumers during
time interval [0,T ]. (In Fig. 6.1 the cumulative performance deficiency is the sum of
the dashed areas).

In some cases, the instantaneous performance deficiency makes no sense as the
system uses storage facilities to accumulate a product. The deficiency appears not
when the system performance does not meet the demand, but rather when the accu-
mulated performance in interval [0,T ] is less than the accumulated demand at this
interval. This takes place in oil and gas transmission systems with intermediate
reservoirs. The accumulated performance deficiency in this case takes the following
form:

D∑T =
T∫

o

(W (t) − G(t))dt =
T∫

0

W (t)dt −
T∫

0

G(t)dt. (6.21)

Computation of most of the above-mentioned performability indices is quite a
difficult problem, especially in dynamic modes. In this chapter we shall consider for
this purpose a modern mathematical method—Lz-transform.

6.3 Lz—Transform and Inverse Lz—Transform: The
Method Description

6.3.1 Lz-Transform

We consider a discrete-state continuous-time (DSCT) Markov process [17] X (t) ∈
{x1, . . . , xK }, t ≥ 0,which hasK possible states i (i = 1,…,K), where performance
level associated with any state i is xi . This Markov process is completely defined by
a set of possible states x = {x1, . . . , xK }, transitions intensities matrix A = ∥

∥aij(t)
∥
∥,

i, j = 1, … K and by initial states probability distribution that can be presented by
corresponding set

p0 = [p10 = Pr{X (0) = x1}, . . . , pK0 = Pr{X (0) = xK }]. (6.22)
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From now on, we shall use for such Markov process the following notation by
using triplet:

X (t) = {x, A, p0}. (6.23)

Definition Lz-transform of a discrete-state continuous-time Markov process X(t) =
{x, A, p0} is a function of u(z, t, p0) defined as

Lz{X(t)} = u(z, t, p0) =
K∑

i=1

pi (t)z
xi (6.24)

where pi(t) is a probability that the process is in state i at time instant t for any given
initial state probability distribution p0, and z is a complex variable.

6.3.1.1 Existence and Uniqueness of Lz-Transform

Each discrete-state continuous-timeMarkov process X(t)= {x,A, p0} (where transi-
tion intensities aij(t) are continuous functions of time) under certain initial conditions
has only one (unique) Lz-transform u(z, t, p0) and each Lz-transform u(z, t, p0) has
only one corresponding DSCT Markov process X(t) developing from these initial
conditions p0.

We’ll formulate this as an existence and uniqueness property of Lz-transform. It
was proven by Lisnianski [8].

Remark 1 In reliability interpretation, Lz-transform may be applied to an aging
system and to a system at burn-in period as well as to a system with constant failure
and repair rates.

6.3.1.2 Main Properties of Lz-Transform

Property 1 Multiplying DSCT Markov process on constant value a is equal to
multiplying corresponding performance level xi at each state i on this value:

Lz{aX (t)} =
K∑

i=1

pi (t)z
axi (6.25)

Property 2 Lz-transform from a single-valued function f (G(t), W (t)) of two inde-
pendent DSCTMarkov processesG(t) andW (t) can be found by applying Ushakov’s
universal generating operator� f to Lz-transform from G(t) and W (t) processes over
all time points t ≥ 0
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Lz{ f (G(t), W (t))} = � f (Lz{G(t)}, Lz{W (t)}). (6.26)

The property provides Lz-transform application to multi-state system reliability
analysis. Computation procedures for operator � f have been established for many
different structure functions f [11]; Levitin [7]. An example of application of these
procedures will be presented in the following section.

6.3.1.3 Inverse Lz-Transform

InverseLz-transformwas introducedbyLisnianski andDing [10], andherewepresent
its brief description.

Definition. Let a function

u(z, t, p0) =
K∑

i=1

pi (t)z
xi , (6.27)

be Lz-transform of some unknown discrete-state continuous-time Markov process
X(t) = {x, A, p0}. Here pi (t), i = 1, . . . , K is a probability that Markov process
X(t) is in state i at time instant t ≥ 0, xi is the performance in this state, p0 vector
of the process states probabilities at initial time instant t = 0, and z is a complex
variable.

Based on a given Lz-transform (6.27) of some unknown DSCT Markov process
X(t), inverse Lz-transform

L−1
Z

{
K∑

i=1

pi (t)z
xi

}

(6.28)

reveals the underlying Markov process X(t). Therefore, the following definition can
be written:

L−1
Z {L Z {X (t)}} = X (t) = {x, A, p0}. (6.29)

if all transition intensities in matrix A are continuous function of time.
In other words, based on a given Lz-transform of some DSCT Markov process

X(t), inverse Lz-transform reveals (or uncovers) the underlyingMarkov process X(t).
As it was stated above, “to reveal (uncover) underlying Markov process” means

to determine for this process: a set of possible states x; a transition intensities matrix
A; a vector of initial conditions p0.
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6.3.1.4 Computational Procedure for Determining Inverse
Lz-Transform

From computational point of view, the problem of finding inverse Lz-transform can
be summarized as the following:

It is given Lz-transform of some unknown Markov process X(t)

Lz{X(t)} = u(z, t, p0) =
K∑

i=1

pi (t)z
xi . (6.30)

Based on this expression for Lz-transform one should reveal (uncover) the under-
lying Markov process X(t), or in other words, to find the set of states x, the set of
initial conditions p0, and the matrix A of transitional probabilities of the process.

In reliability interpretation we consider the case when each MSS’s component
at time t = 0 may be in any arbitrary state and any MSS’s state with performance
lower than any specified demand level is treated as MSS’s failure. We suppose that
MSS consists of n independent components, where each component i is described
by correspondingMarkov stochastic process Xi(t). Usually MSS’s structure function
f , which defines MSS output stochastic process X(t) is known and given by the
following expression

X(t) = f (X1(t), X2(t), . . . , Xn(t)), (6.31)

where Xi (t) ∈ {
xi1, xi2, . . . , xiri

}
is a discrete state continuous timeMarkov process

that describes performance behavior of component i.
Notice thatLz-transform (6.30) is obtained under specified initial conditions for all

system’s components. We designate these conditions by using the following notation

X1(0) = x1i , i ∈ {1, . . . r1}, . . . , Xn(0) = xnk, k ∈ {1, . . . , rn}, (6.32)

where rm, m ∈ {1, . . . , n} is a number of performance levels for every component
m.

Thus, the problem is to uncover (reveal) the underlying process X(t) based on
a given information regarding the system structure function (6.31), Lz-transform of
process X(t) (6.30) and given initial conditions (6.32) for each MSS’s component.

Determining set of states X and set of initial conditions.

From expression (6.30), one knows a number of statesK of resultingMarkov process
and performance in each state i corresponding to value xi . Thus, one determines a
set of states x = {x1, x2, . . . , xK } for underlying process X(t).

The initial conditions for MSS are obtained by the given initial conditions of its
components (6.32). Thus, the initial state of the entire system will be defined by the
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MSS’s structure function (6.31), where the corresponding performances of compo-
nents are in their initial states. If the initial conditions of all system’s components are
given by (6.32), then according to MSS’s structure function (6.31), the initial state
of the entire MSS is the following

X(0) = f (x1i , x2l , . . . , xnk) = x j , j ∈ {1, 2, . . . , K }. (6.33)

Thus, the following initial conditions are determined for entire MSS

p0j = [Pr{X (0) = x1} = 0,Pr{X (0) = x2} = 0, . . . ,

Pr
{

X (0) = x j
} = 1, . . . ,Pr{X (0) = xk} = 0

]
, j ∈ {1, 2, . . . , K }. (6.34)

It means that at instant t = 0 the system is in state j, with performance x j , j ∈
[1, . . . , K ].

In order to emphasize the fact that Lz-transform (3.36) is obtained for the given
initial states of all MSS’s components (6.32) (which then provide initial condition
p0j (6.34) for the entire system), we will use the following designation for the given
Lz-transform of MSS’s resulting (output) performance process X (t):

L Z {X (t)} =
K∑

i=1

p( j)
i (t)zxi , j ∈ {1, 2, . . . , K }. (6.35)

Determining matrix A

The resulting stochastic process X (t) is a Markov process that has K states and from
expression (3.41), we know all its state probabilities p( j)

i (t), i = 1, . . . , K under
the condition that the process begins from state j at time instant t = 0.

Generally, probabilities for each of K states can be found by solving the following
system of differential equations [17] under given initial conditions p0j (in matrix
notation)

dp(t)

dt
= p(t)A, (6.36)

where
p(t) = [p1(t), p2(t), . . . , pK (t)] is row-vector of state probabilities;
dp(t)
dt =

[
dp1(t)
dt ,

dp2(t)
dt , . . . ,

dpK (t)
dt

]
is row-vector of state probabilities’ derivatives;

A—transition intensities matrix (that in our case is still unknown)
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A =

⎡

⎢
⎢
⎣

−(a12 + . . . + a1K ) a12 . . . a1K

a21 −(a21 + . . . + a2K ) . . . a2K

. . . . . . . . . . . .

aK1 aK2 . . . −(aK1 + . . . + aK ,K−1)

⎤

⎥
⎥
⎦.

(6.37)

We designate the solution of system (6.36) under initial condition p0 j (the system

is in state j, j = 1,2,…,K at instant t = 0) as pAj(t) =
[

p( j)
A1 (t), p( j)

A2 (t), . . . , p( j)
AK(t)

]
.

Ideally, matrixA should be determined in order to provide the following equations

p( j)
A1 (t) = p( j)

1 (t), p( j)
A2 (t) = p( j)

2 (t), . . . , p( j)
AK(t) = p( j)

K (t), j = 1, . . . , K . (6.38)

It means that state probabilities of the resulting stochastic process that can be
found as a solution of system (6.36) for initial conditions p0j, and state probabilities
from known Lz-transform of this process (expression (3.36)) should be the same. In
practice, we should find matrix A in order to provide a minimal difference between
all probabilities p( j)

Ai (t) and p( j)
i (t), i = 1,2,…K for the given j = 1, …, K at any

time instant t.
A numerical solution to this problem can be obtained by using genetic algorithm

(GA) that was implemented by Lisnianski and Ding [10]. In accordance with GA in
each genetic cycle, we randomly generate all (K − 1) · (K − 1) coefficients aij in
matrix A (6.37). We should generate only (K − 1) omponents in each row, because
the diagonal component aii in each row i in matrix A is defined as minus the sum of
all other components in this row and should not be generated.

Finally, we should find set of coefficients that minimize the accumulated relative
error—the measure of difference between solutions of system (3.42) and probabili-
ties, which are presented in Lz-transform (expression 3.36). This error will be used
in GA as a measure of accuracy.

For the given initial conditions p0j, the accumulated relative error, which should
be minimized, is the following:

ERR j =
Np∑

i=1

w1

∣
∣
∣p( j)

1A (ti ) − p( j)
1 (ti )

∣
∣
∣

p( j)
1 (ti )

+ . . . +
Np∑

i=1

wK

∣
∣
∣p( j)

KA(ti ) − p( j)
K (ti )

∣
∣
∣

p( j)
K (ti )

(6.39)

where Np—number of time points ti, for which the probability values are compared;
w1, . . . , wK are defined as weights of relative error for state 1 and state K,
respectively.

The weights of relative errors in some states can be set as small values if their
absolute errors are quite small. In order to determine the number of time points Np,
one should analyze functions p( j)

i (t) from the given Lz-transform. Usually around
1000 time points should be sufficient for the calculation of accumulated relative error
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(6.39). Approximately, a quarter of these points may be taken within a steady-state
mode and three quarters within transient interval of functions p( j)

i (t).

6.3.2 MSS Model for the Method Application

Weconsider amulti-state systemconsisting ofnmulti-state components.Any compo-
nent j in MSS can have kj different states corresponding to different performance,
represented by the set gj = {

g j1, . . . , g jk j

}
, where gji is the performance rate of

component j in the state I, i ∈ {1, 2, . . . , k j }. The generic MSS model consists of the
performance stochastic processes G j (t) ∈ gj, j = 1, . . . , n for each system compo-
nent j, and the system structure function that produces the stochastic process corre-
sponding to the output performance of the entireMSS:G(t) = f (G1(t), . . . , Gn(t)).
At first, a model of stochastic process should be built for everymulti-state component
in order to define output performance stochastic process for the entire MSS.

6.3.2.1 Model of Repairable Multi-state Element

Markov performance stochastic process for each component j can be represented by
the triplet G j (t) = {

gj, Aj, pj0
}
, where gj, Aj, pj0 are defined by the following:

• gj = {
g j1, . . . , g jk j

}
- set of possible states;

• Aj =
(

a( j)
lm (t)

)
, l, m = 1, …,k; j = 1, … n, transition intensities matrix (for aging

elements a( j)
lm (t) are increasing functions of time);

• pj0 =
[

p( j)
10 = Pr

{
G j (0) = g10

}
, . . . , p( j)

k j0 = Pr
{
G j (0) = gk j0

}]
initial states

probability distribution.

The following system of differential equations can be written for the state
probabilities [17]

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dpjk j (t)

dt =
k j −1∑

e=1
a( j)
ek j

(t)pje(t) − pjk(t)
k j −1∑

e=1
a( j)

k j e(t)

dpji(t)
dt =

k j∑

e=i+1
a( j)
ei (t)pje(t) +

i−1∑

e=1
a( j)
ei (t)pje(t) − pji(t)

(
i−1∑

e=1
a( j)
ie (t) +

k j∑

e=i+1
a( j)
ie i,e(t)

)

for 1 < i < k j

dp j1(t)
dt =

k j∑

e=2
a( j)

e1 pje(t) − p j1(t)
k j∑

e=2
a( j)
1e

(6.40)

By solving this system (6.40) under initial conditions
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p( j)
0 =

[
p( j)
10 = Pr

{
G j = g10

}
, . . . , p( j)

k j0 = Pr
{
G j (0) = gk j0

}]
(6.41)

one can find (for each element j in the MSS) state probabilities as functions of time:

pji(t) = Pr
{
G j (t) = g ji

}
, i ∈ {

1, . . . , k j
}
, j ∈ {1, . . . , n}. (6.42)

Based on solution (6.40) we can obtain Lz-transform Lz
{
G j (t)

}
of a discrete-state

continuous-time (DSCT) Markov process G j (t)

Lz
{
G j (t)

} =
k j∑

i=1

pji(t)z
g ji , (6.43)

where pji(t) is a probability that the process G j (t) is in a state with performance gji

at time instant t ≥ 0 for a given initial states probability distribution p( j)
0 , and z in

general case is a complex variable. So, for each of the MSS’s element the system of
differential Eq. (6.40) should be solved under a given initial condition (6.41) and a
corresponding Lz-transform (6.43) should be found.

6.3.2.2 Entire Multi-state System Model

A logical arrangement of the elements in the system is defined by the system structure
function f (G1(t), . . . , Gn(t)). The output performance distribution for the entire
MSS at each time instant t should be defined based on previously determined states
probabilities (6.42) for all elements and a logical arrangement of the elements in the
system is defined by the system structure function f (G1(t), . . . , Gn(t)). At this stage
Lz-transform andUshakov’s universal generating operator provide the corresponding
computations. Lz-transform of the output stochastic process for the entire MSS can
be defined based on previously determined Lz-transform for each component j and
system structure function f , which produces the output stochastic process of the
entire MSS based on stochastic processes of all MSS’s elements:

G(t) = f (G1(t), . . . , Gn(t)) (6.44)

In order to find Lz-transform of the MSS’s output performance, Markov process
G(t), which is the single-valued function (6.44) of n independent DSCT Markov
processes Gj(t), j = 1, …,n, one can apply Ushakov’s universal generating operator
(UGO) [18] to all individual Lz-transforms Lz

{
G j (t)

}
over all time points t ≥ 0.

Lz{G(t)} = � f (Lz{G1(t)}, . . . , Lz{Gn(t)}) =
K∑

i=1

pi (t)z
gi . (6.45)
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The technique of Ushakov’s operator applying is well established for many
different structure functions f [11, 7].

If all components in someMSS are described by Markov process, the entire MSS
is described by Markov process too. So, the resulting process G(t) is a Markov
process. But after like term collection (summarizing all terms with same powers of z
in expression LZ{G(t)}), one will have a new expression for Lz-transform, which is
corresponding with new stochastic process G1(t). This new stochastic process G1(t)
can be considered as the process, which was obtained from the primary Markov
process G(t) by lumping (uniting) all states with the same performance. In general
case lumpability conditions [6] are not fulfilled for this process and the resulting
process G1(t) (after like term collection) is not Markov. This fact does not change
the computation of availability and performability indices according to expressions
(6.9)–(6.21), because all states probabilities for output stochastic process are known.
But it will be very important and should be taken into account when reliability
function and mean time up to failure will be calculated.

Therefore, after like terms collection in expression (6.45) one will have Lz-
transform for new process G1(t) with restricted number of states K1 < K, which
in general case is not Markov process

Lz{G1(t)} =
K1∑

i=1

pi (t)z
gi (6.46)

The possibility of like terms collection is one of the main advantages of UGF and
Lz-transform method, because in many practical cases it helps to restrict drastically
a number of states in resulting stochastic process.

In order to use this important advantage and remain inMarkov framework we will
deal with new Markov process G1M(t), which will be equivalent to the process G1(t)
in sense of equality of all probabilities of staying in states with same performances
over all time points t ≥ 0. In other words, Lz-transform for the process G1M(t) is
equal to Lz-transform of the process G1(t)

Lz{G1M(t)} = Lz{G1(t)} =
K1∑

i=1

pi (t)z
gi (6.47)

This process G1M(t) will be called as approximating Markov process for primary
non-Markov output stochastic process G1(t).
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6.3.3 Calculation of Dynamic Availability and Performability
Measures

If Lz-transform (6.46) of output stochastic process G1(t) ∈ {g1, . . . , gK1} is known,
then important system’s performability measures can be found.

The system availability at instant t ≥ 0 is given by:

A(t) =
∑

gi ≥0

pi (t). (6.48)

The system instantaneous mean expected performance at instant t ≥ 0 is

E(t) =
K1∑

i=1

pi (t)gi . (6.49)

The system average expected performance for a fixed time interval [0,T ] is

ET = 1

T

T∫
0

E(t)dt. (6.50)

The system instantaneous performance deficiency is

D(t) =
K1∑

i=1

pi (t)min(gi , 0) (6.51)

The system accumulated performance deficiency for a fixed time interval [0,T ] is

D∫ =
T∫

0

D(t)dt =
K1∑

k=1

min(gi , 0)

T∫

0

pi (t)dt . (6.52)

In order to find A(t), E(t), ET , D(t), D∫ , one doesn’t need to know approximating
Markov process. The exact values of these measures are obtained from expression
(6.46) because all states probabilities pi(t), i∈[1,K1] for an output of non-Markov
stochastic process G1(t) are known.

But in order to find MSS reliability function R(t), one has to uncover approxi-
mating Markov process G1M(t) for output stochastic process G1(t).

Inverse Lz-transform can uncover an underlying Markov process, when Lz-
transformof this process is known.Based on the revealed (uncovered) output process,
the MSS reliability function and mean time to failure (MTTF) can be found.

Applying inverse Lz-transform (L−1
Z -transform) to Lz-transform in expression

(6.47), one can reveal the underlying approximating Markov process G1M(t):
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L−1
Z {

K1∑

i=1

pi (t)z
gi = G1M(t) = {g, A, p0}. = {g, A, p0}. (6.53)

The approximating Markov process has K1 states g = {g1, . . . , gK1} that are
arranged in the ascending order g1 ≤ g2 ≤ . . . ≤ gK1. Reliability function R(t) is
treated as probability that the process G1M(t), which begins at t = 0 from state j will
downgrade the below specified demand level wrat time instant t.

In order to find R(t) all states with performance lower than wrshould be united in
one absorbing state and all transitions from this absorbing state to any other states
should be constrained. If gk< wr and gk+1≥ wreq, then all states 1, 2, …, k should be
united in one absorbing state and all transitions from this absorbing state to any other
states should be constrained. It means that in matrix A of the revealed process all
elements in rows with numbers equal or lower than k should be zeroed. We designate
the matrix as A0

A0 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 . . . 0
0 0 . . . 0
. . . . . . . . . . . .

0 0 . . . 0
ak+1,1 ak+1,2 . . . ak+1,K

. . . . . . . . . . . .

aK ,1 aK ,2 . . . aK ,K

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (6.54)

Reliability function R(t) may be found after solving the following system of
differential equations in matrix notation

dp(t)

dt
= p(t)A0, (6.55)

where
p(t) = [p1(t), p2(t), . . . , pK (t)] is row-vector of state probabilities,
dp(t)
dt =

[
dp1(t)
dt ,

dp2(t)
dt , . . . ,

dpK (t)
dt

]
is row-vector of state probabilities’ derivatives.

Then the reliability function can be obtained

R(t) =
K∑

i=k

pi (t). (6.56)

Based on the reliability function we can obtain the mean time to failure (MTTF)
as time up to the first entrance into united absorbing state

MTTF =
∞∫

0

R(t)dt. (6.57)
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Fig. 6.2 MSS’s Structure
and State-transition Diagram
of its Elements

6.3.4 Illustrative Example

Consider anMSS, which consists of three multi-state elements. TheMSS’s structure,
state-transition diagrams of the elements, and the corresponding performance levels
are presented in Fig. 6.2.

One can see that G1(t) = {g11, g12} = {0,1.5}, G2(t) = {g21, g22} = {0, 2}, G3(t)
= {g31, g32, g33} = {0, 1.8, 4}. Failure rates and repair rates are the following:

a(1)
21 = 7 year−1, a(1)

12 = 100 year−1, a(2)
21 = 10 year−1, a(2)

12 = 80 year−1,

a(3)
32 = 10 year−1, a(3)

31 = 3 year−1, a(3)
21 = 7 year−1, a(3)

13 = 0 year−1,

a(3)
12 = 120 year−1, a(3)

23 = 110 year−1.

The MSS structure function is given by the expression

G(t) = f (G1(t), G2(t), G3(t)) = min{G1(t) + G2(t), G3(t)}. (6.58)

The system has to satisfy a constant demand wreq = 1. The system failure is
treated as an output performance downgrading under this demand. The problem is
to calculate the system availability and reliability for time period T as well as mean
time to failure.

Solution Applying the procedure described above, we proceed as follows.
According to the Markov method we build the systems of differential equations
for each element (using the state-transitions diagrams presented in Fig. 6.2):

For the first element
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{
dp11(t)

dt = −a(1)
12 p11(t) + a(1)

21 p12(t),
dp12(t)

dt = −a(1)
21 p12(t) + a(1)

12 p11(t).
(6.59)

The initial conditions are: p10 = {p11(0), p12(0)} = {0, 1}.
For the second element:

{
dp21(t)

dt = −a(2)
12 p21(t) + a(2)

21 p12(t),
dp22(t)

dt = −a(2)
21 p22(t) + a(2)

12 p21(t).
(6.60)

The initial conditions are: p20 = {p21(0), p22(0)} = {0, 1}.
For the third element:

⎧
⎪⎨

⎪⎩

dp31(t)
dt = −a(3)

12 p31(t) + a(3)
21 p32(t),

dp32(t)
dt = a(3)

32 p33(t) − (a(3)
21 + a(3)

23 )p32(t) + a(3)
12 p31(t),

dp33(t)
dt = −a(3)

32 p33(t) + a(3)
23 p32(t).

(6.61)

The initial conditions are: p30 = {p31(0), p32(0), p33(0)} = {0, 0, 1}.
After numerical solution of these three systems of differential equations under

corresponding initial conditions by using MATLAB, one obtains Lz-transforms for
three processes:

Process G1(t) : g1 = {g11, g12} = {0, 1.5}, p1(t) = {p11(t), p12(t)}, p10 =
{p11(0), p12(0)} = {0, 1}.

The associated Lz-transform: Lz{G1(t)} =
2∑

i=1
p1i (t)zg1i .

Process G2(t) : g2 = {g21, g22} = {0, 2.0}, p2(t) = {p21(t), p22(t)},

p20 = {p21(0), p22(0)} = {0, 1}.

The associated Lz-transform: Lz{G2(t)} =
2∑

i=1
p2i (t)zg2i .

Process G3(t) : g3 = {g31, g32, g33} = {0, 1.8, 4.0}, p3(t) =
{p31(t), p32(t), p33(t)},

p30 = {p31(0), p32(0), p33(0)} = {0, 0, 1}.

The associated Lz-transform: Lz{G3(t)} =
3∑

i=1
p3i (t)zg3i .

Now by using Ushakov’s operator � f over all Lz-transforms of individual
elements we can obtain Lz-transform Lz{G(t)} associated with output performance
stochastic process G(t) of the entire MSS:

Lz{G(t)} = � f (Lz{G1(t)}, Lz{G2(t)}, Lz{G3(t)}), (6.62)
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where the system structure function is as follows:

G(t) = f (G1(t), G2(t), G3(t)) = min{G1(t) + G2(t), G3(t)}. (6.63)

Based on the known rules for series-parallel MSS [11], after like terms collection
we finally obtain

Lz{G(t)} =
5∑

i=1

pi (t)z
gi , (6.64)

where

g1 = 0, p1(t) = p11(t)p21(t) + p31(t)p12(t) + p31(t)p11(t)p22(t);
g2 = 1.5, p2(t) = p12(t)p21(t)(p32(t) + p33(t));
g3 = 1.8, p3(t) = p32(t)p22(t);
g4 = 2.0, p4(t) = p33(t)p11(t)p22(t);
g5 = 3.5, p5(t) = p33(t)p12(t)p22(t).

These two sets g = {g1, . . . , g5} = {0, 1.5, 1.8, 2.0, 3.5} and p(t) =
{p1(t), . . . , p5(t)} define performance rates and states probabilities of output
non-Markov performance stochastic process G1(t) for the entire MSS.

The failure is treated as the system performance degradation lower than wreq = 1.
So, summarizing all probabilities with z-powers greater than or equal to 1, we obtain
the MSS instantaneous availability AV (t)

AV (t) =
5∑

i=2

pi (t) = 1 − p1(t). (6.65)

The calculated MSS instantaneous availability AV (t) is presented in Fig. 6.3.
Nowby using inverseLz-transform the underlying approximatingMarkov process

G1M(t) can be revealed.
As one can see from the obtained Lz-transform, the underlying approximating

Markov output process has five states

g = {
g4, g2, g3, g4, g5

} = {0, 1.5, 1.8, 2.0, 3.5}.

The corresponding states probabilities are as follows

p(t) = {p1(t), p2(t), p3(t), p4(t), p5(t)}

The initial state is the best state with performance g5.
In general case, states probabilities for five-state approximating Markov process

can be obtained from the following system of ordinary differential equations:
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Fig. 6.3 MSS Instantaneous Availability

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dp1A(t)
dt = −

(
5∑

i=2
a1i

)

p1A(t) +
5∑

i=2
ai1 pi A(t),

dp2A(t)
dt = −

(
5∑

i=1,i �=2
a2i

)

p2A(t) +
5∑

i=1,i �=2
ai2 pi A(t),

dp3A(t)
dt = −

(
5∑

i=1,i �=3
a3i

)

p3A(t) +
5∑

i=1,i �=3
ai3 pi A(t),

dp4A(t)
dt = −

(
5∑

i=1,i �=4
a4i

)

p4A(t) +
5∑

i=1,i �=4
ai4 pi A(t),

dp5A(t)
dt = −

(
4∑

i=1
a5i

)

p5A(t) +
4∑

i=1
ai5 pi A(t).

(6.66)

Under the given initial conditions: p1A(0) = p2A(0) = p3A(0) = p4A(0) =
0, p5A(0) = 1. (Symbol A means “approximating”).

The solution of this system p1A(t), p2A(t), p3A(t), p4A(t), p5A(t) should be
numerically closed to probabilities p1(t), p2(t), p3(t), p4(t), p5(t) that were found
above by using LZ -transform for non-Markov process G1(t). In accordance with the
GA procedure, transition intensities aij should be found in order to minimize the
following error for five-state Markov process:

Err =
Np∑

i=1

|p1A(ti ) − p1(ti )|
p1(ti )

+ . . . +
Np∑

i=1

|p5A(ti ) − p5(ti )|
p5(ti )

. (6.67)

In each GA cycle in this example the solution
p1A(t), p2A(t), p3A(t), p4A(t), p5A(t) should be obtained for the period of 0.15 year.
During 0.15 year, the transient mode for the solution p1(t), p2(t), p3(t), p4(t), p5(t)
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will be completely over (finished) and the process will be in steady-state. For the
comparison, we shall take 1000 points—one point for 0.00015 year.

The population size in the GA is 100. The offspring will mutate with probability,
which avoids premature convergence to a local optimum and facilities jumps in the
solution space. The mutation probability is 0.005. The convergence criterion in the
proposed GA is set as satisfying both a minimal number of genetic cycles (500
cycles) and a number of genetic cycles without improving the solution performance
(50 cycles). The GA converges to optimal solutions by performing about 700 genetic
cycles.

So, the underlying Markov process G1M(t) was completely revealed:

G(t) = {g, A, p0},

where

g = {g1, . . . , g5} = {0, 1.5, 1.8, 2.0, 3.5},

A =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

−295 95 120 80 0
10.63 −157.51 96.88 0 50.0
8.0 50.0 −299.09 191.09 50.0

10.07 0 10.75 −408.32 387.5
0 11.31 12.75 7 −31.06

⎤

⎥
⎥
⎥
⎥
⎥
⎦

, (6.68)

p0 = {0, 0, 0, 0, 1}.

In order to find the reliability functionR(t), all transitions fromworst state 1 should
be constrained. It means that all a1i , i = 2, . . . , K should be zeroed. Therefore, we
will have the matrix

A0 =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 0
10.63 −157.51 96.88 0 50.0
8.0 50.0 −299.09 191.09 50.0

10.07 0 10.75 −408.32 387.5
0 11.31 12.75 7 −31.06

⎤

⎥
⎥
⎥
⎥
⎥
⎦

. (6.69)

Therefore, reliability function may be obtained as follows:

R(t) =
5∑

i=2

pi (t), (6.70)

where functions pi(t) are obtained by solving the system of ordinary differential
equations
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dp(t)

dt
= p(t)A0 (6.71)

under initial conditions p0 = {0, 0, 0, 0, 1}.
For the case that was considered in this methodical example, calculation may be

done by using straightforward Markov method, because the number of states is not
great.

In Fig. 6.4 one can see graphs of reliability functions, calculated by using
inverse Lz-transform and by a conventional straightforward Markov method, which
is presented in [11].

As one can see the reliability curves representing those two solutions are posi-
tioned so close together that the difference between them cannot be distinguished
visually. (The difference is in the fourth digit after the decimal point).

Now mean time to failure can be obtained

MTTFL =
∞∫

0

RL(t)dt = 0.569 years,

where

RL(t) is reliability function that was computed by using inverse Lz-transform,
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Fig. 6.4 Graphs of Reliability Functions calculated by using Straightforward Markov Method and
by using Inverse Lz-transform
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MTTFL is mean time to failure that was computed by using inverse Lz-transform

Notice that mean time to failure MTTFM calculated by using straightforward
Markov method is almost the same

MTTFM =
∞∫

0

RM(t)dt = 0.568 years.

The error for MTTFL calculation is less than 0.2% which is a very good accuracy
for reliability problems where high uncertainty in failure data is usually expected.

It should be noticed that resulting output stochastic processwas found by usingLz-
transform after like term collection. Approximating Markov process was revealed
by inverse Lz-transform and has only five-state Markov process, which was built
by using straightforward Markov method in (Lisninaski et al. 2010) in order to
perform reliability analysis and for this example has 12 states. Therefore, even for
this simple methodological example the computational complexity decreases when
the suggested method is used.

6.4 Application Experience

Based on Lz-transform method wide range of MSS dynamic performability assess-
ment and optimization problems can be solved. In [16], Lz-transform method was
applied in order to find an optimal age replacement policy for MSS. By using Lz-
transform the state probabilities were computed for the entire MSS and the expected
cost and profit functions were derived. Finally, cost minimization or profit maxi-
mization policy was determined. Such practical problem as availability assessment
for aging refrigeration system for the big supermarket was solved in [4]. The system
is enough complex—it has 2048 states and its analysis by using classical straight-
forward Markov methods or simulation is very difficult. The problem was solved
by using Lz-transform method and it has been proven that in order to provide the
required reliability level, replacement of agingmechanical part in compressors should
be performed after 9.5 years.

More complicated system was considered by Frenkel et al. [3], where instan-
taneous mean cooling performance was assessed for the water-cooling system of
magnetic resonance imaging medical equipment. The system has 3840 states and
the problem solving without using Lz-transform method is impossible in practice. In
[5], availability was evaluated for this water-cooling system.

Short-term reliability evaluation for power station by using Lz-transform method
was presented in [9]. Power station consisting of some power generating units is natu-
rally a MSS, because every unit is multi-state element. Evaluation of such important
reliability indices as power system availability, expected capacity deficiency, the
expected energy not supplied to consumers is considered. Based on these short-term
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reliability indices in this paper corresponding operative decisions for units’ dispatch
were suggested.

Based on Lz-transform in [12], the method for Birnbaum importance assessment
of aging MSS was suggested. Dynamic Birnbaum importance evaluation for aging
MSS is especially important, because the relative importance ofMSS’s components is
changing over the time and strongly depends on system demand. Reliability function
evaluation based on inverse Lz-transform was considered in [19] for power system.
In this paper the risk function for real-world power station has been computed. Based
on this units’ dispatch was suggested.

6.5 Conclusions

In this chapter performabilitymeasures for dynamicmulti-state systemswere consid-
ered. It was shown that Lz-transform and inverse Lz-transform can be successfully
applied to dynamic performability analysis ofmulti-state system. Itwas demonstrated
that the Lz-transformmethod is well formalized and a suitable tool for practical appli-
cation in performability engineering for real-world MSSs analysis. By using this
method, it is possible to overcome the main obstacle in a problem of performability
assessment of dynamic MSS—a huge number of system’s states (dimension curse).

Lz-transform is not a universal generating function; it is a new special mathe-
matical object. Based on Lz-transform it is possible to utilize Ushakov’s universal
generating operator in order to perform performability analysis for MSS in transient
modes where initial conditions have a great impact on performability, for agingMSS,
MSS under stochastic demand and so on.

The method provides drastic decrease of computational burden compared with
straightforwardMarkovmethod andMonte-Carlo simulation. Its application is espe-
cially effective for MSSs with complex structure function and many redundant
elements, which have many equal performance levels. In the chapter a brief overview
of successful applications of Lz-transform method to performability analysis of
real-world industrial systems is presented.
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Chapter 7
On Modeling and Performability
Evaluation of Time Varying
Communication Networks

Sanjay K. Chaturvedi, Sieteng Soh, and Gaurav Khanna

7.1 Introduction

In the past few years, networkswith dynamic connectivity have gained research inter-
ests from engineering community and computer scientists. Thewidespread interest in
the domain led to the development of fixed infrastructure-less wireless networks, like
mobile ad hoc networks (MANETs), vehicular ad hoc networks (VANETs), flying
ad hoc networks (FANETs) and delay-tolerant networks (DTNs) [1, 2]. We hence-
forth refer to all such networks as time varying communication networks (TVCNs)
as their topologies change as a function of time. A topology change in a TVCN can
be attributed to a variety of intrinsic (predictable and inherent) interruptions, such as
node mobility, and/or extrinsic (unpredictable) interruptions, such as shadowing that
occurs in wireless channel, and hardware failures [3]. Note that topology changes
in these networks are not considered as an anomaly, rather regarded as an intrinsic
feature [4]. Further, in general, TVCNs exhibit extremely long delays and show
intermittent connectivity as nature of the system. More specifically, TVCNs seldom
have end-to-end multi-hop paths between any node pair and utilize device-to-device
communication via store-carry-and-forward mechanism for data transmission [5].
Thus, TVCNs may actually be disconnected at every time instant; however, data
transmission can be made possible via routes available over time and space.
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Primarily, TVCNs were designed to provide internet services in remote areas
of developing countries [6], wildlife monitoring [7] and battlefield reconnaissance
[1]. However, the realization of potential and opportunities of these networks led
to more advanced networks like low earth orbiting (LEO) satellite networks, deep
space networks (DSN), interplanetary networks (IPN) and the networks of unmanned
aerial vehicles (UAVs) [8, 9]. Among these applications, movement of animals acting
as data ferry during wildlife monitoring presents an instance of non-predictable
TVCN (npTVCN). In contrast, LEO satellite networks and fleet of buses with predes-
tined trajectories and schedules have somewhat predictable network dynamics over
time [10]. Such TVCNs are referred to as predictable TVCNs (pTVCNs). Thus,
specifically, a TVCN is an umbrella term depicting both npTVCN and pTVCN.

It is important to note here that although a plethora of works exists in the literature
which deals with topology control [11], routing [12] and trace collection [1, 13] in
TVCNs, however, assessment of their reliability is still rarely explored and needs
considerable attention. One main reason for the deficient state-of -the-art works for
the reliability evaluation of TVCNs is due to dynamically changing topology. Inter-
ested readers may refer [14] to learn about major differences between both static
networks and TVCNs. Further, due to the dynamic topology changes, the definitions
and notions of conventional minimal path/cut sets and spanning trees/arborescences
developed for evaluating static networks’ reliability become mostly inapplicable in
their usual form in pTVCNs. Thus, there is a need of substantial modification and
extension of these notions to pTVCNs as well.

Recently, the concept of minimal path set and cut set of static networks was
extended to pTVCNs; see references [15, 16, 17]. Similarly, this chapter extends the
concept of spanning arborescences to TVCNs, for data collection, that is, converge-
casting. More specifically, the chapter presents two types of timestamped spanning
arborescences, viz., timestamped valid spanning arborescences and timestamped
invalid spanning arborescences, of TVCNs. A timestamped spanning arborescence
is a spanning arborescence wherein each of its constituting edge accompanies a
contact, representing its active time. Thus, a timestamped valid spanning arbores-
cence, aka time-ordered spanning arborescence, is a timestamped spanning arbores-
cence inwhich each edge is time-ordered.Thismeans that in a time-ordered spanning
arborescence traversal over edges is possible as we only move forward in time. On
the contrary, a timestamped spanning arborescence is a timestamped invalid span-
ning arborescence if its edges are not time-ordered; thus, traversal over its edges is
impossible. Note that here onwards we refer to termsminimal path/cut sets, spanning
trees/arborescences, and timestamped (valid) spanning arborescences as paths/cuts,
trees/arborescences, and timestamped (valid) arborescences, respectively. Further,
note that we have used terms timestamped valid arborescence and time-ordered
arborescence interchangeably throughout the chapter.

The chapter is organized as follows: Sect. 7.2 gives an overview of the existing
modeling techniques to represent different features of TVCNs, that is, mobility,
connectivity, data communication and topology. Section 7.3 reviews the avail-
able techniques for performability evaluation of end-to-end connected TVCNs.
Section 7.4 discusses techniques developed for the performability evaluation of
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device-to-device connected pTVCNs. Section 7.5 presents a novel technique to
enumerate all time-ordered arborescences, converging to each sink node. Section 7.6
presents two applications of the enumerated arborescences: (i) to enumerate all time-
ordered paths between a specified source–destination, that is, (s, d) pair of nodes
using all timestamped arborescences converging to sink node vd , and (ii) to eval-
uate reliability metrics Rc(vd) and Rc(K ) using all time-ordered arborescences. The
section also evaluates another reliability metric, viz., R(s, d) using all time-ordered
paths. Section 7.7 presents analysis of simulation results obtained from experiment
over ten arbitrary TAGs. Finally, we draw the chapter conclusions and some future
scope in Sect. 7.8.

7.2 Modeling TVCNs

This section presents some existing models for representing various features of
TVCNs.

7.2.1 Mobility Models

A mobility model of TVCN aims to capture the time varying speed and direction of
mobile nodes. Although literature [18, 19] shows many mobility models, yet there is
no panacea. The main reason is the extremely complex and often non-deterministic
nature of real-world mobility pattern of human beings, animals and/or vehicles on
which wireless sensors are mounted, and the vast diversity of areas of application.
A facile classification of mobility models would include: (i) trace-based mobility
models and (ii) synthetic mobility models [14]. A trace-based mobility model is
developed by monitoring and extracting features from the real movement patterns
of users carrying mobile nodes; thus, represents reality. It is worth mentioning here
that in the past, mostly data traces have been collected by deploying mobile devices
in a small region, usually a university campus or a conference room. Further, note
that the task of data trace collection requires a long period of time, say six months
to one year, to collect a good amount of traces which are devoid of any biased data.
On the contrary, a synthetic mobility model depicts randomly generated movements
and creates synthetic traces. Note that a synthetic mobility model requires complex
mathematical modeling, but it can be easily applied to an arbitrary number of nodes
and over a large scale. Avid readers may refer [1, 13, 20, 21] and the references
therein for detailed surveys onmobility models, software tools for synthetic mobility
modeling and real-world trace repositories.
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7.2.2 Connectivity Models

The traditional routing protocols designed forMANETs assumed existence of an end-
to-end connectivity between (s, d) pair of nodes.However, in practice, such protocols
fail to deliver data if an end-to-end connectivity/path is not found. The reason is
because if a network gets partitioned, then the traditional ad hoc routing protocols fail
to interconnect such partitions [12].Moreover, with the increasing hop count between
s and d, the end-to-end connected path tends to become unstable due to frequent
disconnection of path caused by themovements of intermediate nodes [22]. Thus, the
lack of continuous end-to-end connectivity between devices gave an impetus to the
development of device-to-device connectivity for opportunistically routing data from
one device to another via store-carry-and-forward mechanism. More specifically,
the DTN group under Internet Research Task Force (IRTF) addressed the issues of
intermittent connectivity and partitioned networks via their proposed store-carry-
and-forward paradigm. In addition, the group also resolved the needs of the overlay
architecture by using an addressing scheme that exploits the late binding of addresses
[23]. It is worthy to note here that in store-carry-and-forward paradigm of data
routing a next hop may not be immediately available to the current mobile device
for forwarding data packets. Thus, it necessitates the current device to store data
packets, maybe for a considerable duration, until it gets an opportunity to forward
the packets to some other device. This renders transmissions between intermediate
devices to be independent of each other. Therefore, the notion of store-carry-and-
forward, accomplished by device-to-device communication, mitigates the effect of
hop count to a large extent [22]. This chapter covers some works from the literature,
in Sects. 7.3 and 7.4, which consider end-to-end connectivity and device-to-device
communication, respectively, for TVCN performability evaluation.

7.2.3 Communication Models

The two primarily used communication models in TVCNs are convergecasting and
broadcasting. Network convergecasting model is for collecting data from some (all)
nodes toward a sink/destination node [24], for example, the reception of data gath-
ered by LEO satellites from different sites across the world, including remote places
which are inaccessible for ground-based data acquisition center, at ground station
[25]. On the other hand, broadcast deals with data or information dissemination
from a root/source node to all other nodes. Some instances which require broad-
casting in pTVCNs are maneuvering, tracking, software update and maintenance
of satellites from the Earth-based ground station [26]. It is worth mentioning here
that both convergecasting and broadcasting models are equally important. However,
most of the works in the literature focus on either of these, mainly because they
both represent complementary problems. These models entail generation of effi-
cient arborescence(s) which consume minimum energy/cost, ensure collision-free
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communication and/or provide maximum reliability, and so on. The recent works
considering convergecast [27] and broadcast [28, 29] in pTVCNs only aim to find
a single time-ordered arborescence satisfying the constraints on energy/cost and/or
time. In contrast, Sect. 7.5 of this chapter presents in detail a novel approach to
enumerate all time-ordered arborescences for convergecasting in pTVCNs.

7.2.4 Topology Models

TVCN topology modeling is crucial to understand the underlying dynamics between
nodes and the overall performance of the network. Among other models presented
in [14, 30], random geometric graph (RGG), time-aggregated graph (TAG), space–
time graph and line graph have been excessively utilized by the researchers, and are
of particular interest for this chapter. In the upcoming paragraph, we discuss salient
features of each of them.

(1) Gilbert’s model [31], commonly known as random geometric graph (RGG),
is used to study the creation or snapping of edges in wireless networks,
thereby their topology changes. Themodel considers that #V devices are placed
uniformly at random in an area of [0, 1]2; where V is a set of devices and #V
represents the number of devices in set V. Among #V devices, any two devices
in the network can communicate with each other if their Euclidean distance
is less than or equal to the transmission range r of the devices. This model is
widely utilized as a simplified topological model for wireless sensor networks
and MANETs.

(2) Time aggregated graph (TAG) is used to model the changes in a spatio-temporal
network, for example, road networks, over time by collecting the node/edge
attributes into a set of time series [32]. Figure 7.1(i) shows a pTVCN with
a period of four time slots. More specifically, G1 to G4 in Fig. 7.1(i) (a–d),
respectively, represent four sequential snapshots of the network taken at four
different slots of time viz., t1, t2, t3 and t4, where t1 < t2 < t3 < t4. Note
that t0 represents origin of the network evolution, and slot length is given by
the difference between end time and start time of a slot. Thus, these snapshots

Fig. 7.1 (i) A sequence of four snapshots at four different time slots representing a pTVCN; (ii)
TAG representation of the network evolution shown in (i)
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are a sequence of static graphs representing interactions between four different
nodes at four different instants of time. Figure 7.1(ii) shows the TAG repre-
sentation of the network evolution depicted in Fig. 7.1(i). More specifically,
in Fig. 7.1(ii) each edge accompanies a time-series representing edge activity
schedule. For example, observe from Fig. 7.1(i) that edge between node pair
(v2,v3) is active in slots 1 and 2. Figure 7.1(ii) shows the same bidirectional edges
as e{1,2}

v2,v3 . Here, superscript denotes an ordered set {1, 2} of timestamps associ-
ated with bidirectional edge ev2,v3 ; thereby, represents edge’s activity schedule.
Thus, TAG model can compactly depict a pTVCN topology, while preserving
all temporal information. Note that conventional static graph representation
cannot effectively model time varying topology conditions, as it will obscure
important temporal details of the network. For example, the static graph of the
TAG shown in Fig. 7.1(ii) can be visualized by neglecting the contacts over
each edge. Thus, from this static graph, one can wrongly adjudge that there
exists a path between nodes (v4,v2) via node v3, that is. (ev4,v3 .ev3,v2 ). However,
when we consider temporal information corresponding to each edge, such a
path can never exist. This happens because here each edge accompanying a
single timestamp, called as timestamped edge (TSE), will not lead to any time-
ordered path aka timestamped minimal path set (TS-MPS) [17]. For example,
timestamped path (e4v4,v3 .e

1
v3,v2) is invalid with respect to time or can never exist

as TSE e4v4,v3 is active in slot four; however, by that time its successive TSE
e1v3,v2 , having timestamp 1, ceases to exist, thereby making data transmission
impossible between the specified pair of nodes. Thus, it is important to note
that as we cannot traverse backwards in time, the time-order of interaction
between nodes is critical in pTVCNs to facilitate a TS-MPS. Further, the notion
of TSEs, along with TAG, effectively models store-carry-and-forward mecha-
nism of data transmission between mobile devices. To illustrate this, consider a
TS-MPS, viz., (e1v1,v2 .e

1
v2,v3 .e

4
v3,v4) between nodes (v1,v4). Observe that data can

be transmitted from node v1 to v3 via node v2 in slot 1. The received data is then
stored at node v3 in slots 2 and 3 and is later forwarded to node v4 in slot 4.
Similarly, we can model time-ordered arborescences converging (diverging) to
(from) sink (source) in pTVCNs. Due to the effectiveness of TAG model, we
utilize it later in Sect. 7.5.

(3) A space–time graph [11, 15] combines a sequence of static graphs as shown
in Fig. 7.1 (i), to represent them as a directed graph defined in both spatial
and temporal space. Thus, the model captures both space and time dimensions
of the pTVCN topology and displays all time-ordered paths, between every
pair of nodes, and arborescences. More specifically, to capture transmission,
reception and storage at a node vi ∈ V in each time slot tx ∈ [1, τ ], the model
uses two nodes, viz., vtx ,Ti and vtx ,Ri . Note that τ is the period of pTVCN and
vtx ,Ti (vtx ,Ri ) represents data transmitting (receiving) node vi in slot tx . Themodel
also includes two virtual nodes v0i and v

τ+1
i for each node vi as the starting and

ending points, respectively, of the time span. Further, two types of edges that
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is spatial and temporal edges, are added in each layer of space–time graph; see
dotted box for each time slot in Figs. 7.2 and 7.3.
A horizontal line, that is, temporal edge, either represents storage of packets at a
node or a virtual edge connecting two consecutive time slots. On the other hand,
a slanted line, that is, spatial edge, within a slot represents exchange of packets
between two nodes at the given time instant. More specifically, in Fig. 7.2, a

bidirectional horizontal edge,
←−−−−→
vtx ,Ti vtx ,Ri within slot tx is a temporal edge, which

represents storage of packets at node vi in slot tx . This bidirectional edgemodel is
helpful in representing multi-hop communication amongst nodes because if the

model uses unidirectional horizontal temporal edge
−−−−−→
vtx ,Ti vtx ,Ri , then only one-

hop transmission would be possible within any slot (see Fig. 7.3). The reason
is that in the latter case any node cannot behave as a transmitter and receiver
simultaneously. A horizontal edge between slots tx and tx+1, that is, a temporal

Fig. 7.2 Space–time graph, of pTVCN in Fig. 7.1(i), with multi-hop communication capability

Fig. 7.3 Space–time graph, of pTVCN in Fig. 7.1(i), with one-hop communication capability
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Fig. 7.4 Line graph of TAG
shown in Fig. 7.1(ii)

edge
−−−−−−−→
vtx ,Ri vtx+1,T

i is a virtual edge connecting two consecutive time slots. A

non-horizontal edge inside slot tx is a spatial edge
−−−−−→
vtx ,Ti vtx ,Rk , which represents

forwarding of packet(s) from node vi to its neighbor vk in time slot tx . For
better understanding of this representation, let us again consider Fig. 7.1(ii) and
observe the TS-MPS between nodes (v1,v4), viz., (e1v1,v2 .e

1
v2,v3 .e

4
v3,v4). Figure 7.2

has an equivalent path as (1–6–8–9–15–21–25–31–35–40–46), wherein edges
6, 9 and 40 correspond to TSEs e1v1,v2 , e

1
v2,v3 and e4v3,v4 , respectively. All other

edges in the path are either virtual edges or edges representing data storage
at node itself. In contrast, if only one-hop communication is possible within a
slot, then Fig. 7.3 is used to model TS-MPS. For instance, see highlighted path
(1–6–14–19–25–31–35–40–46) depicting (e1v1,v2 .e

2
v2,v3 .e

4
v3,v4) in Fig. 7.1(ii). The

reader can verify by visual inspection that Fig. 7.1(ii) and Fig. 7.2 can represent
both TS-MPS (e1v1,v2 .e

1
v2,v3 .e

4
v3,v4) and (e1v1,v2 .e

2
v2,v3 .e

4
v3,v4), while Fig. 7.3 cannot

represent TS-MPS (e1v1,v2 .e
1
v2,v3 .e

4
v3,v4). Although space–time graphs can repre-

sent pTVCNs over time and space, however, as the size of network increases,
space–time graphs become quite unwieldy with many virtual nodes and edges
in the structure.

(4) Line graph [3] is a useful modeling tool to convert a TAG representation into a
conventional static graph without loss of any temporal reachability information.
Note that each TSE of TAG is represented as a node in a line graph (see Fig. 7.4).
Observe that the line graph successfully models connectivity over time between
nodes v1 and v4. It is worthy to note that leaf e3v1,v2 has been pruned and not
shown in the diagram as it does not lead to any TS-MPS from node v1 to
node v4. The algorithm to generate such a line graph can be seen from [3, 17].
Note that this graph model is helpful not only in enumerating TS-MPS, but
also timestamped minimal cut set (TS-MCS) [17], whose failure leads to (s, d)

pair disconnection. For example, in Fig. 7.4, the two TS-MPS between node
pair (v1,v4) can be observed as (e1v1,v2 .e

1
v2,v3 .e

4
v3,v4 ) and (e1v1,v2 .e

2
v2,v3 .e

4
v3,v4 ), while

the three TS-MCS are e1v1,v2 , e
4
v3,v4 and (e1v2,v3 .e

2
v2,v3 ). Further, without loss of

generality, line graph model can also be modified to include time latency, that
is, to show only one hop communication capability.
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7.3 Performability Evaluation: End-to-End Connected
TVCNs

AMANET is a TVCN in which each node maintains a routing table. Using informa-
tion in the routing table, a source node sends data to a destination node via some other
nodes acting as routers, thereby ensuring end-to-end connectivity/communication
[33]. References [34, 35] review various routing schemes developed for MANETs.
However, in harsh environmental conditions it is difficult tomaintain accurate routing
tables owing to frequent disconnection of end-to-end path(s). More specifically, the
reliability of MANETs, with end-to-end connectivity, decreases in case of low node
density and/or high mobility. The reason is because low density and/or high moving
speed of the nodes make it difficult to construct appropriate routing tables [33]. Thus,
reliability assessment of TVCNs is an important aspect for their performance evalua-
tion. The reliability of a TVCN is the success probability of a packet sent by a source
node to be received by a destination node under variable topology conditions [36, 37].
Authors in [36, 38, 39] proposed aMonte-Carlo simulation-based approach to assess
the reliability of MANETs. In [40], the authors proposed a critical node detection-
based approach for the reliability evaluation of large-scale MANETs. In [41], the
authors proposed to use logistic regression to evaluate the reliability of MANETs.
A stochastic edge failure model was used in [42] for the reliability evaluation of
wireless multi-hop networks. In [43], the authors utilized universal generating func-
tion to assess MANET reliability. However, the aforementioned works do not model
store-carry-and-forwardmechanism of data transmission. Thus, in general, the above
works are not viable for most real-world applications of pTVCNs, which by design
have sparse and intermittent connectivity, and use device-to-device communication
methodology. Note that pTVCNs seldom have an end-to-end connectivity, and can
provide an acceptable network reliability and throughput over time via store-carry-
and-forward mechanism. In this context, next section discusses recently developed
techniques for analyzing the performance of device-to-device connected TVCNs.

7.4 Performability Evaluation: Device-to-Device Connected
TVCNs

As discussed in [12], device-to-device communication methodology increases
network robustness in the presence of disruptions. Besides, the mechanism also
decreases the impact of number of hops on data transmission [22]. Moreover, by
using device-to-device communication it is possible to find opportunistic routes
over time for information exchange. In [27], the authors utilized device-to-device
communication to address topology control problem in network convergecasting
applications. More specifically, the work in [27] uses space–time graph to model
topology changes, and then presents three heuristic algorithms for constructing
a sparse pTVCN by enumerating time-ordered minimum cost arborescence that
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also satisfies time delay constraint. Among the three polynomial time algorithms
presented in [27], two are adaptations of well-known Kruskal’s and Prim’s algo-
rithm [44] used to find a minimum cost tree in static networks. Similarly, topology
control problem in [11] maintains cost-efficient and connected pTVCN topology
for supporting data exchange between all pairs of nodes. In contrast, in [45], the
authors considered arborescence packing problem in dynamic setting and presented
an algorithm to find the desired number of edge-disjoint time-ordered arborescences
in an acyclic temporal network. However, literature lack works that enumerate all
converging and/or diverging time-ordered arborescences which can be utilized to
evaluate the reliability of convergecasting and/or broadcasting in pTVCNs as is
evaluated in static networks using arborescences. Authors in [15–17] present tech-
niques for enumeratingallTS-MPSandTS-MCS inpTVCNs.More specifically, they
present three techniques (Cartesian product-based [15], connectionmatrix-based [16]
and line graph-based [17]) to enumerate all TS-MPS and two techniques (TS-MPS
inversion-based [15] and line graph-based [17]) to enumerate all TS-MCS between a
specified (s, d) node pair. Later the enumerated TS-MPS/TS-MCSwere used to eval-
uate two-terminal reliability of a pTVCN via sum-of-disjoint products (SDP) tech-
nique [46, 47]. Authors in [48] presented algorithms for finding shortest TS-MPS in
a temporal network. Similarly, [49] presented algorithms for finding shortest, fastest
and foremost TS-MPS in pTVCNs. Authors in [50] investigated utility of oppor-
tunistic store-carry-and-forwardmechanism to conserve energy inmulti-hop cellular
networks, which integrate both cellular networks and device-to-device communi-
cation. In [3], the authors presented a new survivability framework for pTVCNs
and extended the concept of maxFlow and minCut of static networks to pTVCNs.
They also showed that Menger’s theorem only conditionally holds in pTVCNs. The
upcoming section of this chapter presents a novel algorithm for enumerating all
time-ordered arborescences for network convergecasting.

7.5 Time-Ordered Arborescences Enumeration Method

Let TS-CAd (TS-VCAd) be the set of all timestamped arborescences (timestamped
valid arborescences) converging to sink node vd ∈ V , where V represents set of
nodes in a pTVCN. We use TS-CAi

d (TS-VCAi
d ) to denote the i th timestamped

arborescence (timestamped valid arborescence) in TS-CAd (TS-VCAd). Next, let
TS-CAAll (TS-VCAAll ) be the set of all timestamped arborescences (timestamped
valid arborescences) in a pTVCN. We use #TS-CAd , #TS-VCAd , #TS-CAAll and
#TS-VCAAll to represent the number of arborescences in TS-CAd , TS-VCAd , TS-
CAAll and TS-VCAAll, respectively. It is worthy to note here that #TS-VCAd is no
larger than #TS-CAd , for each sink vd ∈ V . This is because each set TS-VCAd is
obtained from respective set TS-CAd . Besides, the elements in both TS-CAd and TS-
VCAd aremutually exclusive of the elements in TS-CA j andTS-VCA j , respectively,
where vd �= v j and

{
vd , v j

} ∈ V . Thus, we have #TS-VCAAll = ∑#V
d=1 (#TS-VCAd),
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Fig. 7.5 An illustration of tree and corresponding timestamped arborescences

#TS-CAAll = ∑#V
d=1 (#TS-CAd), and #TS-VCAAll ≤ #TS-CAAll . For a given set of

sink nodes K ⊆ V , a pTVCN is said to be #K -connected if it has at least one
time-ordered arborescence, that is, #TS-VCAd ≥ 1, for each sink node vd ∈ K .
Further, this chapter calls a #K -connected pTVCN as a global-connected pTVCN
when #K = #V . In other words, a pTVCN can be considered as global-connected
for data collection if it has at least one time-ordered arborescence for each node of
the network acting as sink.

Let us apprehend with examples—why the conventional definition of arbores-
cence needs modification for pTVCNs. Let T be a tree in a graph and v j a vertex of
T. It is well-known from graph theory [51] that T has exactly one orientation that
is an arborescence converging to (diverging from) vertex v j . However, in pTVCNs
it may be or may not be true for arborescences due to the presence of TSEs. To
understand this notion clearly, let us first consider the tree shown in Fig. 7.5a. If the
timestamps on the three consecutive edges from vertex v j are: ({1,2}-{1}-{3}), then
as shown there are two timestamped arborescences converging to vertex v j , that is,
#TS-CA j = 2. However, none of them is time-ordered as the timestamps on edges
directed toward sink vertex v j are not in non-decreasing order, so, #TS-VCA j = 0.

Next, consider Fig. 7.5b, in which all edges are directly connected to vertex
v j . In this case, irrespective of the timestamps, both converging arborescences are
valid; thus, #TS-CA j = 2 and #TS-VCA j = 2. The inclusion of TSEs has similar
effect on diverging orientation(s) as illustrated in Fig. 7.5. Therefore, unlike trees
(arborescences) for undirected (directed) static networks, we can infer that some
timestamped arborescences may not be time-ordered. Thus, although there may be
a large number of timestamps over each edge of a TAG, they are not always fruitful
for data collection and dissemination. Hence, careful selection and utilization of
potential contacts can result in pTVCN topology optimization. Now, reconsider the
TAGofFig. 7.1(ii) andobserve the arborescence (ev4,v3 .ev1,v2 .ev2,v3 ) converging to sink
node v3. Here, each edge also has timestamps associated with it which indicate their
activity schedule, for example, ev4,v3 is active in slot 4, ev1,v2 is active in slots 1 and 3,
while ev2,v3 becomes active in slots 1 and 2. Thus, upon considering all combinations
of timestamps associated with each comprising edge of (ev4,v3 .ev1,v2 .ev2,v3 ), we will
obtain four timestamped arborescences converging to sink node v3, viz., TS-CA1

3 =
(e4v4,v3 .e

1
v1,v2 .e

1
v2,v3 ), TS-CA

2
3 = (e4v4,v3 .e

1
v1,v2 .e

2
v2,v3 ), TS-CA

3
3 = (e4v4,v3 .e

3
v1,v2 .e

1
v2,v3 ) and
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TS-CA4
3 = (e4v4,v3 .e

3
v1,v2 .e

2
v2,v3 ). Recall that this representation successfully depicts

store-carry-and-forward mechanism. For example, in TS-CA2
3 node v1 transfers data

packets to node v2 in slot 1, then node v2 carries data forward to node v3 in slot 2.
At last, node v4 forwards its data to node v3 in slot 4, thereby, completing the data
collection at sink v3 from each node of the network. Notice that out of four only two,
that is, TS-CA1

3 and TS-CA
2
3 are time-ordered arborescences. Thus, our objective is

to enumerate these two time-ordered arborescences. In the upcoming paragraph, a
novel technique is presented to enumerate all such time-ordered arborescences for
each sink node vd ∈ V in a pTVCN.

The presented approach to enumerate all time-ordered arborescences adapts
and extends Tutte’s Matrix Tree Theorem [52], well-known for enumerating all
arborescences of a static directed graph. The approach consists of three steps:

Step 1: Generate directed multigraph from TAG.
Step 2: Generate TS-CAAll by using Tutte’s Matrix Tree Theorem on directed
multigraph obtained in Step 1.
Step 3: Generate TS-VCAAll from TS-CAAll by discarding all timestamped
arborescences which are not time-ordered, that is, are invalid.

We illustrate the steps using the TAG of Fig. 7.1(ii). Step 1 expands each edge
of TAG into multiple TSEs. For example, edge e{1,2}

v2,v3 becomes e1v2,v3 , e
2
v2,v3 , e

1
v3,v2

and e2v3,v2 . Similar transformation of other edges of TAG finally results in directed
multigraph shown in Fig. 7.6.

Step 2 applies Tutte’s Matrix-Tree Theorem [52] on the directed multigraph of
Fig. 7.6 to enumerate all timestamped arborescences converging to sink node vd , for
all sink node vd ∈ V . More specifically, Step 2 consists of two enumeration steps,
which are:

(1) Generate Laplace matrix L− of the directed multigraph by filling it with inde-
terminates: This is accomplished by filling the (i, i)- th entry of Laplace matrix
L− with variables representing the outgoing edges from ith node. The remaining
entries of L− are completed by placing a negative sign and filling in the variables
representing each edge from node vi to v j . Thus, we obtain

Fig. 7.6 Directed
multigraph representation of
TAG of Fig. 7.1(ii)
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L− =

⎡

⎢⎢⎢⎢
⎣

(e1v1,v2
+ e3v1,v2

) −(e1v1,v2
+ e3v1,v2

) 0 0

−(e1v2,v1
+ e3v2,v1

) (e1v2,v1
+ e3v2,v1

+ e1v2,v3
+ e2v2,v3

) −(e1v2,v3
+ e2v2,v3

) 0

0 −(e1v3,v2
+ e2v3,v2

) (e1v3,v2
+ e2v3,v2

+ e4v3,v4
) −e4v3,v4

0 0 −e4v4,v3
e4v4,v3

⎤

⎥⎥⎥⎥
⎦

(2) Generate reduced Laplace matrix L̂−
d for all sink node vd ∈ V , and calculate

their determinant: The reduced Laplace matrix L̂−
d , for sink vd , is obtained by

deleting dth row and column from L−. The determinant of L̂−
d , that is,

∣∣
∣L̂−

d

∣∣
∣

results in a polynomial. Each non-vanishing monomial in this polynomial has
coefficient one and corresponds to a timestamped arborescence converging to
sink node vd . For example, for d = 1, that is, v1 as sink, the reduced Laplace
matrix L̂−

1 is:

L̂−
1 =

⎡

⎣
(e1v2,v1 + e3v2,v1 + e1v2,v3 + e2v2,v3) −(e1v2,v3 + e2v2,v3) 0

−(e1v3,v2 + e2v3,v2) (e1v3,v2 + e2v3,v2 + e4v3,v4) −e4v3,v4
0 −e4v4,v3 e4v4,v3

⎤

⎦

Next, we calculate
∣∣∣L̂−

1

∣∣∣. Note that here vertical bars mean “determinant of”.

∣∣∣L̂−
1

∣∣∣ = (e1v2,v1 + e3v2,v1 + e1v2,v3 + e2v2,v3) ·
∣∣∣∣
(e1v3,v2 + e2v3,v2 + e4v3,v4) −e4v3,v4

−e4v4,v3 e4v4,v3

∣∣∣∣

+ (e1v2,v3 + e2v2,v3) ·
∣∣∣∣
−(e1v3,v2 + e2v3,v2) −e4v3,v4

0 e4v4,v3

∣∣∣∣ + 0·
∣∣∣∣
−(e1v3,v2 + e2v3,v2) (e1v3,v2 + e2v3,v2 + e4v3,v4)

0 −e4v4,v3

∣∣∣∣

= (e1v2,v1 + e3v2,v1 + e1v2,v3 + e2v2,v3)[e1v3,v2 .e4v4,v3
+ e2v3,v2 · e4v4,v3 + e4v3,v4 · e4v4,v3 − e4v4,v3 · e4v3,v4 ]
+ (e1v2,v3 + e2v2,v3) · [−e1v3,v2 · e4v4,v3 − e2v3,v2 · e4v4,v3 ]

= e1v3,v2 · e4v4,v3 · e1v2,v1
+ e2v3,v2 · e4v4,v3 · e1v2,v1 + e1v3,v2 · e4v4,v3 · e3v2,v1
+ e2v3,v2 · e4v4,v3 · e3v2,v1 + e1v3,v2 · e4v4,v3 · e1v2,v3
+ e2v3,v2 · e4v4,v3 · e1v2,v3 + e1v3,v2 · e4v4,v3 · e2v2,v3
+ e2v3,v2 · e4v4,v3 · e2v2,v3 − e1v3,v2 · e4v4,v3 · e1v2,v3
− e1v3,v2 · e4v4,v3 · e2v2,v3 − e2v3,v2 · e4v4,v3 · e1v2,v3
− e2v3,v2 · e4v4,v3 · e2v2,v3 .

Simplifying the above expression results in a polynomial with four monomials
(see Eq. (7.1)).
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∣∣
∣L̂−

1

∣∣
∣ = [e4v4,v3 .e1v3,v2 · e1v2,v1 + e4v4,v3 .e

2
v3,v2 · e1v2,v1

+ e4v4,v3 .e
1
v3,v2 · e3v2,v1 + e4v4,v3 · e2v3,v2 · e3v2,v1 ]. (7.1)

It canbe easily verified that eachmonomial represents a timestamped arborescence
converging to sink node v1 and thus #TS-CA1 = 4. Similarly, repeating Step 2 with
all other nodes of the network, acting as sink, we obtain TS-CAAll . Table 7.1 collates
TS-CAd for each sink vd ∈ V . Therefore, #TS-CAAll = 16 upon considering all
four sink nodes.

In Step 3, each of the timestamped arborescence generated in Step 2 is assessed
for their validity with respect to time. The step is implemented by Algorithm 1
which discards all timestamped arborescences that are not time-ordered. The details
of Algorithm 1 are as follows.

In Line 1, Algorithm 1 creates an array TS-VCAAll to store set TS-VCAd for all
sink nodes vd ∈ V . Lines 2-20, generate set TS-VCAd for each sink node vd ∈ V .
Line 3 creates an array TS-VCAd to store all time-ordered arborescences TS-VCAi

d

Table 7.1 Timestamped converging arborescences of pTVCN shown in Fig. 7.1(ii) for different
sink nodes

L̂−
1 =

⎡

⎢⎢
⎣

(e1v2,v1 + e3v2,v1 + e1v2,v3 + e2v2,v3 ) −(e1v2,v3 + e2v2,v3 ) 0

−(e1v3,v2 + e2v3,v2 ) (e1v3,v2 + e2v3,v2 + e4v3,v4 ) −e4v3,v4
0 −e4v4,v3 e4v4,v3

⎤

⎥⎥
⎦

TS-CA1 = {(e4v4,v3 .e1v3,v2 .e1v2,v1
)
,
(
e4v4,v3 .e

2
v3,v2 .e

1
v2,v1

)
,
(
e4v4,v3 .e

1
v3,v2 .e

3
v2,v1

)
,
(
e4v4,v3 .e

2
v3,v2 .e

3
v2,v1

)}

L̂−
2 =

⎡

⎢⎢
⎣

(e1v1,v2 + e3v1,v2 ) 0 0

0 (e1v3,v2 + e2v3,v2 + e4v3,v4 ) −e4v3,v4
0 −e4v4,v3 e4v4,v3

⎤

⎥⎥
⎦

TS-CA2 = {(e4v4,v3 .e1v3,v2 .e1v1,v2
)
,
(
e4v4,v3 .e

1
v3,v2 .e

3
v1,v2

)
,
(
e4v4,v3 .e

2
v3,v2 .e

1
v1,v2

)
,
(
e4v4,v3 .e

2
v3,v2 .e

3
v1,v2

)}

L̂−
3 =

⎡

⎢⎢
⎣

(e1v1,v2 + e3v1,v2 ) −(e1v1,v2 + e3v1,v2 ) 0

−(e1v2,v1 + e3v2,v1 ) (e1v2,v1 + e3v2,v1 + e1v2,v3 + e2v2,v3 ) 0

0 0 e4v4,v3

⎤

⎥⎥
⎦

TS-CA3 =
{

(
e4v4,v3 .e

1
v1,v2 .e

1
v2,v3

)
,

(
e4v4,v3 .e

1
v1,v2 .e

2
v2,v3

)
,
(
e4v4,v3 .e

3
v1,v2 .e

1
v2,v3

)
,
(
e4v4,v3 .e

3
v1,v2 .e

2
v2,v3

)}

L̂−
4 =

⎡

⎢⎢
⎣

(e1v1,v2 + e3v1,v2 ) −(e1v1,v2 + e3v1,v2 ) 0

−(e1v2,v1 + e3v2,v1 ) (e1v2,v1 + e3v2,v1 + e1v2,v3 + e2v2,v3 ) −(e1v2,v3 + e2v2,v3 )

0 −(e1v3,v2 + e2v3,v2 ) (e1v3,v2 + e2v3,v2 + e4v3,v4 )

⎤

⎥⎥
⎦

TS-CA4 =
{

(
e1v1,v2 .e

1
v2,v3 .e

4
v3,v4

)
,

(
e1v1,v2 .e

2
v2,v3 .e

4
v3,v4

)
,
(
e3v1,v2 .e

1
v2,v3 .e

4
v3,v4

)
,
(
e3v1,v2 .e

2
v2,v3 .e

4
v3,v4

)}
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∈TS-VCAd . Lines 4-18 traverse over each timestamped arborescence TS-CAi
d ∈TS-

CAd to check its validity with respect to time. Line 5 initializes a variable notValid
with ‘FALSE’ to initially consider a TS-CAi

d to be valid. The validity of this TS-CA
i
d

is verified later by using notValid. The algorithm also defines an array nodeTime[1,
2,…, #V ] to fill it with the timestamp at which the starting node of each TSE in
TS-CAi

d transmit data; see Lines 6-8. Note from Line 5 that initially each entry
of nodeTime contains timestamp one more than the period of the pTVCN, that is,
(τ + 1). For example, from Eq. (7.1), consider

(
e4v4,v3 .e

1
v3,v2 .e

1
v2,v1

)
converging to sink

node v1. For this timestamped arborescence, nodeTime will contain 4 at location 4,
1 at location 3 and 1 at location 2 corresponding to the starting node of each TSE.
Note that here location corresponding to sink node v1 will contain five as the period
τ of pTVCN is four. This is done as sink node will not transmit any data to other
nodes. Thus, here nodeTime = (5, 1, 1, 4). The content of nodeTime is utilized for
discarding invalid TS-CAi

d . More specifically, in Lines 9-14, Algorithm 1 iterates
over each TSE of TS-CAi

d and checks whether all edges are time-ordered or not; see
Line 10. If any violation is found, the algorithm sets notValid to TRUE and stops
checking the remaining edges; see Lines 11–12. Thus, TS-CAi

d is not added to the
TS-VCAd . Otherwise, TS-CAi

d is time-ordered and is added to TS-VCAd ; see Lines
15-17. For previous example havingnodeTime= (5, 1, 1, 4), for TSE e4v4,v3 , t = 4 and
nodeTime [3]=1, and thusnodeTime [3]=1< t=4. So, variablenotValid becomes
TRUE. It means that data transmitted by node v4 to node v3 at timestamp four cannot
be further collected at node v2 because node v3 and v2 were connected at timestamp
one, prior to the activation of link between nodes v4 and v3. Thus,

(
e4v4,v3 .e

1
v3,v2 .e

1
v2,v1

)

is adjudged as invalid and is not added to TS-VCA1. Notice that for sink node v1 each
timestamped arborescence is invalid, that is, #TS-VCA1 = 0. Thus, to illustrate an
example of a time-ordered arborescence, consider

(
e1v1,v2 .e

1
v2,v3 .e

4
v3,v4

)
converging to

sink node v4. Here, nodeTime = (1, 1, 4, 5). Observe that each TSE e1v1,v2 , e
1
v2,v3 and

e4v3,v4 is time-ordered, that is, does not satisfy the condition in Line 10; thus, variable
notValid remains FALSE. Therefore, the timestamped arborescence is valid and
added to TS-VCA4. Note that Table 7.1 shows all time-ordered arborescence in each
TS-VCAd , ∀ vd ∈ V , encapsulated inside box. So, we have #TS-VCA2 = 0, #TS-
VCA3 = 2 and #TS-VCA4 = 2. Thus, in this example, #TS-VCAAll = 4. Note that
as there is no time-ordered arborescence converging to sink node v1 and v2 in TAG
of Fig. 7.1(ii), this implies that nodes v1 and v2 cannot collect data from all other
nodes. Thus, the network is not global-connected for data collection.
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7.6 Applications of Enumerated Timestamped Spanning
Arborescences

This section shows how the enumerated timestamped arborescences converging to
sinknode vd canbeused to (i) enumerate all (s,d) TS-MPS, and (ii) evaluate reliability
metrics Rc(vd) and Rc(K ). Then, it shows how to evaluate R(s, d) using all (s, d)
TS-MPS enumerated in (i).

7.6.1 All (s, d) TS-MPS Enumeration from TS-CAd

This section presents an algorithm to enumerate a set of all TS-MPS, denoted by TS-
MPSs,d , between a specified node pair (s, d) of a pTVCN from set TS-CAd for node
vs �= vd and {vs , vd} ∈ V. Note that by definition, there is a timestamped path from a
source node vs to sink node vd in a timestamped arborescence TS-CAi

d ∈ TS-CAd .
Further, each TS-CAi

d contains at most one TS-MPS from source vs to destination
node vd . Let TS-MPSis,d be the TS-MPS generated from TS-CAi

d . It is important to
note here that the set TS-VCAd should not be used for generating set TS-MPSs,d . The
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reason is because all TS-CAi
d ∈ TS-CAd may contain at least one TS-MPS between

node pair (s, d), while there may be zero TS-VCAi
d ∈ TS-VCAd ; thereby, making it

impossible to generate any TS-MPS from TS-VCAd . Next, we present Proposition
7.1, which is used by our proposed all (s, d) TS-MPS enumeration algorithm.

Proposition 7.1 A TS-MPSis,d ∈ TS-MPSs,d can be generated from TS-CAi
d ∈

TS-CAd with time complexity of O(#V ).

Proof: We need two main steps to find a TS-MPSis,d from TS-CAi
d : (i) search for

source node vs among #V nodes in TS-CAi
d , and (ii) check if all TSE(s) of the path

from source vs to destination node vd are time-ordered. Using a linear search, one can
find node vs for step (i) in O(#V ). For step (ii), in the worst case, the path contains
at most (#V − 1) number of TSEs. Thus, time-ordering of TSEs can be validated by
traversing each TSE from vs to vd in TS-CAi

d , which requires O(#V ). Hence, the
time complexity to generate TS-MPSis,d from TS-CAi

d is O(#V + #V ) = O(#V ).
Q.E.D.

Note that a TS-CAi
d may not contain TS-MPSis,d when the path from vs to vd

is not time-ordered. For example, consider generating TS-MPS1,3 from the four
timestamped arborescences in TS-CA3, shown in Table 7.1, that is, TS-CA1

3 =(
e4v4,v3 .e

1
v1,v2 .e

1
v2,v3

)
, TS-CA2

3 = (
e4v4,v3 .e

1
v1,v2 .e

2
v2,v3

)
, TS-CA3

3 = (
e4v4,v3 .e

3
v1,v2 .e

1
v2,v3

)

and TS-CA4
3 = (

e4v4,v3 .e
3
v1,v2 .e

2
v2,v3

)
. The last two arborescences render invalid paths

(e3v1,v2 .e
1
v2,v3 ) and (e3v1,v2 .e

2
v2,v3 ), respectively. Thus, one cannot generate TS-MPS31,3

and TS-MPS41,3 from TS-CA3
3 and TS-CA

4
3, respectively. On the other hand, we have

TS-MPS21,3 = (e1v1,v2 .e
2
v2,v3 ) because TSE e1v1,v2 appears earlier than TSE e2v2,v3 . More

specifically, as there are two TS-MPS between node pair (1, 3), viz., TS-MPS11,3 =
(e1v1,v2 .e

1
v2,v3 ) and TS-MPS21,3 = (e1v1,v2 .e

2
v2,v3 ); thus, #TS-MPS1,3 = 2.

Proposition 7.1 can be used to find all TS-MPSis,d ∈ TS-MPSs,d using all
TS-CAi

d ∈ TS-CAd . More specifically, we present the following Algorithm 2 to
enumerate, for a given (s, d) node pair, all TS-MPSis,d ∈ TS-MPSs,d using all
TS-CAi

d ∈ TS-CAd .

In Line 1, Algorithm 2 creates an empty set TS-MPSs,d to store all (s, d) TS-
MPS. Lines 2-8 iterate over each TS-CAi

d ∈ TS-CAd in order to find all (s, d)
TS-MPS. Line 3 uses Proposition 7.1 to find a (s, d) TS-MPS from each TS-CAi

d .
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It is worth mentioning here that there can be many duplicate TS-MPS, which may
appear from different TS-CAi

d ∈ TS-CAd . For example, consider generating TS-
MPS between node pair (2, 4) from arborescences TS-CA1

4 = (
e1v1,v2 .e

1
v2,v3 .e

4
v3,v4

)

and TS-CA3
4 = (

e3v1,v2 .e
1
v2,v3 .e

4
v3,v4

)
converging to sink node v4; see Table 7.1. Then,

Line 3 would generate TS-MPS12,4 = (e1v2,v3 .e
4
v3,v4 ) and TS-MPS32,4 = (e1v2,v3 .e

4
v3,v4 ),

respectively, from the two arborescences. Notice that the generated TS-MPS are
identical to each other, that is, are duplicate. Line 4 checks for duplicating TS-
MPS, and Line 5 puts each unique TS-MPS into TS-MPSs,d . We use the following
illustration to show steps of the Algorithm 2.

Illustration Let us find all (3, 1) TS-MPS for the TAG shown in Fig. 7.1(ii).
Here sink node is v1, while source node is v3. From Table 7.1, #TS-CA1 = 4,
viz., TS-CA1

1 = (
e4v4,v3 .e

1
v3,v2 .e

1
v2,v1

)
, TS-CA2

1 = (
e4v4,v3 .e

2
v3,v2 .e

1
v2,v1

)
, TS-CA3

1 =(
e4v4,v3 .e

1
v3,v2 .e

3
v2,v1

)
and TS-CA4

1 = (
e4v4,v3 .e

2
v3,v2 .e

3
v2,v1

)
. The algorithm begins with TS-

CA1
1 = (

e4v4,v3 .e
1
v3,v2 .e

1
v2,v1

)
; see Line 2. Line 3 finds a (3, 1) TS-MPS, viz., TS-MPS13,1

= (e1v3,v2 .e
1
v2,v1 ) in O(#V ); see Proposition 7.1. As initially TS-MPS3,1 = {}, so Lines

4-6 add TS-MPS13,1 to TS-MPS3,1. Thus, nowTS-MPS3,1 = {(e1v3,v2 .e
1
v2,v1 )}. Next, the

algorithm’s Line 2 uses TS-CA2
1 = (

e4v4,v3 .e
2
v3,v2 .e

1
v2,v1

)
. Using TS-CA2

1, Line 3 finds
path (e2v3,v2 .e

1
v2,v1 ), which is not time-ordered and hence discarded. So, the algorithm

goes back to Line 2 to begin with TS-CA3
1 = (

e4v4,v3 .e
1
v3,v2 .e

3
v2,v1

)
. From TS-CA3

1,
Line 3 finds TS-MPS33,1 = (e1v3,v2 .e

3
v2,v1 ). The algorithm at this stage checks whether

TS-MPS33,1 is unique or the same TS-MPS already exists in TS-MPS3,1. This means
that if each TSE of TS-MPS33,1 is same as of any TS-MPS already in set TS-MPS3,1,
then TS-MPS33,1 will be considered as duplicate and will be discarded. For example,
the only TS-MPS, up to this stage, in TS-MPS3,1, that is, TS-MPS13,1 = (e1v3,v2 .e

1
v2,v1 ),

is not same as TS-MPS33,1 = (e1v3,v2 .e
3
v2,v1 ). Thus, TS-MPS3,1 is updated to store

{(e1v3,v2 .e
1
v2,v1 ), (e

1
v3,v2 .e

3
v2,v1 )}. At last, algorithm uses TS-CA4

1 = (
e4v4,v3 .e

2
v3,v2 .e

3
v2,v1

)
.

Line 3 finds TS-MPS43,1 = (e2v3,v2 .e
3
v2,v1 ) from TS-CA4

1. Now, it can be observed
that TS-MPS43,1 is unique and therefore Algorithm 2 updates TS-MPS3,1 to store
{(e1v3,v2 .e

1
v2,v1 ), (e

1
v3,v2 .e

3
v2,v1 ), (e

2
v3,v2 .e

3
v2,v1 )}. It is important to note here that unlike

static networks, #TS-MPS3,1 = 3 is not equal to #TS-MPS1,3 = 2, shown before.
This happens because of the presence of timestamps with edges. Now, let us see
Proposition 7.2.

Proposition 7.2 Time complexity to generate set TS-MPSs,d from set TS-CAd is

O
(
#TS-MPSs,d(#TS-MPSs,d−1)

2 (#V )
)
.

Proof For each TS-CAi
d ∈ TS-CAd , Line 3 of Algorithm 2 takes O(#V ); see Propo-

sition 7.1. However, the TS-MPS generated in Line 3 needs to be further assessed to
verify whether it is unique or duplicate. More specifically, the first TS-MPS is always
unique and needs no comparison; thus, is added directly to TS-MPSs,d . The TS-MPS
generated next is compared with first TS-MPS stored in TS-MPSs,d . Similarly, the
third TS-MPS is compared with the first two, and so on. Note that each compar-
ison needs element by element inspection, which in worst case requires O(#V ).
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Thus, in total it takes [0 + 1 + … + (#TS-MPSs,d− 1)] × (#V ) comparisons
to obtain set TS-MPSs,d . In other words, time complexity to obtain TS-MPSs,d is

O
(
#TS-MPSs,d(#TS-MPSs,d−1)

2 (#V )
)
. Q.E.D.

7.6.2 Reliability Evaluation

This section presents three reliability metrics, viz, Rc(vd), Rc(K ) and R(s, d), of
pTVCNs. Their respective definitions and evaluation method are explained in the
upcoming paragraphs.

(i) vd-Convergecast Reliability

Reliability metric Rc(vd) depicts reliability of convergecast to sink node vd of
pTVCN. More specifically, Rc(vd) depicts a probability that data packets dissem-
inated by all other nodes except sink node vd are successfully collected at sink.
To illustrate reliability Rc(vd), consider Fig. 7.1(ii) with sink node v3; thus, Rc(v3)
is the probability of at least one of the two time-ordered arborescences, that is,(
e4v4,v3 .e

1
v1,v2 .e

1
v2,v3

)
and

(
e4v4,v3 .e

1
v1,v2 .e

2
v2,v3

)
, being operational. We propose a two-step

approach for computing the reliability Rc(vd). Step 1 requires enumeration of all
time-ordered arborescences converging to sink node vd . For Step 2, we propose using
any SDP technique, for example, [46, 47] to convert the obtained set of time-ordered
arborescences into its compact reliability expression. For example, disjointing the
two time-ordered arborescences converging to sink node v3 results in the Rc(v3)
expression as:

Rc(v3) = pe4v4 ,v3
pe1v1,v2

pe1v2 ,v3
+

(
1 − pe1v2 ,v3

)
pe4v4 ,v3

pe1v1 ,v2
pe2v2 ,v3

(7.2)

Here, petva ,vb
denotes the probability of success of a TSE etva ,vb . Note that Rc(v3)

expression in Eq. (7.2) can have dissimilar value of petva ,vb
for different pair of nodes

and also for different timestamp t between a specified pair of nodes. For example,
pe1v1 ,v2

may not be equal to pe1v2 ,v3
, and pe1v2 ,v3

and pe2v2 ,v3
may also be different as they

appear at different instants of time between a given node pair (v2,v3). Assuming
each TSE has an equal communication probability of 0.9, then the above expression
results in Rc(v3) = 0.8019. Similarly, we can evaluate the value of Rc(vd) for other
sink nodes. Note that Rc(v1) = Rc(v2) = 0 as there is no time-ordered arborescence
converging to sink node v1 and v2.

(ii) K -Convergecast Reliability

K -convergecast reliability, that is, Rc(K ) represents a probability that data packets
disseminated by all nodes of pTVCN are successfully collected at all sink nodes in
set K. Note that the number of nodes in set K ranges from 1 to #V, and thus Rc(K )
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= Rc(vd ) when #K = 1. To illustrate Rc(K ) consider Fig. 7.1(ii) with K = {v3,
v4}. As shown in Table 7.1, there are two time-ordered arborescences converging
to both nodes v3 and v4. For this example, Rc(K ) computes the probability that
at least one of the two time-ordered arborescences converging to v3 and one of
the two time-ordered arborescences converging to v4 are operational, for example,(
e4v4,v3 .e

1
v1,v2 .e

1
v2,v3

)
and

(
e1v1,v2 .e

1
v2,v3 .e

4
v3,v4

)
. Equivalently, for this example, Rc(K )

gives the probability that one of four (= 2 × 2) possible combinations of time-
ordered arborescences converging to v3 and v4 is operational. In the following, we
describe in detail the two-step approach for evaluating Rc(K ).

(1) Find all possible irredundant and minimal combinations of time-ordered
arborescences using one arborescence from each TS-VCAK for all K ∈
[1, 2, . . . , #V ]. For TS-VCA1 = {TS-VCA1

1, TS-VCA
2
1, TS-VCA

3
1, …,TS-

VCAk
1 }, TS-VCA2 = {TS-VCA1

2, TS-VCA
2
2, TS-VCA

3
2, …,TS-VCAl

2 }, …,
and TS-VCA#V = {TS-VCA1

#V , TS-VCA
2
#V , TS-VCA

3
#V , …, TS-VCAm

#V }, we
obtain at maximum z = k× l × . . .×m irredundant and minimal combinations
represented by CQ , where 1 ≤ Q ≤ z. A combination is irredundant if it is
unique andminimal if there exists no superset of this combination, for example,
C1 = {TS-VCA1

1 ∪ TS-VCA1
2 ∪ … ∪ TS-VCA1

#V }, C2 = {TS-VCA1
1 ∪ TS-

VCA1
2 ∪ … ∪ TS-VCA2

#V } and so on. Thus, for K = {v3, v4}, we have at
maximum 2 × 2 = 4 irredundant and minimal combinations. From Table 7.1,
observe that each time-ordered arborescence has three TSEs, so each of the four
combinations can have amaximum length of six TSEs, if each of them is unique.
However, only two of the four combinations are irredundant andminimal, that is,
{e4v4,v3 .e

1
v1,v2 .e

1
v2,v3 .e

4
v3,v4} and {e4v4,v3 .e

1
v1,v2 .e

2
v2,v3 .e

4
v3,v4}, each of which has length

four. The remaining two combinations of length five are redundant and superset
of the two irredundant and minimal combinations.

(2) Generate the desired reliability expression and/or value from the combinations
obtained in (1) using any SDP approach [46, 47]. For example, Rc(K ) expres-
sion, for K = {v3, v4}, obtained by disjointing the two combinations via SDP
is shown in Eq. (7.3)

Rc(K ) = pe4v4 ,v3
pe1v1,v2

pe1v2 ,v3
pe4v3 ,v4

+
(
1 − pe1v2 ,v3

)
pe4v4 ,v3

pe1v1 ,v2
pe2v2 ,v3

pe4v3 ,v4
.

(7.3)

If each petva ,vb
= 0.9, then Eq. (7.3) results in Rc(K ) = 0.72171. Note that, in

general, generating irredundant and minimal combinations in (1) is impractical as
it becomes computationally intractable for pTVCNs having large number of time-
ordered arborescences converging to each sink node vd ∈ K ⊆ V . Further, inversion
of the irredundant and minimal combinations of arborescences to obtain their dual
and to use them to compute well-known Esary and Proschan’s [53] lower bound
of reliability is also intractable. Finally, as the combinations may have high degree
of dependence among each other, due to the presence of multiple common TSEs,
the Bonferroni inequalities [54] also cannot be utilized to find bounds, as they are
expected to result in loose inequalities.
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(iii) (s, d) Node Pair Reliability

The two-terminal reliability of pTVCN related to node pair (s, d), that is, R(s, d),
is the probability that data packets sent from source node vs will be successfully
received by sink node vd . Thus, it depicts success probability of at least one of the
TS-MPS between (s, d) node pair. To evaluate reliability R(s, d) of pTVCNs, we
follow a two-step approach similar to the one used to evaluate Rc(vd ). The steps are:
(1) Enumerate all TS-MPS for a specified (s, d) node pair, for vs �= vd and vs, vd ∈V,
and (2) Apply any SDP approach, for example, [46, 47] on all TS-MPS enumerated
in (1) to make them disjointed and to obtain a compact reliability expression. The
R(3,1) expression for node pair (3, 1) of the TAG in Fig. 7.1(ii) is given in Eq. (7.4),
and we have R(3,1) = 0.972 if each petva ,vb

is 0.9.

R(3, 1) = pe1v3 ,v2
pe1v2 ,v1

+
(
1 − pe1v2 ,v1

)
pe1v3,v2

pe3v2 ,v1
+

(
1 − pe1v3,v2

)
pe2v3 ,v2

pe3v2 ,v1
.

(7.4)

7.7 Simulation Results

The algorithms have been implemented using Java code supported on JDK 8 and
above, and the tests were run on IntelliJ IDEA Community edition version 2018.3.6
running on PC with the following configuration: (1) Processor: Intel (R) Core (TM)
i7-7700 CPU @ 3.60 GHz, (2) RAM: 16.00 GB, and (3) System Type: 64-bit
Operating System, x64-based processor.

To analyze the performance of the two proposed algorithms, ten arbitrary TAGs,
as shown in Fig. 7.7, have been utilized. Note that period of each TAG is assumed to
be four discrete units of time, the number of nodes vary between four and seven, and
petva ,vb

= 0.90 for each TSE etva ,vb . Table 7.2 presents #TS-CAd and #TS-VCAd , for
all sink vd ∈ V ; see row 1 and 2, respectively, for eachTAGof Fig. 7.7. For each given
TAG, we have the same #TS-CAd for each vd ∈ V because we assumed bidirectional
contacts. Besides, Table 7.2 also analyzes the obtained reliability Rc(vd ); see row
3 for each TAG of Fig. 7.7. The cell corresponding to #TS-CAd (#TS-VCAd ) and
total for each TAG depicts #TS-CAAll (#TS-VCAAll). Note that for each example
TAG, #TS-CAAll > #TS-VCAAll , which supports our discussion in Sect. 7.5. As
discussed in Sect. 7.6.2, evaluation of Rc(K ) is often intractable, hence the metric
is not computed here. It is worth mentioning that, in general a large #TS-VCAd for
a sink node vi as compared to v j does not guarantee Rc(vi ) > Rc(v j ), where vi �= v j .
The reason is because there may exist more multiple common TSEs in time-ordered
arborescences converging to sink node vi as compared to at node v j . For example, in
TAG 4, nodes v1 and v4 have #TS-VCAd equal to 121 and 60, respectively; however,
Rc(v1) < Rc(v4). Table 7.2 also shows that each TAG is globally connected as there
is at least one time-ordered arborescence converging to each sink node vd ∈ V . In
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TAG 1 TAG 2 

TAG 3 TAG 4 

TAG 5 TAG 6  

TAG 7 TAG 8 

TAG 9 TAG 10

Fig. 7.7 Ten arbitrary TAG examples
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Table 7.3 TS-MPS and two-terminal reliability results from different TAGs of Fig. 7.7

TAG (s, d) #TS-MPSs,d R(s, d) (d, s) #TS-MPSd,s R(d, s)

1 (1, 5) 20 0.9962 (5, 1) 13 0.9779

2 (1, 3) 4 0.9784 (3, 1) 6 0.9969

3 (1, 7) 8 0.9528 (7, 1) 4 0.9331

4 (1, 5) 12 0.9999 (5, 1) 12 0.9999

5 (1, 6) 29 0.9950 (6, 1) 2 0.7151

6 (1, 6) 9 0.9986 (6, 1) 9 0.9991

7 (1, 7) 6 0.9735 (7, 1) 6 0.9566

8 (1, 5) 18 0.9999 (5, 1) 27 0.9999

9 (1, 7) 14 0.9979 (7, 1) 32 0.9999

10 (1, 4) 8 0.9997 (4, 1) 5 0.9980

addition, for each TAG of Fig. 7.7, Table 7.3 analyzes the obtained reliability R(s,
d) between specified pair of nodes (s, d). The results verify the fact that it is not
necessary that #TS-MPSs,d is equal to #TS-MPSd,s . Note that even if #TS-MPSs,d
is equal to #TS-MPSd,s , it is not necessary that R(s, d) = R(d, s). The reason is
because there may exist more multiple common TSEs in TS-MPS between (s, d) as
compared to between (d, s). For example, in TAG 6, #TS-MPS1,6 = #TS-MPS6,1 =
9, but R(6,1) > R(1, 6).

7.8 Conclusions and Future Scope

This chapter has reviewed some recently developed models to study and analyze
various facets of TVCNs. It then extended the usual notion of arborescences to
timestamped arborescences for network convergecasting, that is, timestamped valid
and invalid arborescences, and showed their differences. Further, the chapter has
presented amethod to enumerate all timestamped valid arborescences of a pTVCN. It
has also defined the connectivity inpTVCNs, and presented an approach to enumerate
all TS-MPS between a specified (s, d) node pair in a network using all timestamped
arborescences converging to sink vd . Finally, this chapter proposed three reliability
metrics for pTVCNs, viz., Rc(vd ) and Rc(K ) that have been evaluated using time-
ordered arborescences, and R(s, d) evaluated using all (s, d) TS-MPS. This work
can be extended to efficiently find tight bounds on the reliability metric Rc(K ) as
its exact evaluation is still intractable. Further, the presented notions and algorithms
can be utilized for designing feasible contact plans, optimal topology, and executing
upgrades of pTVCNs.
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Notation

τ Periodicity of a pTVCN
etvi ,v j A TSE from node vi to v j at timestamp t
petvi ,v j Probability of success of the TSE etvi ,v j
(s, d) Source–destination node pair
V Set of TVCN nodes
#V Number of nodes in set V
TS-CAd A set of all timestamped arborescences converging to sink vd ∈ V
TS-VCAd A set of all timestamped valid arborescences converging to sink vd ∈

V
TS-CAi

d ith timestamped arborescence in set TS-CAd

TS-VCAi
d ith timestamped valid arborescence in set TS-VCAd

TS-CAAll A set of TS-CAd∀vd ∈ V
TS-VCAAll A set of TS-VCAd∀vd ∈ V
#TS-CAd Number of timestamped arborescence(s) in set TS-CAd

#TS-VCAd Number of timestamped valid arborescence(s) in set TS-VCAd

#TS-CAAll Total number of timestamped arborescences in a TAG
#TS-VCAAll Total number of timestamped valid arborescences in a TAG
L− Laplace out-degree matrix of a multigraph

L
∧−
d Reduced L− matrix obtained by deleting dth row and column

|L
∧−
d | Determinant of L

∧−
d

Rc(vd) Reliability of convergecast to sink node vd∈ V
Rc(K ) Reliability of convergecast to all sink nodes in set K⊆ V
R(s, d) Reliability of successful transmission between (s, d) node pair
TS-MPSs,d A set of all TS-MPS between (s, d) node pair
TS-MPSis,d A TS-MPS in TS-MPSs,d generated from timestamped arborescence

TS-CAi
d
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Chapter 8
Characteristics and Key Aspects
of Complex Systems in Multistage
Interconnection Networks

Indra Gunawan

Abstract Multistage Interconnection Networks (MINs) have been used extensively
to provide reliable and fast communication with effective cost. In this paper, four
types of systems, characteristics and key aspects of complex systems, are discussed
in the context of MINs. Shuffle-Exchange Networks (SEN), a common network
topology in MINs, is analysed as a complex system. Different perspectives on how
MINs possess all characteristics of complex systems are discussed and therefore it
is managed as complex systems accordingly.

Keywords Complex systems · Multistage interconnection networks (MINs) ·
Shuffle-Exchange networks (SEN)

8.1 Introduction

Although computer processing power has increased tremendously in the last few
decades, the demand for processing power far exceeds the processing power that is
currently available [1, 2, 28]. Thus there is a need for improved techniques that will
deliver higher computer processing power to satisfy the needs of processor-intensive
applications such as engineering and science simulations. This project looks at the
notion of interconnection network as a means to fulfilling the demand for higher
computer processing power.

Interconnection network technology is used to link together multiple processor-
memory modules or computers in order to share resources, exchange data or to
achieve parallel processing capability. Interconnection networks are applied in many
fields such as telephone switches, supercomputers withmultiprocessor andwide area
networks [12].
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Interconnecting large number of processors and memory modules that allow
communication among processors and processor-memory modules or in a commu-
nication network is a complicated task as issues such as connectivity, latency, band-
width, cost, scalability and reliability need to be addressed. Numerous approaches
had been proposed, ranging from single bus to fully connected architecture [24, 30].
Although the single-bus architecture can be easily implemented, its scalability highly
depends on the bandwidth and requires arbitration of the bus usage, which somehow
disallows parallel communication amongprocessors orwithmemorymodules.While
a fully connected network might meet the need of parallel communication, it is diffi-
cult to rescale as it requires a large number of connection lines thatmake it impractical
to be implemented in the real world.

Other alternatives of interconnection networks include crossbar network, hyper-
cube network, tree network and multistage interconnection networks. Each of these
networks has its own advantages and disadvantages. Thus, it is difficult to justify
which is the best interconnection network. A rule of thumb in choosing the best
interconnection network is to define the objectives and requirements that are needed
in the system and then select the best method of interconnection that would satisfy
most of the requirements.

Multistage InterconnectionNetworks (MINs) as its name implies ismade of stages
of crossbar switches, which are linked together in certain patterns to provide the
needed interconnection between input devices and output devices. MINs have been
used extensively in circuit switching networks and later in packet switching networks
with the introduction of buffered switches. Examples of a multiprocessor system
that implements MIN are ultracomputer and IBM RP3. Besides its application in
a multiprocessor system, MINs are also used in communication networks such as
ATM switches and Gigabit Ethernet, which are the forms of optical networks [12].

The number of stages, types of switches and interconnections among the
network switches/stages determine the MIN configuration. There exist many
types of MINs with different topologies such as multistage cube network (gener-
alised cube topology), shuffle exchange network, gamma network, delta network,
Tandem-Banyan networks and multilayer MINs [20, 25, 28].

MINs reliability evaluation has been cited in past researches [3–6, 8, 11, 26,
32]. Numerous methods are applied to compute the reliability of network systems
[18, 34, 35]. In general, network reliability can be analysed in three main areas;
terminal, broadcast and all-terminal network reliability. Terminal reliability is defined
as probability of the existence of at least one fault-free path between a designated
pair of input and output terminals (two terminals). Terminal reliability is commonly
used as a robustness indicator ofMIN. Broadcast reliability signifies aMIN ability to
broadcast data from a given input terminal to all the output terminals of the network.
When a connection cannot be made from a given input to at least one of the output
terminals, the network is assumed to have failed. All-terminal reliability (or network
reliability) represents the probability of the existence of a connection between each
input to all outputs (all-terminal).
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The research is initiatedwith the literature review of the past research that has been
done in the area of interconnection network systems. Then, the proposed method-
ology to improve the performance of network systems is demonstrated. New config-
urations of network systems are proposed and the reliability performance of the
systems is analysed. Finally, the algorithms to compute the terminal, broadcast and
network reliability and the simulation of the interconnections in the network systems
are discussed.

Depending on the availability of paths to establish new connections, MINs have
been traditionally divided into three classes [12]:

1. Blocking. A connection between a free input/output pair is not always possible
because of conflicts with the existing connections. Typically, there is a unique
path between every input/output pair, thus minimising the number of switches
and stages. However, it is also possible to provide multiple paths to reduce
conflicts and increase fault tolerance. These blocking networks are also known
as multipath.

2. Nonblocking. Any input port can be connected to any free output port without
affecting the existing connections. Non-blocking networks have the same func-
tionality as a crossbar. They require multiple paths between every input and
output, which in turn leads to extra stages.

3. Rearrangeable. Any input port can be connected to any free output port. However,
the existing connectionsmay require rearrangement of paths. These networks also
require multiple paths between every input and output but the number of paths
and the cost are smaller than in the case of non-blocking networks.

Non-blocking networks are expensive. Although they are cheaper than a crossbar
of the same size, their cost is prohibitive for large sizes. The best-known example
of non-blocking multistage network is initially proposed for telephone networks.
Rearrangeable networks require less stages or simpler switches than a non-blocking
network. Rearrangeable networks require a central controller to rearrange connec-
tions and were proposed for array processors. However, connections cannot be
easily rearranged on multiprocessors because processors access the network asyn-
chronously. Therefore, rearrangeable networks behave like blocking networks when
accesses are asynchronous.

Depending on the kind of channels and switches, MINs can be split into two
classes [24]:

1. Unidirectional MINs. Channels and switches are unidirectional.
2. Bidirectional MINs. Channels and switches are bidirectional. This implies that

information can be transmitted simultaneously in opposite directions between
neighbouring switches.

Additionally, each channel may be either multiplexed or replaced by two or more
channels. In the latter case, the network is referred to as dilated MIN. Obviously, the
number of ports of each switch must increase accordingly.



194 I. Gunawan

8.2 Unidirectional Multistage Interconnection Networks

The basic building blocks of unidirectional MINs are unidirectional switches. An
a × b switch is a crossbar network with a inputs and b outputs. If each input port is
allowed to connect to exactly one output port, at most min {a, b}, connections can
be supported simultaneously. If each input port is allowed to connect many output
ports, a more complicated design is needed to support the one-to-many or multicast
communications. In the broadcast mode or one-to-all communication, each input
port is allowed to connect to all output ports. Figure 8.1 shows four possible states
of a 2 × 2 switch. The last two states are used to support one-to-many and one-to-all
communications.

In MINs with N inputs = M outputs, it is common to use switches with the same
number of input and output ports, i.e. a = b. If N > M, switches with a > b will be
used. Such switches are also called concentration switches. In the case of N < M,
distribution switches with a < b will be used.

It can be shown that with N input and output ports, a unidirectional MIN with
k × k switches require at least logk N stages to allow a connection path between any
input port and any output port. By having additional stages, more connection paths
may be used to deliver a message between an input port and an output port at the
expense of extra hardware cost. Every path through the MIN crosses all the stages.
Therefore, all the paths have the same length.

In general, the topological equivalence of MINs can be viewed as follows:
Consider that each input link to the first stage is numbered using a string of n digits
sn-1sn-2…s1s0, where 0 ≤ si ≤ k−1, for 0 ≤ i ≤ n−1. The least significant digit s0
gives the address of the input port at the corresponding switch and the address of
the switch is given by sn-1sn-2…s1. At each stage, a given switch is able to connect
any input port with any output port. This can be viewed as changing the value of
the least significant digit of the address. In order to connect any input to any output
of the network, it should be possible to change the value of all the digits. As each
switch is only able to change the value of the least significant digit of the address,
connection patterns between stages are defined in such a way that the position of
digits is permuted, and after n stages, all the digits have occupied the least significant
position.

Fig. 8.1 Four possible states of a 2 × 2 switch
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8.3 Bidirectional Multistage Interconnection Networks

A bidirectional switch supports three types of connections: forward, backward and
turnaround. Figure 8.2 illustrates a bidirectional switch in which each port is asso-
ciated with a pair of unidirectional channels in opposite directions. This implies
that information can be transmitted simultaneously in opposite directions between
neighbouring switches. As turnaround connections between ports at the same side of
a switch are possible, paths have different lengths. An eight-node butterfly bidirec-
tional MIN (BMIN) is illustrated in Fig. 8.3. For ease of explanation, it is assumed
that processor nodes are on the left-hand side of the network.

Paths are established inBMINs by crossing stages in forward direction, then estab-
lishing a turnaround connection and finally crossing stages in backward direction.
This is usually referred to as turnaround routing. Figure 8.4 shows two alternative
paths from node S to node D in an eight-node butterfly BMIN.When crossing stages
in forward direction, several paths are possible. Each switch can select any of its

Fig. 8.2 Connections in a bidirectional switch

Fig. 8.3 An eight-node
butterfly bidirectional MIN
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Fig. 8.4 Alternative paths in
an eight-node butterfly
bidirectional MIN

output ports. However, once the turnaround connection is crossed, a single path is
available up to the destination node. In the worst case, establishing a path in an
n-stage BMIN requires crossing 2n−1 stages.

8.4 Architectural Models of Parallel Machines

There are a variety of ways to organise the processors, memories and interconnection
network in a large-scale parallel processing system. In this section, models of a few
of the basic structures are briefly introduced:

1. SIMD Systems. A model of an SIMD (single instruction stream—multiple data
stream) system consists of a control unit, N processors, N memory modules
and an interconnection network. The control unit broadcasts instructions to the
processors, and all active processors execute the same instruction at the same
time. Thus, there is a single instruction stream. Each active processor executes
the instruction on data in its own associated memory module. Thus, there are
multiple data streams. The interconnection network, sometimes referred to as
an alignment or permutation network, provides for communications among the
processors and memory modules.

2. Multiple-SIMD Systems. A variation on the SIMD model that may permit more
efficient use of the system processors andmemories is themultiple-SIMD system,
a parallel processing system that can be dynamically reconfigured to operate as
one or more independent SIMD subsystems of various sizes. A multiple-SIMD
system consists of N processors, Nmemorymodules, an interconnection network
and C control units, where C < N. Each of the multiple control units can be
connected to some disjoint subset of the processors, which communicate over
sub-networks, creating independent SIMD subsystems of various sizes.
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3. MIMD Systems. In contrast to the SIMD system, where all processors follow a
single instruction stream, the processors in a parallel system may each follow
its own instruction stream, forming an MIMD (multiple instruction stream—
multiple data stream) system. One organisation for an MIMD system consists
of N processors, N memory modules and an interconnection network, where
each of the processors executes its own program on its own data. Thus there
are multiple instruction streams and multiple data streams. The interconnection
network provides communications among the processors and memory modules.
While in an SIMD system all active processors use the interconnection network at
the same time (i.e. synchronously), in an MIMD system, because each processor
is executing its own program, inputs to the network arrive independently (i.e.
asynchronously).

4. Partitionable SIMD/MIMD Systems. A fourth model of system organisation
combines the features of the previous three. A partitionable SIMD/MIMD system
is a parallel processing system that can be dynamically reconfigured to operate
as one or more independent SIMD and/or MIMD subsystems of various sizes.
The N processors, N memory modules, interconnection network and C control
units of a partitionable SIMD/MIMD system can be partitioned to form indepen-
dent subsystems as with multiple-SIMD systems. Furthermore, each processor
can follow its own instructions (MIMD operation) in addition to being capable of
accepting an instruction stream from a control unit (SIMD operation). Thus, each
subsystem can operate in the SIMD mode or the MIMD mode. The processors
can switch between the twomodes of parallelism from one instruction to the next
when performing a task, depending on which is more desirable at the time.

5. SystemConfigurations.With any of these four models, there are two basic system
configurations. One is the PE-to-PE configuration, in which each processing
element or PE (formed by pairing a processor with a local memory) is attached
to both an input port and an output port of an interconnection network (i.e. PE j is
connected to input port j and output port j). This is also referred to as distributed
memory system or private memory system. In contrast, in the processor-to-
memory configuration, processors are attached to one side of an interconnection
network and memories are attached to the other side. Processors communicate
through shared memories. This is also referred to as a global memory system.
Hybrids of the two approaches are also possible, such as using a local cache in
a processor-to-memory system. Which configuration or hybrid of them is ‘best’
for a particular system design is a function of many factors, such as the types of
computational tasks for which the system is intended (e.g. are most data and/or
programs shared by all processors or local to each processor), the operating
system philosophy (e.g. will multitasking be done within each processor to hide
any latency time for network transfer delays when fetching data) and the charac-
teristics of the processors and memories to be used (e.g. clock speed, availability
of cache). Beware of the term sharedmemory as applied to these parallel systems.
Some researchers use this term to refer to the way in which a system is physically
constructed (i.e. processor-to-memory configuration) and others use it to refer to
the logical addressing method.
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8.5 Terminology

Many interconnection networks for large-scale multiprocessor computer systems
have been proposed. Of these, Multistage Interconnection Networks (MINs) offer a
good balance between cost and performance. In this section, the common terminolo-
gies inMINs such as switches, links, ports, crossbar, fault-tolerant, topology, routing
tag, path and connection are discussed.

Figure 8.5 shows MIN hardware in the most general terms; dots indicate items
that may repeat. MINs are composed of a collection of switches and links between
switches. A signal may enter or leave a network through a port. A network with A
input ports and B output ports is an A × B network.

A switchmay be viewed as a very simple network. Switches aremultiport devices;
the number of ports and the port-to-port connections supported within a switch vary
among switch designs. A crossbar switch can simultaneously connect, in any pattern,
a number of input/output port pairs equal to the minimum of the number of inputs
and the number of outputs. A selector switch connects only one of its inputs to one
of its outputs at a time.

The term network component may denote any element of the structure of a
network. An interconnection network may consist of a single stage or bank of
switches and may require that data pass through the network more than once to
reach its destination. AMIN is constructed from two or more stages of switches, and
typically is designed, so that data can be sent to the desired destination by one pass
through the network.

Fig. 8.5 A generic MIN diagram detailing one path
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MINs can be considered from either a topological (graphical) or algebraic view-
point. The topology of a network is the pattern of connections in its structure, where
the pattern can be represented by a graph. Topology is determined by switch design
and the pattern of links. Different MINs are often compared graphically because
comparison by topology is independent of hardware. When one network is said to be
an instance of another, it is the network graphs being compared. Nodes in the graph
of aMIN can be numbered, and then aMIN can be described in terms of the algebraic
relations among the nodes. The algebraic model is useful in discussing control and
communication routing strategy.

There are three basic formsof connection through anetwork.Aone-to-one connec-
tion passes information from one network port, the source, to another network port,
the destination. The exact route taken by the information is its path. Multiple one-
to-one connections may be active simultaneously. A permutation connection is a
set of one-to-one connections such that no two one-to-one connections have the
same source or destination. Such connections are meaningful only in the context
of networks with equal number of sources and destinations. Information flow from
one source simultaneously to two or more destinations is supported by a broadcast
connection, and the route taken is a broadcast path.

Routing tags are way of describing a path through a network and providing for
distributed network control. ForMINs, tags often take the formof amultidigit integer,
each successive digit encoding the setting for the switch in the next stage along a
desired path. Control is distributed if devices using the network generate their own
routing tags and network switches can set themselves based on tag information.
Figure 8.5 shows a switch in stages n−1, n−2 and 0 being set, respectively, by tag
digits Tn−1, Tn−2 and T 0. Routing tags are particularly important for fault-tolerant
MINs since they should be able to specify a functioning path if one exists; tag
limitations translate into fault-tolerance limitations.

There are three methods for sources to generate routing tags that specify a fault-
free path. With non-adaptive routing, a source learns of a fault only when the path it
is attempting to establish reaches the faulty network component. Notice of the fault is
sent to the source, which tries the next alternative path. This approach requires little
hardware but may have poor performance. There are two forms of adaptive routing.
With notification on demand, a source maintains a table of faults it has encountered
in attempting to establish paths and uses this information to guide future routing.
With broadcast notification of a fault, all sources are notified of faulty components
as they are diagnosed.

A fault-free path needs not be specified by a source if routing tags can be modified
in response to faults encountered as a path is followed or established. This dynamic
routing can be accomplished inMINs constructed of switches capable of performing
the necessary routing tag revisions.

The following section explores the network topologies in Multistage Intercon-
nection Networks (MINs). Various inherent properties include path establishment,
distributed routing tag control andpartitionability. In general, themultistage networks
have analogous, but not identical, properties. The standard networks and the hardware
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modifications made to provide redundancy, from less to more extensive, are intro-
duced. Many possible techniques exist, including adding an extra stage of switches,
varying switch size, adding extra links and adding extra ports. Finally, some irregular
MINs that have different connection patterns between stages are also discussed.

8.6 Fault-Tolerant

A fault-tolerant MIN is one that provides service, in at least some cases, even when
it contains a faulty component or components. A fault can be either permanent
or transient, unless stated otherwise, it is assumed that faults are permanent. Fault
tolerance is defined only with respect to a chosen fault-tolerance model, which has
two parts. The fault model characterises all faults assumed to occur, stating the
failure modes (if any) for each network component. The fault-tolerance criterion is
the condition that must be met for the network to be said to have tolerated a given
fault or faults.

Fault models may or may not correspond closely to predicted or actual experi-
ence with MIN hardware. In particular, a fault model may be chosen with charac-
teristics that simplify reliability analysis, even if those characteristics depart widely
from reality (such as assuming certain network components never fail). While fault-
tolerance criteria typically closely reflect the normal (fault-free) operational capa-
bility of a network, this need not be so. The variability of fault-tolerance models
hinders comparison of the engineering characteristics of fault-tolerant MINs.

A network is single-fault tolerant if it can function as specified by its fault-
tolerance criterion despite any single fault conforming to its fault model.More gener-
ally, if any set of i faults can be tolerated, then a network is i-fault tolerant. A network
that can tolerate some instances of i faults is robust although not i-fault tolerant.

Many fault-tolerant systems require fault diagnosis (detection and location) to
achieve their fault tolerance. Techniques such as test patterns, dynamic parity
checking and write/read-back/verify are used in various MINs. Techniques for fault-
tolerant design can be categorised by whether they involve modifying the topology
(graph) of the system. Three well-known methods that do not modify topology are
error-correcting codes, bit-slice implementation with spare bit slices, and duplicating
an entire network (this changes the topology of the larger system using the network).
These approaches to fault tolerance can be applied to MINs. A number of techniques
have also been developed tailored closely to the nature of MINs and their use.

As there are many unknown parameters in MINs, it is important to analyse MIN
from complex systems approach. In the next sections, type of systems is described,
characteristics of complex systems are discussed, key aspects of complexity are
presented and finally a case study on SEN is analysed.
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8.7 Type of Systems

Snowden and Boone [29] developed a hierarchy containing the following four type
of systems:

(a) Simple
Known; in simple projects, operations are predictable and repeatable.

(b) Complicated
Known Unknown; in the case of complicated projects, problems are of
coordination or specialised expertise: management is essentially linear.

(c) Complex
Unknown Unknown; in complex projects, it is not possible to know and under-
stand all the features within any given situation, and there are ambiguity and
uncertainty.

(d) Chaotic
Unclear boundary; in chaotic situations, there are high turbulence and no clear
cause and effect relationships. Decisions need to be made quickly.

8.8 Characteristics of Complex Systems

There are many different typologies of system complexity. Boardman and Sauser [7]
identified five characteristics of complex systems as presented below:

(i) Emergence; new properties develop through evolution
(ii) Autonomy; the ability of a system to make independent choices
(iii) Connectivity; the ability of a system to stay connected to other constituent

systems
(iv) Diversity; evidence of heterogeneity between systems
(v) Belonging; systems have the right and ability to choose to belong to the system.

8.9 Aspects of Complexity

Emergence:

Emergence occurs as system characteristics and behaviours emerge from simple rules
of interaction. Individual components interact and some kind of property emerges,
something you could not have predicted fromwhat you know of the component parts.
Emergent behaviour then feeds back to influence the behaviours of the individuals
that produced it [33, 27].

The emergent properties or patterns and properties of a complex system that
emerge can be difficult to predict or understand by separately analysing various
‘causes’ and ‘effects’, or by looking just at the behaviour of the system’s component
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parts. Emergent properties can be seen as the result of human action and not of human
design.

Examples of emergent properties are structure, processes, functions, memory,
measurement, creativity, novelty and meaning. While the nature of the entities, inter-
actions and environment of a system are key contributors to emergence, there is no
simple relationship between them. Emergence has been used to describe features
such as social structure, human personalities, the internet, consciousness and even
life itself. As one lucid account has it [23].

Nonlinearity:

Complexity science generally accepts that human systems do not work in a simple
linear fashion as feedback processes between interconnected elements and dimen-
sions lead to relationships that see change that is dynamic, non-linear and unpre-
dictable [16].Non-linearity is a direct result of the interdependence between elements
of complex systems.

Linear problems can be broken down in a reductionist fashion, with each element
analysed separately and the separate aspects can be recombined to give the right
answer to the original problem. In a linear system, the whole is exactly equivalent to
the sum of the parts.

Phase space:

The phase space of a system is the set of all the possible states—or phases—that
the system can occupy. These states or phases can be mapped. The phase space is
identified by noting all the dimensions that are relevant to understanding the system,
then determining the possible values that these dimensions can take. This range of
possible spaces can then be represented in either graphical or tabular form. Such a
representation can be useful as a way to describe complex systems ‘because it does
not seek to establish known relationships between selected variables, but instead
attempts to shed light on the overall shape of the system by looking at the patterns
apparent when looking across all of the key dimensions [27]. Identifying patterns
of interaction across different elements and dimensions of such systems in valuable.
Phase space can be used to show how a system changes over time and the constraints
that exist to change in the system.

Strange attractors, edge of chaos and far from equilibrium

The concept of phase space and attractors are central to understanding complexity,
as complexity relates to specific kinds of system trajectories through phase space
over time. The behaviour of complex systems can at first glance appear to be highly
disordered or random.Moreover, these systemsmove through continually new states,
with change as a constant in a kind of unending turbulence. However, there is an
underlying pattern of order that is recognisable when the phase space of the system
is mapped, known as a strange attractor [27].

Strange attractors show how complex systems move around in phase space, in
shapes which resembles two butterfly wings. A complex system—such as the three-
body planetary system, or theweather—wouldmove around one loop of the attractor,
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spiralling out from the centre. When it got close to the edge of the ‘wing’ it would
move over to the other ‘wing’ and spiral around again. Complex systems can have
a chaotic dynamic and develop through a series of sudden jumps [13]. Such a jump,
usually referred to as a bifurcation, is an abrupt change in the long-term behaviour of
a system, to some critical value. As one gets close to the bifurcation points—which
may be seen as those points where the system moves from one wing of the attractor
to the other, the values of fluctuations increase dramatically [13], [27].

Adaptive agents:

All living things are adaptive agents. Individual people are adaptive agents, so are
the teams they work in, and so are organisations. Some complex systems are said to
be adaptive or evolving when individual adaptive agents respond to forces in their
environments via feedback. Regardless of size and nature, adaptive agents share
certain characteristics, in that they react to the environment in different ways [17].
Some adaptive agents may also be goal directed; still more may attempt to exert
control over their environment in order to achieve these goals. Agents may have
goals that can take on diverse forms, including desired local states; desired end goals;
rewards to be maximised and internal needs (or motivations) that need to be kept
within desired bounds. They can sense the environment and respond through physical
or other behaviours or actions. They may also have internal information processing
anddecision-making capabilities, enabling them to compare the environmental inputs
and their own behavioural outputs with their goals. They may anticipate future states
and possibilities, based on internalised models of change (which may be incomplete
and/or incorrect); this anticipatory ability often significantly alters the aggregate
behaviour of the system of which an agent is part. They may also be capable of
abstract self-reflection and internally generated sources of unpredictable conduct
[15, 27].

Self -organisation:

Self-organisation is a formof emergent property and supports the notion that complex
systems cannot be understood in terms of the sum of its parts, since they may not be
understood from the properties of individual agents and how they may behave when
interacting in large numbers. Racism provides an example as a result of segregated
neighbourhoods in that racial attitudes develop. The economy is a self-organising
system.

Mitleton-Kelly [22] adds that emergent properties, qualities, patterns or structures,
arise from the interaction of individual elements; they are greater than the sum of the
parts and may be difficult to predict by studying the individual elements. Emergence
is the process that creates new order together with self-organisation. Mitleton-Kelly
[22] reminds us that Checkland defines emergent properties as those exhibited by a
human activity system as a whole entity, which derives from its component activi-
ties and their structure, but cannot be reduced to them [9]. The emphasis is on the
interacting whole and the non-reduction of those properties to individual parts.
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Co-evolution:

When adaptable autonomous agents or organisms interact intimately in an environ-
ment, such as in predator-prey and parasite-host relationships, they influence each
other’s evolution. This effect is called co-evolution, and it is the key to understanding
how all large-scale complex adaptive systems behave over the long term. Each adap-
tive agent in a complex system has other agents of the same and different kinds as
part of its environment. As the agent adapts to its surroundings, various elements
of its surroundings are adapting to it and each other. One important result of the
interconnectedness of adaptive bodies is the concept of co-evolution. This means
that the evolution of one domain or entity is partially dependent on the evolution of
other related domains or entities [19].

Fitness:

Complexity theory defines fitness as the ability to cope with complexity. To survive
challenges and make the most of opportunity, a fit organism can process information
about and deal with many variables. The theory posits that all life forms exist on
a spectrum ranging from instability (chaos) to ultra stability (ordered hierarchy).
Fitness is found in themiddle ranges of this spectrumbetween rigid order and chaos—
not in a crystal, where every atom resides in an ordered hierarchy; nor in gases whose
molecules move at random. Move too far towards either pole, and you lose fitness
[10].

Fitness landscapes:

Work in biology on fitness landscapes is an interesting illustration of competitive co-
evolution [19]. A fitness landscape is based on the idea that the fitness of an organism
is not dependent only on its intrinsic characteristics, but also on its interactionwith its
environment. The term ‘landscape’ comes from visualising a geographical landscape
of fitness ‘peaks’, where each peak represents an adaptive solution to a problem of
optimising certain kinds of benefits to the species. The ‘fitness landscape’ is most
appropriately used where there is a clear single measure of the ‘fitness’ of an entity,
so may not always be useful in social sciences [27].

8.10 Case Study: Shuffle-Exchange Networks

The shuffle-exchange multistage interconnection network (SEN) is one network in a
large class of topologically equivalent MINs that include the omega, indirect binary
n-cube, baseline and generalised cube. Figure 8.6 is an example of an 8 × 8 SEN.
Each switching element (SE), the basic building block of a SEN, can be viewed as a
2× 2 SEN. The SE can either transmit the inputs straight or has crossed connections.

A SEN has N = 2n inputs, termed sources (S), and 2n outputs termed destinations
(D). There is a unique path between each source–destination pair. The SEN has n
stages and each stage has N/2 switching elements. The network complexity, defined
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Fig. 8.6 8 × 8
Shuffle-exchange multistage
interconnection network

as the total number of switching elements in the MIN, is (N /2) (log2 N), which for
the 8× 8 SEN is 12 SE’s. The position of switching element i in stage j is represented
by SEi,j.

The SEN is a self-routing network. That is, a message from any source to a given
destination is routed through the network according to the binary representation of
the destination’s address. For example, from S = 000 sends a message to D = 101,
the routing can be described as follows: S = 000 presents the address of D = 101
plus the message for D to the SE in stage 1 to which S = 000 (SE0,1) is connected.
The first bit of the destination address (1) is used by SE0,1 for routing. So output link
1 of SE0,1 is used. At SE1,2 the second bit of D (0) is used and output link 0 of SE1,2

is chosen. Finally, at SE2,3 the third bit of D (1) is used and output link 1 of SE2,3 is
selected. Figure 8.7 shows this S–D connection.

Fig. 8.7 Routing for
communication between S =
000 and D = 101
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8.11 Shuffle-Exchange Network with an Additional Stage

An N × N SEN + network is an N × N SEN with an additional stage. Figure 8.8
shows an 8 × 8 SEN + [6]. The first stage (labelled stage 0) is the additional stage
and will require implementation of a different control strategy. While several control
strategies for the SEN + network can be selected, the strategy chosen may affect
both the bandwidth and the reliability of the network.

The reason for adding a stage to the SEN is to allow two paths for communication
between each S and any D. While the paths in the first and last stages of the SEN +
are not disjoint, the paths in the intermediate stages do traverse disjoint links. As can
be seen in Fig. 8.9, S = 000 can reach D = 101 by two paths. In this case, the path
redundancy is achieved in the SEN + at the expense of one extra stage added to the
SEN.

The control strategy allows a switching element in stage 0 to use the T (straight)
setting until a failure in a SE along the path from a given S to a given D is detected.
At that time, the SE in stage 0 is placed in the X (exchange) setting for all future
accesses between that S–D pair. In this way, it is shown that two paths between each
S–D pair given that the failures occur only in the intermediate stages of the SEN +.

Fig. 8.8 8 × 8 SEN with an
extra stage

Fig. 8.9 Two paths for
routing communication
between S = 000 and D =
101 in the 8 × 8 SEN+
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It is recognised that in actual implementations, the network should be reconfigured
to reduce congestion.

Figure 8.8 shows that the switch complexity (the total number of switching
elements in the network) for the 8× 8 SEN+ is 16. In general, the switch complexity
for the N × N SEN + is N /2 (log2 N + 1). Thus, the additional cost of the SEN
+ is N /2 switches or a fractional increase in 1/log2 N is small for a large N. In the
next chapter, how much the increase in the redundancy improves the reliability of
the SEN will be evaluated.

Shuffle-exchange networks have beenwidely considered as practical interconnec-
tion systems due to their size of its switching elements and uncomplicated configu-
ration. Shuffle-exchange network (SEN) is a network among a large class of topo-
logically equivalent MINs that includes omega, indirect binary n-cube, baseline and
generalised cube [14].

A shuffle-exchange network is a unique path MIN [6, 8, 21, 31]. Therefore, there
is only a single path between a particular input and a particular output. In this type of
network, all switching elements are critical and assumed as series connection. The
switching element (SE) can either transmit the inputs straight through itself or has
cross-connections. The number of switches per stage and the number of links and
the connection between stages are consistent. There is an eight-input/eight-output
shuffle-exchange network with three stages, 12 switches (SEs), and 32 links.

SEN system has N inputs and N outputs. It has n = log2 N stages and each stage
has N/2 switching elements. In general, the network complexity for N × N SEN is
N /2 (log2 N).

The following characteristics of complex systems and key aspects of complexity
related to MINs/SEN:

Emergence: System failure cannot be predicted and switching elements are inde-
pendent to each other. Therefore, there is no specific pattern on how connections are
delivered between input and output stages in network systems.

Autonomy: Each type of MINs, in this case, SEN has its own network topology,
which is the connections of all switching elements in the system. Every switching
element also works independently and does not rely on other components.

Connectivity: Switching elements are set up in a network system through a number
of stages. In 8× 8 SEN above, it consists of 2× 2 switching elements in three stages.

Diversity: There is flexibility in the arrangement of switching elements and
number of stages. As shown in SEN, 2 × 2 switching elements are employed in
all stages. In other MINs, different types of switching elements can be integrated.

Belonging: SEN is a part of MINs as it has the characteristics of interconnection
network systems that interconnect a set of processors and a set of memory modules.

Nonlinearity: The type of switching elements, the number of switching elements
and the number of stages vary. There is no linearity in terms of these topologies in
network systems.

Phase space: MINs/SEN consists of stages of switching elements and this is
a phase space to connect switching elements in input and output stages. There is
a liberty to choose the type of switching elements and how connections will be
arranged.



208 I. Gunawan

Strange attractors: It is clear to note that there are paths to connect various inter-
connections as described in terminal paths (between one to one switching element),
broadcast paths (one to all switching elements) and network paths (all to all switching
elements).

Adaptive agents: Different size of switching elements and number of stages
are implemented in network systems to optimise terminal, broadcast and network
reliability.

Self-organisation: The characteristics of MINs/SEN should be seen as how the
whole network systems work and cannot be judged by the way individual switching
element operates.

Co-evolution: Different types of switching elements can be integrated as they are
designed to provide the fast and effective communication.

Fitness: All switching elements are set up to deliver optimum connection between
input and output stages. Links and number of stages are interconnected in network
systems to achieve this goal.

Fitness landscapes: The topology of network systems is measured on how reliable
network systems are in terms of terminal, broadcast and network reliability. Other
parameters include network complexity, system throughput, failure rate and cost.

8.12 Conclusion

Multistage InterconnectionNetworks (MINs) connect input devices to output devices
through a number of switch stages, where each switch is a crossbar network. The
number of stages and the connection patterns between stages determine the routing
capability of the networks. MINs were initially proposed for telephone networks
and later for array processors. In these cases, a central controller establishes the
path from input to output. In cases where the number of inputs equals the number of
outputs, each input synchronously transmits amessage to one output, and each output
receives a message from exactly one input. Such unicast communication patterns can
be represented as a permutation of the input addresses. For this application, MINs
have been popular as alignment networks for storing and accessing arrays in parallel
frommemory banks. Array storage is typically skewed to permit conflict-free access,
and the network is used to unscramble the arrays during access. These networks can
also be configured with the number of inputs greater than the number of outputs and
vice versa. On the other hand, in asynchronous multiprocessors, centralised control
and permutation routing are infeasible. In this case, a routing algorithm is required
to establish the path across the stages of a MIN.

In this paper, characteristics of complex systems are mapped in SEN, which is a
common network topology in MINs. This analysis describes key aspects of complex
systems that are belonged toMINs. It is expected that the observation provides a clear
description on the way SEN operates in complex environments. The key aspects of
complex systems are important to be incorporated in complex system analysis to
achieve final results effectively.
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As described above for SEN case study, it is important to recognise the character-
istics and key aspects of complex systems to fully understand the system behaviour.
All these parameters have been discussed in detail in the context of MINs.
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Chapter 9
Evaluation and Design of Performable
Distributed Systems

Naazira B. Bhat, Dulip Madurasinghe, Ilker Ozcelik, Richard R. Brooks,
Ganesh Kumar Venayagamoorthy, and Anthony Skjellum

Abstract Performability measures system performance including quality, relia-
bility, maintainability and availability over time, regardless of faults. This is chal-
lenging for distributed systems, since the internet was designed as a best-effort
network that does not guarantee that data delivery meets a certain level of quality
of service. In this chapter, we explain the design, test and performability evalua-
tion of distributed systems by utilizing adversarial components. In our approach, the
system design uses adversarial logic to make the system robust. In system test, we
can leverage existing, powerful attacks to verify our design by using existing denial
of service (DoS) attacks to stress the system.

Keywords Performability · Robust control · Game theory · Blockchain · Denial of
service

9.1 Introduction

Critical infrastructure is geographically distributed and vulnerable. A performable
systemwithstands andmitigates unfavourable conditions.Distributed systemcompo-
nents share data and information. In practice, sensor malfunctions, data communica-
tion hijacking or external disturbances can occur. The system has to tolerate distur-
bances in operation. To design and test these systems, we integrate adversarial logic
into our approach. Game theory is the mathematics used to model conflict between
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rational decision-makers. In this chapter, we present a game theory-based approached
for DCS design. Game analysis techniques improve performability.

We model the system as a Two-person Zero-sum (TPZS) game. We introduce
different disturbances and countermeasures. We start by finding the best metric(s)
to measure network performance. Zero sum means that the disturbances and coun-
termeasures have no cooperation, the success of a disturbance is equal to the lack of
performance of the countermeasure, and vice versa. Two person means we consider
only affects on one system and cooperation between disturbance and countermea-
sure is impossible. If more than one metric is used, we either use a weighted sum of
the individual metrics or we could always use the value of the worst metric (this is
known as the H-infinity metric).

A game between these parties is established. For each component, we determine
how it could malfunction to most severely sabotage the system. We then implement
these behaviours. We then look at the other components to find how they could best
counter these malfunctions to create a set of countermeasures.

We then create a set of simulations or experiments wherewemeasure the results of
eachmalfunction against each countermeasure. This provides a payoffmatrix that we
can use to analyze the different possible deviations from our initial design. The final
resulting system should tolerate disturbances, which improves the performability of
the system.

9.2 Game Theory-Based Robust Control Design

Game theory is the mathematics of competition scenarios. It models conflicts and co-
operation between intelligent rational decision-makers. Game theory used general
mathematical techniques to analyze the interactions in between parties that influence
each other (Myerson [1]). It has been widely used in social science (Shubik [2]),
economics (Leven [3], Chen [4]) and engineering (Trestian [5], Changwon [6]) appli-
cations. In our approach, we consider system deviations by positing that the system
will fail in the worst possible way. We then embed in the system countermeasures
that allow it to successfully adapt to these adverse conditions.

The rest of this section describes the mathematical tools we need to analyze the
system. In Sect. 1.1.1, we describe the Z-test that tells us from our experimental
analysis whether or not the effects of two specific malfunctions or countermeasures
differ significantly. We then look in Sect. 1.1.2 as to whether one malfunction, or
countermeasure, is always superior to another. If one approach is always superior
(dominant), then we can discard the other one and simplify our design space. If we
are lucky, the system recursively simplifies itself and we end up with a saddle point.
For the saddle point, there is one failure mode that is more significant than all the
others and it is tied to single countermeasure that best counters it. If this is not the
case, Sect. 1.1.3, then the worst possible failure is a randomized combination of
individual faults. Luckily, our approach finds this worst condition and also provides
the best-randomized set of countermeasures to minimize the disturbance.
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9.2.1 Z-Test

The Z-test is a statistical analysis based on the difference between the means of the
test sample set and a mean of the population (Li [7]). This is a hypothesis test used
for larger sample set (Bo [8]). Based on the central limit theorem, when the number
of samples becomes larger, the sample average follows a Gaussian distribution with
mean equal to the mean of the distribution and standard deviation, where σ is the
standard deviation of the distribution and n is the number of the samples. The Z-test
can be conducted on distributions, which Gaussian and the standard deviation are
known (Hedge [9]). In our study, we use Z-test to compare two strategies in the game
to find the dominant strategy under define significance level,which is useful in finding
the saddle point of large payoff matrix. The selected level of significance (α) is 0.05.
Considering two-tail tests, under the given significance level, we identify whether
selected strategy (R) is dominant, is dominated or cannot conclude the dominance
status compared with another strategy (S) based on the Z-score calculated using (9.1)
and referring to Tables 9.1 and 9.2.

Table 9.1 Example game between players A & B

Player B

J K L M

Player A P PO(PA) PO(PB) PO(PC) PO(PD)

Q PO(QA) PO(QB) PO(QC) PO(QD)

R PO(RA) PO(RB) PO(RC) PO(RD)

S PO(SA) PO(SB) PO(SC) PO(SD)

Table 9.2 Dominance strategy selection conditions

Z-score Conclusion

(Z (R,S) >= 1.96) for all Player B strategies S is dominated by R

(Z (R,S) >= 1.96) for one or more Player B strategies & (1.96 > (Z (R,S) >=
−1.96) for rest of the Player B strategies

S is dominated by R

(1.96 > Z (R,S) >= −1.96) for all Player B strategies Uncertain

Z (R,S) values are on all three regions for all Player B strategies Uncertain

(−1.96 > Z (R,S)) for one or more Player B strategies & (Z(R,S) >= 1.96)
for rest of the Player B strategies

Uncertain

(−1.96 > Z(R,S)) for all Player B strategies R is dominated by S

(−1.96 > Z(R,S)) for one or more Player B strategies & (1.96 > Z(R,S) >=
−1.96) for rest of the Player B strategies

R is dominated by S
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Z(R,S) =
−
X R − −

XS√
σ 2

R
nR

−
√

σ 2
S

nS

(9.1)

9.2.2 Dominant Strategies

Consider the game in Table 9.1. Consider two strategies R and S of Player A. Let
us assume according to Table 9.2, the R strategy dominates the S strategy. We can
remove the S strategy (a row in the example game) from the payoff matrix, since
it is never a better choice than R. The same approach can be used for the Player B
(column-wise).

9.2.3 Mixed Equilibria

John Forbes Nash Jr. won the Nobel Prize, by proving that every finite game must
have at least one Nash equilibrium (Nash [10]). But there are instances where a
game is not having a pure strategy Nash equilibrium. The matching penny game is
an example. Hence, John Forbes Nash Jr. divides Nash equilibrium into two types,
Pure Strategy Nash Equilibrium and Mixed Strategy Nash Equilibrium. To solve a
mixed strategy and find Nash Equilibrium, we use a mixed strategy algorithm.Mixed
strategy algorithm is based on probability distribution of pure strategies.

Let A choose optionA andBwith probability of p and (1− p). Then, the following
statements are derived and illustrated in Fig. 9.1’s graph:

Fig. 9.1 Example game with mixed equilibrium
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1.When player 2 chooses option P the payoff of player 1 = p + 2(1 − p).
2.When player 2 chooses option Q the payoff of player 1 = 5p − 2.
3.When player 2 chooses option R the payoff of player 1 = 3 − 4p.

A mixed equilibrium game is shown in Fig. 9.1. Player 1’s optimal strategy can be
found from the graph, which is to play option A with 0.5556 probability and option
B with 0.4444 probability. The payoff of the game is 0.7778.

The procedure of the design approach process is shown in Fig. 9.2. This is the
generic model that can be used for any distributed control system application.

9.3 Evaluating System Robustness

Once a distributed system has been designed to maintain performability, it becomes
important to verify that the system is in fact successful. To do this, we consider
common approaches for disabling or degrading distributed systems. Luckily, crimi-
nals have been attacking systems on the internet for decades. Over time, they have
created a set of common attacks that are used to destroy internet applications. The
most robust attacks can be classified as denials of service. Our performability veri-
fication leverages decades of work by these malicious actors to be certain that the
system continues to provide service even under the harshest circumstances.

The most successful tools are generally referred to as Distributed Denial of
Service (DDoS) attacks (Ozcelik [11]). To verify our systems, we therefore inte-
grate successful DDoS methods into our verification suite. This section looks at
system verification for distributed ledger technologies.

Blockchain distributed ledgers have becomeone of themost frequently considered
solutions for ensuring security of the storage of data and its transfer through decen-
tralized, peer-to-peer networks in recent years. Blockchains are a data structure based
on shared, distributed and fault-tolerant database that every participant in the network
can have access to, but none of those can tamper with it. Being a cryptographic-based
distributed ledger, trusted transactions are enabled among untrusted participants in
the network using the blockchain technology. Blockchains assume that malicious
nodes are present in the participating network but rely on the computational capa-
bilities of the honest nodes to ensure that the exchanged information is resilient to
manipulation. The absence of a centralized entity speeds up the entire process. Owing
to the cryptographic structure of the blockchain, it is challenging to alter it. Based on
these features, blockchains have drawn attention from a wide range of stakeholders
including academics, healthcare and other government agencies.

Blockchain has seen a surge in interest among researchers, software developers
and other industry practitioners because of security features like immutability it offers
(Kan [12], Miller [13], Fiaidhi [14], Samaniego [15]). However, an important aspect
for which the blockchain-based networks need to be tested is their vulnerability to
D/DoS attacks. If successful, the entire data stored on the application can be rendered
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Fig. 9.2 Flow of the design process
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useless and unavailable to its owners. This is even more critically important for time-
critical applications such as healthcare. Therefore, network attacks on blockchain-
based structures are to be taken seriously regardless of the intrinsic security properties
of this data structure.

9.3.1 Case study—A Blockchain-Based (Distributed) System

The communication protocol used in our proposed distributed system is TCP. There-
fore, we exploit the vulnerabilities of the TCP protocol for stress-testing our network.
One of the most effective attacks against TCP is SYN floods. Hence, we focus on
evaluating the performance of our proposed blockchain network in the presence of
the SYN flood attack and its variants. It is described in Sect. 9.4.2 how the three-way
TCP handshake is exploited to make the SYN floods effective. For our experiments,
the attack is launched using IP-spoofing, randomized IP spoofing and the local area
network denial-of-service (LAND) attack technique. The tool used to generate the
attack traffic is Hping3, and the network analyzer used is Wireshark.

The tests have been conducted offline in the Network Security Lab at Clemson
University’s ECE department. The reason for offline testing is to ensure that the
attack traffic does not disrupt the infrastructure of the university campus and that the
effects of the attacks are contained within the lab.

Our distributed network uses Castro and Liskov’s practical Byzantine-fault-
tolerant (pBFT) algorithm to reach consensus. pBFT can tolerate a maximum value
of faulty nodes (f ) equal to less thanN /3, whereN is the total number of participating
miners in each round. For our experiments, we used N = 5; and f = 1. The system
architecture is shown in Fig. 9.3.

A brief description of the architecture components is as follows:

1. Clients:
Clients submit data or transactions to the participating miners for registration
over the blockchain. These are the users of our blockchain-based technology.

Fig. 9.3 Our distributed system architecture



218 N. B. Bhat et al.

2. Transactions:
Transactions are the data or files stored on the blockchain. These are the backbone
of the provenance. Transactions can reference previous transactions if they are
not the first transaction themselves, or they can be genesis events, (i.e. the first
data collected from a particular use case of our blockchain network). We store
the SHA-3 hash of the transaction on the server instead of the transaction itself.
This helps to drastically reduce the size of the blockchain.

3. Blocks:
Blocks are one of the prime components of the system. A sequence of verified
blocks forms the blockchain. The current block consists of hash of the previous
block. This property makes the blockchain immutable. Blocks are added to the
blockchain by miners or entities authorized to participate in the mining round.

4. Servers:

The servers are locally maintained and will hold the raw data comprising the
ledgers in which the blockchains are held.

9.3.1.1 Experimental Setup

For the experiments, we have configured seven virtual machines (VMs) on seven
different host machines—one on each host. A brief description of the components
of the experiment is as follows:

1. Miners:
There can be N participating miners. For our experiments, we use N = 5, four
of which are honest, and one of which is
malicious. Miners receive transactions submitted by the clients. Based on the
algorithm described above, the selected miner mines the next block and appends
it to the current length of the blockchain.

2. Client:
Clients submit their files to the miners with the intention of making their data
secure and immutable. For our experiment, we have initially configured a single
client node, which is submitting xml files with a wait time of 3 s between each
successive file submission to all the participating miners.

3. Attacking node:
The attacking node can send attack traffic to any of the N participating miners.
This node can be either a malicious miner participating in the mining process or
a node external to the participating miners. For our experiments, the attacking
node is one of the participating miners.

4. Hping3:
This is the tool we use on the attacking node to generate attack traffic owing to
its versatility and simple usage.

5. Wireshark:
This is the tool we use as a network analyser on the victim’s machine.
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Blockchain update requests could be sent by either a new miner who attempts to
join the mining network and needs to retrieve the length of blockchain mined so far
before being able to participate in subsequent rounds or by a new client who joins
using IP address of any miner but needs to know to the peer list of miners such that
they are able to send transactions to all the participating miners simultaneously. For
our experiments, we assume that the blockchain request is sent by a new miner who
wants to join the mining network.

9.3.1.2 Results

To evaluate the performance of the blockchain-based network under the influence of
each attack, we determine the amount of time the network takes to send a response
to the blockchain update request by the requesting miner. This is the most strenuous
step in the functioning of this distributed network. If the network is able to withstand
torture testing in this step, we assume that it would perform well in rest of the steps.
The miner who sends the response to the blockchain request is randomly selected
and the selection is equiprobable. For reference, we also checked how much time
it takes for the new miner to get the response when the network is not under the
influence of any attack. It should be noted that SYN cookies are enabled on each of
the machines involved in our experiments.

For all the cases, each of our mining rounds was successfully executed and the
miner was randomly selected to produce the next block. The results for the response
times are summarized in Table 9.3 and Fig. 9.4.

Table 9.3 Response times for different attack cases

Case No. of attack packets sent Response time of the victim [seconds]

When miner under
attack gets selected to
send the response to
the blockchain
request

When miner that is
not under attack gets
selected to send the
response to the
blockchain request

No attack _ _ 5

SYN flood with
IP spoofing

Spoofed IP
reachable

612195 20 5

Spoofed IP
unreachable

1643336 48 5

SYN flood with
randomized IP
spoofing

926612 30 5

LAND attack 1567141 47 5
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Fig. 9.4 Graphical representation of response times in case of no attack and different sub-cases of
the SYN flood attack

9.3.1.3 Analysis

From results in Sect. 2.1.2, we observe that the network performance changes under
the influence of an attack by a considerable extent.When the miner who gets selected
to send the response to the blockchain request is under attack, the response time
increases. The reason for the increase in response time is the incomplete TCP connec-
tion requests in the victim’s TCP queue as a result of a large number of SYN packets
sent by the attacker. On receiving the SYN packets, the victim responds with the
SYN-ACK packet and keeps waiting for the final ACK packet from the node that
initiated the SYN request. Until the TCPqueue is reaped from the incomplete connec-
tion entries, the victim’s resources get throttled. As a result, miner cannot process the
requests coming from legitimate users while it is attacked. This is explained in detail
in Sect. 9.3. The attack with maximum impact is the SYN flood using IP spoofing
with spoofed machine not reachable. The maximum number of attack packets is sent
in this case to the victim. The reason lies in the TCP parameter ‘syn-ack-retries’.
The victim is configured to keep retransmitting the SYN-ACK packet in response to
the initial SYN request for a certain number of times. Since the attacker employed
a spoofed IP address, and kept that machine powered off, the victim has to spend an
additional time in trying to reach the machine first.

In all the attack cases with the victim being the selected miner to send the
response, the performance of the network is degraded. This raises an important
question about the reliability of distributed systems. Even though blockchain claims
to ensure security and immutability, delay in the response of the network can cause
many harmful implications. The stakes are higher for critical applications such as
banking, healthcare and other important infrastructure.
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However, an important observation is made when an unattacked miner gets
selected to send the response to the blockchain request. The response time in this
case is the same as when no attack is launched. This means potentially the attacker
failed to launch a successful DoS attack on our network in this case. This implies
that the probability of users experiencing denial-of-service while using our network
is equal to the probability that an attacked miner gets selected to send a blockchain
update response.

As mentioned earlier, the miner selection is random and equiprobable. Thus, the
selection probability follows uniform distribution. Sowe canmathematically express
this as:

P(Successful DoS attack on system)

= P(Selected min er to send blockchain updates be the victim)

P(Selectedminer to send blockchain updates to be the victim) = 1/N

Therefore, for our experiments, where N = 5:

P(Successful DoS attack on system)= 1/5

As N increases, the probability of a successful DoS attack on our distributed
system decreases for a constant number of miners under attack simultaneously.

9.3.1.4 Inference

This raises an important question about the reliability of distributed systems. Even
though blockchains claim to ensure security and immutability, delay in the response
of the network can cause many harmful implications. The stakes are higher for
critical applications such as e-banking, healthcare and other important infrastructure.
Thus, distributed systems such as blockchains do not necessarily offer a considerable
amount of availability and reliability unless designed to perform robustly.

9.4 Denial of Service

A Denial of Service (DoS) attack intentionally disables a system or a service to its
legitimate users. Criminals generally perform these attacks by targeting the limited
resources of a system. If an attacker usesmore than one node to perform these attacks,
it is called Distributed Denial of Service (DDoS) attack.

Targeting scarce system and network resources are common approaches used
to perform a denial of service attack. These attacks are called resource-starvation
attacks. The attacker may target system resources such as memory, disk space, CPU
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Fig. 9.5 Resource starvation (D)DoS attacks based on their main target

time or network bandwidth. Resource starvation attacks are easy to perform but hard
to mitigate. Attackers make attack detection difficult by spoofing attack packets and
utilizing multiple compromised nodes to generate the attack traffic. Additionally,
using public network services, such as DNS and NTP, as a proxy to reflect and
amplify attack traffic is a known approach utilized by attackers.

In this section, we focus on commonly used DDoS attacks targeting system and
network resources to disable and/or disrupt distributed systems on the internet. We
classify and present these attacks based on the resources they mainly target (See
Fig. 9.5).

9.4.1 Network Resources

DDoS attacks targeting network resources are easy to perform and comprise a
powerful way of disabling an online system. Attackers generally use network proto-
cols, such as UDP, ICMP, HTTP and DNS, that do not authenticate the sender’s
identity. They flood the victim network with dummy traffic using zombie agents.
The amount of attack traffic generated is proportional to the number of zombies used
by the attacker. If zombies send attack traffic directly to the victim, it is called a
symmetric DDoS attack. Attackers need a large number of zombie agents to perform
an effective symmetricDDoS attack. In an asymmetricDDoS attack case, the attacker
reflects and amplifies the attack traffic from an unprotected andmisconfigured public
network server; such as DNS, NTP and Memcached. Asymmetric DDoS attacks
conceal the attackers’ identity and amplify the attack strength based on the protocol
exploited in the reflecting server (Ozcelik [11]).
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9.4.2 System Resources

Hackers also attack limited resources of online systems and services to disable them.
The purpose of these attacks is to consume all the CPU time,memory andHDD space
of these systems and force them to deny legitimate users. Attackers use three general
approaches to accomplish this goal: stalling communication or process to create long
queues, forcing system for exhaustive lookups and exploiting vulnerabilities.

TheTCPprotocol defines how to establish a reliable connection and data exchange
between two nodes. Attackers abuse certain protocol steps to stall the communication
process during both the connection-establishment and data-exchange phases. In SYN
Flood, the attacker sends many SYN packets to start new TCP connections at the
victim server, but never follows up to complete the process. Eventually, the attacker
uses all thememory space designated for TCP session records and forces the victim to
deny service for legitimate users. Similarly, in low and slow communication attacks,
the attackers prolong sessions as long as possible. In this case, the attacker establishes
the TCP connection, but it slows down the data transfer rate to the minimum level
required to keep the connection alive. The victim eventually reaches the maximum
possible connection limits and the system denies the rest of the incoming connection
requests. Slowloris, RUDY, and Slow read attacks are some of the examples of low
and slow attacks.

A system needs to keep track of active TCP connections and perform a lookup
to find the destination process when it receives a new packet. This lookup creates
a bottleneck during peak hours. Attackers exploit this inherent weakness of TCP
protocol in SYN-ACK Flood, ACK & PUSH ACK Flood and Fragmented ACK
attacks. In SYN-ACK and ACK & PUSH ACK attacks, the victim server is
bombarded with dummy SYN-ACK and ACK packets and overwhelmed with non-
existing session lookups. In FragmentedACK attack, the attacker sendsACKpackets
larger than network MTU. Therefore, the victim server deals with the defragmen-
tation process in addition to TCP session lookups. Attackers use spoofed TCP FIN
and TCP RST packets for the same purpose.

Attackers also exploit vulnerabilities of systems and protocols to perform denial
of service. Fragmentation&Reassembly, killapache, andLocalAreaNetworkDenial
(LAND) attacks are some of the examples in this category. In these attacks, attackers
exploit a vulnerability to consume all available resources of the system. Ping of
Death is an outdated attack that leveraged a vulnerability in the network stack. The
attacker sent packet fragments that were larger than the system could handle after
reassembly. Teardrop is also one of themore famous attacks,which targets theTCP/IP
reassembly mechanism. In this attack, the attacker specially crafts packet fragments
whose offset values overlap. This overwhelms the target during reassembly and
causes it to fail. Similarly, a perl script released by a security researcher, whose screen
name is Kingcope, sends specially crafted HTTP GET requests to exhaust the CPU
and system memory of vulnerable Apache servers (Gulik [16]). In a LAND attack,
the attacker specially crafts an SYN packet with the same source and destination
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IP address. When the victim responds to the request, it creates an infinite loop that
eventually causes the victim to crash.

9.4.3 DDoS Mitigation

For effective DDoS mitigation, attack detection and reaction systems need to work
together. While efficient DDoS attack detection can be done at the attack target, reac-
tion systems should be placed closer to the attack source. This requires a distributed
system design in DDoS mitigation.

Today,most of the efficient and practicalDDoSmitigation systems utilize contem-
porary networking and cloud technologies. Instead of reacting to DDoS attacks
on premise by packet filtering using Firewalls and IDSs, attack reaction systems
are moved to the cloud. Many companies, such as Cloudflare, Akamai and Arbor
Networks, optimized their cloud infrastructure for DDoS reaction. These infras-
tructures, also called scrubbing centres, are used to separate attack traffic from the
legitimate traffic. These companies claim that they can reroute victim traffic to their
scrubbing centre and react to DDoS attacks in almost real time. The cost of this
service depends on the size of victim service or network. In 2011, Verisign charged
an average of $500,000 annually to large corporations for their DDoS mitigation
service (Osborne [17]). In 2017, single attack mitigation was expected to cost around
$2.5 Million (Osborne [17]). There are also DDoS mitigation solutions available for
small and medium-sized businesses. By using on demand elastic cloud systems,
many systems were developed, such as Deflect (Deflect [18]) and DDM (Mansfield
[19]), to increase availability and reduce response time of a system. These systems
aim to dissipate the overwhelming impact of DDoS attack by increasing the attack
surface.

Using game theory, researchers have also proposed moving target-based DDoS
mitigation approaches (Brooks [20], Dingankar [21], Venkatesan [22], Wright [23]).
Moving Target Defense (MTD) approaches continuously change system configura-
tion to reduce or else to move the attack surface. These configuration changes are
described as a two-player game between an attacker and a defender and the most
viable change is chosen by defender to make a successful attack difficult (Ozcelik
[11]). Although, these approaches are mostly theoretical, they pave the way to build
and defend performable distributed systems on the internet.

9.5 Summary

This chapter’s goal is to provide practical guidelines for creating performable
systems. We provide the following insights:
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• Concepts from game theory should be integrated into system design.
• System testing should include intentional disruptions to verify performability.
• The internet can provide many tools that can be leveraged for testing a given

system’s ability to adapt to disruption.

Using these concepts, it is possible to create systems that adapt well under most
condition.
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Chapter 10
Network Invariants and Their Use
in Performability Analysis

Ilya Gertsbakh and Yoseph Shpungin

Abstract Network-type systems with binary components have important structural
parameters known in literature as Signature, Internal Distribution, D-spectra and
BIM-spectra. The knowledge of these parameters allows obtaining the probabilistic
description of network behaviour in the process of their component failures, and
probabilistic description of such network parameters as resilience, component impor-
tance, system failure probability as a function of component failure probability q, and
the approximation to reliability if q tends to 0. When the network has many compo-
nents, the exact calculation of Signatures or D-spectra becomes a very complicated
issue. We suggest using efficient Monte Carlo procedures. All relevant calculations
are illustrated by examples of networks, including flow in random networks and
network structural comparison in the process of network gradual destruction process.

Keywords Network structure invariants · Network resilience · Shock model ·
Reliability approximation

10.1 Introduction

Reliability and availability [1] are two important probabilistic attributes of performa-
bility of any network or systemwith binary states. This chapter lays down discussion
of important structural parameters known as Signature, Internal Distribution, D-
spectra and BIM-spectra. Before we do that some definitions are provided to make
the discussion meaningful.
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10.1.1 Networks, Node and Edge Failures. Success Criteria

We meet networks every day and everywhere in our life. For the formal study of
network properties, we must operate with abstract models of networks. In further,
our principal network model will be a triple N = (V, E, T ), where V is the vertex
or node set, E is the edge or link set and T is a set of special nodes called terminals,
T ∈ V . In simplewords, a network is a collection of circles (nodes) and links (edges),
i.e. line segments connecting the nodes. Terminals are special nodes that do not fail
and they are represented as bold circles, like in Fig. 10.1.

Our expositionwill be centred aroundnetworkbehaviourwhen its elements (nodes
and/or links) fail.Wewill deal with so-called binary elements that can be in two states
up and down denoted by 1 and 0, respectively. When speaking about links, link i
failure means that this link is erased, i.e. it does not exist.

The state of link i, i = 1, . . . , n is denoted by binary variable xi . If xi = 1,
link i is up; if xi = 0, link i is down. xi is often called link indicator variable. In
some models, the elements subjected to failure are network nodes (vertices). If the
indicator variable of node j is y j = 0, i.e. node j is down, it means that all links
incident to node j are erased, but the node itself remains intact. By an agreement, the
terminals do not fail.

By network state, we mean the set of all its elements (nodes and edges) that are
in up state. We will distinguish network UP (operating) and DOWN (non-operating)
states according to a certain criterion.

Below we give several examples of different UP and DOWN criteria. All exam-
ples relate to the network are shown in Fig. 10.1. This network has two terminals:
1 and 6.

Terminal Connectivity Criterion. Nodes Unreliable, Edges Reliable
We say that the network is UP if each pair of terminals is connected by a path of
non-erased elements. Let node 2 is up, and nodes 3, 4, 5 are in the down state. Then
the network is UP, because the node 2 connects terminals 1 and 6. Let now nodes 2
and 4 are down, and nodes 3 and 5—up. Then the network is DOWN.

Terminal Connectivity Criterion. Edges Unreliable, Nodes Reliable
Suppose that edges (1,2), (2,5) and (5,6) are up, and all other edges are down. The
network is UP. Let now the edges (1,2) and (1,4) be down, and all other edges are
up. The network is DOWN.

Fig. 10.1 Network with six
nodes and nine edges. Nodes
1 and 6 are Terminals

1 2 3

4 5 6
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Max Component and Max Cluster Criteria. Nodes Unreliable
For this example, we need the definition of a component. A subset V1 ⊂ V is called
an isolated component of N if all nodes of V1 are connected to each other and there
are no edges of type e = (a, b), where a ∈ V1 and b ∈ V − V1. An isolated node
is considered as an isolated component. The size of a component is the number of
nodes in it.

We say that the network is in UP state if the maximal component has at least x
nodes, where x is some given number. Suppose that x = 3. Let the nodes 3 and 5
are up, and the rest of the nodes—down. Then the maximal component consisting of
nodes 3, 5, 6 and edges (3,6), and (5,6) is of size 3, and therefore N is UP. Let now
nodes 3 and 4 are up, and nodes 2, 5 are down. Obviously N is DOWN.

By the definition, an isolated component of N is called a cluster if it contains at
least one terminal node. We say that the network is UP if it contains a cluster of size
at least x , where x is some given number. Let x = 4. If the nodes 2 and 5 are up and
3, 4 are down, then we have a cluster of size 4, and N is UP. If only nodes 3 and
5 are up then we have maximal cluster of size 3, and N is DOWN. (Recall that the
terminals are always up.)

Further we will use the notions cut and min-cut. Appropriate definition follows.

Definition 1 A subset of network unreliable elements (c1, c2, . . . , ck) is called a cut
if the following condition is satisfied:

If all these elements are in state down, then the network is also in state DOWN.
A cut is called minimal (min-cut) if after removing any element, the new subset

is no more a cut.

Consider for example, the network in Fig. 10.1 for the case when the nodes are
unreliable. The subset of nodes (2, 3, 5) is cut, but not a min-cut. Indeed, if node 3 is
removed, the remaining subset (2, 5) is still a cut. It is obvious that (2,5) is min-cut.

10.2 Destruction Spectrum and Network Reliability

10.2.1 D-Spectrum and CD-Spectrum

Definition 2 Let π = ei1 , ei2 , . . . , ein be a permutation of all unreliable elements
(edges or nodes). Start with a network with all elements being up and ‘erase’ the
elements in the order they appear in π , from left to right. Stop at the first element eir

when the network becomes DOWN. The ordinal number r of this element is called
the anchor of permutation π and denoted r(π).

Remark 1 Note that the anchor value for given π depends only on the network
structure and its DOWN definition. It is completely separated from the stochastic
mechanism that governs the node or edge failures in a real network destruction
process.
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Example 1 Consider the network shown in Fig. 10.1. In this network with two
terminals 1 and 6, the edges are reliable and nodes 2, 3, 4, 5 are unreliable. Consider
an arbitrary permutation π of node numbers, e.g. π = (3, 5, 2, 4). We start the
destruction process with all nodes in the up state. Erase one node after another in
the order prescribed by π , from the left to right. The network becomes DOWN after
erasing the third node, i.e. node 2. So we have r(π) = 3.

Definition 3 Let xi be the number of permutations such that their anchor equals i .
The set

D =
{

d1 = x1
n! , . . . , dn = xn

n!
}

(10.1)

is called the D-spectrum of the network.

Remark 2 ‘D’ in Definition 1 refers to the ‘destruction’ process of erasing network
elements from left to right in the permutation π . D-spectrum is distribution of the
anchor value, and obviously

∑n
i=1 di = 1. Numerically, the D-spectrum coincides

with the so-called Signature introduced first in (Samaniego 1985, see [2]). It was
proved there that if system elements fail independently and their lifetimes Xi have
identical continuous distribution function F(t), then the system lifetime distribution
FS(T ) = ∑n

i=1 di · Fi :n(t) where Fi :n(t) is the cumulative distribution function of
the i th order statistics in random sample X1, X2, . . . , Xn .

Example 1 (continued) Table 10.1 shows all 24 permutations of the nodes. The
nodes destruction of which caused the failure of the network are marked by asterisk.
Directly from this table we get x1 = 0, x2 = 8, x3 = 10, x4 = 6, and D-spectrum
of the network equals (d1 = 0, d2 = 1/3, d3 = 5/12, d4 = 1/4).

Definition 4 Let yb =
b∑

i=1
di , b = 1, 2, . . . , n. Then the set (y1, y2, . . . , yn) is called

the Cumulative D-spectrum (CD-spectrum).

Remark 3 Like an anchor, both spectra (D and CD) depend only on the network
structure and the definition of network DOWN state. That is, they are invariant with
respect to the up/down probabilities of the elements.

Table 10.1 All permutations
of nodes

Column 1 Column 2 Column 3 Column 4

2,3,4*,5 3,2,4*,5 4,2*,3,5 5,2*,3,4

2,3,5*,4 3,2,5*,4 4,2*,5,3 5,2*,4,3

2,4*,3,5 3,4,2*,5 4,3,2*,5 5,3,2*,4

2,4*,5,3 3,4,5,2* 4,3,5,2* 5,3,4,2*

2,5*,3,4 3,5,2*,4 4,5,2*,3 5,4,2*,3

2,5*,4,3 3,5,4,2* 4,5,3,2* 5,4,3,2*
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The following theorem establishes an important combinatorial property of the
CD-spectrum.

Theorem 1 Let C(i) be the number of cut sets of size i in the network. Then

C(i) = yi · n!
i !(n − i)! (10.2)

The proof of Theorem 1 can be found in the textbook [3].

Example 1 (continued)
We get the following CD-spectrum of our network: (y1 = 0, y2 = 1/3, y3 =

3/4, y4 = 1).
Using formula (10.2), we get: C(1) = 0, C(2) = 2, C(3) = 3, C(4) = 1.

10.2.2 Network Reliability and CD-Spectrum Monte Carlo

The following theorem gives an expression of network reliability using
CD - spectrum.

Theorem 2 If all pi = p, then network static reliability R(N ) can be expressed in
the following form:

R(N ) = 1 −
n∑

i=1

yi · n!qi pn−i

i !(n − i)! (10.3)

It is clear that even for relatively small networks, the exact calculation of network
CD-spectrum is extremely difficult. Below we present Monte Carlo algorithm for
estimating the CD spectrum.

Algorithm 1: Evaluation of CD-spectrum

1. Initialize all ai to be zero, i = 1, . . . , n.
2. Simulate permutation π of all elements.
3. Find out the anchor r(π).
4. Put ar = ar + 1.
5. Put r = r + 1. If r ≤ n GOTO 4.
6. Repeat 2–5 M times.
7. Estimate yi via ŷi = ai

M .

Figure 10.2 shows a networkwith 32unreliable nodes and60 reliable edges.Nodes
4, 13, 27, 30 are terminals. Table 10.2 showsCD-spectrum for grid networkwith unre-
liable nodes and for terminal connectivity criterion. Table 10.3 shows CD-spectrum
for the same network, but with unreliable edges and maximal cluster criterion (x =
25). Both spectra were obtained using algorithm 1 with M = 10,000.
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Fig. 10.2 Grid network with 32 unreliable nodes and 60 reliable edges. Nodes 4, 13, 27, 30 are
terminals

Table 10.2 Grid CD-spectrum. Nodes unreliable. Terminals T = (4, 13, 27, 30) terminal
connectivity criterion

i yi i yi i yi i yi

1 0 9 .2069 17 .9664 25 1

2 0 10 .3188 18 .9824 26 1

3 .0011 11 .4490 19 .9924 27 1

4 .0046 12 .5838 20 .9967 28 1

5 .0137 13 .7070 21 .9986 29 1

6 .0352 14 .8078 22 .9996 30 1

7 .0677 15 .8811 23 1 31 1

8 .1210 16 .9322 24 1 32 1

Remark 4 Using CD-Monte Carlo for calculating network reliability has several
advantages over other methods, including the following two.

1. Since CD-spectrum is an invariant, once estimated it, we can calculate network
reliability for any values of p.

2. Using this method, we avoid the so-called rare event phenomenon [3].
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Table 10.3 Grid CD-spectrum. Edges unreliable. Terminals T = (4, 13, 27, 30). Maximal cluster
criterion, x = 25

i yi i yi i yi i yi i yi

1 0 9 .0001 17 .0089 25 .2642 33 .9660

2 0 10 .0002 18 .0147 26 .3500 34 .9881

3 0 11 .0002 19 .0227 27 .4510 35 .9971

4 0 12 .0002 20 .0370 28 .5641 36 .9996

5 0 13 .0004 21 .0593 29 .6757 37 1

6 0 14 .0013 22 .0899 30 .7791 38 1

7 0 15 .0026 23 .1321 31 .8657 39 1

8 0 16 .0044 24 .1891 32 .9291 40-60 1

10.2.3 Two Alternative Methods for Evaluating Network
Reliability

Method 1: Crude Monte Carlo

A common method for evaluating network reliability is the Crude Monte Carlo
(CMC) method. We present below the corresponding algorithm.

Algorithm 2: CMC

1. Set Y = 0
2. For each element i , Simulate its state with probability pi

3. Check the network state in accordance with given criterion
4. If the network state is UP Then Y := Y + 1
5. Repeat steps 2, 3, 4 M times.
6. Estimate R̂ as R̂ = Y

M

In many cases, using CMC gives good results, but unlike the CD-Monte Carlo, it
has some drawbacks, including the following two.

1. For each p value, it is necessary to restart the simulation process.
2. The main disadvantage of CMC is the presence of a rare event phenomenon.

That is, if p → 1, then the relative error r.e.(CMC) → ∞. Therefore CMC is
not suitable for evaluating very reliable networks, which is actually an important
practical case.

Method 2: Burtin–Pittel Approximation
Burtin–Pittel approximation provides rather accurate network reliability estimates for
the case of a highly reliable network and independent and equal element unreliability
qi = q.

Assume that q → 0, that is the network is highly reliable. Let the number of
min-cuts of a minimal size r is equal to s.
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Table 10.4 Grid network
reliability by CMC,
Destruction Monte Carlo
(DMC) and Burtin–Pittel
approximation (B–P)

p/Algorithm CMC DMC B–P

0.7 0.6786 0.678619 0.865

0.8 0.9126 0.909937 0.96

0.9 0.9922 0.991761 0.995

0.95 0.9995 0.999185 0.999375

0.99 1 0.9999944 0.999995

Then by Burtin-Pittel approximation

Q(N ) = 1 − R(N ) ≈ s · qr . (10.4)

Note that this approximation was first suggested in a more general form by Burtin
and Pittel (see [4]).

We explain this approximation using the example of the network in Fig. 10.1.
As we have seen in the above example, the unreliability of this network is Q(N ) =
1− R(N ) = 2q2 p2+3q3 p+q4. The main term here (when q → 0) is 2q2 p2, where
2 is the number of min-cuts of minimal size. Clearly that 2q2 p2 = 2q2(1 + o(1)) as
q → 0.

Consider now the grid network in Fig. 10.2. Obviously, the minimal size of the
min-cuts is 3. All min-cuts of size 3 are as follows: (3,5,10), (7,14,19), (24,29,36),
(24,29,34), (24,29,35). So in this case, we get 1 − R(N ) ≈ 5 · q3.

Table 10.4 presents grid network reliability for different values of p, calculated
using CMC, Destruction Monte Carlo (DMC), both with M = 10,000, and also
Burtin-Pittel approximation (B-P). Comparing CMC and DMCwe see a good corre-
spondence up to p = 0.95. However, starting from p = 0.99 reliability values
obtained using CMC with M = 10,000 will be 1.

Note that here we see the rare event phenomenon.
For example, we want to estimate the reliability of the order of 0.99999 with

relative error at least 10%. (Note that rel.arr. (CMC) =
√

R√
M ·(1−R)

.) Then we get M =
10,000,000.

A more detailed comparison of these methods can be found in [5].
As for B-Pmethod, we see that it gives good approximation starting from p = 0.9.

10.3 Network Resilience

One of the important concepts in the analysis of the network behaviour under random
attack on its elements is network resilience.

Definition 5 Probabilistic resilience [6] Assume that network element failures
appear in random order, i.e. all n! orderings are equally probable.
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Let N be a network with n elements. The probabilistic resilience respr(N ;β) is
the largest number of element failures such that N is still UP with probability 1− β.
Formally,

respr(N , β) = max

{
I :

I∑
i=1

P(N , i) ≤ β

}
.#

The concepts of resilience and CD-spectrum are closely related. From the CD-
spectrum, we can get the network resilience for any β.

Consider, for example, CD-spectrum shown in Table 10.2, and let β = 0.01, 0.05,
0.1, 0.3, 0.5. Then we get:

respr2(N , 0.01) = 2, respr(N , 0.05) = 6,

respr(N , 0.1) = 7, respr(N , 0.3) = 9,

respr(N , 0.5) = 11.

Consider now CD-spectrum shown in Table 10.3. We get:

respr2(N , 0.01) = 17, respr(N , 0.05) = 20,

respr(N , 0.1) = 22, respr(N , 0.3) = 25,

respr(N , 0.5) = 27.

Note that resilience is also an invariant of the network, since it depends solely on
the network topology and criterion UP/DOWN.

10.4 Birnbaum Importance Measure (BIM)
and BIM-Spectrum

In this section, we introduce the Birnbaum Importance Measure (BIM) [3, 7] of
network element j , j = 1, 2, . . . , k. Let network reliability R(p1, p2, . . . , pk) be a
function of element reliability pi . Then BIM of element j is defined as

BIM j = ∂ R(p1, p2, . . . , pn)

∂p j
= R

(
p1, p2, . . . , 1 j , . . . , pn

)

− R
(

p1, p2, . . . , 0 j , . . . , pn
)

(10.5)

BIM has a transparent probabilistic meaning: it is the gain in network reliability
received from replacing a down element j by an absolutely reliable one. BIM j gives
the approximation to the network reliability δR resulted from element j reliability
increment by δp j .
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Table 10.5 BIM-spectrum for network in Fig. 10.1

i zi2 zi3 zi4 zi5

1 0 0 0 0

2 1/3 0 1/6 1/6

3 3/4 1/2 1/2 1/2

4 1 1 1 1

The use of BIM in practice is limited since usually the reliability function
R(p1, p2, . . . , pk) is not available in explicit form. However the BIM-spectrum that
we define below allows to estimate the element BIM’s without knowing the analytic
form of the reliability function [3].

Definition 6 Denote by Zi j the number of permutations satisfying the following two
conditions:

(1) If the first i elements in the permutation are down, then the network is DOWN.
(2) Element j is among the first i elements of the permutation.

The collection of zi j = Zi j/k! values, i = 1, . . . , k; j = 1, . . . , k, is called
BIM-spectrum of the network. The set of zi j values for fixed j and i = 1, . . . , k is
called BIM j -spectrum, or the importance spectrum of element j .

Example 2 Let us return to the network in Fig. 10.1, and using Table 10.1 calculate
one of the Zi j values, say Z42. The permutations that satisfy the condition of the
above definition are the following: (2,4,3,5), (2,4,5,3), (4,2,3,5), (4,3,5,3). Table 10.5
presents the BIM-spectrum for our network.

The columns in this table are the BIM j spectra.
The following theorem [3] demonstrates how BIM j can be calculated without

using the reliability function.

Theorem 3 BIM j , j = 1, . . . , k, equals,

BIM j =
n∑

i=1

n!(zi, j · qi−1 pn−i − (
yi − zi, j

)
qi pn−i−1

i !(n − i)! (10.6)

Note that yk − zk j = 0, which means that in the second term of the numerator of
(10.6) one can assume that index i changes from 1 to k − 1.

Remark 5 BIM-spectrum depends only on the network structure and the defini-
tion of network DOWN state. That is, this is invariant with respect to the up/down
probabilities of the elements.

The exact calculation of BIM-spectra is a formidable task, but we can estimate the
spectra usingMonte Carlo approach. An appropriate algorithm [3, 5] simultaneously
estimates the CD-spectrum and the BIM-spectra for all network elements.
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Sometimes in the problems of analysis and design of networks, we do not need
to know the values of the importance of the elements. We want to know how the
elements are ranked by importance. The following theorem [3, 5] allows us to
compare elements without calculating their BIM’s.

Theorem 4 Suppose the BIM’s for the network are given. Let us fix two indices α and
β, α 	= β, and the corresponding Zi,α and Zi,β values. Then if for all i, i = 1, . . . , k,
Zi,α ≥ Zi,β , then BIMα ≥ BIMβ for all p values.

For the network in Fig. 10.1, comparing the columns in Table 10.5 we get:

BIM2 > BIM4 = BIM5 > BIM3

Additional information on BIM’s can be found in [8].

10.5 Border States

10.5.1 Border States and Reliability Gradient

In this section, we introduce the so-called network border states that are closely
related to the reliability gradient.

Definition 7 Reliability gradient vector ∇ R is defined as,

∇ R =
[

∂ R

∂p1
, . . . ,

∂ R

∂pk

]
(10.7)

In words: component i of ∇ R is BIMi .

For the following definition, it is more convenient for us to determine the state
of the network as a vector of element indicator variables, i.e. state x = (x1, . . . , xk),
where xi = 1, if element i is up, and xi = 0 otherwise.

Definition 8 Network state x = (x1, . . . , xk) ∈ DOWN is called the neighbour of
the state y = (y1, . . . , yk) if x differs from y in exactly one position. If y ∈ U P then
we call the x border state. The set of all border states is called the border set and
denoted as DN∗.

Remark 6 It is clear from the definition 8 that the border state and also the border
set are network invariants.

Example 3 Consider the network in Fig. 10.1. Its state is determined by the
vector of nodes indicators (x2, x3, x4, x5). (Recall that nodes 1 and 6 are termi-
nals.) For example (x2 = 0, x3 = 0, x4 = 1, x5 = 0) ∈ DOWN is the neigh-
bour of (x2 = 1, x3 = 0, x4 = 1, x5 = 0) ∈ UP (and also the neighbour of
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(x2 = 0, x3 = 0, x4 = 1, x5 = 1) ∈ UP). So x is a border state. The border set for
our network is

DN∗ ={v1 = (0, 0, 0, 0), v2 = (0, 1, 0, 0), v3 = (0, 0, 1, 0),

v4 = (0, 0, 0, 1), v5 = (0, 1, 1, 0), v6 = (0, 1, 0, 1).}

To clarify the connection between border states and gradient, we introduce an
artificial evolution process [3, 9] on network elements.

Assume that at t = 0 each element is down. Element i is born after random time
τi ∼ exp(μi ). After the ‘birth’, the element remains up ‘forever’. Note that for fixed
time t0, P(τi > t0) = qi = e−μi t0 .

The following theorem [3, 9] opens the way to calculating the reliability gradient.

Theorem 5 Let P(v; t) be the probability that the network is in state v at
time t. Denote by �(v) the sum of μi over all set of indices i such that v +
(0, . . . 1i , 0, . . . 0) ∈ UP. Formally

Γ (v) =
∑

v∈DN ∗,v+(0,...,1i ,0,...,0)∈UP
μi (10.8)

Then the following equation holds:

∇ R • {q1μ1, . . . , qkμk} =
∑

v∈DN ∗
P(v; t)�(v), (10.9)

where by • denoted scalar profuct.
We see from the last equation, that knowing the probabilities of border states,

we can calculate the reliability gradient. In most cases, the explicit expression of
these probabilities is not available. However, formula 10.9 makes possible using the
well-known Lomonosov’s algorithm [3, 9] for estimating P(v; t) and ∇ R.

Here we restrict ourselves to a brief description of the idea of the Monte Carlo
algorithm of estimation the gradient.

First of all, we introduce an evolutionary process on network elements, as
described above. We recall that for fixed time t0 element i is in the state up with
probability pi . Now consider a sequence in an evolution process. This sequence
starts from a zero state w0. Let π = (i1, i2, . . . , ik) be some permutation of the
network elements, so that i1 has a minimum birth time, i2 was born the second, and
so on. We associate with this permutation a sequence of network states: a state w1 in
which only i1 is up, a state w2 with two elements in up, and so on, up to the first state
UP. This sequence of states we call the trajectory w = (w0, w1, . . . , ws). Consider,
for example, the network with unreliable nodes is shown in Fig. 10.1. Suppose node
4 is born first, node 5 is born next and node 3 is born third. Then we get the following
trajectory:

w = {w0 = (x2 = 0, x3 = 0, x4 = 0, x5 = 0),
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w1 = (x2 = 0, x3 = 0, x4 = 1, x5 = 0),

w2 = (x2 = 0, x3 = 0, x4 = 1, x5 = 1),

w3 = (x2 = 0, x3 = 1, x4 = 1, x5 = 1) ∈ U P}

Note that w2 is one of the border states.
The following is a simplified algorithm for estimating the gradient.

Algorithm 3: Evaluation of Gradient

1. Put ∂ R
∂p1

= 0, i = 1, . . . , n.
2. Generate trajectory w = (w0, w1, . . . , ws).
3. Find the first j so that w j is a border state.
4. Calculate convolution Conv = P

(
τ
(
w j

) ≤ t0
) − P

(
τ
(
w j+1

) ≤ t0
)
,

where τ
(
w j

)
and τ

(
w j+1

)
are the birth time of w j and w j+1, respectively.

For each xi ∈ �
(
w j

)
calculate ∂ R

∂p1
= ∂ R

∂p1
+ Conv.

5. Put j = j + 1. If j < s Goto 4.
6. Repeat 2–5 M times.
7. For each i = 1, . . . , n put ∂ R

∂pi
= ∂ R

∂pi
/M · qi .

Detailed explanation of the algorithm as well as an analytical expression for
calculating the convolution of exponentials are given in [3].

10.5.2 Border States and Availability

Let us now consider the following dynamic model. Each network element, indepen-
dently of others, alternates between two states: up and down. When element i is up,
it has failure rate λi . if it is down, it has repair rate μi . In equilibrium element i is up
with probability pi = μi/(μi + λi ). Let TU and TD be the average UP and DOWN
periods of the network in equilibrium. Our goal is to find these periods.

It is known [4] that the network availability Av(N ) can be expressed as follows:

Av(N ) = R(p1, p2, . . . , pk) = TU

TU + TD
(10.10)

The value ρ = 1
TU +TD

is called network DOWN → UP transition rate. The
following theorem shows the relationship between the transition rate and the border
states.
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Theorem 6 It can be shown in [3, 9],

ρ =
∑

v∈DN ∗
P(v)�(v) (10.11)

Example 4 Consider the network in Fig. 10.1. Assume that node i has failure rate
λi and repair rate μi . Rewrite the network border set obtained above.

DN ∗ = {v1 = (0, 0, 0, 0), v2 = (0, 1, 0, 0), v3 = (0, 0, 1, 0),

v4 = (0, 0, 0, 1), v5 = (0, 1, 1, 0), v6 = (0, 1, 0, 1)}.

Now by (10.11) we get:

ρ = P(v1)μ2 + P(v2)μ2 + P(v3)(μ2 + μ5)

+ P(v4)(μ2 + μ4) + P(v5)(μ2 + μ5) + P(v6)(μ2 + μ4).

For convenience, let μi = μ, λi = λ, for all i = 2, 3, 4, 5. Suppose that
μ = 4, λ = 1. Then p = 0.8, q = 0.2. Using a little arithmetics, we get ρ =
μ

(
q4 + 5pq3 + 4p2q2

) = 0.544. Now, easy to get R(N ) = p + p2 − p3 = 0.928.
Finally using (10.10) and (10.11), we obtain: TU = 1.706, TD = 0.132.

In the case of a large network, the Lomonosov’s algorithm adapted for this purpose
is used.

Let � be the set of all trajectories. We can rewrite (10.11) in the following form:

ρ =
∑
w∈�

(w)P(v|w)�(v),

where Pr(w) is the probability of the trajectory w (see [3], Chap. 9), and v is the
border state determinedby the trajectoryw.Now, simulating the trajectories andusing
the corresponding variant of the Lomonosov’s algorithm we obtain the availability
estimate.

Remark 7 An extremely efficient Lomonosov’s algorithm is based on inge-
nious graph-theoretic construction known as an evolution process on so-called
Lomonosov’s ‘turnip’ [3], Chap. 9. This algorithm has a number of useful properties.
Let us mention some of them.

1. The algorithm is a highly effective tool for calculating the reliability of monotone
systems, for any criteria UP, and for arbitrary (not necessarily equal) element
probabilities up.

2. The algorithm avoids the occurrence of a rare event phenomenon. Indeed, a
distinctive feature of a rare event is that the relative error in estimating the prob-
ability of this event tends to infinity. In the Lomonosov’s algorithm, the random
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choice of the trajectories does not depend on the probabilities of the elements
and this explains the absence of this phenomenon.

3. It can be used to evaluate the mean stationary UP and DOWN periods.
4. It can be used to evaluate reliability gradient ∇ R.

Detailed description of the algorithm and its applications can be found in the book
[3], Chap. 9.

10.6 Examples

In this section, we present several examples of using the network invariants described
above.

10.6.1 Network Reliability Improvement

Consider the network with unreliable nodes in Fig. 10.2. Assume that all nodes are
in state up with probability p = 0.7. The network reliability (see Table 10.4) equals
then R = 0.6786. Our goal is to increase network reliability to R∗ = 0.8. Suppose it
is possible to replace several nodes with more reliable ones, say with up probability
p∗ = 0.9, and we are interested in doing minimal number of such replacements. A
good heuristic approach to solve this problem is the following.

First, rank all the nodes in descending order of their BIM’s. Next, successively
replace the nodes with more reliable ones until we get the required reliability.

The calculations performed show that all the nodes can be divided into several
groups according to their importance. In particular, the first group consists of one
node—29, the second group consists of four nodes: 10, 14, 24 and 28. We write it
for clarity as follows:

BIM29 > (BIM10 = BIM14 = BIM24 = BIM28)

This conclusion is based on the analysis of the network BIM-spectra.
Further, replacing the nodes 29, 10, 14, 24 with more reliable ones, we achieve

the desired reliability R∗ = 0.8169.
Partially, the BIM-spectrum data for the nodes 1, 10, 14, 24, 28, 29 are presented

in Table 10.6.
Spectrum values in the range of 20–32 are not shown. These values are almost the

same, since the probability of network failure starting from step 20 is very close to
1, and at step 23 is already equal to 1. From the table, we see that the BIM spectrum
values of node 29 are greater than those of the other nodes. Spectrum values for
nodes 10, 14, 24, 28 are close and intertwined. Node 1 does not belong to the first
two groups.
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Table 10.6 Grid Network BIM-spectrum. Nodes unreliable. Terminals T = (4,13,27,30)

i 1 3 5 7 10 13 15 17 19

Z1 0 0 .0010 .0101 .0810 .2144 .3990 .5089 .5923

Z10 0 .0002 .0046 .0230 .1185 .3102 .4280 .5187 .5953

Z14 0 .0002 .0040 .0201 .1217 .3155 .4378 .5266 .5968

Z24 0 .0008 .0069 .0264 .1217 .2965 .4150 .5131 .5899

Z28 0 0 .0020 .0156 .1136 .3103 .4235 .5167 .5928

Z29 0 .0008 .0073 .0274 .1291 .3225 .4394 .5270 .5945

Remark 8 It should be noted that the problem described above can also be solved
taking into account the cost of replacing elements. More information on network
analysis and optimal network design can be found in [3, 6].

10.6.2 Resilience of Flow Network

In this section, we consider the flow network. These networks are important in many
applications. By the definition, flow network is a directed network, where each edge
(a, b) has a flow capacity c(a, b). The flow delivered from a to b cannot exceed
c(a, b). Denote by s and t the source and sink nodes of the network. Denote by
Maxflow the maximal flow from s to t when all edges are up. We say that the
network is in DOWN state if its maximal flow is below some fixed level . (Note
that there exists an extensive literature with several fast algorithms for finding the
maximum flow in networks.)

Let us consider now the network shown in Fig. 10.3. It has 16 reliable nodes
and 30 unreliable and directed edges. The nodes 1 and 16 are the source and sink,

Fig. 10.3 Flow network
with 16 reliable nodes and 30
unreliable edges

  1 2 3 4

5 6 7 8

9 1 0 11 12

    13 14 15 16
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respectively. The corresponding capacities are given in Table 10.7. The calculated
value of Maxflow equals 26.

Table 10.8 presents 14 values of the network spectra for  = 10 and  = 15.
Based on these spectra, we can obtain the network resilience for different values of
.  = 10 and  = 15. Table 10.9 shows resilience for  = 10 and  = 15, for
some values of α.

Remark 9 More detailed information on resilience of flow networks can be found
in [10]. Note also that in [5] an example of comparing the resilience of networks
with the same number of nodes and edges but with different topological structures
is given.

Table 10.7 Edge capacities

(i, j) c(i, j) (i, j) c(i, j) (i, j) c(i, j)

(1, 2) 10 (6, 2) 9 (10, 14) 7

(1, 5) 9 (6, 7) 7 (11, 10) 7

(1, 6) 10 (6, 10) 8 (11, 12) 8

(2, 3) 7 (7, 8) 6 (11, 15) 7

(3, 4) 6 (7, 10) 8 (11, 16) 11

(3, 7) 8 (7, 11) 9 (12, 16) 9

(4, 8) 7 (8, 12) 8 (13, 14) 8

(5, 6) 8 (9, 10) 8 (14, 11) 7

(5, 9) 9 (9, 13) 6 (14, 15) 7

(5, 10) 8 (10, 13) 8 (15, 16) 10

Table 10.8 Flow network CD-spectrum for  = 10 and  = 15

i yi ( =10) yi ( =15) i yi ( = 10) yi ( = 15)

1 0 0 8 .5463 .8656

2 .0073 .0550 9 .6739 .9293

3 .0357 .1659 10 .7786 .9678

4 .0923 .3130 11 .8594 .9869

5 .1749 .4865 12 .9147 .9958

6 .2843 .6484 13 .9544 .9989

7 .4130 .7708 14 .9753 .9997

Table 10.9 Comparing resilience of flow network for  = 10 and  = 15

α 0.05 0.1 0.2 0.3 0.4 0.5 0.6

 = 10
 = 15

3
1

4
2

5
3

6
3

6
4

7
5

8
5
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10.7 Concluding Remarks

Analysing the text above and the example section, we see that network sustainability
analysis involves two types of information. Type A information is of non-stochastic
nature and is based on network graph description, node, edge, terminal definitions
and UP/DOWN definition of network states.

Four structural invariants have been defined in this paper (Signatures or Internal
Distributions), CD-spectrum, BIM -spectrum and Border States) representing type
A information.

All further analysis of network performance is done by combining structural
invariants with information on the stochastic behaviour of network components
subject to failure (edges or nodes), in static or dynamic situations. This informa-
tion we call of type B. A typical example of combining A and B types of information
is given in Sect. 10.6.1 on network reliability improvement.

A special ‘artificial’ variant of B-type informationwas an assumption that network
components subject to failure fail in random and equiprobable manner imitating
an external ‘shock’ situation. This shock model allows defining network resilience
parameter and compares networks resilience for various versions of their structure.

In conclusion, let us note that this chapter is based on ‘binary’ approach to network
structure. The book [11] goes further and introduces networks with several DOWN
states. This leads to multi-dimensional invariants. Moreover, also the binary nature
of failing edges or nodes can also be generalised, see [11] where in addition to up and
down states of failed components, an intermediate third ‘mid’ state has been added.
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Chapter 11
The Circular Industrial Economy
of the Anthropocene and Its Benefits
to Society

Walter R. Stahel

Abstract Circular economy has always been about maintaining the value of stocks,
be it natural, human, cultural, financial or manufactured capital, with a long-term
perspective. A circular economy has evolved through three distinct phases, which
today co-exist in parallel: a bioeconomy of natural materials ruled by Nature’s circu-
larity, an anthropogenic phase (Anthropocene: to define a new geological epoch, a
signal must be found that occurs globally and will be incorporated into deposits in
the future geological record. The 35 scientists on the Working Group on the Anthro-
pocene (WGA) decided at the beginning of 2020 that the Anthropocene started
with the nuclear bomb in Hiroshima on 6 August 1945. The radioactive elements
from nuclear bomb tests, which were blown into the stratosphere before settling
down to Earth, provided this ‘golden spike’ signal. https://quaternary.stratigraphy.
org/working-groups/anthropocene/) characterised by synthetic (man-made) mate-
rials and objects and a phase of ‘invisible’ resources and immaterial constraints.
This chapter will focus on how the anthropogenic phase and the ‘invisible’ resources
and immaterial constraints can integrate into a mature circular industrial economy.

Keywords Circular economy · Innovation · Engineering · Circular sciences ·
Embodied resources · Accountancy · Full producer liability ·Waste prevention ·
Service-life extension of objects · Recovery of atoms and molecules · Intelligent
decentralisation · Regional economy

11.1 Introduction

The concept of a circular economy is becoming increasingly popular, to the extent of
being in danger to lose its identity. To prevent this, it is crucial to state the common
denominators of its different facets. Whereas the initial focus was on a sustainable
use of natural resource, a report in 1976 put the emphasis on the issue of substituting
manpower for energy, which happens in extending the service-life of objects in
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an ‘economy in loops’ [1]. This also means a considerable reduction of the CO2

emissions of economic activities, a fact which only caught the attention of politicians
40 years later. In 2010, the Ellen MacArthur Foundation revitalised the concept of a
circular economy and proposed a two-fold approach of bio-cycle and a tech-cycle,
where the latter copied the findings of the 1976 study.

It is important to state that a circular economy is not a synonym for sustainable
development, and it is not the only sustainable or intelligent solution there is. A
circular economy of scarcity and necessity is as old as humankind. The circular
industrial economy, however, mainly applies to societies of abundance in industri-
alised economies with markets near saturation, where people are no longer moti-
vated by scarcity and new motivations are needed. A multitude of approaches such
as circular societies in industrialising countries, cultural issues and self-help groups
(repair cafés) can increase sustainability as much as the circular economy.

11.1.1 Managing the Wealth of Resource Stocks

The common denominator of all facets of the circular economy is the objective to
maintain the value of stocks of.

• natural capital: including rocks and minerals, fauna and flora, water and biodi-
versity. Regenerative management by intention is appropriate for volatile natural
resources ruled by nature’s circularity, as in regenerative agriculture and regen-
erative medicine. But natural biodiversity maintains its value more by human
non-action than design,

• human capital, people and their creativity and manual skills,
• cultural capital, the UNESCO world heritage register originally listed only phys-

ical assets, but has now been extended to include immaterial assets (scientific
knowledge, traditions, music),

• manufactured capital, such as infrastructure, buildings, equipment and goods.
Mass-produced man-made objects and synthetic materials of the Anthropocene,
which include agrochemicals, pharmaceuticals, plastics andmanufactured objects
made of these materials, cannot by digested by nature’s circularity and thus imply
a man-made liability over their full product-life. They are the main focus of the
circular industrial economy,

• financial capital.

The first two of these stocks are of natural origin, but influenced by human activi-
ties, the last three are created by people. The new term ‘urban mining’, which refers
to stocks of manufactured capital as substitute for virgin resources is misleading
as it ignores the fact that any manufactured stock embodies such resources as the
water consumed and the CO2 emitted from the mine to the point of sale. These
embodied resources will be preserved through the service-life extension activities
of the circular economy, but lost in urban mining. Note that virgin resources do not
contain embodied resources.
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Growth in the linear industrial economy is defined as an increase in the monetary
throughput (flow), measured in the Gross National Product (GDP), which is the basis
of today’s political decisions. Growth needs to be redefined in a circular economy as
an increase in societal wealth, represented as the quality and quantity of all stocks.
In order to study the evolution of societal wealth, society needs statistics measuring
at least the five stocks listed above [2]. In the absence of stock statistics, we measure
‘production’ flows butwithout knowing if this production increases ourwealth stocks
or makes us poorer. We know how much nations spend on the health systems, but
we ignore if as a result people are healthier. If nobody is sick, the health system
is bankrupt. Other cultures such as old China had health systems where everybody,
patients and doctors, were better off when people were in good health [3].

Nature has been based on circularity since the beginning. ‘Living’ materials at the
end of their useful life become food for other organisms. Other materials like rocks
go through very slow erosion processes, which turn stones into gravel and sand, or
are in a permanent circular process like water molecules, which evaporate and return
as precipitation and can be stocked in glaciers for long periods of time. Circularity
is at the basis of natural processes; Nature’s resource stock is permanently preserved
but constantly changing its form. This has no importance as Nature has no objective
and suffers no monetary or time pressures.

Early humankind survived by exploiting both ‘living’ and inert natural resources.
Early crafts were based on a ‘bioeconomy’ with all materials coming from nature:
rocks were transformed into stones and tools; trees into beams and planks; animal
skins into clothing. Objects that were disposed of became food for others as part
of nature’s circularity. Basic infrastructure, such as aqueducts, bridges, roads and
fortifications have been built and maintained using natural resources since Roman
times as part of an emerging circular society focused on maintaining stocks of assets
through appropriate operation and maintenance.

A circular economy emerged with the industrialisation of the bioeconomy1

starting with quarries, mills and sawmills and the monetarisation of what had been a
barter economy Even during the early industrial revolution, which in Europe started
around 1800, circularity by nature remained the dominant principle with people and
nature living in a circular societywhere nature providedmost resources.Any shortage
of food, shelter and personal objects forced people to reuse objects and materials in
a circular economy of scarcity, necessity and often poverty. When the climate effects
of the 1815 explosion of the volcano Tambora in Indonesia reached the Northern
Hemisphere in 1816, it caused a year without summer, where food was scarce and
many people in Europe andNorth America experienced severe famine. This situation
still persists in some regions of the world in times of droughts or locust invasions.

The industrial revolution helped society to overcome the general shortage of
food, shelter, personal objects and infrastructure by optimising the supply chains of
a linear production still based on natural resources. This industrial economy was

1The bioeconomy comprises those parts of the economy that use renewable biological resources
from land and sea—such as crops, forests, fish, animals and micro-organisms—to produce food,
materials and energy. https://ec.europa.eu/research/bioeconomy/index.cfm.

https://ec.europa.eu/research/bioeconomy/index.cfm
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specialised and monetarised. Manufactured objects were sold to owner-users, who
at the end of their service-life sold them to ‘rag and bone’ men for reprocessing.
Organic waste was dispersed in nature.

With the growth of cities, the issue of waste management as the final stage of
the linear industrial economy became a societal problem, which had to be managed
by public authorities. Cities started building water supply systems and sewers, with
the latter mostly ending in rivers and lakes, and designated landfills for organic and
manufactured waste.

This linear approach, together with the increasing production efficiency of the
industrial economy and a growing population, increasingly jeopardised nature’s
carrying capacity through effects of concentration and saturation. Pollution in rivers
from leather and textile factories; ammonia from cemeteries in groundwater streams;
manure from animals and sewage in rivers and atmospheric pollution from burning
wood and coal were the results. This early linear industrial economy, based on the
availability of natural resources and the absorption capacity of nature’s circularity,
still exists in some regions of the world, but its sustainability is jeopardised by
continued population growth.

11.1.2 Managing Human Labour and Water

An industrial society needs to pay attention to two natural renewable resources—
human labour and water—which cannot be replaced by manufactured objects and
are special for the following reasons:

• Water: quantitatively because there is no resource that can replace it, and qualita-
tively because clean water is a necessity for the health and survival of people and
animals.
Traditional agriculture has been a major consumer of water, but industrial agri-
culture for instance to grow cotton and avocados, industrialisation, watershed
management (dams), urbanisation and climate change may in the future lead to
an increasing battle for access to water. A number of new methods such as drip
irrigation, ‘solid rain’ and salt-tolerant plants may reduce the water demand to
produce food. A fully circular use of water is possible for sewage to drinking
water, at a high cost and technology input. But the issue remains that there is no
other resource that can replace water.

• Labour: because people are a renewable resource, and the only resource with a
qualitative edge, which can be greatly improved through education and training,
but which rapidly degrades if unused.
Policymakers should thus give preference to the use of labour over all other
resources.And as any renewable resource, labour should not be taxed. This implies
that labour (jobs) should be regarded as the basis for qualitative economic growth,
instead of considering jobs as the result of economic growth based on higher
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consumption of material resources. Robots may replace labour for repetitive jobs,
but without people there is no economy or society!

The concept of a circular economy ofwealthmanagement bymaintaining existing
capitals or assets greatly contributes to the sustainability of these two resources and
allows to reduce climate change. Especially, the strategy of extending the service life
of manufactured objects—which the author calls [4] the era of ‘R’ for Reuse,Refill,
Repair, Reprogramme and Remanufacture—enables to:

• save water by preserving the water used in the original manufacturing process,
which remains embodied in objects. This argument is valid for the service-life
extension of objects made of manufactured materials (concrete, steel) as well as
certain agricultural produce (cotton),

• create jobs of all skill levels locally and regionally because service-life extension
activities correspond to a substitution of manpower for energy, in comparison to
manufacturing new goods, and are best done where the objects and their owners
are located,

• reduce CO2 emissions because R activities only use a fraction of the energy that
would have been spent by manufacturing new (replacement) goods, and because
R activities need only a fraction of the transport, storage and marketing input
necessary to commercialise mass-produced objects.

These benefits apply to all manufactured objects of the linear economy. The emer-
gence of new syntheticmaterials and globalisedmass production in theAnthropocene
has greatly increased the magnitude of these benefits and given rise to the concept of
a modern circular industrial economy as a strategy to manage values and liabilities
of the stocks of manufactured objects made of synthetic materials.

11.2 The Circular Industrial Economy of the Anthropocene

The Anthropocene began in 1945. With the first nuclear bomb—brighter than a
thousand suns—scientific man took over the command from Nature. Man-made
energies and synthetic materials appeared based on scientific progress in physics,
metallurgy (metal alloys, stainless steel) and chemistry (plastics, (agro) chemicals,
pharmaceuticals like oestrogen), which are unknown to, and indigestible by, nature.

Society—politicians—overlooked the control issue arising from this change of
command. Economic man using these synthetic materials now has to take responsi-
bility for end-of-service-life objects in order to ‘close the loop’ for syntheticmaterials
and other man-made substances and objects. Synthetic materials, unknown to nature,
need industrial recovery processes within a circular industrial economy.

At the centre of the circular industrial economy remains the idea of maintaining
the value of stocks as assets, be they of natural origin, human nature, cultural, manu-
factured or financial capital. But with the synthetic materials and resource-intensive
production technologies of the Anthropocene, it becomes crucial to also maintain
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the invisible stocks of embodied resources and such immaterial issues as producer
liability.

With hindsight, the rise of the Anthropocene split circularity into two domains:

• a biologic one of natural resources and natural wastes—the bio-cycle—which
is not at the centre of analysis of this chapter, because the era of ‘R’ does
not apply—you cannot eat an apple twice. However, with the development
of life sciences and gen technologies—the bio-Anthropocene—this domain is
undergoing fundamental structural changes,2

• a technology one of stocks ofmanufactured infrastructure, objects andmaterials—
the tech-cycle—which end as wasted resources outside nature’s circularity and
outside the economy. As they have no positive economic value or ultimate liable
owner; witness plastic in the oceans. The tech-cycle demands a change in societal
thinkingwhich is at the centre of this chapter. An analysis of thematerial resources
has to be complemented by a consideration of immaterial topics, such as producer
liability and invisible resources such as digital data and water consumed and CO2

emitted in production and now embodied in objects.

At the end of the twentieth century, the technology domain of the Anthropocene
expanded by including two new domains:

• the concept of an industrial bioeconomy is gaining increased attention. There
are a growing number of technical processes, which are ‘mining’ nature—
processed food and ‘artificial meat’; asbestos and carbon fibres, gene-technology
applications—the wastes of which may be outside nature’s absorption capacity.
The bioeconomy definition of the EU, which encompasses all organic matter,
raises ethical issues: does this include such ‘manufactured nature’ as hormones
(oestrogen), molecular machines, biosimilars, enzyme engineering, CRISPR and
RNA editing?

• data mining in the digital economy—BIG DATA—has become a major new
industrial activity. But despite its immaterial character, it is built on numerous
objects such as smartphones and a huge physical infrastructure of server farms
and communication systems, which are often owned by the data traders. As with
synthetic materials, society—politicians—have underestimated the control issue
involved in the exploitation of this new resource. Is data a manufactured product?
Is the author or the user its owner?

Worldwide, many traditional forms of circularity co-exist today with the circular
industrial economy, which itself continues to develop. Its most sustainable form
today are the business models of the performance economy, which include systems
solutions and sufficiency—creating wealth without resource consumption [5].

2The start of the Bio-Anthropocene was probably the discovery of DNA. American biologist James
Watson and English physicist Francis Crick discovered the double helix of DNA in the 1950s. But
DNAwas first identified in the late 1860s by Swiss chemist Friedrich Miescher. Source: Wikipedia,
accessed 11 August 2019.
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11.3 The Seven Major Challenges of a Circular Industrial
Economy

This book identifies seven major challenges to build a circular industrial economy
of manufactured infrastructure, objects and materials:

1 CARING: motivating owner-users of objects to enjoy the use of, and take care of,
their belongings—in the case of individuals—and assets—in the case of organ-
isations—for as long as possible. All caring activities are labour-intensive and
should not be taxed.
This is the era of ‘R’, of reuse, refill, repair, reprogramme and remanufacture of
objects, including the right to do this. Remanufacturing objects to a quality ‘better
than new’ (better than the original manufactured object) is the most labour and
skill intensive as well as the most ecologic and profitable strategy of the circular
industrial economy.

2 SOLVING the problem of the LEGACY WASTES of the synthetic (man-made)
materials of the Anthropocene. Metal alloys, plastics, agrochemicals cannot be
undone by nature.
This is the era of ‘D’, of developing processes and technologies to de-bond, de-link
or de-polymerise compound materials in order to recover atoms and molecules
for reuse, and to deconstruct infrastructure and buildings to recover materials.
Note: The second law of thermodynamics, which limits these material recovery
processes, is not applicable to service-life extension in the era of ‘R’.

3 LEGISLATING sustainable framework conditions [6] to promote the service-life
extension of objects in use and the recovery of used materials. These services are
labour-intensive, a renewable resource that should not be taxed. And it cannot
be up to municipalities to pay for problems created by profit-making industrial
producers.
If waste is defined as objects and materials with no positive economic value
and without an ultimate liable owner, legislation can add value (deposit laws) or
nominate the producers as ultimate liable owner who has to solve the problem
they created.

4 SPREADING the technical and economic KNOWLEDGE of the circular
economy to all classrooms, boardrooms and parliaments.
The technical and economic knowledge and its benefits for society are largely
unknown today, only known to insiders in SMEs, research institutes and fleet
managers.

5 DARING: innovation to develop novel repair technologies, materials and
processes in new disciplines, such as circular energy, circular chemistry and
circular metallurgy, as well as new types of reusable components and systems
solutions, to prevent future legacy wastes.

6 SHARING: a performance economy selling performance (molecules [7]) and
goods as a service [3] instead of selling goods demand a stewardship atti-
tude by nation–states, producers, owners and users, and includes big data—no
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Fig. 11.1 View of a mature
circular industrial economy

sharing without caring. Research into the fields of behaviour sciences, person-
ality psychology and ‘computational social sciences’ will help to tackle issues of
sharing and caring.

7 MEASURING THE INVISIBLE: accounting for the consumption of water and
energy resources from mine to point of sale, in order to quantify the resources
embodied in objects.Novel approaches likeLifeCycle InventoryAnalysis (LCIA)
or Resource Quantity Surveying will speed up the development of tools for this
topic (Fig. 11.1).

11.3.1 CARING, the Era of ‘R’

The challenge of CARING: motivating owner-users of objects to enjoy the use of,
and take care of, their assets (organisations) and belongings (individuals), for as long
as possible—the era of ‘R’, of reuse, repair and remanufacture, including the right to
repair.The era of ‘R’: techno-commercial strategies to keep objects—infrastructure,
buildings, goods and components—at the highest level of value and utility through:

• Reuse,
• Refill,
• Repair,
• Reprogramme,
• Remarket,
• Remanufacture,
• Rerefine,
• Reprogramme.

Remanufacture, which enables to achieve objects with a quality ‘better than new’
(better than the originalmanufactured object), is themost labour and skill intensive as
well as the most ecologic and profitable solution of the circular industrial economy.
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This challenge is especially important in economies of abundance. In a consumer
society, individuals needmotivation to look after what they have. In less developed or
less industrialised regions, especially after a disaster has stricken, a circular society
of caring and sharing or a circular economy of necessity or scarcity may dominate.

The era of ‘R’ of the circular industrial economy aims to maintain manufac-
tured objects and their components at the highest utility and use-value at all times.
Maximising the use-value of manufactured stocks over time and space follows some
rules:

• the circular industrial economy is about economics, innovation and competi-
tiveness but is counter-intuitive to manufacturing economics—small and local
is beautiful and profitable, instead of bigger and global is more profitable,

• the smaller the loops are, the more profitable and resource efficient they are—
the inertia principle [3]: do not repair what is not broken, do not remanu-
facture something that can be repaired, do not recycle an object that can be
remanufactured,

• the lower the speed of the loops is, the more resource efficient they are, because
of the law of reverse compound interests3 and the second law of thermodynamics,

• loops have no beginning and no end—newcomers can enter a loop at any point,
• the circular industrial economy substitutes manpower for energy and resources by

managingmanufactured stocks, whereas the linear industrial economy substitutes
energy (machines) for manpower and manages production flows.

The era of ‘R’ is:

• modern, part of a general twenty-first century trend of intelligent decentralisation,4

which embraces production and use: 3Dprinting (to produce cheap spare parts just
in time), local production and use (micro-breweries, -bakeries, -hydroelectricity,
solar photovoltaic power), decentralised robotmanufacturing, urban farming, soda
fountains in pubs and at home; they are all local, decentralised, as are the era of
‘R’ services.

• economically profitable because ‘R’ activities for mass-produced goods are on
average 40%cheaper than equivalent newlymanufactured objectswithwhich they
compete. This ratio is even higher for customised objects and when the external
cost differences with production are taken into consideration: ‘R’ activities are not
subjected to compliance costs (such as proof of the absence of child labour, conflict
minerals), carbon taxes or import duties and have a lower risk of environmental
impairment liability.
As ‘R’ methods differ from those used in the linear industrial economy, prof-
itability can be substantially increased by innovation on a systems level; witness
the reusable rockets developed by the start-up companies Blue Horizon and
SpaceX’s Falcon 9.

3Reverse Compound Principle: see Sect. 4.2.
4A term first used by Prof. Heinrich Wohlmeyer in Austria.
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• ecologically desirable because ‘R’ activities preserve most embodied resources
(energy, material and water), consume only few resources and cause little waste.
As they are local, they do not need transport over large distances with intermediate
storage, nor shopping centres and flashy packaging.
Because ‘R’ activities do not depend on global publicity, they are invisible and
silent, in contrast to linear industrial economy. Innovative ways of reaching the
objects’ owners will gain importance in the shift from a circular (craftsmen)
economy to a circular industrial economy.

• socially viable because ‘R’ activities are labour-intensive services best done
locally where the clients are; they demand skilled labour to judge the minimal
interventions necessary (the inertia principle); they partly rely on ‘silver workers’5

who know the technology of times gone by; and they nurture a caring attitude
towards goods by owners and users, which is absent in the fashion-driven linear
industrial economy.
Each economy is based on trust. For new goods, it is trust into manufacturing
quality. For pre-owned objects, innovative ways to create the objects’ owners
trust are needed.

• labour and skill intensive because each step of ‘R’ activities involves caring.
Each step from the non-destructive collection and value-preserving dismantling
of used goods to analysing the repair or remanufacture options of each disman-
tled component demands a qualitative judgement. The ultimate engineering chal-
lenge in remanufacturing is developing innovative cheap repair and remanufacture
methods for components destined for scrap; this is also where the highest profits
are in remanufacturing.
In buildings, about a quarter of the labour input but 80% of the material resources
consumed to build a structure are stored in its load-bearing structure, the reminder
in fixings and equipment. Refurbishing buildings (exchanging fixings and equip-
ment) saves the majority of resources embodied in the structure but may need as
much labour as the initial construction [8].

11.3.2 SOLVING the Problem of the Legacy Wastes, the Era
of ‘D’

The challenge of the era of ‘D’ is to develop processes and technologies to recover
atoms and molecules of high purity from the legacy wastes of synthetic materials
(metal alloys, plastics, agrochemicals) of the Anthropocene. However, de-bonding
or de-linking compound materials in order to recover atoms and molecules for reuse
does not allow recovering the embodied water, energy and CO2 emissions for most
materials. And the second law of thermodynamics (entropy) hampers these material
recovery processes.

5Elderly workers with the skills and knowledge of technologies and objects of the past.
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The era of ‘D’ of the circular industrial economy has the objective of maintaining
the quality (purity) and value of these stocks of atoms and molecules. Today’s high-
volume low-value recycling technologies, which are often a solution of last resort
in an ‘out of sight out of mind’ approach to dispose of end-of-service-life objects,
enable to minimise waste costs but not to recover the material resources. Yet the
priority should be to maintain the economic and resource value of the atoms and
molecules [9].

The era of ‘D’ comprises a number of technologies and actions in an attempt to
recover atoms and molecules as pure as virgin:

• De-polymerise,
• De-alloy,
• De-laminate,
• De-vulcanise,
• De-coat objects and
• De-construct high-rise buildings and major infrastructure.

Three conditions have to be fulfilled for any activities of the era of ‘D’ to be
effective:

• a non-destructive collection of used goods,
• a sorting of the used goods into components of clean material fractions and
• a continued ownership and liability for objects and embodied materials.

Where this is not the case, for instance, because materials are mixed or dispersed
(automobile shredders, rubber wear from tyres, micro-plastics in sun creams) or
deliberately disposed into the environment after use (metal drink and oxygen
containers), most manufactured objects made of synthetic materials will become
a long-time environmental hazard, such as plastic in the oceans.

Natural circularity can only de-bond natural materials, such as foodstuff, wood,
wool and iron under favourable conditions and over time. It took 100 years for nature
to digest most of the materials, which made up the ‘Titanic’, but the iron hulk has
mostly survived to this day.

11.3.3 LEGISLATING Sustainable Framework Conditions,
Innovative Policymaking

Key requirements are to legislate:

• labour-friendly framework conditions, as all activities involving caring—
including the circular economy—are labour intensive but consume few resources
and

• a full producer liability for used objects and materials with zero value to society
and nature, and without an ultimate liable owner: he who created the object or
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material has to pay to solve the problem. It cannot be up to municipalities to pay
for problems created by profit-making industrial producers.

The sustainability efficiency of the circular industrial economy can be greatly
enhanced by closing the invisible liability loops both for objects and materials, in
addition to closing the physical loops of objects in the era of ‘R’ and of molecules
in the era of ‘D’.

In the linear industrial economy, liability for the use of objects lies with the
user-owner of goods: guns do not kill, the person pulling the trigger does. But this
manufacturer strategy of the linear industrial economy, to limit producer liability after
the point of sale to a short warranty period, has started to fade in the second half of
the twentieth century. Nestlé was accused of ‘killing babies’ by selling milk powder
without detailed instructions how to use it; the tobacco industry has been accused
of killing smokers through its products; and the asbestos industry has been accused
of causing the death of workers handling asbestos cement goods, even decades after
the production has ended. This list now includes ‘diesel gate’ and could spread to
immaterial goods, as some people consider “social media as the new cigarette”.

This development is not revolutionary. It builds on the 1976 US Resource Conser-
vation and Recovery Act, the 1980 US Superfund legislation and the Polluter Pays
Principle (PPP)6 in Europe at the turn of the twentieth century, when producers were
made liable for environmental harm caused.

Full Producer Liability (FPL) goes far beyond the European Extended Producer
Responsibility (EPR) legislation,7 which allows producers to outsource their respon-
sibility to third parties against payment of a small fee. But as these recyclers have no
access to producer knowledge and commercial expertise to remarket components at
the highest value level—or are not allowed by contractual obligations—they focus
on the cheapest recycling or disposal methods.

The present policy framework of the circular industrial economy, which only
closes the highly visible material loops of the era of ‘R’ but neglects the invisible
immaterial liability loops, thus misses a major driver to reach sustainability: closing
the liability loop through a full producer liability, which will show up in the finan-
cial balance sheets of corporations—which is not the case for extended producer
responsibility.

Defining waste as ‘objects without positive value or ultimate liable owner’ opens:

• an industrial solution—use materials with inherent value, such as gold or copper,
to give used objects a positive value,

• a political option—deposit laws which give used objects an economic value and
• a policy solution—define the original producer as the ultimate liable owner.

6The Polluter Pays Principle is an environmental law to make the party, which is responsible for
the pollution, also responsible for paying for the damage done to the natural environment.
7EPR legislation, such as theEuropeanUnion’sWEEEdirective forwaste of electrical and electronic
equipment.
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Closing the liability loop then means that goods with no value at the end of their
service life can be returned to their producer as the ultimate liable owner.8

A full producer liability will give producers strong incentives to prevent future
liabilities by designing goods both for maximum value at the end of their service life
and a minimum liability. A full producer liability furthermore puts manufacturers
selling goods on a level with economic actors selling goods as a service, which
already today retain the ownership and liability of their objects and materials over
the full service-life (see section Caring, Performance Economy).

11.3.4 Spreading the Knowledge

Promoting the knowledge pool of the circular economy—technical, commercial
and economic—to class-and boardrooms, to parliaments, academia and technical
training institutions, and to new ‘R’ professions is a major opportunity to speed up
the transition to a circular industrial economy.

But only a few of these key messages of the circular industrial economy have
to do with engineering. Replacing production with service-life extension activities
is part of a new trend of intelligent decentralisation, like 3D print, AI-led robotised
manufacturing, micro-breweries and bakeries as well as urban farming, and opens
up technology and engineering opportunities.

11.3.5 DARING—Radical Innovation

In order to achieve the vision of a circular industrial economy of zero waste and zero
carbon without future legacy ‘waste’, radical innovation into systems, components
and materials to upgrade stocks, and novel materials from new disciplines will be
necessary. Cooperation between multitudes of scientific disciplines will speed up
this development; these disciplines include:

• Biology, biophysics and biochemistry.
• Chemistry (e.g. circular chemistry, constructed molecules).
• Metallurgy (e.g. circular metallurgy, marking/identifying alloys).
• Circular energy (e.g. hydrogen from green sources).
• Material sciences (e.g. de-bonding alloys, carbon fibre laminates, de-constructing

infrastructure and high-rise buildings).
• Space sciences (e.g. the neglected commons).
• Law schools and accountancy (e.g. the definition of waste, ‘used product’ liability

and full producer liability).

8The author has derived the concept of the ULO from that of the Ultimate Beneficial Owner (UBO),
which was introduced in the USA in the 1970s to reduce tax evasion through chain ownerships of
companies in tax havens.
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• Macro-economics (input/output models for alternative economies).
• Micro-economics (e.g. ROI for remanufacturing versus manufacturing).
• Systems management (IT, IoT, pharmacogenomics, gene therapy).
• History (e.g. the atomic bomb as the beginning of the Anthropocene and the

reasons why its consequences have been overlooked for decades).
• Literature as a means of informing and motivating users (e.g. circular economy

examples described in the literature, such as death of a salesman by Miller [10];
Zen and the art of motorcycle maintenance by Pirsig [11].

• Behavioural sciences (e.g. motivating owner-users to enjoy the use of, and care
for, their belongings/assets; prevention of vandalism and abuse of shared assets
(Tragedy of the Commons),

• Political sciences (facilitating new policymaking on, for instance taxation of
labour, resources, emissions).

Based on visions of a sustainable future, pull innovation (building markets using
public procurement) can be used to move industry into a desired direction. A Norwe-
gian shipping fleet has ordered zero-emission coastal express vessels using hydrogen
and fuel cells for propulsion9 [12].

Engineering innovation in the era of ‘R’

Since the 1990s, techno-economic research with environmental objectives has flour-
ished in areas like Life-Cycle Analysis (LCA), which has a time horizon defined
as ‘Cradle-to-Grave’ [13]. But accepting that a reduction of resource consumption
in industrialised countries by 90%—a factor of 10—was desirable and feasible,
and analysing its implications for economy and society, was impossible for most
experts.10

Political interests to reduce end-of-pipe waste volumes guided academic research
to look into sectors of the circular economy concerned with finding uses for high
volumewastes, for instance from the building industry, recovering buildingmaterials
as aggregate in concrete.

In amature circular industrial economy, production becomes a segment of the loop
of the circular industrial economy by producing innovation to upgrade and renew
the stocks of objects. In construction and the electro-mechanical world, technology
upgrades often involve singular components, which can be replaced by new-tech
components fulfilling the same function. In vintage cars, mechanical distributors,
which need regular adjustments, can be replaced by maintenance-free electronic
ones. Transforming a mechanical typewriter into a personal computer does not make

92019 Boreal and Wärtsilä Ship Design have agreed to develop a hydrogen-powered ferry for the
Hjelmeland–Skipavik–Nesvik stretch. The ferry will be the first in the world where the vessel will
use hydrogen as a fuel. The Norwegian Public Roads Administration has announced a development
contract for a hydrogen-powered ferry, which will be put into operation in 2021. The ferry service
will be operated by two ferries, one being fully electric and the other hybrid hydrogen electric with
50% of the hydrogen output.
10In 2017, the Factor Ten concept was reinvented by the World Business Council of Sustainable
Development.



11 The Circular Industrial Economy of the Anthropocene … 263

sense, but upgrading mechanical bicycles into e-bikes, by using wheel-integrated
electric micro-motors and adding a battery, transforming an original E-type Jaguar
into an electric one, or a 60-year-old seaplane into an electric one are feasible and
have been done by singular economic actors.

These are hidden business opportunities, which need engineers knowledgeable
in new technologies and the existing stock of objects. In today’s markets, very
few of these go-betweens exist, and most of these business opportunities remain
unexploited.

But technology push is forcing economic actors of the linear industrial economy
into the performance economy, driven by a trend to replace complex mechanical
systems, such as combustion engineswith gearboxes,with long-life low-maintenance
components, such as electric motors. As long-life low-maintenance components lead
to long-life objects, producers start to seize the opportunity to sell goods as a service
in order to retain market control and revenue flows.

In the old IT world, hardware and software could be upgraded separately: hard-
ware items were routinely replaced by new more powerful and/or energy-saving
components; and software periodically upgraded, often on-line, to make computer
systems more resilient. New external hardware like printers and hard disks were
mostly compatible with existing equipment like personal computers. The latter could
be used ‘as is’ for a long time, as stand-alone systemsworking off-line without limits.
Ownership and control remained with the owner of the hardware, who bought a soft-
ware licence. This is still the case for isolated systems like dash cams and portable
GPS.

Engineering innovation in the era of ‘D’

This is the sector of the circular industrial economy with the biggest potential for
improvements through technical R&D. Once the reuse and service-life extension
options of the era of ‘R’ have been exhausted, recovering the stocks of atoms and
molecules at their highest utility and value (purity) level for reuse is the best option.
This demands sophisticated sorting technologies and processes to dismantle used
objects and sort them into clean material fractions, for instance into different alloys
of the same metal, and finally, technologies to recover molecules and atoms as pure
as virgin resources.

Sorting manufactured materials is a problem that does not exist in mining and
opens up new fields of R&D. The same is true for de-bonding manufactured
molecules. Innovative economic actors should be in the driver seat of the era of
‘D’, and governments can support these activities by financing R&D at universities.
Science and technology opportunities to recover atoms and molecules are almost
unlimited in an open internationally competitive environment, and many solutions
will be patentable.

In contrast to the decentral processes in the era of ‘R’, technologies and actions
of the era of ‘D’ will often be global and include:
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• de-bonding molecules, such as to de-polymerise polymers, de-alloy metal alloys,
de-laminate carbon and glass fibre laminates, de-vulcanise used tyres to recover
rubber and steel, de-coat objects,

• salvaging non-renewable resources, such as phosphorous, from general waste
streams,

• de-constructing high-rise buildings andmajor infrastructure is a different kettle of
fish. In Tokyo, the first high-rise building has been de-constructed using a method
that enabled recovering not only the equipment andmaterials used in construction
but also the energy originally consumed to hoist things up. Spain has started to
dismantle itsYecla deYeltes hydroelectric dam, the largest de-construction project
of its kind ever in Europe; Germany and Switzerland have started deconstructing
nuclear power stations.

These examples are just the tip of the iceberg. Some manufacturers like Plasto, a
Norwegian company producing equipment for fish farming, have started to take back
end-of-service-life objects made of High-density Polyethylene (HDPE) in order to
reprocess the material to produce new equipment in a profitable process.

Research into reusing atoms and molecules also opens up new territories in basic
sciences. Questions like ‘can CO2 turn from waste into a resource to produce new
chemicals, and will this new carbon chemistry ever be able to compete with petro-
chemistry?’ may find an answer through scientific research. Using Carbon Capture
for Utilisation (CCU) to produce hydrogen is a research topic under study in Norway.

In cases where no technologies are found for used materials in the era of ‘D’,
pressure will mount on producers of the linear industrial economy to look for alter-
native materials or change their business model in order to exploit the economic
opportunities of the era of ‘R’ or the performance economy.

11.3.6 SHARING—The Performance Economy

In the performance economy, economic actors selling results instead of objects retain
the ownership of objects and embodied resources and internalise all liability over the
full product-life. These economic actors may be manufacturers of technical systems,
buildings or equipment, or fleet managers operating them; in both cases, they sell the
use of these objects as a service over the longest period of time possible andmaximise
their profits by exploiting both efficiency and sufficiency solutions (Fig. 11.2).

The performance economy of selling goods and molecules as a service, func-
tion guarantees or results and performance is the most sustainable and potentially
the most profitable business model of the circular industrial economy because it
internalises the costs of product liability, of risk and waste, and thus incorporates a
strong financial incentive to prevent losses and waste. The performance economy is
potentially highly profitable because it maximises the profit potential by exploiting
sufficiency, efficiency and systems solutions but depends on a caring stewardship
attitude of users.
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Fig. 11.2 Selling performance instead of selling goods: combining retained ownershipwith original
equipment manufacturer (OEM) and operation and maintenance (O&M) skills

No Sharing Without Caring!

Maintaining ownership of objects and embodied resources creates corporate and
national resource security at low cost:

If Producers Retain the Ownership of Their Goods, the Goods of Today Are tomorrow’s
Resources at yesteryear’s Commodity Prices, locally available.

The performance economy redefines the role of the supply side but also implies
a radical change of the demand side, from ownership to usership of objects. Is this
really new? Aristotle had already stated 2000 years ago that

Real Wealth Lies in the Use, not the Ownership of Goods.

In a rental economy, users do not need capital to buy goods,11 but they do not profit
from capital gains either. Owning goods makes economic sense for individuals for
goods that increase in value over time; owning real estate often makes sense, owning
a smartphone or washing machine does not. By renting objects, users gain flexibility
in use, know the cost of using a product in advance and only pay when using it. Users
with a weakness for fashion and constant change can fully live their fancies without
causing excess waste, for instance by renting every weekend a different fashionable
sports car, costume or handbag.

Fleet managers prefer objects of high quality and low-maintenance cost, focusing
on function not short-lived fashion. They also have the knowledge to optimise oper-
ation and minimise maintenance costs of the objects in their possession, for example

11Quasi rental service activities are sometimes called sharing economy, platform economy (UBER,
Airbnb) or Product-Service Systems (PSS), for reasons of brand distinctions rather than factual
differences.
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through standardised components and technical systems as well as cascading uses
of objects.12

Witness textile leasing companies renting uniforms and catering for hospital
textiles; they start making profits after the fabrics and garments have been in use
for more than 3 years. As their operation is geographically limited by transport
costs, and the knowledge of their clients’ specific needs is vital, they operate through
franchising, not globalisation. Real estate owners are often life insurance compa-
nies or family trusts interested in long-term value preservation and low operation
and maintenance costs, which can best be achieved through a high initial quality of
materials and objects, and a familiarity with local customs and conditions.

Detailed knowledge of operation and maintenance is also necessary for facility
managers in charge of building or operating complex infrastructures. The French
company Eiffage in 2001 signed a 78-year contract to design, finance, build and
operate till 2079 the viaduct near Millau, with a maintenance contract running until
2121. The project is a Private Finance Initiative (PFI); the bridge did not cost the
French taxpayer a penny, but each vehicle crossing the bridge has to pay a toll (as the
bridge deck is more than 200 m above the valley, pedestrians are not allowed to cross
in order to prevent suicides). All risks are carried by, and profits go to, Eiffage,13

who will only know 78 years after the signature of the contract how much loss or
profit it has made.

Innovation in the performance economy comes from a shift of focus, from opti-
mising production to optimising the utilisation of objects, and from including the
factor time in this optimisation. A focus on the use or utilisation of objects opens up
new opportunities, such as long-life goods, multifunctional goods,14 service strate-
gies and systems solutions. These opportunities are of no interests for manufacturing
industries selling objects, whose objective is optimising production up to the point
of sale, not product use or duration. Examples are.

• goods sold as a service for exclusive use are rental apartments, tools and vehicles
for rent, but also public toilets, ISO shipping containers, leased equipment and
reusable packaging.

• goods or systems sold as a service for shared use are all forms of public transport
(busses, trains, aircraft), as well as public swimming pools, concert halls and
laundromats.

• molecules as a service are chemical leasing contracts (also called rent amolecule).
They enable a precise accounting of the losses of chemicals into the environ-
ment between all the actors involved (lessor, lessee, distributors), which may
be legally required to establish Toxic Release Inventories. UNIDO promotes

12Xerox very early imposed its commonality principle, specifying the same components across its
equipment range; Airbus introduced from the beginning a standardised flight deck for all its aircraft,
saving airlines O&M costs in crew training, stand-by crews; airlines routinely transform passenger
jets into cargo jets to extend their service life.
13Pure risks can be insured, of course, but not the entrepreneurial risk.
14With the digitalisation of technology, multifunctional goods such as all-in-one printer–copier–
scanner–fax machines became standard.
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chemical leasing as a strategy for Africa in order to minimise the reuse of toxic
packaging waste to store water or food.15 Dow Chemical, through its subsidiary
Safe-Chem, has been a pioneer of leasing solvents.

An international agreement to stop the production of mercury after 2020 could
radically change its marketing and lead to closed loop and rental strategies in the
future commercialisation of mercury.16

Strategies of molecules as a service are not limited to chemicals with a catalytic
function or high toxicity. Metal leasing is proposed by two scientists (Hagan [7]) as
a strategy for mining companies and governments of mining regions. It would give
governments and mining companies a smaller short-term income than selling the
minerals but guarantee constant long-term revenues. Developing innovative smart
materials for rent is an opportunity open to material companies. “The UK’s Cookson
Group developed a composite powder that can be pressed into any form and, when
magnetised, becomes an extremely powerful permanent magnet. The two charac-
teristics, easy shaping and magnetisation on demand, make it an ideal material for
use as a rotor in small electric motors. After use, this smart material can easily be
demagnetised by grinding it back into a powder and then remixed for its next use.
To benefit from the successive life cycles of its smart materials, the manufacturer
has to retain ownership by, for example, leasing the material to component manu-
facturers with a return guarantee. In this case, the strategy of selling performance in
the Functional Service Economy must be imposed on all levels from material to final
product. Otherwise, there is no guarantee that the smart material will be returned to
its manufacturer at the end of the product’s life.”17

A performance economy selling performance (molecules [7] and goods as a
service [3] instead of selling goods, demands a stewardship attitude by nation–
states, producers, owners and users and includes big data. The fields of person-
ality psychology [14] and ‘computational social sciences’ may help to seize these
opportunities!

11.3.7 Measuring the Invisible and Immaterial Assets

One common denominator of all circular economy efforts is to prevent waste by
maintaining the value and utility of durable objects and perishable produce, and the
value and purity of molecules.

The circular economy is like a lake; of course there are currents in lakes but overall
the stock of water shows little changes in quality and quantity. This also means that

15UNIDO is promoting chemical leasing in Africa to reduce the uncontrolled release of used
chemicals into the environment.
16For catalytic goods, which are contaminated but not consumed during use, an integrated ‘rent-
a-molecule’ service enables economic actors to create revenue without resource consumption [3,
p. 87].
17Cookson’s ‘rent-a-molecule’ of smart materials, [3, p. 109].
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great care should be taken as any pollution will take a long time to be diluted or
washed out naturally. The heritages we leave to our children are stocks and include
the CO2 emissions of past and present generations, which are accumulated as carbon
stock in the atmosphere.

The linear industrial economy is like a river; rivers experience great and rapid
changes in flow volume (throughput) and any change in quality (pollution) will be
rapidly washed downstream and less affect our children’s heritage.

The invisible assets of engineering—the heritage to our children—are water and
materials consumed, andCO2 emitted, duringmining,manufacturing anddistribution
activities, embodied in the final objects and preserved as long as the objects exist.

In manufacturing, three quarters of energy is used in the production of basic
materials such as cement and steel, only one quarter in producing goods such as
buildings or cars. For labour input, the relation is reverse; three quarters are being
used in producing the goods [8].

The nature of the service life extension activities of goods—the era of ‘R’—is
similar to that of production. It uses a lot of manpower but few energy resources but it
differs from production in that it preserves all the manufacturing energy embodied in
the objects. But today, we do not keep account of water and materials consumed, and
CO2 emitted, during the manufacturing process. In the future, novel approaches such
as the ‘Madaster’ concept [15] may keep track of the inputs of material resources.

But in order to motivate decisions in favour of the circular economy, we need to
know the amount of invisible resources embodied in objects. And that means that
economic actors will have tomeasure the water and energy resources consumed from
mine to point of sale, and the CO2 emitted, in order to quantify the invisible resources
embodied in each object. New techniques like Life Cycle Inventory Analysis (LCIA)
and professions like Resource Quantity Surveyors have to be put in place to do this.

Among the immaterial topics to be considered are financial assets, digital data,
liability and behavioural issues. Financial capital may have reached the peak of non-
materiality in Bitcoins; if a banker or the client loses the code and password, monies
may no longer be accessible, lost in cyberspace.

The ‘IT software-data-hardware issue’ is another immaterial topic. Tractors,
which are mechanically fit but their IT does not work, cannot be repaired if manu-
facturers do not make available their software source codes, ignoring owner-users’
rights to repair. Smartphones, which were upgraded to function less efficiently when
the next generation came to market, are now considered as planned obsolescence.
The French government has fined Apple 25 million Euros for such an incident,
opening the door for class action suits by the owners of the remotely manipulated
smartphones.

Liability is an immaterial topic that needs to become visible. Full Producer
Liability (FPL) will shift the present extended producer responsibility from the soft
Corporate Sustainability Reporting to the Financial Statements, to Balance Sheets
of Assets and Liabilities, which are the focus point of financial investors. As FPL
has no known amount or deadline, investors will shy away if economic actors do not
change their business model from selling goods to the more sustainable alternatives.
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11.4 Conclusions

What are the drivers of the circular economy today?
In general:

• restrictions on export/import of mixed waste (the enlarged Basel agreement),
• speeding up the market penetration of intelligent decentralisation, such as 3D

print, IA-robot manufacturing, micro-pharmaceutical, -bakeries, -breweries, local
reuse–repair–remarket organisations, social reuse and repair networks,

• social bottom-up (Greta) behavioural changes, education and information.

In engineering:

• shift to selling goods as a service (performance economy) as a result of long-
life low-maintenance technologies (e.g. electric motors instead of combustion
engines),

• changes in energy resources, from oil to electricity (battery or H2-fuel cell?),
• R&D into circular energy (hydrogen fuel cells), circular chemistry and circular

metallurgy.

In the European Union:

• politics and research linked to limiting and ultimately stopping carbon emissions,
• changes in legislation, a shift from taxing labour to digital transactions, carbon

emissions and resource consumption; a rise in extended producer liability towards
FPL,

• bans on the destruction of unsold food and surplus stocks and on returns of internet
sales,

• ecodesign directives imposing the right to repair and the obligation for producers
to supply mandatory information, tools and spare parts for a period of 10 years,

• the lack of economic feasibility of waste management (recycling).

In Asia:

• in the PRC, the choice of remanufacturing as national industrial strategy,
• in Singapore, the scarcity of resources and of landfills leading to innovation in

the reuse of drinking water (NEWater) and preowned objects.

In the USA:

• R&D in university and national laboratories,
• private bottom-up initiatives like Kyle Wien’s www.iFixit.com.

In South America:

• business associations, chambers of commerce.

http://www.iFixit.com
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Chapter 12
Sustainment Strategies for System
Performance Enhancement

Peter Sandborn and William Lucyshyn

Abstract “Sustainment” (as commonly defined by industry and government) is
comprised of maintenance, support, and upgrade practices that maintain or improve
the performance of a system and maximize the availability of goods and services
while minimizing their cost and footprint or, more simply, the capacity of a system to
endure. System sustainment is amultitrillion-dollar enterprise, in government (infras-
tructure and defense) and industry (transportation, industrial controls, data centers,
and others). Systems associated with human safety, the delivery of critical services,
important humanitarian, and military missions and global economic stability are
often compromised by the failure to develop, resource, and implement effective
long-term sustainment strategies. System sustainment is, unfortunately, an area that
has traditionally been dominated by transactional processes with little strategic plan-
ning, policy, or methodological support. This chapter discusses the definition of
sustainment and the relationship of sustainment to system resilience, the economics
of sustainment (i.e., making business cases to strategically sustain systems), poli-
cies that impact the ability to sustain systems, and the emergence of outcome-based
contracting for system sustainment.

Keywords Sustainment · Cost · Business case · Policy · Complex systems ·
Maintenance · System health management

12.1 Introduction

Sustainability and its variants have captured the interest of engineering (and other
disciplines) for several decades. Even though sustainability and sustainment are
sometimes used interchangeably, these words have unique connotations that depend
on discipline in which they are used. The focus of this chapter is on the sustainment
of complex engineered systems, but let us first look at the most prevalent usages of
sustainment [1].
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Environmental sustainability is “the ability of an ecosystem tomaintain ecological
processes and functions, biological diversity, and productivity over time” [2]. The
objective of environmental sustainability is to increase energy and material efficien-
cies, preserve ecosystem integrity, and promote human health and happiness through
design, economics, manufacturing, and policy.

Economic (business or corporate) sustainability refers to an increase in produc-
tivity (possibly accompanied by a reduction of consumed resources) without any
reduction in quality or profitability. Business sustainability is often described as
the triple bottom line [3]: financial (profit), social (people), and environmental
(planet). “Sustainable operations management” integrates profit and efficiency with
the stakeholders and resulting environmental impacts [4].

Social sustainability is the ability of a social system to indefinitely function at
a defined level of social wellbeing [5]. Social sustainability has also been defined
as “a process for creating sustainable, successful places that promote wellbeing, by
understanding what people need from the places they live and work” [6]. Social
sustainability is a combination of the physical design of places that people occupy
with the design of the social world, i.e., the infrastructure that supports social and
cultural life.

Technology or system sustainment refers to the activities undertaken to: (a) main-
tain the operation of an existing system (ensure that it can successfully complete its
intended purpose), (b) continue to manufacture and field versions of the system that
satisfy the original requirements, and (c) manufacture and field revised versions of
the system that satisfy evolving requirements [7]. The term “sustainment engineer-
ing” when applied to technology sustainment activities is the process of assessing
and improving a system’s ability to be sustained by determining, selecting, and
implementing feasible and economically viable alternatives [8].

Many specialized uses of sustainability exist,1 which overlap into one or more of
the categories above, including urban sustainability, sustainable living, sustainable
food, sustainable capitalism, sustainable buildings, software sustainment, sustainable
supply chains, and many others. Technology and system sustainment is the topic of
this chapter (starting in Sect. 12.3).

12.2 A General Sustainment Definition

With somany diverse interests using sustainability/sustainment terminology, sustain-
ment can imply very different things to different people. Both sustainment and
sustainability are nouns. However, sustainment is the act of sustaining something,
i.e., determination and execution of the actions taken to improve or ensure a system’s

1There are other usages that are not particularly relevant to engineered systems, for example,
sustainment and sustainability are used as a general programmatic/practice metric; “sustainability”
is a term used to refer to what happens after initial implementation efforts (or funding ends) where
sustainability measures the extent, nature, or impact of adaptations to the interventions or programs
once implemented, e.g., in health care [9].
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longevity or survivability; while sustainability is the ability to sustain something or
a system’s ability to be sustained. Today, sustain is defined as keeping a product or
system going or to extend its duration [10]. The most common modern synonym for
sustain is maintain. Sustain and maintain may be used interchangeably, however,
maintaining most often refers to actions taken to correct problems, while sustaining
is a more general strategic term referring to the management of the evolution of a
system. Basiago [11] points out that sustainability is closely tied to futurity; meaning
renewed or continuing existence in a future time. To sustain embraces a philosophy
in which principles of futurity guide current decision-making.

The first use of the word sustainability in the context of man’s future was in
1972 [12, 13], and the term was first used in a United Nations report in 1978 [14].
For the history of the origin and development of socioecological sustainability, see,
Refs. [15, 16]. The best-known socioecological definition of sustainability (attributed
to the “Brundtland Report” [17]) is commonly paraphrased as “development that
meets the needs of present generations without compromising the ability of future
generations to meet their own needs.” While the primary context for this definition
is environmental (and social) sustainability, it has applicability to other types of
sustainability. In the case of technology sustainment if the word “generations” is
interpreted as the operators, maintainers, and users of a system, then the definition
could be used to describe technology sustainment. Unfortunately, the concept of
sustainability has been coopted by various groups to serve as a means-to-an-end in
the service of special interests and marketing.

At the other end of the spectrum, the US Department of Defense (DoD) defines
sustainment as “the provision of logistics and personnel services necessary to main-
tain and prolong operations through mission accomplishment and redeployment of
the force” [18]. Sustainment provides the necessary support to operational military
entities to enable them to perform their missions. The second, and perhaps more
germane defense definition, is in the systems acquisition context. Once a system is
developed and deployed the system operations and support phase consists of two
major efforts “sustainment and disposal.” How do these definitions relate to the
design and production of systems? For many types of critical systems (systems that
are used to ensure the success of safety, mission, and infrastructure critical activities),
sustainment must be part of the initial system design (making it an afterthought is a
prescription for disaster—see Sect. 12.3).

In 1992, Kidd [15] concluded that “The roots of the term ‘sustainability’ are so
deeply embedded in fundamentally different concepts, each ofwhich has valid claims
to validity, that a search for a single definition seems futile.” Although Kidd was only
focused on socioecological sustainability, his statement carries a kernel of truth across
the entire scope of disciplines considered in this chapter. Nonetheless, in an attempt
to create a general definition of sustainment that is universally applicable across all
disciplines, we developed the following. The best short definition of sustainment
is the capacity of a system to endure. A potentially better, but longer, definition of
sustainment was proposed by Sandborn [19]: “development, production, operation,
management, and end-of-life of systems that maximizes the availability of goods and
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serviceswhileminimizing their footprint”. The general applicability of this definition
is embedded in the following terms:

• “footprint” represents any kind of impact that is relevant to the system’s
customers and/or stakeholders, e.g., cost (economics), resource consumption,
energy, environmental, and human health;

• “availability” measures the fraction of time that a product or service is at the right
place, supported by the appropriate resources, and in the right operational state
when the customer requires it;

• “customer” is a group of people, i.e., individual, company, geographic region, or
general population segment.

This definition is consistent with environmental, social, business, and tech-
nology/system sustainment concerns.

12.3 The Sustainment of Critical Systems

Having discussed the general sustainment/sustainability landscape, we now focus on
technology/system sustainment, which is the topic of the remainder of this chapter.
In this section, we define the type of “systems” we are concerned with and then
describe what the sustainment of these systems entails.

Critical systems perform safety-, mission-, and infrastructure-critical activities
that create the transportation, communications, defense, financial, utilities, and public
health backbone of society.2 The cost of the sustainment of these systems can be stag-
gering. For example, the global maintenance, repair, and overhaul (MRO) market for
airlines is expected to exceed $100B per year by 2026 [20]. Amtrak has estimated its
capital maintenance backlog (which includes physical infrastructure and electrome-
chanical systems) in the US Northeast Corridor, alone, at around $21 billion [21].
The annual cost to operate and maintain the Department of Defense vast sustain-
ment enterprise was over $170B in 2011 [22]. The sustainment of critical systems
encompasses all the elements in Table 12.1.

While it is easy tomap the disciplines listed in Table 12.1 ontomanaging hardware
components and subsystems, sustainment is more than hardware. Critical systems
are composed of combinations of: hardware, software, operational logistics, busi-
ness models, contract structures, and applicable legislation, policy and governance.
If any of these system elements fails, the system potentially fails. The term “system
resilience,” which is the intrinsic ability of a system to resist disruptions, i.e., it is
its ability to provide its required capability in the face of adversity, in part encom-
passes sustainment. In the case of sustainment, we are concerned with adversity from

2Another term for these systems is “mission critical”. These systems often become “legacy” systems
because their field life is so long that during the majority of their life they are based on, or are
composed of, out-of-date (old) processes, methodologies, technologies, parts, and/or application
software.
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Table 12.1 Elements of critical system sustainment

Affordability Availability Policy/governance Mission engineering

Cost–benefit analysis Readiness System health management Modernization/technology
insertion

Warranty Reliability Upgradability Logisticsa

Maintainability Obsolescence Open systems Outcome-based contracts

Viability Prognostics Qualification/certification Sparing

Risk Testability Counterfeit management

Diagnosability Workforce Configuration control

aIn [18], sustainment is distinguished from logistics, which is “supply, maintenance operations,
deployment and distribution, health service support (HSS), logistic services, engineering, and
operational contract support”

“aging” issues, both technological and nontechnological. The subsections that follow
highlight some less obvious complex system sustainment issues.

12.3.1 Software Sustainment

All of the discussion so far can be readily applied to hardware, but sustainment
also applies to software (and obviously, systems composed of both hardware and
software). In the case of hardware, when a component fails, maintenance personnel
can remove the failed component and replace it with a working component. The
resolution to a software failure is less straightforward. First, the term “software
failure” is more nebulous, and may mean that latent defects (“bugs”) in the software
have been encountered during operation, that the software has become incompatible
with the system it is in due to other software or hardware changes to that system, or
a host of other negative system impacts caused by the software, [23].

12.3.2 Operational Logistics—Supply Chain Sustainment

The supply chains for complex systems are becoming increasingly volatile and diffi-
cult to manage. Consider the F-35 Joint Strike Fighter aircraft, which partners with
more than 1200 domestic suppliers and nine “partner countries” to produce “thou-
sands of components from highly sophisticated radar sensors to the aircraft’s mid
fuselage” [24]. The F-35 manufacturing will continue until at least the mid-2020s
and the aircraft must be maintained (i.e., spared) for the next 30+ years; how do you
manage the F-35′s complex, multinational supply chain for those 30+ years so that
you can keep the aircraft flying?
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In short, supply chain sustainment involves managing supply chain risk over
potentially long periods of time. This involves the management of sourcing, existing
inventories, and disruptions to the supply chain. Unlike cell phones, for example,
critical systems generally do not control the supply chain for their components,
i.e., the supply chain does not exist for (and is not driven by) the critical system
application. Many practices from high-volume industries (e.g., just-in-time and lean
inventories), which were created to improve the efficiency of supply chains have
increased the supply chain’s “brittleness” and, consequently, an enterprise’s exposure
to supply disruptions [25]. Developing additional sources of supply can help reduce
risks, but having themdoes not necessarily reduce supply chain vulnerabilities. Better
options to reduce vulnerabilities may be available by working with the existing
suppliers, e.g., using dual sites to assure supply at one site should a disaster strike
the other, or making sure that suppliers have plans to address a wide variety of
contingencies. Mission, safety, and infrastructure critical systems can complicate
support because they require more sophisticated testing to ensure that all system
interfaces are properly functioning. Budget constraints coupled with the increasing
costs of new systems and personnel are increasing pressure to reduce the physical
size of and budgets for support infrastructure.

12.3.3 Operational Logistics—Workforce Sustainment

The sustainment of critical systems is also impacted by the loss of critical human
skills that either cannot be replaced or take impractically long times to reconstitute.
Critical skills loss [26] becomes a problem for sustaining systems that depend on an
aging workforce that has highly specialized, low-demand skills. Critical skills loss
occurs when skilled workers retire and there is an insufficient number of younger
workers to take their place. This does not occur because of inactivity, poor plan-
ning, or a lack of foresight by an organization. Rather, it is simply an inevitable
outcome of the dependence on low-demand specialized skills. System sustainment
challenges resulting from the loss of critical human skills have been reported in
industries that include healthcare, nuclear power, and aerospace. An example is the
shortage ofmainframe application programmers that are experienced in legacy appli-
cations—in this case, the required skills are no longer taught as part of any structured
educational program and younger workers are not interested in learning them. For
critical systems, the problems can be devastating: “Even a 1-year delay in funding
for CVN-76 [aircraft carrier] will result in the loss of critical skills which will take
up to 5 years to reconstitute through new hires and training. A longer delay could
cause a permanent loss in the skills necessary to maintain our carrier force” [27].
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12.3.4 Contract Structure

The long-term contract structures under which critical systems are delivered and
supported play an increasingly critical role in defining the strategies that govern
how sustainment is performed. In addition to a legacy transactional approach, there
are a group of strategies for system support is called outcome-based logistics or
contracting (also referred to as “performance contracting,” “availability contracting,”
“contract for availability (CfA),” “performance-based service acquisition (PBSA),”
“performance-based logistics (PBL),” and “performance-based contracting”). In
outcome-based contracting, a contractor delivers performance outcomes that are
defined by performance metric(s) for a system instead of delivering a particular
good or service. The mindset behind outcome-based contracts is well summarized
by Levitt [28] as, “The customer doesn’t want a drilling machine; he wants a hole-in-
the-wall.” Outcome-based contracts pay the contractor for effectiveness (which can
be articulated as availability, readiness, or other performance-related measures) at a
fixed rate, penalizing shortcomings in the effectiveness delivered, and/or awarding
gains beyond the target goals.

Outcome-based contracting exists because customers that require high availability
systems are interested in buying system (in some cases subsystem or component)
availability, rather than buying the system. For this type of contract, the customer pays
for the outcomedelivered, instead of buying the systemandpaying for systemsustain-
ment. Outcome-based contracts include cost penalties for failing to meet specified
availability and performance requirements during defined time periods.

Outcome-based contracts make the sustainment community responsible for
designing systems (including designing the sustainment of systems) and to coor-
dinate the system design and the design of the contract terms. “For systems managed
under outcome-based contracts, contract failuremaymean significant money is spent
by the customer (potentially the public) for either no outcome or inadequate outcome,
or result in the contractor being driven out of business, which can lead to disaster for
both parties” [29].

12.3.5 Governance and Policy

When designing and producing complex systems, there are host of technical chal-
lenges that must be resolved to meet their sustainment requirements. Although,
resolving these engineering issues is necessary, it is generally insufficient to meet
these requirements. Most critical systems operate at the intersection of the public
and private sectors, where their sustainment is subject to a host public policy as well
as business considerations. Moreover, during this era of disruptive technical devel-
opments, government policies and business models lag and may in fact impede the
use of innovative sustainment practices and processes.
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The US DoD, for example, has a host of legislative and regulatory policies that
must be considered when performing sustainment tasks. These include legislation
that specifies the definition of organic depotmaintenance,3 types and amounts ofwork
that must be performed there, along with guidance on how these depots can form
public–private partnerships—these all constrain the sustainment solutions space.
Federal acquisition regulations provide detailed guidance on acquisition planning
and awarding contracts. There are also a myriad of Department, Military Service,
and Agency instructions and regulations that provide guidance on every level of
maintenance, supply, and transportation operations. Contracts, for example, maybe
restricted in terms of type and contract length, potentially limiting the benefits of
outcome-based contracting.

Business models are also fundamentally connected to, and informed by, tech-
nological innovation. They serve as the intermediary link between traditional firm
performance and operation, enabling firms and organizations to leverage the bene-
fits that technology can offer. As the role of technology increasingly affects the
production, supply chains, and system sustainment, these innovationswill necessitate
changes to the existing business models, particularly as these businesses transition
into the digital era. To adapt, businesses will have to strategically pivot their existing
models and add a focus on their digital supply chain.

As a result, in order to develop comprehensive sustainment solutions, engineering
innovations must be coupled with a consideration of public policy and business
challenges. Only then can the full potential of the emerging technologies for the
sustainment of complex critical systems be achieved.

12.4 The Economics of Sustainment

Traditionally, for many systems, sustainment is an afterthought. Unfortunately, these
systems are often too expensive to replace except under emergency or catastrophic
circumstances, and in many cases, the financial resources expended to sustain
them over their long lifetimes effectively preclude their replacement. The cost of
supporting old systems is not only economic but also safety, resource consumption,
and quality of life. For example, imagine a 911 system in a major city that used the
latest communications technology (instead of 15-year-old technology)—lives would
be saved [30]; or FAA air traffic control systems incorporating the latest technology
(rather than 25-year-old technology)—aircraft could fly with reduced separation and
more optimal paths, significantly improving efficiency [31, 32]. These systems are
too expensive to replace or even update, and therefore they become costly legacy
systems that eventually impact people’s lives (convenience and most importantly
safety).

3The DoD’s military departments own and operate industrial facilities to maintain, repair, and
overhaul equipment that are referred to as organic depots.
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Fig. 12.1 Life-cycle spending profile for high and low volume products, [19]

A sustainment-dominated system is defined as a system for which the life-
cycle footprint significantly exceeds the footprint associated with making it
[7]. Sustainment-dominated systems are generally manufactured and supported
for very long times, are very expensive to replace, and have very large qual-
ification/certification overheads. Figure 12.1 illustrates the difference between
sustainment-dominated products and non-sustainment-dominated products. Non-
sustainment-dominated products are generally high-volume products sold to the
general public that have relatively little investment in sustainment activities (prob-
ably only a limited warranty) and the total life cycle of the product (production and
support) is short (e.g., a particular model of cell phone). Alternatively, sustainment-
dominated products, are low-volume expensive systems, have large sustainment costs
and long manufacturing and/or field lives (e.g., an airplane).

Commercial companies that develop critical systems consider operating and
support costs integral to their product development decisions. Controlling these costs
directly impacts revenues, profits, and market growth. Consequently, they establish
product availability, operating, and sustainment costs as key system requirements.
As a result, the product developers focus on designing a product that meets the avail-
ability requirements, is easy to maintain, and reliable. When we look at government
system development, although theymay have the same vision, their execution is often
flawed. The US DoD’s systems often last decades, and their sustainment dominates
life-cycle costs (LCC), typically 60–80%of LCC for a system that lasts 30 years [33].
However, when faced with immediate near-term pressures, such as those related to
R&D, production, and system acquisition costs, they must make real-time trade-offs
against the future impacts those decisions may have on sustainment cost and perfor-
mance 10, 20, even 30 or more years in the future. While simply understanding these
trade-offs can be difficult, justifying and defending a 30–40-year return on invest-
ment against the immediate resource demands of today is even more challenging.
As a result, addressing sustainment issues is often delayed, until the systems are
operational, which is too late.

The value of process, equipment, and yield changes for manufacturing systems
are often quantified as cost savings. However, the value of sustainment activities is
usually characterized as cost avoidance. “Cost avoidance is a reduction in costs that
have to be paid in the future to sustain a system” [19]. The sustainment community
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prefers the use of cost avoidance rather than cost savings, because an action charac-
terized as a cost savings implies that there is money to be recovered. In the case of
sustainment activities, there is no money to recover. Making business cases based on
a future cost avoidance argument is challenging. Therefore, in order to make busi-
ness cases to create and retain budgets for sustainment; and to support spending on
strategic sustainment initiatives, it becomes of the utmost importance to understand
the costs associated with sustainment (and the lack thereof).4 In this section, we
discuss estimating the costs of various attributes of system sustainment.

12.4.1 Maintenance Management

Maintenance refers to the measures taken to keep a product in operable condition
or to repair it to an operable condition [35]. No one knows how much economies
spend on maintenance, partly because most maintenance is performed in-house, not
purchased on the market. The best numbers are collected by Canada, where firms
spent 3.3%ofGDP on repairs in 2016,more than twice asmuch as the country spends
on research and development [36]. “Maintenance lacks the glamour of innovation.
It is mostly noticed in its absence.” [36].

Fundamentally, maintenance is about money and time. The decision to spend
money doing maintenance is based on the value obtained, i.e., money does not have
to be spent on maintenance; the system could be simply discarded each time it fails
and replaced with a new system. Optimizing the maintenance activities is justified
by a combination of economic and availability arguments.

12.4.1.1 Corrective Maintenance

Corrective maintenance (also called “break-fix” or “run-to-failure”) primarily
depends on the system’s reliability. The cost of maintenance in this case is simply the
number of system failures that have to be resolved multiplied by the cost of resolving
them. Assume that we have a system whose failure rate is constant. The reliability
of the system is given by Eq. (12.1) as,

R(t) = e−λt (12.1)

where t is time and λ is the failure rate. The mean time between failure (MTBF) for
this system is 1/λ. Suppose, for simplicity, the failures of this system are resolved

4Sometimes this is referred to as “life-cycle sustainment planning” [34]. The purpose of life-cycle
sustainment planning is to maximize readiness by delivering the best possible support outcomes at
the lowest Operating and Support (O&S) cost. Programs that emphasize sustainment early in the
system life cycle, deliver designs with the highest likelihood of achieving operational performance
requirements, and reduced demand for sustainment.



12 Sustainment Strategies for System Performance Enhancement 281

instantaneously at a maintenance cost of $1000/failure. If we wish to support the
system for 20 years and the units on λ are failures/year, how much will it cost?
Assuming that the discount rate on money is zero, this is a trivial calculation:

Total Cost = 1000(20λ) (12.2)

The term in parentheses is the total number of failures in 20 years. If λ = 2
failures per year, the Total Cost is $40,000. If we include a cost of money, i.e., a
discretely compounded discount rate (r), the solution becomes a sum, because each
maintenance event has a different cost in year 0 dollar,

Total Cost =
20λ∑

i=1

1000

(1 + r)i/2
(12.3)

where i/2 is the event date in years.5 If we assume r = 8%/year, the Total Cost is
now $20,021.47 in year 0 dollar.

In reality, the actual event dates in the example presented above are not known
(they do not happen at exactly MTBF intervals), rather the time-to-failures are repre-
sented by a failure distribution. The failure distribution can be sampled to capture
a sequence of failure events whose costs can be summed using Eq. (12.3). See Ref.
[19] for an example.

In the simple example described, 20λ in Eq. (12.2) is the number of “spares”
needed to support the system for 20 years (if λ = 2 failures/year then 40 spares
are necessary). Sparing analysis, i.e., determining the number of spares required to
support a system for a specified period of time to a specified confidence level is
central to maintenance planning and budgeting. In general, the number of spares
needed can be determined from Ref. [37],

Pr(X ≤ k) =
k∑

x=0

(nλt)xe−nλt

x ! (12.4)

where

k = number of spares.
n = number of unduplicated (in series, not redundant) units in service.
λ = mean failure rate of the unit or the average number of maintenance events
expected to occur in time t.
t = time interval.
Pr(X ≤ k)= probability that k is enough spares or the probability that a spare will
be available when needed (this is known as the “protection level” or “probability
of sufficiency”).

5The i/2 assumes that λ = 2 and the failures are uniformly distributed throughout the year.
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Solving Eq. (12.4) for k gives the number of spares needed. The time interval (t)
in Eq. (12.4) can be interpreted several ways. If the spares are permanent than t is the
total time that the system needs to be supported. Conversely, if the spares are only
required to support the system while the original failed item is being repaired, then
t is the time-to-repair the original item.

Renewal functions are another way of estimating spares. A renewal function gives
the expected number of failures in an interval. For a constant failure rate, the number
of renewals in a period of length t is given by,

M(t) = λt (12.5)

For other types of time-to-failure distributions (e.g.,Weibull), the renewal function
may not have a simple closed-form like Eq. (12.5) but can be estimated using,

M(t) = t

μ
+ σ 2

2μ2
− 1

2
(12.6)

whereμ is the mean and σ 2 is the variance of the distribution (this estimation is valid
for large t, other approximations exist). For a three-parameter Weibull distribution,
the μ and σ 2 are given by,

μ = γ + (η − γ )�

(
1 + 1

β

)
, σ 2 = (η − γ )2

[
�

(
1 + 2

β

)
− �2

(
1 + 1

β

)]

(12.7)

where β is the shape parameter, η is the scale parameter, and γ is the location
parameter.

M(t) and k are not the same thing. k is the number of spares necessary to satisfy
a specified confidence that you have enough spares to last t (i.e., Pr(X ≤ k) in
Eq. (12.4)). M(t) is the expected number of spares needed to last for t. Renewal
functions are commonly used to estimate warranty reserve funds for a warranty
period of t and to estimate maintenance budgets, but if one wants to know howmany
spares are necessary to satisfy a particular confidence level then a treatment like that
in Eq. (12.4) is necessary.

To illustrate the analysis of maintenance costs, consider a bus that is intended to
operate for 200,000 miles per year. Reliability analysis indicates that the failure of
a critical component follows an exponential distribution with a failure rate of λ =
1.4 × 10–5 failures/mile. Assume that it takes 5 days (2740 miles of lost bus usage)
and costs $5,000 each time the component must be replaced when it fails.6 Assume
that the replacement component is “as good as new” and that the failure mechanism

6Note, everything in this illustration is in miles rather than time. Mileage can be converted to time if
desired, but it is not necessary to do so. We are also assuming that all maintenance is via component
replacement, i.e., there is no component repair.
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only accumulates damage while the bus is operating (not while it is being repaired).
What is the expected maintenance cost for one bus, for 1 year?

The component failures follow an exponential distribution, so we can use
Eq. (12.5) to estimate the number of renewals in 1 year (200,000 miles) period.
Using Eq. (12.5), we getM(t = 200,000) = 2.8 renewals/year (repairs in this case).
This would be the correct number of repairs if the relevant failure mechanism accu-
mulated damage continuously over calendar time, but because it only accumulates
damage when it is operating, this is too large. The time (miles) to perform the correc-
tive maintenance is not zero (the calculation above implicitly assumes it is zero, i.e.,
it assumes the bus is fixed instantaneously on failure, which it is not). One way to
fix this is by adjusting the failure rate,

λmodified = 1
1/

λoriginal
+ 2740

= 1.348 × 10−5 failures/year (12.8)

Equation (12.8) effectively extends the MTBF (1/λoriginal), by the maintenance
duration. Using the new value of λ,M(t = 200,000) = 2.697 renewals.7

Now, the annual maintenance cost for a bus is given by,

Costannual = c f M(t) (12.9)

where cf is the cost per maintenance event. For the bus problem, from Eq. (12.9)
with cf = $5000, the annual maintenance cost per bus is $13,668. The operational
availability of the bus is given by,

Availability = Uptime

Uptime + Downtime
= 200,000 − (2.697)(2740)

200,000
= 0.9631

(12.10)

The availability is the fraction of time that the bus is operational.
How many spares do we need to have a 90% confidence that we have enough

spares for one bus for 1 year? 2.697 is the expected number of spares (per bus per
year). To solve this problem, we need to use Eq. (12.4) with n = 1 (one bus). When
k = 3, the confidence level is Pr(X ≤ k) = 0.69; to obtain a confidence level greater
than 0.9, k = 5 spares have to be used, Pr(X ≤ k) = 0.93 in this case.

12.4.1.2 Preventative Maintenance

Next, we consider preventative maintenance. Preventative maintenance potentially
avoids more expensive corrective maintenance. Corrective maintenance is generally

72.697 is the expected number of spares (per bus per year). If we want to know the corresponding
confidence level, or conversely the number of spares needed to meet a given confidence level, we
have to solve this problem using discrete-event simulation.
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more costly because it occurs at unplanned times making the logistics of repair more
difficult and itmay cause collateral damage to other systemcomponents. To assess the
cost of a system with a combination of corrective and preventative maintenance, we
define a maintenance cycle length, which is the length of time between maintenance
events (corrective or preventative). In terms of this maintenance cycle length, the
total maintenance cost per unit time is given by Ref. [38],

Cost
(
tp

) = Total expected replacement cost

Expectedmaintenance cycle length
= R

(
tp

)
cp + [

1 − R
(
tp

)]
c f

R
(
tp

)
tp + ∫tp

0 t f (t)dt

= R
(
tp

)
cp + [

1 − R
(
tp

)]
c f

∫tp
0 R(t)dt

(12.11)

where

tp = preventative maintenance time.
cp = preventative maintenance cost.
cf = corrective (on failure) maintenance cost.
R(t) = reliability at time t.
1-R(t) = unreliability at time t.
f (t) = PDF of the failure distribution.

The maintenance interval (tp), is determined by minimizing value of Cost(tp), i.e.,
determining the value of tp that satisfies dCost

(
tp

)
/dtp = 0. For the bus problem

described in Sect. 12.4.1.1, Cost(tp) isminimizedwhen tp =∞, why?An exponential
distribution is memoryless, i.e., the failure rate is constant and independent of the
age of the system or whether preventative maintenance has been done. In order for
preventative maintenance to make sense there must be an increasing failure rate over
time, i.e., the system has to age.

To demonstrate preventative maintenance, let’s change the example from
Sect. 12.4.1.1. Assume that the failure of the component of interest follows aWeibull
distribution with β = 2, η = 74,000 miles and γ = 0. Assuming just corrective main-
tenance, and using Eqs. (12.6) and (12.7) with the addition of 2740miles toμ, theM(t
= 200,000)= 2.553. Let’s assume that a scheduled preventative replacement task that
takes 1 day (550miles of lost usage) and costs $2050. In this case, dCost

(
tp

)
/dtp = 0

when tp = 65,500 miles (solved numerically ignoring the time to perform mainte-
nance). At tp = 65,500 miles, Eq. (12.11) gives Cost(tp) = $0.07056/mile. Using
discrete-event simulation, the average number of corrective maintenance events per
year per bus is 1.976 and the average number of preventative maintenance events per
year per bus is 1.498. The availability in this case, determined via the discrete-event
simulation, is 0.9688.8 The annual cost per bus is given by,

8In this case, we assume that the preventative maintenance clock is reset to zero if the bus fails and
has a corrective maintenance event prior to tp. This also assumes the component of interest starts
each year good-as-new.
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Costannual = c f (1.976) + cp(1.498) = $12,948 (12.12a)

Costannual = Cost
(
tp

)
(200, 000) = $14,111 (12.12b)

Equations (12.12a) and (12.12b) do not result in the same cost. They do not
match because the simulation (which is more accurate) accommodates incomplete
maintenance cycles (for which the incomplete portion is free).9

12.4.1.3 Predictive Maintenance

Preventativemaintenance occurs on some predetermined schedule, e.g., every 65,500
miles in the example in Sect. 12.4.1.2. Predictive maintenance occurs when the
system needs maintenance based on reliability predictions, the actual condition of
the system (condition-based maintenance) or the condition of the system coupled
with the expected future environmental stress conditions (prognostics and health
management—PHM). In the case of PHM, predictive maintenance cost modeling
is based on the prediction of a remaining useful life (RUL). The RUL provides a
time period prior to failure in which maintenance can be scheduled to minimize the
interruption to system operation.10

The economics of predictive maintenance includes predicting the return-on-
investment (ROI) associated with investing in predictive maintenance (it may be
costly to add and support in systems); and optimizing when to act (and what action
to take) when a predicted RUL (including its associated uncertainties) is obtained.

A cost avoidance ROI for PHM can be calculated using Ref. [39],

ROI = Cost Avoided − Investment

Investment
= Cu − CPHM

IPHM
(12.13)

where

Cu = life-cycle cost of the system managed using unscheduled (corrective)
maintenance.
CPHM = the life-cycle cost of the systemwhenmanaged using a PHM (predictive)
maintenance approach.
IPHM = the investment in PHM when the system is managed using a PHM
(predictive) maintenance approach.

9If the length (in miles) of the problem is increased, the two models will converge to the same cost.
10For example, if an airline had a 24-h RUL prediction (assume there is no uncertainty in this
prediction), they could reroute an aircraft to insure that it was at an airport that has the appro-
priate maintenance resources between midnight and 6 am tomorrow morning to obtain the required
maintenance without interrupting any flight schedules.
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To illustrate an ROI analysis, consider the bus example from the previous two
sections. As part of the business case for the inclusion of PHM into a particular
subsystem in the bus, its ROI has to be assessed. Assume the following:

• The system will fail three times per year
• Without PHM, all three failures will result in unscheduled maintenance actions
• With PHM, two out of the three failures per year can be converted from unsched-

uled corrective to scheduled maintenance actions (the third will still result in an
unscheduled maintenance action)

• The cost of an unscheduled maintenance action is $5000 and takes 5 days of
downtime

• The cost of a preventative maintenance action is $1000 (all repairs, no spares) and
takes half a day of downtime

• The recurring cost (per system instance) of puttingPHMinto the system is $20,000
• In addition, you have to pay $2000 per year (per system instance) to maintain the

infrastructure necessary to support the PHM in the system
• The bus has to be supported for 25 years.

We wish to calculate the ROI of the investment in PHM relative to performing
all unscheduled maintenance. First, consider a case where the discount rate is 0. The
analysis is simple in this case,

Cu = (25)(3)($5000) = $375,000.

CPHM = (25)[(1)($5000) + (2)($1000)] = $175,000.

IPHM = $20,000 + (25)($2000) = $70,000.

ROI = 375,000 − 175,000

70,000
= 2.86

If the discount rate is nonzero, the calculation becomes more involved; for a
5%/year discount rate the solution becomes,11

Cu =
25∑

i=1

(3)
(
$5000

)

(1 + 0.05)i
= (3)

(
$5000

) (1 + 0.05)25 − 1

(0.05)(1 + 0.05)25
= $211,409

CPHM =
25∑

i=1

(1)
(
$5000

) + (2)
(
$1000

)

(1 + 0.05)i
= $98,658

IPHM = $20,000 +
25∑

i=1

$2000

(1 + 0.05)i
= $48,188

11There are several implicit assumptions in this analysis including that all charges for maintenance
occur at the end of the year (end-of-year convention), that the $20,000 investment in PHM occurs at
the beginning of year 1, and discrete annual compounding. In this case, the values of Cu and CPHM
are both year 0 present values.
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ROI = 211,409 − 98,658

48,188
= 2.34

In reality, the ROI calculation associated with adding health management to a
system is more complex than the simple analysis provided above. For example,
predictive maintenance (e.g., PHM), will result in a combination of repairs and
replacements with spares. Since the health management system will tell the main-
tainer to take action prior to the actual failure, some remaining life in the original
component will be disposed of, which could eventually translate into the need for
more spares. The availability of the system may also be a relevant issue; a simple
availability calculation for this case is:

Ano PHM = (24)(7)(365) − (3)(5)(24)

(24)(7)(365)
= 0.9941,

APHM = (24)(7)(365) − [(1)(5)(24) + (2)(0.5)(24)]

(24)(7)(365)
= 0.9977

A positive or negative ROI does not make or break a business case, but, being able
to assess an ROI is part of making a business case to management or to a customer.

When predictive maintenance is analyzed, the operative question is often when to
performmaintenance in response to a predicted RUL. The longer the predicted RUL,
the more flexibility the sustainer has to manage the system, but RULs are uncertain
and the longer one waits after an RUL indication, the higher the risk of the system
failing before the appropriate maintenance resources are available. One method of
optimizing the action to take (and when to take it) based on an uncertain RUL is
using a maintenance option.

A maintenance option is a real option is defined by Ref. [40] as,

• Buying the option= paying to addPHMto the system (including the infrastructure
to support it)

• Exercising the option= performing predictivemaintenance prior to system failure
after an RUL indication

• Exercise price = predictive maintenance cost
• Letting the option expire = do nothing and run the system to failure then perform

corrective maintenance.

Thevalue fromexercising theoption is the cost avoidance (corrective vs. predictive
maintenance) tempered with the potential loss of unused life in system components
that were removed prior to failure or the predictive maintenance revenue loss. The
predictivemaintenance revenue loss is relevant to systemswhere uptime is correlated
to revenue received (e.g., energy generation systems) and is the difference between
the cumulative revenue that could be earned by waiting until the end of the RUL
to do maintenance versus performing the predictive maintenance at some point that
is earlier than the end of the RUL. In summary, the loss that appears in the value
calculation is the portion of the system’s RUL that is thrown away when predictive



288 P. Sandborn and W. Lucyshyn

maintenance is done prior to the end of the RUL. See Refs. [40, 41] for the analysis
of systems with maintenance options.

12.4.2 The Aging Supply Chain

Technology evolution is often driven by high-volume consumer product demands
(e.g., cell phones, tablet computers, etc.), not by the type of critical systems defined
inSect. 12.3 (e.g., airplanes, control systems, networks, andpower plants).As a result,
unless the application is the demand driver it likely lags state-of-the-art technology
by 10 or more years. Unfortunately, many of the most affected systems are safety,
mission, and/or infrastructure critical so changes cannot be made to hardware or
software without very expensive qualification and certification.

For sustainment-dominated systems, an aging supply chain that is not controlled
by the application is reality. If we could forecast, plan for, and optimize how we
manage aging technology (i.e., “gracefully” age critical systems), billions of dollars
could be saved and the public’s safety and convenience significantly enhanced.

The aging supply chain often manifests itself as an inability to procure the needed
resources to sustain a system because the supply chain has “moved on”. Most often
those resources are spare parts, however, they can also be human resources (see
Sect. 12.3.3), consumable materials needed to support a manufacturing process,
equipment needed to manufacturing or test systems, intellectual property rights, and
governance.

12.4.2.1 Diminishing Manufacturing Sources and Material Shortages
(DMSMS)

DMSMS is defined as the “loss of impending loss of original manufacturers of
items or suppliers of items or raw materials” [42], i.e. obsolescence. While there
are several types of obsolescence, the most prevalent and relevant form for aging
supply chains is procurement obsolescence, i.e., due to the length of the system’s
manufacturing and support life and possible unforeseen life extensions to the support
of the system, the necessary components and other resources become unavailable (or
at least unavailable from their original manufacturer) before the system’s demand for
them is exhausted. For many critical systems, simply replacing obsolete components
with newer components is not a viable solution because of high reengineering costs
and the potentially prohibitive cost of system requalification and recertification. For
example, if an electronic component in the 25-year-old control system of a nuclear
power plant fails, an instance of the original component may have to be used to
replace it because replacement with a component that has the same form, fit, function
and interface that is not an instance of the original component could jeopardize the
“grandfathered” certification of the plant.
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Electronic components are the most impacted and most managed aging supply
chain components. A host of obsolescence mitigation approaches are used ranging
from substitute/alternate parts to aftermarket suppliers and emulation foundries. A
commonmitigation approach is called lifetime buy. Lifetime buys,12 although simple
in concept, can be challenging to optimize and execute. A lifetime buymeansmaking
a one-time purchase of all the components that you think you will need forever. The
opportunity to make a lifetime buy is usually offered by manufacturers of electronic
components prior to part discontinuance (in the form of a published “last order
date”). Lifetime and bridge buys play a role in nearly every component obsoles-
cence management portfolio no matter what other reactive, proactive, or strategic
management plans are being followed. At its most basic level, a lifetime buy means
simply adding up all the projected future demand for the component, adding some
“buffer” to that quantity, and buying and storing those components until needed.
Unfortunately, everything is uncertain (most notably the demand forecasts) and the
cost penalties for buying too few components can be astronomically larger than the
penalty for buy too many components.

In this chapter, we not only present a simple lifetime buy quantity optimiza-
tion treatment but also warn the reader that real lifetime buy optimization is done
via stochastic discrete-event simulation for a number of reasons that will be artic-
ulated later in this section. The lifetime buy optimization problem is a version of
the Newsvendor Problem (a classic optimization problem from operations research).
The newsvendor problem seeks the optimal inventory level for an asset, given an
uncertain demand and unequal costs for overstock and understock. In Newsvendor
problems, the critical ratio is

F
(
Qopt

) = CU

CO + CU
(12.14)

The factors relevant to solving this problem are:

F(Q) the cumulative distribution function (CDF) of demand evaluated for a
particular lifetime buy quantity of Q.

CO the overstock cost—the effective cost of ordering one more unit than what
you would have ordered if you knew the exact demand (i.e., the effective cost
of one left-over unit that cannot be used or sold).

CU the understock cost—the effective cost of ordering one fewer unit than what
you would have ordered if you knew the exact demand (i.e., the penalty
associated with having one less unit than you need or the loss of one sale you
can not make).

Q the quantity ordered.
D demand.

The objective is to find the value of Q that satisfies Eq. (12.14), i.e., Qopt.

12Also called life-of-need, life-of-type, or all-time buys. Alternatively, bridge buysmean purchasing
enough parts to last until a planned design refresh point in the future where the part will be designed
out.
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Consider the bus example, we defined in earlier sections of this chapter. Assume
that there will be no future opportunity to procure additional spare parts for the
component, we previously considered (with an exponential distribution with λ =
1.4 × 10−5 failures/mile). A lifetime buy is offered for this component. How many
spare components should be bought per bus now to support 10 years worth of bus
operation? Assume that the components cost $1400 to procure now, but if you run
out of components and have to procure them from a third party in the future, they
will cost $20,000 per component. Using Eq. (12.14) with CU = $20,000 − $1400 =
$18,600, and CO = $1400, F(Qopt) = 0.93. F(Q) is the CDF of the demand, which
means that life-cycle cost is minimized by purchasing the number of components
gives you 93% confidence that you have enough spares. In the last paragraph of
Sect. 12.4.1.1, this problem was worked using Eq. (12.4) and the number of spares
that satisfied a 93% confidence was found to be 5 spares/year, therefore Qopt = 5,
which indicates that you will need (5)(10) = 50 components/bus purchased at the
lifetime buy to last 10 years. Note, the actual demand is 2.697 spares/year, Qopt is
larger because of the asymmetry in the penalties, for example, if the future cost was
$4500, then the F(Qopt) = 0.69, which corresponds to 3 spares/year.

The treatment of lifetime buy quantity optimization using aNewsvendor approach
is elegant, but does not incorporate several key attributes of the problem,most notably
Newsvendor solutions do not accommodate time. Time enters into the problem as
discounting of the cash flows and in holding costs. The initial purchase of parts
happens at time zero and does not need to be discounted, however, the penalties CO

andCU occur years later when the buy runs out or the support of the system ends.CO

andCU can be discounted and if one assumes that they would occur at approximately
the same future time, then the value of F(Qopt) given by Eq. (12.14) is unaffected.
The bigger problem is holding cost.13 Holding happens continuously until parts are
used up—this is a problem that we cannot overcome with the newsvendor solution,
and holding costs are not negligible.14 See Ref. [43] for a more extensive treatment
of lifetime buy problems.

Lifetime buys are a common reactive mitigation approach to obsolescence
management. Because of the long manufacturing and field lives associated with
sustainment-dominated systems, they are usually refreshed or redesigned one ormore
times during their lives to update functionality and manage obsolescence. Unlike
high-volume commercial products in which redesign is driven by improvements
in manufacturing, equipment or technology, for sustainment-dominated systems,
design refresh is often driven by technology obsolescence that would otherwise
render the product unproducible and/or unsustainable. The challenge is to determine
the optimum design refresh plan (dates and content) that balances reactive obsoles-
cence mitigation (including lifetime buys) with the large expense of redesign and

13There are Newsvendor solutions that include holding costs, however, the holding costs are $/part
(no time involved), so these types of holding costs are not applicable to the lifetime buy problem.
14For parts that have to be stored for many years in environmentally controlled inventory facilities,
it is not unusual for the holding cost of the parts to be many times larger than the original cost to
procure the parts.
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requalification. The refresh planning problem can be articulated as finding the YR

that minimizes, (12.15)

Buying components 
as needed from 0 to 
their obsolescence 
date

Lifetime buy of 
components at 
their obsolescence 
date

Lifetime buy 
holding cost

Design refresh 
cost (all obsolete 
components 
addressed)

Buying components 
as needed from YR to
YEOS

(12.15)

where C are discounted costs, there are N total unique components, with a single
design refresh at YR. The simplest solution to Eq. (12.15) only includes the second
and fourth terms (the component buy to get to the refresh and the refresh costs) for
a single (N = 1) component is known as a Porter model [44] for which closed-form
solutions to this exist [19].

More detailed solutions to Eq. (12.15) exist including discrete-event simulation
models that can find multiple refresh optimums and include other reactive mitiga-
tion options besides just last-time buys, e.g., Ref. [45]. These solutions can also
incorporate various constraints governing when refreshes can and cannot occur [46].

12.4.2.2 Counterfeit Components

The obsolescence of components creates an opportunity for counterfeit compo-
nents [47]. Counterfeit components are components that are misrepresented to the
customer and may have inferior specifications and quality. Counterfeit components
can take many forms, they may be used (salvaged) components misrepresented as
new, remarked components,manufacturing rejects, componentsmanufacturedduring
factory shutdowns, and others. Whatever the form of the counterfeit, these compo-
nents are problematic in critical systems. The risk of obtaining counterfeit compo-
nents increases substantially when components become obsolete and have to be
procured from sources that are not the original manufacturer.

12.4.2.3 Sourcing Small Quantities

For lean manufacturing approaches used for high-volume products (e.g., hundreds of
thousands to millions of products a year), supply-chain disruptions are usually rela-
tively short in duration (e.g., hours or days). For critical systems that are low volume
(e.g., hundreds to a few thousand products a year) manufactured and supported for
long periods of time, supply-chain disruptions may have durations of months or
even years. Unlike high-volume products, critical systems often do not focus on
minimizing the procurement prices of the components, rather, they care more about
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supply-chain stability because they are often subject to system availability require-
ments that penalize them if the product does not operate due to a lack of spare
components.

High-volume applications commonly use a host of approaches to minimize their
sourcing risk including second sourcing, and other strategies. This sourcing strategy
decreases the impact of disruptions as component orders can be rerouted to the
other suppliers when disruptions occur. For high-volume demand, multisourcing
strategies are good for supplier negotiations (manufacturers can put pressure on the
price), but for low-volume demand there is often little or no supplier negotiation.
For low-volume demand,15 the additional qualification and support costs associated
with a backup source can negate its benefits. Single sourcing is defined as an exclu-
sive relationship between an original equipment manufacturer (OEM) and a single
supplier with respect to a specific part. However, while single sourcing minimizes
qualification costs and allows for greater supplier–manufacturer coordination, the
manufacturer is more susceptible to supplier-specific disruptions.

Buffering involves stocking enough parts in inventory to satisfy the forecasted
component demand (for both manufacturing and maintenance requirements) for a
fixed future time period so as to offset the impact of disruptions. While buffering can
decrease the penalty costs associated with disruption events, there can be negative
impacts, e.g., it can delay the discovery of counterfeit components in the inventory.
Similarly, long-term storage of components can lead to part deterioration (such as
the reduction of important solderability characteristics for electronic parts). For this
reason, OEMs that utilize long-term buffering as a disruption mitigation strategy
need to employ unique (and potentially expensive) long-term storage techniques that
include regular assessment of the status/condition of the buffered components.

The supply chain for critical systems can also be subject to allocation problems.
Allocation issues can occur for components that are not obsolete, but have extremely
long delivery times (e.g., months to years). This is often due to circumstances that
are out of the control of the system sustainers (natural disasters, political unrest,
pandemics, etc.) that limit the quantity of components available on the market. When
demand significantly exceeds supply, usually the largest customers (e.g., highest-
volume customers) are supplied before low-volume customers meaning that critical
systems may go to the “back of the line” for their components.16

15As additive manufacturing technologies and processes mature, they will create an alternative path
for the production of some low-volume components.
16Note, some critical systems, i.e., approved national defense and energy programs may be covered
by the Defense Production Act (DPA) and thereby can be given allocation priority. With respect to
technology, the DPA was invoked by President Donald Trump for critical technology in the space
industry [48] and more recently associated with ventilator manufacturing to combat the COVID-19
pandemic.
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12.5 The Role of Policy and Acquisition in Sustainment

The sustainment of complex systems across the span of their life cycle involves a
range of planning, implementation, and execution activities. These systems must
meet user needs, as evidenced by their availability, effectiveness, and affordability.
To achieve the best results, requires that sustainment be considered during all phases
of the system’s life cycle, particularly during the initial phases of its acquisition.
Sustainment professionals need to be involved early in the system’s development to
influence the system design and support concepts for sustainability, since decisions
made early in a program’s development will have a profound impact on the system’s
life-cycle cost.

During these early phases, when examining performance requirements trade-offs
(e.g., speed, range, payload), they should be balanced with the system sustainment
requirements (e.g., availability, reliability, operating and support costs). These deci-
sions should be based on a business case analysis to identify and compare the various
alternatives, then analyze the mission and business impacts, risks, and sensitivities.

Technological trends are also placing increasing emphasis on digital data to
support sustainment applications, such as prognostic health monitoring, condition-
based maintenance, additive manufacturing, and failure prediction. Consequently,
early in the life of programs, acquisition decisions must be made regarding the data
collection and data rights.

12.5.1 A Broadened Sustainment Perspective

The concept of sustainability implies that a stakeholder’s present needs are met while
not placing the future well-being of the stakeholders at risk.

Under the best of circumstances, sustainment provides a framework for assuring
the financial, security, and mission-success of an enterprise (where the enterprise
could be a population, company, region, or nation). However, today, sustainment
is usually only recognized as an organizational goal after it has already impacted
the bottom line and/or the mission success of the organization, which is too late.
Given that increasingly complex systems are embedded in everything, the sustain-
ment culture needs to change to make it a part of the system’s design and planning.
Suggestions include [1]:

(1) Design systems for sustainability from the beginning of the system’s develop-
ment.

(2) Developing sustainment requirements and metrics is as critical to a program’s
success as identifying requirements for cost, schedule, and performance; but,
often does not receive the requisite attention.

(3) Socialize the concept of sustainment. Generally, universities are good at
preparing students to design new things, but the majority of students receive
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minimal exposure to the challenges of keeping systems going or the role that
government policies play in regulating sustainment.

• We need to educate students (engineers, public policy, and business) to
contribute to the sustainment workforce.

• We need to educate everyone—even the students that will not enter the
sustainment workforce need to understand sustainment because all of them
will become customers or stakeholders at some level (taxpayers, policy influ-
encers, decision-makers, etc.). The public has to be willing to resource the
sustainment of critical systems.

(4) Leverage sustainment to create more resilient systems—resilience is more than
just reliable hardware and fault-tolerant software. Resilience is the intrinsic
ability of a system to resist disruptions, i.e., it is the ability to provide required
capability in the face of adversity, including adversity from nontechnological
aging and governance issues. Resilient design seeks to manage the uncertainties
that constrain current design practices. From an engineered systems point of
view, system resilience requires all of the following:

• reliable hardware and fault-tolerant software;
• resilient logistics (which includes managing changes that may occur in the

supply chain and the workforce);
• resilient legislation or governance (rules, laws, policy);
• a resilient contract structure;
• and a resilient business model.

(5) Sustainment is not only an engineering problem. Engineering, public policy, and
business must all come together in order to appropriately balance risk aversion
with innovation and system evolution.

The world is full of complex systems (communications, transportation, energy
delivery, financial management, defense, etc.). Because these systems are expensive
to replace, they often become “legacy” systems. At some point, the amount of money
and resources being spent on sustaining the legacy system hinders the ability to invest
in new systems, creating a vicious cycle in which old systems do not get replaced
until they become completely unsustainable or result in a catastrophic outcome.
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Chapter 13
Four Fundamental Factors for Increasing
the Host Country Attractiveness
of Foreign Direct Investment:
An Empirical Study of India

Hwy-Chang Moon and Wenyan Yin

Abstract Protectionist policies and recent coronavirus outbreak have made it more
difficult for host countries to attract Foreign Direct Investment (FDI) and require
governments to enhance their country’s attractiveness for adapting to this changing
environment. In this respect, this study introduces four fundamental factors that
improve the inflow of FDI by comparing them with conventional elements that are
commonly considered as being positive for such inflows. Unlike traditional factors
that particularly stress what resources the host countries must possess in order to
attract FDI, the fundamental factors suggested by this study emphasize more the
how aspects, the effective way to utilize andmobilize a country’s available resources.
Furthermore, in order to understand better the importance of these factors, it uses
India as an illustrative example. The Modi government introduced its “Make in
India” policy to enhance its manufacturing sector by attracting FDI, yet such inflows
to the manufacturing industries have remained very low. Thus, India requires more
systemic measures for improving its business environment. By comparing its FDI
attractiveness based on the four factors against nine otherAsian economies, this study
identifies strengths and weaknesses of India. It then suggests a series of strategic
guidelines for enhancing India’s FDI attractiveness.
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13.1 Changes in Global Investment Environment
and Challenges for Host Countries

The Trump administration’s “America First” policies have strengthened the intensity
of protectionism and reshoring in the USA. Such measures have had a major impact
on the global investment environment, as the USA has long been one of the largest
sources for outward Foreign Direct Investment (FDI). Themain objective behind this
policy is to impose high import duties on Multinational Corporations (MNCs) as a
way to induce a transition from the long espoused “export strategy to the USA” to an
“FDI strategy in the USA.” At the same time, the Trump administration introduced a
series of policies to improve the US investment environment by relaxing regulations
and improving the efficiency of the government’s operations. In fact, not only more
US companies operating overseas but also foreign MNCs have invested in the USA
in response to this policy approach (Economist [1], Moon and Yin [2]; Wall Street
Journal [3]).

The recent United Nations Conference on Trade and Development (UNCTAD)
report [4] has acknowledged that US tax reform contributed to the reduction of its
outward FDI flows while global FDI inflows have witnessed a decline in both 2018
and 2019. However, MNCs do not just respond to government policies, rather they
would make the decision to invest based on whether the host country has sufficient
investment attractiveness or not. It may then seem like that the Trump administration
pressured many of these MNCs, but a careful analysis of their true motivations will
show that their decisions are based more on the fact that the USA enjoys strong
investment attractiveness and offers many business opportunities (A.T. Kearney [5];
Moon and Yin [2]).

Global FDI inflows remain flat, with a 1%decline fromUS$1.41 trillion in 2018 to
US$1.39 trillion in 2019 (UNCTAD [4]). FDI flows to developed countries decreased
by a further 6% to an estimated US$643 billion, a historically low level, and FDI
flows to developing countries remained unchanged compared to the previous year.
Theweaker macroeconomic performance and uncertain investment policies for firms
such as the ongoing USA–China trade tensions were the main reasons behind the
global downturn of FDI flows. Furthermore, with the current outbreak and spread
of the coronavirus, global FDI flows may shrink by 5–15% and may hit the lowest
levels since the Global Financial Crisis of 2008 (UNCTAD [6]). Therefore, it can be
expected that competition in the future among countries will become more intense
toward attracting FDI.

In order to sustain FDI inflows, the most important policy objective for govern-
ments is to enhance investment attractiveness. The locational determinants of FDI
flows have long been investigated by previous studies and the conventional view
has often emphasized the importance of production costs, labor skills, technical and
managerial knowhow, infrastructure adequacy, and institutional quality (Du et al.
[7]; Singh [8]). Although these factors do influence the FDI attractiveness of host
countries, they may not be always applicable or doable for all countries which are
at different development stages. Moreover, some factors often require a long period
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of time in order for a country to enhance their competitiveness to a level that would
satisfy global investors. In this respect, this study1 seeks to introduce four funda-
mental determinants that affect FDI attractiveness. Unlike preceding studies that
mostly emphasize “what” factors of locational advantages, the four factors stress
“how” aspects and well explain why countries endowed with similar resources
show better performance in attracting FDI. Therefore, the four factors are partic-
ularly useful in providing strategic directions for developing countries to effectively
mobilize and integrate the available resources to improve FDI attractiveness.

The rest of this study is organized as follows. It begins by presenting the four
fundamental determinants that affect FDI attractiveness of host countries. We then
take the case of India. We examine first the status of its FDI inflows and assess the
effectiveness of the “Make in India” policy in particular adopted in 2014 to revi-
talize its manufacturing competitiveness. To better understand the relative strengths
and weaknesses of India compared with its Asian counterparts, we then conduct a
comparative analysis of nine other Asian economies by comparing the four key deter-
minants. Based on the above investigation and analysis, this study provides a series
of policy implications and strategic directions for Indian policymakers by applying
the global value chain (GVC) approach, which encompasses not only trade but also
various international means including investment and non-equity mode (NEM).

13.2 Four Determinants of FDI Attractiveness2

Dunning [9] classified the motivations for MNCs into four categories: resource-
seeking,market-seeking, efficiency-seeking, and strategic-asset-seekingFDI.Hence,
in order to attract FDI from firms with these four factors, the host country should
have advantages of abundant natural resources, large market, cheap labor, or supe-
rior technology embedded in a specific field. However, these factors are featured as
either inherited advantages or are difficult to emulate for all countries, particularly
developing economies.

Moreover, with respect to manufacturing industries, previous studies have found
that cheap labor is often an important factor in influencing FDI inflows. However,
this stands in contrast to the fact that MNCs’ automation rate for the production
process is increasing while the proportion of labor costs in total production costs is
decreasing. For example, the Taiwanese company Foxconn, which makes half of the
world’s iPhones, plans to fully automate 30% of its production by 2020, and it has
already reduced more than 400,000 jobs by using tens of thousands of robots from

1This study was extended and further developed from Moon and Yin’s [44] study titled “Chap. 1:
Strategic Direction for Promoting FDI in India,” which is a part of report entitled, Policy
Recommendation for the Development of Invest India, prepared by KOTRA, Korea.
2The four factors in this part are correlated with the four elements inMoon’s [36] Korea’s economic
development strategy which include agility, benchmarking, convergence, and dedication.
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2012 to 2016 (South China Morning Post [10]). Therefore, low labor costs are no
longer a critical factor in attracting FDI to the manufacturing sector.

Accordingly, other aspects are required to assess the overall investment attrac-
tiveness in a more comprehensive and systematic manner. In the section below, we
present four more fundamental and doable factors for host countries to attract FDI,
by comparing with the four general factors that are commonly believed to enhance
a country’s FDI attractiveness.

13.2.1 Cheap Labor Versus Productive Labor

Theoretically, low-cost labor is considered as an important determinant for MNCs
to invest abroad in developing countries (Dunning [9]). Thus, they should possess
a comparative advantage with labor, particularly with low wages, in order to attract
FDI from developed countries. Yet, while developing countries have a comparative
advantage of low-cost labor comparedwith advanced countries, there is no significant
difference in wages among developing countries. In this case, given the cheap labor
among developing countries, labor productivity becomes a more important determi-
nant for attracting FDI. Empirically, Campos and Kinoshita’s [11] study found that
there were no significant effects with labor cost on FDI inflows. They argued that
labor cost should be adjusted for labor productivity, and low wage rates alone are not
a good indicator of labor cost advantages. Other studies (Redding and Venables [12],
Ma [13]) found that although MNCs prefer low-cost labor countries, they will not
simply move to less developed regions of a certain country, but rather they will tend
to seek the regions with a qualified labor force. Our study defined productivity as an
indicator for addressing both aspects of speed and precision; yet preceding studies
were mostly focused on the speed aspect only.

This logic explains well why Apple and Samsung Electronics selected China
and Vietnam, respectively, as the locations for the production and assembly of their
smartphones. Although the wages of China and Vietnam are lower than those of
some emerging economies such as the “Four Asian Tigers,” they are higher than
those of other developing countries such as Cambodia, Indonesia, and the Philippines
(Moon and Yin [2], Yin [14]). Samsung’s smartphone factory is located near Hanoi,
the capital of Vietnam, while Apple’s smartphone factory is located in Guangdong
province. Both are the most expensive regions in the two countries (Yin [14, 15]).
Therefore, low wages alone do not adequately explain why Vietnam and China
were selected as the manufacturing base for these two large smartphone producers.
Instead, the productivity of Chinese and Vietnamese workers is much higher than
that of neighboring countries. In Vietnam, the labor cost of unskilled workers is only
one-sixth of that for their counterparts in South Korea (Korea, hereafter), but there
is no significant difference in labor productivity between Vietnam and Korea (Moon
and Parc [16]). On the other hand, Chinese production plants are much bigger and
more efficient than their counterparts in the USA, and thus have a high degree of
agility to respond quickly to requirements in a changing international environment.
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13.2.2 Better Environment Versus Adapting to the Global
Standard

Government policies toward attracting FDI appear to emphasize what they have
achieved over a certain period. For example, the Modi government in India has set
its goal of becoming one of the top 50 places in the world for World Bank’s ease of
doing business index and has been working to create a good business environment.
In order to enhance its attractiveness for foreign investment, India is seeking to
improve the business environment by reducing corruption and improving its general
infrastructure and has already achieved significant improvement in these fields. In
2020, Indiawas ranked63 among the list of 190 countries in the ease of doing business
index, and this is a significant improvement from its 2014 ranking of 142. This would
suggest that the macroenvironment has improved since the Modi government took
office in 2014. Furthermore, out of the 12 macroeconomic indicators selected by the
Wall Street Journal in 2016, India demonstrated a stronger performance across eight
indicators when compared with the previous government (Wall Street Journal [17]).

In general, multinational managers often compare foreign countries where they
can better exploit local resources and complement their asset portfolios as well as
enhance their overall competitiveness (Moon [18]). While it is necessary to regu-
larly improve the business environment and build upon past performances, it is more
important to adapt to the international standard in terms of institutional regulations
and industrial and living infrastructure. Such a factor can influence theMNCs’ overall
operational costs directly or indirectly. Notably, in an era where the value chains of
firms have become more global and finely sliced up, host countries will be less likely
to take on their entire value chain. Instead they will only host part of their value
activities which reveal how they must adapt to a changing business environment and
follow global best practices in order to ensure smooth and effective linkages among
the value activities of MNCs dispersed among different regions of the world. There-
fore, it is important for the host country to regularly compare strengths and weak-
nesses against their rivals, and secure higher investment competitiveness. Moreover,
in addition to benchmarking the global best practices in terms of FDI attractiveness,
the host country can further improve its attractiveness and outperform its rivals by
adding plus alpha to better serve the investment needs of MNCs.

13.2.3 Entire Country Versus Industry Cluster

The mainstream literature of International Business has mainly adopted the entire
country as the geographic unit of analysis for locational selection of FDI flows (Qian
et al. [19]). However, when an MNC invests in a particular country, it tends to be in a
specific area rather than the entire country, so regional competitiveness has become
a more influential factor for MNCs when selecting the destination for their overseas
investment. Some studies (Alcάcer and Chung [20, 21]; Mudambi et al. [22]) have
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found that the analysis at the county and city level appeared to provide more solid
evidence in respect of locational choices for FDI, particularly amonghigh-technology
firms. Moreover, from the perspective of enhancing the firms’ competitiveness, they
have long relied on localized resources and competences for new ideas and tech-
nologies which are often generated from interaction and communication among
professionals within local communities (Moon [23]; Porter [24]). Therefore, firms
within the cluster possess the advantage of accessing and exploiting local resources
and are more likely to pursue innovation and competence enhancement strategies
than those outside the cluster (Li and Bathelt [25]). In addition, given the context of
GVCs, firms prefer regional clusters that have linkages with other clusters around the
world. This is due to the fact that firms can benefit from mobilizing and exploiting
knowledge and resources located in different regions on a global scope (Alcάcer
and Chung [20]; Moon and Jung [26]; Yin [8]). Furthermore, from the “doability”
aspect of a nation’s government, it is more effective to develop competitiveness in
a specific region because the larger the country, the more difficult it is to achieve
balanced regional development. Therefore, it is more efficient for the government to
develop specific clusters that can attract foreign investors by providing good facili-
ties and infrastructure. The cluster dimension of this study emphasizes three aspects,
industrial infrastructure, living infrastructure, and international linkages, whereas
preceding studies have mostly focused on industrial infrastructure.

The importance of clusters can be seen by examining the geographical distribution
of Korea’s investment in Vietnam where it is the leading investor. Korean compa-
nies invested heavily in clusters in northern Vietnam, near Hanoi, and in clusters in
southern Vietnam, near Ho Chi Minh City. Among the northern regions, Bac Ninh
Province has attracted the most FDI fromKorea, which is the result of the investment
by Samsung Electronics and its suppliers in Yen Phong and Que Vo industrial clus-
ters. The second largest area for receiving Korean FDI is Hanoi, followed by Dong
Nai, Thai Nguyen, Ho Chi Minh City, Haiphong, and Vung Tau (ASEAN Secretariat
and UNCTAD [27]). Six out of the seven top regions for Korean FDI are categorized
as Focal Economic Zones, which consist of a number of coastal provinces and major
cities in Vietnam. By June 2016, Vietnam has established a total of 324 industrial
clusters and 16 special economic zones, which accounted for about 50% of the cumu-
lative FDI to Vietnam (HKTDC [28]). In particular, more than 75% of these were
clustered in the Focal Economic Zone.

13.2.4 Education Versus Desire for a Better Life

Labor force can be generally divided into two categories: unskilled and skilled
workers. Relatively high-skilled labor is needed to attract investment and such labor
force is created by a high level of education. However, developing countries usually
have more comparative advantage in low-skilled labor when attracting investment.
For low-skilled workers in developing countries, a high level of education will help
improve their productivity, but it means that there is a chance that they will be
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less likely to engage in long-term repetitive tasks such as assembly line production.
Furthermore, they might also be sensitive to issues surrounding human rights and
social welfare. In fact, many companies are increasing salaries due to repeated union
strikes in their factories.

In this respect, whenMNCs invest in developing countries, theywill usually prefer
hardworking, highly motivated workers who can meet the production standards that
are required even if their level of education is low. For example, workers in Apple’s
Chinese assembly plant canwork 6 days aweek, 12 h a day. In addition, China has the
flexibility to mobilize a large number of workers within a short period of time (Moon
[29]). Thus, as soon as the parts and components arrive at the Foxconn assembly plant
at midnight, 8,000 workers can be quickly assembled from the company’s dorms and
will begin work after a 30-min break (NewYork Times [30]). In other words, Chinese
workers have a high sense of motivation and can always be put to work in a rapid
way.

Vietnam has a high degree of flexibility in terms of working conditions and
long-working hours. In terms of the number of working days per year, Vietnam has
302 days, while Korea has 249 days; and it also has longer working days (Vietnam:
2,416 h, Korea: 1,992 h) (Moon and Parc [16]). Of course, in developed countries,
such conditions could be criticized for exploiting human rights or poor-working
conditions, but in developing countries, such diligence and high motivation can be
regarded as a great competitive factor for catching up with developed countries.
This advantage influences the decision of MNCs for overseas investment among
developing countries with similar labor costs.

Table 13.1 summarizes the comparative analysis examined above between the
general understanding of location determinants of FDI and the four fundamental
factors. The conventional factors that are commonly regarded as critical in attracting
FDI are necessary but not sufficient for improving the attractiveness of the host
country. Moreover, preceding studies have emphasized part of the four fundamental
factors, but not all of them in a single framework in a comprehensive and systematic
way. This study redefines or extends the concept of each of the four factors for their
influences in attracting FDI toward the host country as shown in Table 13.1.

Table 13.1 Key factors affecting the attractiveness of FDI

General understanding Fundamental factors

Cheap labor Productive labor (Agility: speed and precision)

Better environment Better than competitors (Benchmarking: learning and plus alpha)

Entire country Industry cluster (Convergence: related industries, living environment,
and international linkages)

Education Desire for a better life (Dedication: diligence and motivation)



306 H.-C. Moon and W. Yin

13.3 An Empirical Study of India’s FDI Attractiveness

13.3.1 The Performance of India’s FDI Inflows
and Promotion Policy

India is the eighth largest recipient of FDI. In 2019, it attracted US$49 billion of FDI
inflows, which is a 16% increase from the previous year (UNCTAD [6]). As Fig. 13.1
shows, FDI inflows to India declined amid the global economic downturn of 2008,
but they have been steadily increasing since 2012. Today they have even surpassed
the pre-Global Financial Crisis level, demonstrating an increasing trend over the last
decade. Moreover, India was ranked 16 in A.T. Kearney’s FDI Confidence Index Top
25 for 2019 that judges which countries are likely to attract the most investment over
the next three years (A.T.Kearney [5]). This should be attributed to its rapid economic
growth, the government’s relaxation of FDI regulations, and a proactive FDI incentive
policy. The top five investors in India are Singapore, Mauritius, Netherlands, USA,
and Japan (in order) which altogether accounted for 77% of India’s FDI inflows
for fiscal year 2018–2019 (see Table 13.5), which reveals much about how India
is highly dependent on the investment of just a few countries. In terms of sectoral
distribution, as of the fiscal year 2018/2019, the service3 industry received the highest
FDI inflows, accounting for 20.6% of the country’s total amount. This is followed
by computer software and hardware (14.4%) and trade (10.0%) (see Table 13.6).
FDI inflows to India are still concentrated on the service sectors, and FDI inflows to
other manufacturing sectors, such as automobiles, chemicals, and pharmaceuticals,
are still relatively low.

Fig. 13.1 The trend of India’s FDI inflows, 2009–2019 (US$ billion). Source UNCTAD FDI
Statistics, https://unctadstat.unctad.org/EN/; UNCTAD (2020)

3Services sector includes Financial, Banking, Insurance, NonFinancial/Business, Outsourcing,
R&D, Courier, and Tech.

https://unctadstat.unctad.org/EN/
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Despite India’s high potential for FDI attractiveness, the actual investment envi-
ronment is not as attractive relative to its competitors. According to theWorld Bank’s
ease of doing business index 2020, the investment environment is considered to be
still relatively poor, ranking 63 out of 190 countries, and in some other categories
(starting a business, 136; registering property, 154; enforcing contracts, 163) it shows
substantial weaknesses. Therefore, in order to attract more FDI, the government
should adopt new measures such as deregulation and simplification of procedures.
Furthermore, as mentioned above, India’s FDI inflows are dependent upon only a
few investors, so it is necessary to further increase the range of the total FDI inflows.
In the cumulative period of 2000–2019, the share of investment among these top five
countries is 69%, and this trend is intensifying.

While FDI inflows in India have been centered on the competitive industries such
as services and Information Technology (IT), for a more sustainable future it will
be necessary to expand its range to other sectors. Investment in the service and IT
sectors accounted for 18 and 10% of the cumulative total for the period 2000–2019,
respectively, and the portion of investment for the service sectors has been surging
in recent years. The concentration of FDI inflows among a few industries is still
high as they are predominantly led by large MNCs rich in capital. At the same
time, small businesses are dissuaded due to the country’s poor infrastructure. This
contrasts with Vietnam, where FDI inflows among both large and small firms have
surged recently. For example, an increasing number of Korean SMEs as well as large
conglomerates have both invested in Vietnam and are also located in or near the same
cluster (ASEAN Secretariat and UNCTAD [27]).

In his inaugural speech in 2016, Modi emphasized the need to attract more FDI
through “minimum government, maximum governance,” which would be achieved
by implementing a series of reforms. He also stressed the importance of revital-
izing the economy through improving the business environment. The role of FDI for
enhancing economic growth was evident in his desire to increase the range of FDI
inflows. Such a policy intends to supplement the lack of capital and technology in
India by attracting more investment.

The Modi government seeks to foster India as a global manufacturing center
through the “Make in India” campaign launched in 2014. The goal is to increase the
share of manufacturing for its total GDP from the current 15 to 25% by 2022. By
the fiscal year 2018–2019, while India’s service sector has maintained more than
50%, the share of its manufacturing sector has remained at 15%. This is lower than
its Asian competitors, such as China (30%), Korea (30%), and Indonesia (24%)
(KOTRA [31]).

A key means toward achieving the “Make in India” goal is to attract FDI. To this
end, the Indian government introduced a series of policies including (1) creating a
favorable environment for businesses such as simplification of complex regulations;
(2) building new social infrastructures such as industrial clusters and smart cities;
and (3) nurturing 25 key industries including IT, aviation, and renewable energy.
In this respect, it will inevitably compete with China and Vietnam in Asia, which
already enjoys a high level of competitiveness as bases for global manufacturing.
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Despite this approach, recent statistics have indicated that the “Make in India”
policy has not achieved the desired results in improving the level ofmanufacturing.As
shown in Fig. 13.2 and Table 13.2, since the government has promoted the “Make
in India” policy in 2014, FDI flows have gone more to the service sector than to
the manufacturing industry. As of the fiscal year 2018–2019, FDI inflows to four
major services (services, telecommunications, computer software, and hardware and
trade) accounted for more than 50% of the total FDI inflows to India. By contrast,
the portion of the three major manufacturing industries (automotive, chemical, and
pharmaceutical) was a bit more than 10%. In addition, as shown in Table 13.2, the
ratio of FDI inflows to major service sectors has increased significantly from 40 to
51.2% over the past three years, but the ratio of FDI inflows to manufacturing has in
fact decreased from 16.1 to 11%.

Although some manufacturing sectors (e.g., mobile phone production) appeared
to be doing well, the key stated outcomes were unlikely to happen by the target
year of 2022 (The Hindu Business Line [32]). Recently, The Department-Related
Parliamentary Standing Committee on Commerce of India also acknowledged that
the FDI inflows in manufacturing is declining, and the low inflow of FDI in the
manufacturing sectors fails to achieve the original purpose of Make-in-India scheme
(Business Standard [33]). It recommended the government to take further efforts to
increase the share of manufacturing sectors in the total FDI inflows.

In order to offer a new approach for India to enhance its FDI attractiveness, wewill
first examine its relative position in terms of the four fundamental determinants of
locational attractiveness of FDI inflows. For this, we have selected nine other Asian
economies for comparison from which we can investigate the relative strengths and
weaknesses of FDI attractiveness.

Fig. 13.2 Sectors attracting highest FDI inflows (US$ million). Source DIPP FDI Statistics,
Development of Industry Policy & Promotion of India, https://dipp.gov.in/publications/fdi-statis
tics

https://dipp.gov.in/publications/fdi-statistics
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Table 13.3 Criteria for measurement

Factors Criteria Source Data type

Labor productivity 1.1 Workforce productivity IMD Survey

1.2 Ease of doing business World Bank Survey

Best practice adaptability 2.1 Adaptability of government
policy

IMD Survey

2.2 Firm-level technology
absorption

WEF Survey

Cluster competitiveness 3.1 State of cluster development WEF Survey

3.2 Value chain breadth WEF Survey

Goal orientation 4.1 Working hours IMD Hard

4.2 Worker motivation IPS Survey

13.3.2 An Empirical Study: Comparative Analysis Between
India and Asian Countries

This section highlights the need to quantify the major factors that influence FDI
attractiveness as described above by comparing India’s competitiveness with nine
other economies in Asia. This will be helpful toward understanding India’s current
position in terms of FDI attractiveness in a more rigorous and systematic manner.
The criteria for measuring the four factors were selected from the National Compet-
itiveness Report (e.g., IMD,WEF, and IPS), and statistics published by international
organizations (e.g., World Bank) (see Table 13.3). In addition to India, the countries
for evaluation include four first-tier Asian newly industrialized economies (NIEs)
which are Korea, Taiwan, Hong Kong, and Singapore, and four second-tier NIEs
which are Indonesia,Malaysia, the Philippines, and Thailand. China is also included,
bringing the total to 10 countries for this comparative analysis.

Among the eight criteria, the reasons for selecting two indicators related to best
practice adaptability are as follows. Criterion 2.1 is an indicator that measures the
adaptability of the government’s policies to changes in the external environment.
A higher level of adaptability implies that the government has a strong intention to
compete with its rivals. On the other hand, Criterion 2.2 measures the level of firms’
acceptance of the latest technology that helps understand its standing relative to its
rivals.

Since each individual data contain different units, we had to first standardize
them.4 The indices of the four factors were obtained by calculating the average of the
two criteria that belong to them.We then determined the overall FDI attractiveness by
calculating the average of the four factors. Based upon this approach, the higher the
composite competitiveness index is, the higher the FDI attractiveness. By applying
this methodology of measurement and quantification, the results for the investment
attractiveness of the 10 economies are summarized in Table 13.4.

4The years of data for the eight criteria were 2016 or 2017.
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Table 13.4 Results: competitiveness ranking

Country Overall
ranking

Productive
labor

Best practice
adaptability

Cluster
competitiveness

Goal
orientation

Singapore 1 2 1 3 2

Hong Kong 2 1 3 1 4

Taiwan 3 3 5 2 1

Malaysia 4 4 2 4 10

China 5 7 6 7 3

Korea 6 5 7 5 8

Thailand 7 6 4 9 5

Indonesia 8 10 8 6 9

India 9 9 10 8 7

Philippines 10 8 9 10 6

The 10 economies in this study are pursuing different strategies toward attracting
FDI in the manufacturing sector. Singapore and Hong Kong, which are ranked first
and second, respectively, play a role as global or regional hubs. They seek to attract
regional or global headquarters of MNCs by engaging in the manufacturing sector.
On the other hand, in Taiwan there are a large number of internationally competitive
SMEs, and most of them supply high value-added parts and components to global
companies. Therefore, Taiwan seeks to attract investment through its connectionwith
the GVC of MNCs. China and the four second-tier NIEs mainly attract FDI for low
value-added activities such as assembly.

Korea has a number of internationally competitive global companies. Most of
these usually transfer their low value-added production activities to developing coun-
tries in order to utilize cheap labor, while concentrating on high value-added activities
inKorea. Therefore, the appropriate strategy forKoreawould be to attract FDI in high
value-added activities, such as R&D centers, rather than low value-added activities.
This shows that policies for attracting FDI should be related to the characteristics of
GVC in host economies.

On the other hand, all the 10 economies have established domestic clusters
and international linkages with neighboring countries, by utilizing the compara-
tive advantage of relevant countries. For example, Singapore, Johor in Malaysia,
and Riau in Indonesia have cooperated to develop a transnational growth triangle
known as SIJORI and have successfully promoted regional economic cooperation
for attracting FDI. In effectively transferring Singapore’s existing labor-intensive
industries to neighboring countries, it has not only contributed to the advancement
of its industrial structure, but Malaysia and Indonesia were also able to achieve
economic growth by attracting a large amount of capital and technology know-how.
MeanwhileHongKong,Korea, andTaiwanwere seeking to promote economic devel-
opment through regional linkages that have been supported by FDI with their bigger
neighbor—China.

India is ranked ninth overall and is thus less competitive when compared with
other Asian countries. As Fig. 13.3 shows, India is weaker than China across all four
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Fig. 13.3 Comparison of the structure of FDI attractiveness

factors. However, comparedwithMalaysia, Thailand, Indonesia, and the Philippines,
it shows competitive advantage in part for these four factors. Specifically, India has
a competitive edge for the factor of “goal-orientation” compared to Malaysia and
Indonesia, and has a competitive advantage in terms of “cluster competitiveness”
compared to Thailand and the Philippines. Therefore, India has a relative superiority
in cluster competitiveness and goal orientation compared to the second NIEs, but it
is inferior in the other two factors—labor productivity and best practice adaptability.

Here we can see that India’s rigid labor market hinders the improvement of its
labor productivity. On top of this, the lack of skilled labor due to a high turnover
rate, frequent demand for increases in wages, and limited motivations are problems
that limit the improvement of labor productivity in India. Much of this is due to
the fact there has been no significant change in the labor market system since the
economic reforms in 1991. Political difficulties continue to block the amendment of
the country’s labor laws that could enhance flexibility in the market [40].

Under the GVC context, comprehensive competitiveness consisting of all parties
involved in these activities becomes more important than a single firm’s competi-
tiveness. India has cheaper labor costs compared with China and some developing
countries, but its logistics costs are particularly high. In general, India is respon-
sible for MNCs’ assembly in the GVC, or producing low value-added intermediate
goods and exporting them to other countries. Therefore, logistics costs arising from
linkages with other countries are important because India accounts for only a part
of MNCs’ entire value chain activities. But the drawback in this case is that India’s
logistics costs are four to five times higher than international standards (Economist
[34]). In addition, the traffic control and management system in India are lagging,
which causes a high rate of traffic accidents and consequently increases the cost of
doing business in India (Millennium Post [35]).
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To address environmental and energy issues aswell as the infrastructure, the Indian
government announced in 2014 that it planned to create one hundred smart cities
across the country by 2022. A solid infrastructure is crucial in attracting FDI, but the
more fundamental solution is to reduce unnecessary regulations. According toMoon
[36], leading MNCs are more sensitive to excessive regulations than government
incentives. This is not only because regulation increases the cost of doing business
but it also has a significant negative impact on its current competitive advantage
in the host country. Therefore, if local governments sufficiently ensure the basic
business activities by reducing regulations, MNCs will be able to make the most of
their ownership advantages through investment. Furthermore, they will more likely
workwith local governments and participate in building infrastructure and improving
other economic factors.

13.3.3 Implications for India’s FDI Policies

The following presents strategic directions for attracting FDI across the four aspects.
The first one is agility. The Modi government has been deregulating various indus-
tries over the past three years but there are still many other regulations that hinder
investment by MNCs. In particular, labor-related regulations have a negative impact
on labor market flexibility and productivity. This highlights the need to improve not
only labor productivity but also create a more competitive labor force.

The second one is competitor comparison. Since 1990, India has been steadily
pursuing a series of reforms and opening to attract FDI. Notably, the Modi govern-
ment has implemented more active policies to speed up this process, yet India’s FDI
attractiveness still lags behind those of its Asian competitors, particularly China. In
order to address this issue, systematic developmental strategies are needed by bench-
marking specific national and industrial policies in accordance with India’s current
development stage. In addition, India has a competitive edge in industries such as
software, automobiles, aerospace, but it still requires a good foundation for attracting
FDI by securing its competitiveness in many other fields.

The third one is upgrade of related industries and living environment. The
development of a living environment (software: education, medical, cultural, and
entertainment facilities) as well as the industrial infrastructure (hardware: develop-
ment of physical infrastructure and related industries) are important in developing
international-linkage clusters. In order to attract high value-added activities among
MNCs, it is important to draw in personnel with world-class skills by being able
to provide high-level living and cultural facilities. India has to further consider the
international linkage of its industrial clusters with other clusters around the world,
thereby facilitating interlinkages of value chain activities spreading around theworld.

The fourth one is clear andviable goal setting.Asmanyof India’s policies still have
high political tendencies, it is important to establish consistent policies with a focus
on economic development. As India is a federal state, the power has been decentral-
ized across local governments which usually have various regulations and divergent
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policies for attracting FDI. Therefore, it is important to have close coordination and
cooperation toward achieving intended economic goals, implementing relevant poli-
cies, and establishing efficient institutions. The federal government should provide
common economic goals and establish institutions that are able to adjust the conflicts
and enhance regional cooperation. At the same time, the policies should be formu-
lated and implemented in a way to lower regional transaction costs and increase the
overall efficiency through the establishment of regional-linkage clusters.

13.4 Conclusion

With the US protectionist measures, attracting FDI from MNCs is becoming more
difficult for other countries. And with the outbreak of the coronavirus and its impact
on the global economy, the international investment environment has been very diffi-
cult. This has heightened the competition among countries around theworld to attract
FDI. In order to respond effectively to this challenging environment, this paper intro-
duced four fundamental factors that influence the creation of an attractive environ-
ment for FDI. They are productive labor with both speed and precision, best practice
adaptability, cluster development, and goal-orientation with diligence and strong
motivation. In contrast with general factors such as cheap labor or educated labor
force that are commonly believed to influence the FDI inflows, these four factors
of this study assume that without superior inherited or created advantages in the
resources themselves, countries that are able to mobilize their available resources in
an efficient manner will be able to enhance their position compared to their rivals.

For a clearer understanding on the importance of these factors, we take India as
an illustrative example. Despite its great potential in attracting FDI, India’s current
status of investment attractiveness is relatively weak when compared with China
in particular. In order to enhance its overall attractiveness toward foreign investors,
this study conducted an empirical analysis by comparing India’s competitive posi-
tion against the nine Asian economies. Despite India’s relative advantage in some
factors such as cluster development and goal orientation, its overall competitiveness
in attracting FDI is still not high.

For India to attract FDI effectively in the manufacturing sector, it should improve
the competitiveness of the four fundamental determinants suggested in this study. In
addition to promoting the “Make in India” policy, India should be linked to the GVC
activities of MNCs to improve the productivity and competitiveness of its firms.
Furthermore, India should maximize values created in India by broadening the tool
of globalization, from trade to FDI and then to more comprehensive value creation
mode via GVC. In the end, the scope of competition and cooperation of clusters in
India should be extended to globally linked ones.
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Table 13.5 Top 10 investors for India’s FDI inflows, April 2018–March 2019 (million US$, %)

Country FDI inflows Country FDI inflows

Singapore 16,228 (36.6) UK 1,351 (3.0)

Mauritius 8,084 (18.2) UAE 898 (2.0)

Netherlands 3,870 (8.7) Germany 886 (2.0)

US 3,139 (7.1) France France (0.9)

Japan 2,965 (6.7) Cyprus 296 (0.7)

Source FDI Statistics, Development of Industry Policy & Promotion of India, https://dipp.gov.in/
publications/fdi-statistics

Table 13.6 India’s FDI inflows by industry, April 2018–March 2019 (million US$, %)

Industry FDI inflows Industry FDI inflows

Service 9,158 (20.6) Construction 2,258 (5.1)

Computer software & hardware 6,415 (14.5) Chemicals (other than fertilizers) 1,981 (4.5)

Trade 4,462 (10.1) Power 1,106 (2.5)

Telecommunications 2,668 (6.0) Drugs and pharmaceuticals 266 (0.6)

Automobile industry 2,623 (5.9) Construction development 213 (0.5)

Source FDI Statistics, Development of Industry Policy & Promotion of India, https://dipp.gov.in/
publications/fdi-statistics

Appendix

See Tables 13.5 and 13.6.
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Chapter 14
Structured Approach to Build-in Design
Robustness to Improve Product
Reliability

Vic Nanda and Eric Maass

Abstract Robustness is defined as the degree to which a system or component can
function correctly in the presence of invalid inputs or stressful environmental condi-
tions. The objective of robustness is to deliver high reliability to customers. Robust-
ness ensures that product design is immune to and can gracefully handle invalid
inputs and stressful environmental conditions without any disruption or degradation
of service to the end user. Robustness can be systematically built into any system,
regardless of hardware or software, by following an end−to−end approach that
encompasses product requirements, design, development, and testing. This chapter
provides a structured approach to design in robustness by mapping baseline use case
scenarios as ‘sunny day’ scenarios, identifying potential failures using P−diagrams
and Design Failure Modes & Effects Analysis (or, “rainy day” scenarios), and proac-
tively embedding design controls to strengthen product robustness and minimize
field failures. The authors describe an innovative way to prioritize design improve-
ments not just by traditional Risk Priority Number (RPN) of design failures but by
considering the actual magnitude of risk reduction, as well as by factoring in cost of
design improvements in prioritization decisions. Robustness once built−in product
design must be validated through vigorous robustness testing to provide objective
evidence of design robustness and support decision-making regarding product readi-
ness for release. A comprehensive approach to robustness testing is described along
with guidance on how to design a comprehensive suite of robust test cases for high
reliability.
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Fig. 14.1 Mars opportunity rover

14.1 Introduction to Robustness

Robustness is defined as the degree to which a system or component can func-
tion correctly in the presence of invalid inputs or stressful environmental conditions
(IEEE [1]). The objective of robustness is to deliver products with high reliability to
customers and end users.

One of the best examples of robustness is the Mars Opportunity rover that was
launched on July 3, 2003 and landed on Mars on January 25, 2004, with a planned
90−sol duration of activity (slightly more than 90 earth days), yet it remained oper-
ational until June 10, 2018 and exceeded its operating plan by 14 years, 46 days in
earth time, or 5111 sols, 55 times its designed lifespan! It withstood hard environ-
mental conditions and stress including Martian dust storms far beyond its intended
lifespan and performed remarkably well beaming stunning visuals of the Martian
landscape and provided wealth of scientific data (Fig. 14.1).

Here on earth, there are several examples of robust products such as consumer
products that work faithfully under all reasonable operating and environmental
conditions such as mobile phones, personal computers, automobiles, and so on.

14.2 Why Robustness Matters?

When products are not robust, it can cause immense harm and inconvenience to
end users and damage to company reputation. For example, in 2017, Amazon Web
Services (AWS) experienced an 11-h outage due to a simple human error that crippled
popular websites like Netflix and top 100 online retail websites. AWS was forced to
issue a public apology and a detailed post-mortem that stated an authorized employee
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executed a command that was supposed to remove a small number of servers for one
of the AWS sub-systems for maintenance but one of the parameters for the command
was entered incorrectly and took down a large number of servers that supported
critical services—the engineer intended to decommission 0.03% of the servers for
maintenance but inadvertently entered 30%, that knocked out large part of the ASW
network as shown in Fig. 14.2. Clearly, the system was not robust in that it had no
designed-in control mechanism to preclude such a human error, and further it pointed
to a deficiency in the AWS server test processes in that there was no test case that
exercised this scenario. Consequently, AWS made changes to its internal tools and
processes, so that servers were taken down more slowly and blocked operations that
reduced server capacity below safety check levels.

Another robustness failure had even more catastrophic consequences—In 2015,
an Airbus 400 M military transport aircraft as shown in Fig. 14.3 crashed due to
a faulty software configuration. The crash investigation confirmed that there was
no structural defect in the airplane but a pure software defect in the configuration
settings programmed in the electronic control unit (ECU) in three of the aircraft’s four
ECUs—a file-storing torque calibration parameters for each engine were somehow
‘accidentally wiped’ when the software was being installed. As a result, three of the
aircraft’s engines automatically shut down in flight. Worse, as per the design of the
software, the pilot of the A400M would not have gotten an alert about the missing
data until the aircraft was already at an altitude of 400 feet. No cockpit alert about
the data fault would appear while the aircraft was on the ground. The A400M, which
was on a final test flight before delivery to the Turkish Air Force, reached an altitude
of 1,725 feet after takeoff before three of the engines stalled and it crashed during
an attempted emergency landing. There were no survivors.

Fig. 14.2 AWS outage impact (2017)
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Fig. 14.3 Airbus A400M military transport aircraft that crashed in 2015 due to software design
defect

14.3 Benefits of Robustness

Robustness in products offers compelling benefits to companies producing those
products as well as the customers and end users. It reduces Cost of Poor Quality
(COPQ) from internal and external failures that directly contributes to reduced oper-
ating expenses and improved bottom-line for the producer. Reduction in customer-
reported defects results in improved customer satisfaction and loyalty, improved
customer retention, and sales growth from existing and new customers. Improved
quality therefore directly contributes to improved top-line. These twin benefits of
reduced operating expenses by virtue of reduced COPQ and improved top-line by
virtue of sales growth from current and new customers improve business profitability.

As an example, in the software industry, according to The Cost of Poor Quality
Software in the USA: A 2018 Report, the cost of poor quality software in the USA
in 2018 is approximately $2.84 trillion (COPQ [2])!

14.4 Robustness Strategy

Robustness in products cannot be an afterthought and designed outside in—one
cannot assure that a product is robust by merely testing for robustness. Robustness
must be thought of proactively, it must be planned for all phases in a project. This
is the fundamental concept of shift left quality—that is to prevent and find defects
early in the product design and development process.

Robustness can be systematically built into any system, regardless of hardware or
software, by following an end-to-end approach that encompasses product require-
ments, design, development, testing, and customer deliverables. In other words,
robustness must be designed inside out.
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14.5 End-to-end Robustness Lifecycle

The end-to-end lifecycle to plan, design-in and validate robustness in products covers
four phases:

1. Robustness specifications
2. Robust architecture and design
3. Robust development
4. Robust testing.

We provide an overview of each of these phases before covering each phase in
detail.

14.5.1 Robustness Specifications

For any product, the design and development lifecycle begins with requirements
specifications, and planning for robustness starts with:

• Documenting robustness requirements that specify anticipated product behaviour
in the event of:

– Incorrect, incomplete, delayed, or missing inputs
– Execution errors
– Edge cases—errors associated with input(s) at maximum or minimum value
– Boundary cases when one input is at or just beyond maximum or minimum

limits
– Corner cases that are outside normal operating parameters and indicate a stress

scenario when multiple environmental variables or conditions are simultane-
ously at extreme levels even though each parameter is within the specified
range for that parameter

• Specifying fault tolerance requirements, including failover requirement for a
faulty system to ‘failover’ or gracefully handoff to a backup system in the event
of a failure

• Documenting traceability of robustness requirements to design specifications and
test cases to assure that the robustness requirements are designed in and validated
during testing, and

• Requirement reviews including verification of robustness requirements and
traceability.
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14.5.2 Robust Architecture and Design

Robust architecture and design is about having a design that can gracefully handle
invalid inputs, internal errors and failureswithout unrecoverable catastrophic product
failure. The objectives of robust architecture and design are to:

• Conform to robustness specifications, so that subsequent product design and
development can successfully be validated against requirements and designs for
robustness, respectively

• Identify potential vulnerabilities or high-risk ‘failure points’

– ‘Hot spots’, or design elements with intense use and therefore higher risk of
failure,

– ‘Weak spots’, or design elements that are known to be fragile from historical
defect data

– ‘Critical interfaces’ between sub-systems and modules

• Gracefully handle invalid inputs, processing errors and failures
• Verify that the robustness requirements have been adequately met (verification is

performed in design reviews).

14.5.3 Robust Development

Robust development entails developing the product in accordancewith the robustness
requirements and detailed designs, to:

• Ensure the design for robustness is fully implemented, including following
development guidelines and best practices to minimize failures

• Include development reviews to verify that the documented robust design has been
implemented.

14.5.4 Robust Testing

The purpose of robust testing is to inject invalid inputs, introduce error and failure
scenarios and stressful environmental, and use conditions to verify whether the
system behaves as accepted by the customer. Robust testing is during the entire
product development lifecycle from individual modules, sub-systems, to the inte-
grated system to ensure robustness at all levels. Robustness testing validates that all
the robustness requirements have been implemented.

To summarize, from a robustness perspective, the primary goal during require-
ments specification, architecture, design and development is fault prevention and
fault tolerance, while the goal during robust testing is fault identification and removal.
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We will now look at each of these phases in detail, starting with robustness
specifications.

14.5.5 Creating Robustness Specifications

The first step to defining robustness specifications is to map the baseline use case
scenarios—understand the ideal use cases of the overall system with the help of a
block diagram that depicts the end-user, inputs and interactions, to show what is the
default scenario(s) assuming no exceptions and errors. Such a use cases is commonly
referred to as the ‘happy path’ or ‘sunny day scenario’. At this time, we assume no
errors or failures. For example, for a customer using an A™ to withdraw money, we
first assume that the customer correctly enters the PIN code and correctly makes the
right user selections to withdraw the money.

Next, identify potential failures in the sunny day scenario—the ‘what if’
scenarios—what if the input is incorrect? What if the input is incomplete? While
both of these are failure scenarios, but they are distinct and constitute individual
failure modes—one when the input is incorrect or the other when it is incomplete.
Likewise, there may be additional failure modes pertaining to the inputs. In the A™

example, what if the customer entered the PIN incorrectly? What should the A™ do?
What does the customer reasonably expect it to do? Should it reject the transaction
and return the card? Should it display an error message and allow the customer to
make a second attempt?

Failure modes are not restricted to user or data inputs (from other systems) alone.
What if there is an internal failure or execution error at a module or sub-system level?
What should happen in these failure scenarios? ‘What should happen’ equates to the
requirement specification for how the failure is expected to be handled (as expected
by the customer and end user).

Figure 14.4 shows an example of a basic block diagram with some but not all
potential points of failure. Such use cases that depict failure modes are also called
‘rainy day scenario’ or ‘unhappy path’. Such block diagrams can be built at system,
sub-system, sub-assembly and module or component level to fully map out potential
failures at all levels of design.

Fig. 14.4 Mapping of baseline use case with potential failure scenarios
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14.6 Parameter diagram (P-diagram)

In his book ‘Quality Planning&Analysis’, Juran describes the purpose of P-diagrams
as follows: “the most basic product feature is performance, i.e. the output—the
colour density of a television set, the turning radius of an automobile. To create such
output, engineers use principles to combine inputs of materials, parts, components,
assemblies, liquids, etc. For each of these inputs, the engineer identifies parameters
and specifies numerical values to achieve the required output of the final product”
(Juran [3]).

The Parameter Diagram (P-Diagram) takes the inputs from a system/customer
and relates those inputs to desired outputs of a design that the engineer is creating,
also considering non-controllable outside influences (Fig. 14.5).

During requirement flow-down, potential problems can be anticipated at the sub-
system, sub-assembly and the component levels. The system-level flow-down will
involve a birds-eye view of failure modes and will involve a broader cross-section
of expertise for this purpose—but the anticipation of failure modes and mechanisms
at sub-system and component levels will involve a more focused set of experts to
dissect the potential problems involved at that deeper,more detailed level. Essentially,
at these subsequent iterations, the sub-system and component under consideration
become ‘the system’ for the team. It is worth noting that many of the sub-systems
for complex products could literally be the ‘system’ or product for the same or for
other companies. For example, many cellular phones include digital cameras—and
digital cameras are products for camera manufacturers.

Summary: Robust Design method to identify noises that affect whether the performance 
is less than ideal, and control factors that could be affect the sensitivity to the noises.
Summary: Robust Design method to identify noises that affect whether the performance 
is less than ideal, and control factors that could be affect the sensitivity to the noises.

Outputs:
ï Identification of Control Factors affecting functionality
ï Identification of Noises that can impact functionality.

Outputs:
ï Identification of Control Factors affecting functionality
ï Identification of Noises that can impact functionality.

Fig. 14.5 Example of P-diagram
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Either as an integrated sub-system, or as a separate product, anticipation of poten-
tial problems is a vital first step towards prevention of problems. The P-Diagram is
valuable in anticipating and preventing problems if not adequately addressed could
impact the success of the product. It does this by enabling engineering teams to
document input signals, noise factors, control factors, error states, and ideal response:

• Input signals are a description of the inputs received by the system, which are
processed to generate the intended output.

• Control factors are parameters or design improvements that can potentially
prevent, mitigate, and/or detect the failure modes.

• Error states are any undesirable and unintended system outputs. These are referred
to as Failure Modes—‘Real-life’ failures that can happen when the system is
deployed.

• Noise factors are environmental factors or internal factors that can potentially
impact normal system operations and result in failure modes. The design must be
robust against the expected noise factors.

• Ideal response is the intended output of the system.

Steps to complete the P-diagram are:

1. Identify signal
2. Identify intended function or result
3. Identify noise factors
4. Identify ‘real-life’ failure modes from the noise factors
5. Identify control factors.

A P-Diagram can help with the development of the Design Failure Mode and
Effects Analysis (DFMEA), in which the error states or deviations from the ideal
function (at the lower right of P-diagrams) could suggest failuremodes to be included
in the DFMEA, and the noises (at the top of the P-Diagrams) could suggest potential
causes for the failure modes.

The team approach for identifying control and noise factors used in developing
the P-Diagram can be leveraged in the flowing down requirements to the next level.
The P-Diagram can also prove useful in generation and subsequent evaluation of
alternative concepts for the sub-system, module or component, particularly in terms
of considering the noises that can affect performance when brainstorming potentially
robust design approaches—and the relative insensitivity of the alternative concepts
to those noises can and should be considered in selecting a superior concept for the
sub-system, module, or component.

The P-Diagram can also prove valuable during transfer function determination
and initializing the identification of control and noise factors to use in an experi-
mental design approach. The P-Diagram will also prove valuable for evaluating and
optimizing robustness against the noises and verification of reliability, and some of
the noises from the P-Diagram can be used as stress factors for reliability evaluation
(Maass [4]).
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14.7 Identifying Detailed Failure Modes with D-FMEA

The primary objective of DFMEAs is to help analyze, improve, and control the risk
of product or service or feature or functional area design failure in meeting customer
needs or expectations. It is supposed to be a living document that is initially created
during product design and then maintained after product release as fixes are made to
the product and enhancements are made in future releases.

DFMEA is essentially a risk identification and mitigation tool and it progresses
through the following phases: risk identification, risk characterization, risk aversion,
and improvement actions prioritization.

Risk Identification: The failure modes from the P-diagrams are populated in the
DFMEA table and these are further expanded to identify even more failure modes
(from team brainstorming, past defects) which may not otherwise be possible to
depict in the P-diagram (in order to minimize complexity of the P-diagram).

Risk Characterization: After listing each failure mode, the team lists the effect
of each failure and scores:

• The severity of the risk on a 10-point scale with 10 indicating most severe,
• Likelihood of occurrence on a 10-point scale with 10 indicating most likely, and
• Detection mechanisms to detect or prevent the failure mode with 10 indicating

no ability to detect or prevent and therefore risk of defect escape to the customer,
and 1 indicating strong detection mechanism to prevent the defect escape.

The RPN (Risk Priority Number) score is then computed and it is the product
of severity of impact, likelihood of occurrence and detection score, and it provides
a risk score for each failure mode and helps assess the relative risk of each failure.
Because each of the three relative rankings is on a scale that ranges from 1 to 10,
the overall RPN will always be between 1 and 1000, with 1000 indicating the failure
mode with the highest risk.

Risk Aversion: In order to avert design risks, one must completely understand all
the root causes (Fig. 14.6, column 5) and assess each failure mode and its root causes
individually with by assigning them separate RPN scores. Risk aversion strategies
include:

1. Risk mitigation (acting to reduce the risk probability and impact),
2. Risk avoidance (choosing a course of action that eliminates the risk),
3. Risk transfer (transferring the risk to another more appropriate product team to

own the risk), and
4. Risk acceptance (plan a contingency to contain the risk in case the risk is realized).

As a general rule, improvement action plans from DFMEA aim to minimize the
RPN score, typically below a threshold of 100 by reducing likelihood of occurrence
and improving detection and prevention (control), while reduction in severity of
impact is possible only be altering the design. For example, if the brakes in a car
fail, improvements will focus on reducing the likelihood of failure and improving
detection of brake failure, but the severity of impact on the passengers (in this case,
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Fig. 14.6 FMEA template

risk of injury) in the event that they do fail would be the same unless design changes
are made to lower the risk of injury, for example, adding airbags and crumble zones
in the car to minimize injury to passengers (and thus lower the score for severity of
impact).

After the improvement actions are identified, a new RPN is computed and
compared with the original RPN to assess the % reduction in risk and to assess
if the new RPN is below the acceptable threshold.

14.8 Improvement Actions Prioritization

The original RPNs are sorted in descending order in order to define prioritized
improvement actions starting with the highest risk failure modes down to the
threshold below which the risks are considered low risk (typically, failure modes
with RPN score of 100 or less). This prioritized list of improvement actions is then
translated into execution plans for 30–60–90 days (or other timeframes).

This approach does have some major limitations. It does not factor in the extent
of business impact, or extent of reduction in risk exposure as a result of risk aversion
actions, and it does not factor in cost, difficulty or effort to reduce the risk. Figure 14.7
shows risk prioritization approach that factors in reduction in risk exposure and cost
to prioritize the risks. All failure modes that are above the threshold (old RPN)
are reviewed for reduction in RPN after proposed improvement actions and the
magnitude of reduction in RPN is plotted on the Y-axis. The scale may be numbered
on the Y-axis from the least to the most RPN reduction seen in the project, for
example,Hon theY-axiswould bemaxRPNreduction andLwould be least reduction
in RPN. Likewise, the X-axis can be numbered according to the maximum cost of
improvement actions to the least cost or may be used simply with low–medium–high
cost variable. Alternatively, cost may be replaced with ‘difficulty’ in implementing
the improvement actions.
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Fig. 14.7 Failure mode prioritization based on reduction in risk and cost of action

The failure modes that must be addressed first lie in quadrant B (maximum reduc-
tion in RPN with least to moderate cost), followed by quadrant A or D (depending
on if the team prioritizes reduction in risk or cost of action). Finally, failure modes
in quadrant C are those with the least reduction in RPN and require significant cost
to reduce risk below the acceptable threshold. This sequence can also be used to
accordingly define the improvement timeframe starting with immediate action on
the failure modes that offer the greatest reduction in risk exposure.

14.8.1 Embedding Design Controls for Robustness

This step involves updating theoriginal ‘rainyday’ blockdiagram to embed thedesign
control actions from the DFMEA that mitigate the risks. It shows where the design
vulnerabilities are and what control actions have been identified to avert those design
risks. It therefore serves as powerful visual representation to view the landscape of
design risks and actions identified to improve design robustness as shown in Fig. 14.8.
Again, as previously mentioned, this analysis can be performed at sub-system and
module level and all such block diagrams of lower levels of architecture and design
would need to be updated to depict the control actions identified to avert risks in the
entire product architecture and design.

While non-engineers tend to rely upon heuristic thinking for decisions, engineers
traditionally use deterministic modelling in their tasks.
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Fig. 14.8 Rainy day scenario with embedded design controls to reduce risk of failure modes

Design robustness drives beyond deterministic to probabilistic or stochastic
modelling (Maass [4]). The melding of engineering modelling with probabilistic
methods is referred to as Predictive Engineering. Probabilistic methods include
Monte Carlo Simulation, the generation of system moments method, and Bayesian
Networks to predict the probability that the product will meet expectations over the
range of noise factors.

On the right side of Fig. 14.9, parallel line segments represent the set of require-
ments for the product. Critical requirements, two line segments with arrows represent
a subset of the requirements that are prioritized for the intensity of robust design.
The goal is to predict the distribution for each critical requirement over the range of
noise factors—represented as the distributions to the far right of Fig. 14.9.

To predict the distributions for the critical requirements, the critical requirements
are flowed down to control and noise factors as represented by the line segments on

Fig. 14.9 Robust design/predictive engineering as the melding of deterministic engineering
modelling with probabilistic methods
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the left side of Fig. 14.9. The P-diagram provides a useful method for identifying
these control and noise factors.

Screening methods such as fractional factorial experimental designs, Plackett–
Burman designs, or Definitive Screening Designs can be used to determine a subset
of the control and noise factors that dominate in terms of their impact on the critical
requirements, as represented by the three arrows emerging from the shaded area to
the left of Fig. 14.9.

Distributions of the range of values for each of these dominant control and noise
factors are estimated as represented by the distributions to the left side of Fig. 14.9.

Engineering modelling is used to develop equations or transfer functions for how
the subset of dominant control and noise factors affects each critical requirement.
The engineering modelling can use theoretical methods, also called first principles
modelling; examples include Ohm’s Law, Voltage= Current x Resistance, or simple
additive models like the total thickness of stacked layers or total delay from the sum
of delays for each step.

Engineering modelling can also use designed experiments that vary the control
and noise factors either through simulation or emulation. Mechanical simulation
can use Finite Element Analysis; electronic simulation can use electronic circuit
simulation tools. Emulation can use hardware that emulates the actual hardware and
software system that may not yet exist in its final form.

Combinations of control and noise factors at varied settings can be defined
according to an experimental plan such as Central Composite Design for Response
Surface Modelling or Space-Filling Designs. These combinations of settings for
control and noise factors are run through the simulation or emulation, and results for
each critical requirement are obtained for each combination.

The combinations and the results can be analyzed using multiple regression to
obtain empirical or semi-empirical equations of the form y= f(x1, x2 ,…, xp, noise1,
noise2,…,noiseq).

The equation for each critical requirement obtained from engineering modelling,
whether theoretical, empirical, or semi-empirical is deterministic at this point. Prob-
abilistic methods (Monte Carlo Simulation, Generation of SystemMoments method
or Bayesian Networks) are used in conjunction with the equations to predict the
distributions of each critical requirement over the range of control and noise factors.

If the predicted distributions for each critical requirement are satisfactory—that
is, with the specification limits for that critical requirement, robust design has been
achieved. If the predicted distributions are not satisfactory, optimization methods
such as Steepest Ascent, Simulated Annealing, the Genetic Algorithm, Branch and
Bound, or Newton–Raphson can be used to explore and find more optimal settings
for the control factors that render the design more robust to the noise factors.
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14.9 Robustness Testing

In robust testing, the primary objective is to validate that the system or component
can function correctly in the presence of invalid inputs or stressful environmental
conditions, including misuse and abuse test cases. Planning for robustness starts with
robustness test strategy and includes robustness test planning and execution.

14.9.1 Robustness Test Strategy

Robust testing always starts from the inside, from the smallest component, module,
sub-assembly, and it progresses outwards to greater aggregation of the product
until the final finished product. Therefore, robust testing is the responsibility of the
development and test organizations and not the test organization alone.

Robust testing begins with developing an overall robustness test strategy and plan,
including identifying all phases of product development and test where robustness
testing will be performed, identifying test resources, types of robustness testing, test
cases, test procedures, test tools, problem management for defects reported from
robust testing, defects database, and defect profiles from types of robust testing to
inform future robust test strategy.

14.9.2 Robust Test Planning and Execution

How should product teams design a comprehensive suite of robust test cases for high
reliability? There are four potential sources of robust test cases:

1. Historical Defect Data: One can review past customer-reported and internally
founds defects to gain insights into which product sub-systems, components,
and sub-assemblies have been most prone to robustness defects. This requires
reviewing all customer-reported defect data and categorizing all defects, with
techniques such as affinity analysis (clustering) of keywords in defect reports to
categorize defects that indicate poor design robustness. These can then be used
to design new robust test cases.

2. Requirement Specifications: This involves reviewing the requirement specifi-
cations to understand how the product is expected to gracefully handle invalid
inputs and environmental stresses, when such requirements are specified, and
identifying robust test cases based on requirements by considering ‘what if’
scenarios discussed earlier. In addition, one can identify what features, compo-
nents, sub-assemblies, and interfaces are new, unique, and difficult (complex),
collectively referred to as NUD design elements that pose greater risk of failure,
and design test cases to test them
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3. Product Architecture and Design: Review of the product architecture and
design help identify the product hot spots, weak spots, critical interfaces, as
previously described.

Examples of robust test cases include testing with invalid inputs, testing in unex-
pected environments, testing the product in stressful environmental conditions to
predict how the product will perform while being exposed to expected stress levels
or operating conditions above specification limits to create failure scenarios that
would likely have occurred under normal stress over a period of time. Typically, this
is done using one stress parameter at a time, such as vigorously shaking a mobile
device at high intensity over a period of time, and this is referred to as Accelerated
Life testing (ALT). Similarly, High Accelerated Life Testing (HALT) also tests a
product for robustness to elevated stress beyond specification limits and may include
multiple stress parameters such as shaking the mobile device while also raising the
environmental temperature and continue to raise the stress up to the point of failure
and discover the performance limit of the product (beyond the specification limit).
This stress testing methodology is also referred to as ‘test-to-fail’ where a product is
tested until its failure. Therefore, ALT helps answer the question when the product
will fail and HALT helps define the difference between performance and specifica-
tion limits to answer the question how much ‘design margin’ exists before eventual
product failure.

14.10 Conclusion

Robust products can be designed by following a comprehensive end-to-end process as
outlined in this chapter. To deliver reliable products, one must start with requirement
specification, through design, development, and testing. Design robustness must be
built inside out. Techniques described in this chapter can help proactively identify
design vulnerabilities that can be systematically assessed, resolved through design
improvements, and verified through robustness testing to assure customers that the
product will perform reliably in the field.

References

1. IEEE standard glossary of software engineering terminology, IEEE Std 610.12–1990.
2. https://www.it-cisq.org/the-cost-of-poor-quality-software-in-the-us-a-2018-report/The-Cost-

of-Poor-Quality-Software-in-the-US-2018-Report.pdf.
3. Juran, J. M., Gryna Frank, M. (1993). Quality Planning and Analysis: From Product

Development Through Use, McGraw Hill.
4. Maass, E.C., McNair, P.D. (2009). Applying Design for Six Sigma to Software and Hardware

Systems, Prentice Hall.

https://www.it-cisq.org/the-cost-of-poor-quality-software-in-the-us-a-2018-report/The-Cost-of-Poor-Quality-Software-in-the-US-2018-Report.pdf


14 Structured Approach to Build-in Design Robustness … 335

Vic Nanda is Head of Quality Capabilities Scaling & Nokia Quality Consulting at Nokia. He
leads Nokia’s Continuous improvement and Lean Six Sigma programs that have delivered over
1 Billion Euros of business impact from 2012–2019. His experience at major telecoms such
as Motorola, Nortel, Ericsson and others spans operational excellence and quality management
systems deployment using Lean Six Sigma, kaizen events, CMMi, ISO/TL 9000, and PMBOK
practices. He has authored three books and several publications on Lean Six Sigma, quality
management systems, and process improvement. He is a frequent industry speaker and has taught
1000+ Lean Six Sigma belts, coached 150+ Lean Six Sigma belts to certification, and deliv-
ered cumulative business impact in excess of 200M dollars. He is a Master Black Belt and holds
10 other quality certifications. He has consulted for the US Government, NASA (OSIRIS-REX
mission to Asteroid Bennu), Arizona State University, and more.

He was awarded the American Society for Quality (ASQ) Golden Quill Award, and the ASQ
Feigenbaum Medal by the ASQ for displaying outstanding characteristics of leadership, profes-
sionalism, and contributions to the field of quality. He has a Masters in Computer Science from
McGill University, Bachelors in Computer Engineering from University of Pune, India, and exec-
utive education from Harvard Business School.

Dr. Eric Maass is Senior Director for DFSS/DRM for Medtronic Restorative Therapy Group.
He is responsible for developing and leading the DRM strategic plan and focus for most of the
company and has been the chief architect for Medtronic’s DFSS/DRM BB and MBB programs.
He was recognized with Medtronic’s individual Star of Excellence award for 2012 and has been
recognized as a Medtronic Technical Fellow. He joined Medtronic in October 2009, after 30
years with Motorola in roles ranging from Research and Development through Manufacturing,
to Director of Operations for a $160 Million business and Director of Design and Systems Engi-
neering for the Wireless group of Motorola SPS. He was a co-founder of the Six Sigma methods
at Motorola, and had been the Lead Master Black Belt for DFSS at Motorola. His book, Applying
DFSS to Software and Hardware Systems, provides clear step-by-step guidance on applying DFSS
for developing innovative and compelling new products and technologies, while managing the
business, schedule and technical risks. He received his Bachelor’s degree in Biological Sciences
from the University of Maryland Baltimore County, his Master’s degree in Biomedical and Chem-
ical Engineering from Arizona State University and his PhD in Industrial and Systems Engi-
neering from Arizona State University. Dr Maass also currently serves as an Adjunct Professor
at Arizona State University, and as chairman of the Industrial Advisory Board for the NSF-
Sponsored B.R.A.I.N Industry/University collaborative research consortium.



Chapter 15
Time Series Modelling of Non-stationary
Vibration Signals for Gearbox Fault
Diagnosis

Yuejian Chen, Xihui Liang, and Ming J. Zuo

Abstract Gearboxes often operate under variable operating conditions, which lead
to non-stationary vibration. Vibration signal analysis is a widely used condition
monitoring technique. Time series model-based methods have been developed for
the study of non-stationary vibration signals, and subsequently, for fault diagnosis
of gearboxes under variable operating conditions. This chapter presented the latest
methodologies for gearbox fault diagnosis using time series model-based methods.
The main contents include widely used time-variant models, parameter estimation
andmodel structure selectionmethods, model validation criteria, and fault diagnostic
schemes based on either model residual signals or model parameters. Illustrative
examples are provided to show the applications of model residual-based fault diag-
nosis methods on an experimental dataset collected from a laboratory gearbox test
rig. Future research topics are pointed out at the end.

Keywords Gearboxes · Non-stationary · Time series models · Fault diagnosis ·
Vibration analysis

15.1 Introduction

Gearbox fault diagnosis refers to fault detection, fault mode identification, and
severity assessment, which are critical for the prevention of sudden failures of gear-
boxes, enabling condition-basedmaintenance, and thusminimizing downtime and/or
maintenance costs. Vibration analysis is the most widely used technique for gearbox
fault diagnosis.
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In many industrial applications, gearboxes operate under variable speed condi-
tions. For instance, wind turbine gearboxes run under variable speed conditions due
to the randomness of wind [1]. The gearbox that drives the fans of demand ventila-
tion systems operates under variable speed conditions to reduce operating costs [2].
In railway systems, gearboxes experience run-up and coast-down conditions. The
varying speeds modulate the amplitude and frequency of vibration signals. There-
fore, the vibration signals become non-stationary. Effective non-stationary signal
analysis tools are needed for gearbox fault diagnosis.

Time series model-based methods (TSMBMs) were initially employed in the
structural health monitoring (SHM) field and have now drawn increased attention
for gearbox fault diagnosis [3–5]. TSMBMs use time series models to model the
vibration signals that are generated by gearbox systems. How to identify a time
series model can be regarded as a response-only system identification problem.

Modelling non-stationary vibration signals need time-variant time series models
that are realized by configuring the parameters of time-invariant models to be time
variant. In this chapter, we will describe four widely used time-variant time series
models. They are categorized based on how the parameters of time-invariant models
are configured as time variant.

A time series model is generally composed of autoregressive (AR) and moving
average (MA) terms. The MA terms are often ignored because (1) the AR terms can
approximate the MA terms and (2) the consideration of MA terms makes the model
identification more complex. Thus, in this chapter, we describe time-variant time
series models that are composed of the AR terms only. Meanwhile, for simplicity,
this chapter is limited to time series models for a single-channel vibration signal.

The materials in two of our earlier journal papers [3, 4] have been summarized
and included in this chapter. Note that this chapter has also described other methods
[5–10] to provide a comprehensive introduction of the latest TSMBMs.

The rest of this chapter is organized as follows: Sect. 15.2 introduces four time-
variant time series models; Sect. 15.3 presents parameter estimation andmodel struc-
ture selection methods for the identification of time-variant time series models as
well as the criteria for model validation; Sect. 15.4 describes two schemes (i.e.
model residual-based scheme and model parameter-based scheme) for fault diag-
nosis; Sect. 15.5 presents the applications of the model residual-based fault diag-
nostic scheme on an experimental dataset collected from a laboratory gearbox test
rig; conclusion remarks are drawn in Sect. 15.6.

15.2 Time Series Models for Non-stationary Vibration
Signals

In this section, we present four time-variant AR models for representing non-
stationary vibration signals. The first one is the periodic AR (PAR) model [6]. The
PAR has AR parameters varying periodically with a specified period T. The PAR
model has the following difference equation
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yt =
na∑

i=1

ai (t)yt−i + εt (15.1)

where yt and yt-i denote the vibration at time t and t-i, respectively; na is the AR
model order; ai stands for the AR parameters, which are periodic with the same
period T; and εt is a zero-mean Gaussian white noise at time t. The PAR model is
useful for representing non-stationary vibration signals with periodic time-varying
characteristics. Wyłomańska et al. [6] used the PAR model for fault diagnosis of a
gearbox in a bucket-wheel excavator that is a heavy-duty mining machine subjected
to cyclic load/speed variation due to the digging/excavating process. However, the
PAR model may not be applicable for representing non-stationary vibration signals
collected under non-periodic variable speed conditions, such as the random variable
speed condition that winds turbine gearbox experience.

The second one is the adaptive AR model with its model parameters adaptively
(recursively) adjusted by recursive parameter estimation methods [7]. The adaptive
evolution of model parameters enables the AR model time variant, and thus, it can
track the non-stationary characteristics of vibration signals. Zhan et al. [7] and Shao
et al. [8] used the adaptive ARmodel for fault diagnosis of fixed-axis gearboxes. The
adaptive AR model requires a proper tuning of the convergence rate for its recursive
parameter estimation algorithm. Too high of a convergence rate results in overfitting,
and too low of a convergence rate causes underfitting.

The third one is the functional series time-dependent AR (FS-TAR) model [5,
10]. The FS-TAR model has a model difference equation the same as Eq. (15.1), but
ai(t) is no longer periodic. Instead, ai(t) is represented by a function of time that is
expanded in functional series (basis expansion). Therefore, the FS-TARmodel is not
limited to applications with cyclic load/speed variations. Reported basis functions
include discrete cosine transform functions, Legendre polynomials, Harr functions,
normalized B-spines, etc.[5]. Take the Legendre polynomials basis as an example.
The dependency ai(t) is of the form:

ai (t) =
p∑

j=1

ai, j t
j (15.2)

where ai,j stands for the AR parameters of projection and p specifies the order of
functional spaces. The FS-TAR model has been widely used in the SHM field, such
as a pick-and-place mechanism [10].

The last one is the functional pooled AR (FP-AR)model [3, 4]. The FP-ARmodel
has the following model difference equation [3, 4, 11]

yt =
na∑

i=1

ai (kt )yt−i + εt (15.3)



340 Y. Chen et al.

where kt denotes the operating condition at time t and ai is a function of kt . We can
see that the FP-AR model has the same model structure as the FS-TAR model, but
with its AR parameters dependent on operating condition variable kt . In the case
when kt is a vector, the FP-AR model is extended to the vector functional pooled
autoregressive (VFP-AR) model in which the AR parameters are functions of a
vector. Traditionally, the FP-AR models were identified to represent the vibrations
under different levels of operating conditions [12–14]. It has recently been shown
that the FP-AR model can be used to represent non-stationary signals which have
a continuous time-varying spectrum [3, 4]. Chen et al. [3] presented an FP-AR
model-based method for tooth crack fault detection of fixed-axis gearboxes under
variable speed conditions. Chen et al. [4] presented a VFP-AR model-based method
for tooth crack severity assessment of fixed-axis gearboxes under random variable
speed conditions.

15.3 Model Identification and Validation

Model identification refers to the estimation of time series models based on the
vibration data records yt (for t = 1, 2, …, N, where N is the number of data points).
The identification of time series models includes parameter estimation and model
structure selection. Model structure selection refers to the selection of lagged terms
and/or functional basis. Once a time series model is identified, the model needs to be
validated to ensure its modelling accuracy. In this section, we will describe the most
widely employed methods for parameter estimation, model structure selection, and
model validation.

15.3.1 Parameter Estimation Methods

Typical parameter estimation methods include the least squares (LS) and maximum
likelihood (ML) [5]. The LS estimator can be used for PAR, FS-TAR, and FP-AR
models. The LS estimator of the model parameter vector θ is based on minimizing
the squared summation of residuals e

θ
∧

= argmin{‖e‖} = argmin
{‖y − �T θ‖} (15.4)

where ||•|| denotes the l2 norm, y = [y1, …, yN ]T denotes the observed time series,
andF is a hat matrix that is constructed from kt and/or yt−1, . . . , yt−na , depending on
the time series model structure. The residual e means the one-step-ahead prediction
error. The above minimization problem yields the solution expressed as

θ
∧

= [
�T�

]−1
�

T
y (15.5)
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The recursive least squares (RLS) estimator [5, 15] computes themodel parameter
vector θ recursively by making use of the new data record at a given time instant
t. When RLS is employed for estimating the AR model, we can realize an adaptive
ARmodel (as introduced in Sect. 15.2) to represent non-stationary vibration signals.
Readers may refer to Refs [5, 15] for more details about RLS estimators.

The maximum likelihood estimator can be used for PAR, FS-TAR, and FP-AR
models. The ML estimator of the model parameter vector θ is based on maximizing
the log-likelihood function given as follows [5]

θ
∧

= argmaxL(θ; e|y) (15.6)

L(θ; e|y) = −N

2
ln2π − 1

2

N∑

t=1

(
lnσ 2

t + ε2[t, θ]

σ 2
t

)
(15.7)

where σ t is the standard deviation of the residual, which is also dependent on the
model parameter vector θ. The standard deviation σ t is estimated directly from the
residual sequence e using the sample standard deviation formula [5]. In Eq. (15.7),
it is assumed that εt follows the zero-mean Gaussian distribution with a standard
deviation σ t .

Both LS and ML estimators are asymptotically Gaussian distributed with mean
coinciding to the true value. The ML estimator, however, achieves lower model
parameter estimation variance than the LS estimator [5]. On the other hand, the ML
estimator has a higher computational cost than the LS method.

15.3.2 Model Structure Selection

Typical methods for model structure selection include various information criteria
and regularization. The most widely used criteria are the Akaike Information
Criterion (AIC) and Bayesian Information Criterion (BIC). The AIC is of the form

AIC = N ln(RSS/N ) + 2d (15.8)

where d is the number of model parameters and RSS is the training residual sum of
squares. The BIC is similar to the AIC, with a different penalty for the number of
parameters as follows

BIC = N ln(RSS/N ) + dln(N ) (15.9)

Both AIC and BIC penalize the model structural complexity and thus avoid over-
fitting. Based on minimizing these criteria, model structure selection becomes an
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integer optimization problem. Such an optimization problem can be solved via back-
ward and/or forward regression, genetic algorithm, particle swarm algorithm, etc.
It is important to note that these criteria-based methods require the assumption of
consecutive AR set (and identical sets of functional spaces for FS-TAR and FP-AR)
for the aforementioned four time-variant AR models to simplify the model struc-
ture selection procedure [14]. Without such an assumption, the integer optimization
problem will have 2d (d is usually greater than 100) different solutions, which is
computationally impossible to find the global minimiser.

The regularization (e.g., l-1 norm)-based method has recently been adopted for
model structure selection for the FP-ARmodel [3]. The regularization-basedmethods
are free from the assumptions of consecutive AR set and identical sets of functional
spaces, and, therefore, achieve highermodelling accuracy [3, 4].With an initial (suffi-
cient large) na and high dimension functional spaces, the least absolute shrinkage
and selection operator (LASSO) estimator is given as follows,

θ
∧

= argmin
{‖y − �T θ‖} + λ|θ| (15.10)

where λ ≥ 0 is a tuning parameter and |•| denotes the l-1norm. The selection of λ

is critical. When λ = 0, the LASSO will reduce to the LS estimator. Too large λ

value will force too many coefficients to zero, whereas too small λ value will force
a limited number of coefficients to zero. The λ can be selected by either the K-fold
cross-validation [3] or validation set approach [4]. Other regularizations, such as l-2
norm and elastic net [15], are also options for time series model structure selection.

15.3.3 Model Validation

Model validation is mainly based on a validation signal. Upon the identification of
a time series model, the inverse filter is constructed and then applied to process the
validation signal. We refer to the residual obtained from the validation signal as
‘residual-of-validation’. Model accuracy can be judged by the mean squared error
(MSE) of the residual-of-validation, the randomness of the residual-of-validation,
and the frozen-time spectrum [3, 5]. First, a model with a lower MSE of the residual-
of-validation is more accurate in modelling the baseline vibration than those with
a higher MSE [36, Sect. 7]. Second, the more random the residual-of-validation is,
the more accurate the model is. Ljung–Box test [16] can be conducted to quantify
the randomness. Last, the frozen-time spectrum S(f , t) of time series models can be
obtained and compared with the non-parametric spectrum (e.g. short-time Fourier
transform) of non-stationary signals. An accurate time series model should give a
parametric spectrum in good agreement with the non-parametric one.
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15.4 Time Series Model-Based Fault Diagnosis

Fault diagnosis may be based on either model residuals or model parameters. In this
section,we introduce bothmodel residual-basedmethods andmodel parameter-based
methods.

15.4.1 Model Residual-Based Method

For fault detection, the model residual-based method relies on the identification of a
baseline time series model. Figure 15.1 shows the schematic of the model residual-
based method for fault detection [3]. A time series model is identified to represent
the baseline vibration signals. Then, the vibration signals collected under future
unknown health state are processed by an inverse filter constructed from the baseline
model. Any changes in the residual signals may indicate the occurrence of a fault.
Researchers have examined the whiteness [8], variance [17, 18], Gaussionality [7],
and impulsiveness [3, 8] to quantify the changes in residual signals.

For severity assessment or fault mode identification, the model residual-based
method relies on the identification of time series models under each severity level or
fault mode. Figure 15.2 shows the schematic of the model residual-based method for
severity assessment [4, 19]. The presented scheme can also be used for fault mode
identification by changing the fault severity states to fault modes. During the training
phase, the training signals collected under each fault severity level and a wide range
of the speed variation are used. Under each fault severity level, a time series model
is identified to represent the vibration signals of that state. We refer these time series
models as state models. During the testing phase, these trained state models are used
for severity assessment. Vibration signal yt , alongwith necessary operating condition
variables is collected under an unknown health state of the gearbox. Afterwards, the
inverse filters from each of the state models are applied to process the vibration
signals collected under the unknown health state and to obtain residuals of the state
models. The final health state is classified as the state with an inverse filter that gives
minimal residual MSE. Note that in industrial applications, it is not easy to obtain the
signals under known health states. This is the major challenge associated with this
model residual-based method for severity assessment or fault mode identification.

15.4.2 Model Parameter-Based Method

The model parameter-based method requires the identification of a model during
the testing stage. For fault detection, the model parameter-based method is based on
comparing the parameters of the current model with the parameters of the baseline
time series model. Figure 15.3 shows the schematic of the model parameter-based
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Fig. 15.1 Model residual-based fault detection method [3]
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Fig. 15.2 Model residual-based severity assessment or mode identification method [4]
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Fig. 15.3 Model parameter-based fault detection method [21]

method for fault detection [20, 21]. During the training stage, a time series model
is identified to represent the baseline vibration signals. During the testing stage,
another time series model is identified to represent the current vibration signals from
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an unknown health state. Fault detection is based on testing statistical differences
between the model parameters under the healthy state θH and the model parameters
under the unknown health state θu through the following hypotheses [20].

H0 : θH − θu = 0;H1; θH − θu �= 0 (15.11)

where H0 denotes the null hypothesis and H1 denotes the alternative hypothesis. If
H0 is valid, then the unknown health state is deemed healthy.Otherwise, the unknown
health state is detected as faulty.

For severity assessment or fault mode identification, the model parameter-based
method is based on comparing the parameters of the current model with the param-
eters of the trained state models [10]. Figure 15.4 shows the schematic of the model
parameter-based method for severity assessment or fault mode identification. During
the training stage, the state time series model is identified for each severity level or
each fault mode. During the testing stage, another time series model is identified
to represent the current vibration signals from an unknown health state. Severity
assessment or fault mode identification is based on testing statistical differences
between the model parameters obtained from the training stage (θH , θ1,…, θM) and
the model parameters under the unknown health state θu through hypotheses similar
to Eq. (15.11). The final health state is classified as the state with a valid null hypoth-
esis. Since the model parameter-based method requires the identification of a model
during the testing stage, it is generally not suitable for online applications.
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Fig. 15.4 Schematic of the model parameter-based severity assessment method [11]
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15.5 Applications of Model Residual-Based Methods

This section presents the applications of the two model residual-based methods [3,
4] for fault detection and severity assessment of gear tooth crack. Section 15.5.1
will briefly describe the experimental dataset. Section 15.5.2 will present the appli-
cation of the sparse FP-AR model residual-based fault detection method [3] on
vibration signals different from the applications presented in ref.[3]. Section 15.5.3
will summarize the application of the sparse VFP-AR model residual-based fault
detection method, as reported in Ref.[4].

15.5.1 Experimental Dataset

The experimental dataset was collected at the University of Pretoria, South Africa
[22, 23]. Readers can refer to refs [22, 23]. for the detailed experimental setup. Two
vibration sensors were equipped on this test rig. One vibration sensor is single axial
and is labelled as #7. The other vibration sensor is a triaxial accelerometer. The
experimental dataset contains 100 data files from a healthy gearbox and 1400 data
files from a run-to-failure experiment with 50% initial crack and duration of around
21 days of continuous running. Each data file contains data collected within 20 s.
The sampling frequency was f s = 25.6 kHz. These vibration signals were further
low passed using an FIR filter with a cut-off frequency of f c = 1.6 kHz and then
downsampled from f s = 25.6 kHz to f s = 3.2 kHz. When collecting each data file,
an electrical motor drove the transmission train such that the rotating speed of the
target gearbox followed a sinusoidal-like profile with a period equals to 10 s. The
alternator generated a load torque positively correlated to the speed.

15.5.2 FP-AR Model-Based Fault Detection

In this subsection, we present the application of the sparse FP-AR model residual-
based method [3] for gear tooth crack fault detection. In ref.[3], the method was
applied to the vibration signal collected from the sensor labelled as #7. They did not
analyze the vibration data collected from the triaxial accelerator. In this subsection,
we are to apply the method reported in ref [3] to the vibration signal collected from
the x-direction of the triaxial accelerometer (with a sensitivity of 100 mV/g). In other
words, a one-dimensional vibration data series from a different sensor of the same test
rig will be used to assess the effectiveness of the sparse FP-ARmodel residual-based
method [3].

The following configurations are the same as used in Ref. [3]: The signals from
a zebra-tape shaft encoder are used in this subsection to obtain the rotating speed
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information. Training and validation data are arbitrarily selected from the 100 base-
line data files. The training data were 7.5 s in length, which was truncated from the
length of 20 s. The validation data also have a length of 7.5 s. During the sparse
FP-AR modelling, the initial set of functional spaces was configured as {1, ωt , ωt

2,
…, ωt

7}, where ωt is the rotating speed. The candidate set for λ was configured as
[0, 1 × 10−8, 1 × 10−7, …, 1 × 10−1].

The following results are obtained when we apply the sparse FP-AR model
residual-based method to the vibration signal collected from the x-direction of the
triaxial accelerometer: The initial na was determined as {1, 2, …, 63} by BIC. When
λ = 0, we achieved the minimum CVMSE. By increasing λ, the CVMSE will get
bigger. We need to use a larger λ value that does not have too big a CVMSE. When
λ increases to 1 × 10−5, the CVMSE is still within one standard deviation of the
minimum CVMSE [3]. Therefore, λ = 1 × 10−5 is chosen. Table 15.1 lists the
modelling performance of the identified sparse FP-AR. From the table, we can see
that the residual-of-validation of the sparse FP-AR model has a p-value of 0.1509
from the Ljung–Box test. This p-value is significantly higher than the p-value of 0 of
the validation signal. This means that the randomness of the residual-of-validation
is much higher than the original validation signal.

Figure 15.5 shows the non-parametric spectrum (a) and the frozen-time spectrums
(b) obtained from the sparse FP-AR model. The frozen-time spectrum obtained
from the sparse FP-AR model aligns well with the non-parametric spectrum by
tracking the time-varying spectral contents.Given the abovemodel validation criteria,

Table 15.1 Modelling performance of the sparse FP-AR model. Algorithms were coded in
MATLAB 2019a and implemented on a desktop with two Intel 2.4 GHz processors and 16 GB
of RAM

Ljung–Box test,
p-value, of validation
signal

Ljung–Box test,
p-value, of
residual-of-validation

CPU time in training,
(min)

CPU time in testing,
(s)

0 0.1509 48 0.4

Fig. 15.5 Time–frequency spectrums: a non-parametric spectrum of the validation signal obtained
by MATLAB spectrogram function; b Frozen-time spectrum obtained from the sparse FP-AR
model. Z-axis scales are the same
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we can conclude that the sparse FP-AR model has good modelling accuracy when
representing the baseline vibration signal collected from the x-direction of the triaxial
accelerometer. The sparse FP-AR model used about 48 min in the training stage and
0.4 s in the testing stage. Since this training process is completed offline, the length
of time required is not very critical [3]. The computational time in the testing stage
is more critical as it determines whether the TSMBM based on the sparse FP-AR
model is practically useful or not [3]. In many applications where incipient faults do
not immediately lead to a catastrophic failure of the gearbox system, updating the
fault detection information every second is acceptable and thus requiring about 0.4 s
in testing is acceptable [23].

The identified sparse FP-AR model was used for detecting the gear tooth crack
faults. Each of the 99 baseline data files (the 100 baseline data files exclude the one
used for training the sparse FP-AR model) and 1400 run-to-failure data files are
truncated to have the speed profile the same as the validation signal. Figure 15.6
shows the normalized periodic modulation intensity (NPMI) [3] calculated from
both the raw data and the residuals obtained from the identified sparse FP-ARmodel
for each data file. The NPMI is the periodic modulation intensity (PMI) value of
the residual divided by the PMI of the residual of baseline vibration, where the
PMI represents the energy ratio between tooth crack-induced impulses and other
components. Figure 15.6a shows the baseline case, whereas Fig. 15.6b shows the
damaged case. It is clear that for the NPMI obtained from the raw signals, they are
of similar magnitude for both the healthy data files and faulty data files. On the other
hand, the NPMIs from the residuals of the sparse FP-AR model for the faulty data
files are obviously higher than those for the healthy data files. This means that using
the solid blue plots, we are able to detect the faults.

Fig. 15.6 Normalized PMI for detecting the tooth crack fault. a Healthy data files; b faulty data
files
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15.5.3 VFP-AR Model-Based Severity Assessment

In this subsection, we summarize the application of the sparse VFP-ARmodel-based
method for gear tooth crack severity assessment, as reported in ref.[4].

Four discrete health states, namely, healthy (H), initial crack (F1), intermediate
crack (F2), and missing tooth (F3) were considered. The F1 state corresponds to the
gear with the initial 50% tooth crack. The F2 state corresponds to the gear that had
run 17 days after the initial 50% tooth crack. The F3 state corresponds to the gear
that ran right before the end of the run-to-failure experiment.

Under each health state, training, validation, and testing signals were prepared and
preprocessed. In total, 43 data files under each health state were used in which one
served for training (training signal), two for validation (one for model identification
and the other for measuring modelling accuracy), and the rest 40 for testing severity
assessment performance. The inverse filter constructed by the baseline sparse FP-AR
model identified in Sect. 15.5.2 was used to preprocess these signals and to obtain
residual signals.

For the training and validation signals, the first half (10 s) of the vibration signal
in a data file was used. Such a vibration signal experienced a full cycle of the speed
variation. On the other hand, the 40 segments of testing signals only lasted 5 s with
a starting point ps randomly sampled from [0, 0.25, 0.5, …, 10]s.

For the identification of the sparse VFP-AR models, Legendre polynomial basis
functions were used for G(ωt) and the refined B-splines for G(θ t) [4] where θ t is
the rotating phase. The G(ωt) was configured as {1, ωt , ωt

2, …, ωt
7}. As for the

refined B-splines, r was configured as 3 and K as 40 (i.e. the number of teeth 37
plus r = 3). Two parameters k and n were further determined by estimating a sparse
VFP-AR model with a small na = 5 and examining the occurrence of periodic B-
spline bases. The k and nwere determined as (24, 1) for F1 state; (24, 2) for F2 state;
(24, 3) for F3 state. Since the vibration signal under the H state did not have crack
induced impulses, its corresponding sparse VFP-AR model did not need to consider
the phase. In other words, the sparse VFP-AR model for the H state reduced to a
sparse FP-AR model. Afterwards, the na was to be determined after obtaining the k
and n via the validation set approach. The na was determined to be (50, 40, 35, 35)
for health states (H, F1, F2, F3), respectively.

Upon the identification of both the sparse VFP-AR models, the inverse filter was
constructed and then applied to process the validation signals for measuring the
modelling accuracy. Table 15.2 lists the MSE and the randomness of both residuals
and the validation signals (i.e. the residual of the baseline sparse FP-ARmodel). The
p-values from the Ljung–Box tests were reported, which means the probability of
being random. From this table, we can see that the sparse VFP-AR models return a
residual with reduced MSE and a higher probability of being random compared with
the validation signals.

Computational costs were evaluated and listed in Table 15.2 as well. The training
data points were 32,000. For four sparse VFP-AR models, the time required for
training was around 17.9 h. Since this training process was completed offline, the
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Table 15.2 Modelling accuracy and computational cost of sparse VFP-AR models [4]

Health state H F1 F2 F3

MSE of residual(normalized m/s2) 0.881 1.172 1.114 1.191

MSE of validation signal (normalized m/s2) 1.008 1.347 1.271 1.369

Randomness of residual (p-value) 1.55 × 10−5 1.56 × 10−5 0.0034 6.93 × 10−5

Randomness of validation signal (p-value) 0 0 0 0

Time in training (h) 1.5 4.9 5.2 6.3

Time in testing (s) 2.2 2.4 2.4 2.6

length of time needed was not very critical [3, 4]. The computational time in the
testing stage is more critical to determine whether the method is practical or not
[3]. The inverse filter constructed by the four sparse VFP-AR models used less than
9.6 s. Again, in many applications where incipient faults do not immediately lead to
a catastrophic failure of the gearbox system, updating the fault detection information
every 10 s is acceptable.

Figure 15.7 shows the non-parametric spectrum (a, b, c, d) of the validation signals
as well as the frozen-time spectrums of the sparse VFP-ARmodels (e, f, g, h).We can
see the tooth crack-induced impulses as vertical lines in these spectrums. The vertical
lines in the frozen-time spectrumsof sparseVFP-ARmodels behavediscretely,which
are in good agreement with the discrete lines in non-parametric spectrums. The tooth
crack-induced impulses can be represented using sparse VFP-AR models.

Figure 15.7 shows the non-parametric spectrum (a, b, c, d) of the validation signals
as well as the frozen-time spectrums of the sparse VFP-ARmodels (e, f, g, h).We can
see the tooth crack-induced impulses as vertical lines in these spectrums. The vertical
lines in the frozen-time spectrumsof sparseVFP-ARmodels behavediscretely,which
are in good agreement with the discrete lines in non-parametric spectrums. The tooth
crack-induced impulses can be represented using sparse VFP-AR models.

The sparse VFP-AR models under known health state were applied to testing
signals for the severity assessment. For each testing signal, four model residuals
were obtained, and their MSE values were calculated. The health state was classified
as the state with an inverse filter that gave minimal residual MSE. Figure 15.8 shows
the classification results when processing the 40 testing signals under each health
state. The classification accuracy was reported to be 93.8%. The results showed the
effectiveness of the sparse VFP-AR model-based method.

15.6 Summary and Conclusion

This chapter presented the latest methodologies related to the time series model-
based techniques for gearbox fault diagnosis. We described four most widely used
time-variant time series models, typical parameter estimation and model structure
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Fig. 15.7 Time–frequency spectrums: a ~d STFT spectrum of the validation signal; e ~ h Frozen-
time spectrum of sparse VFP-AR models. Z-axis scales are the same for all spectrums [4]
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Fig. 15.8 Classification
results [4]
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selection methods for model identification, model validation criteria, and fault diag-
nosis schemes based on either model residual or model parameters. Finally, this
chapter gave two examples to illustrate the applications of the model residual-based
fault diagnosis method on a lab gearbox. The following aspects may be further inves-
tigated in future studies: (a) various regularization techniques, such as l-2 norm and
elastic net, for the structure selection of time-variant time series models; (b) the
consideration of more than two operating condition variables in a VFP-AR model,
such as temperature, rotating speed, and load torque; and (c) the account of uncer-
tainties of operating condition variables when identifying a time-variant time series
model.
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Chapter 16
Risk-Informed Design Verification
and Validation Planning Methods
for Optimal Product Reliability
Improvement

Zhaojun Steven Li and Gongyu Wu

Abstract This chapter proposes four types of mathematical optimization modeling
approaches to optimize the product design Verification and Validation (V&V) plan-
ning during the New Product Development (NPD) process. These four optimization
models provide four risk mitigation strategies from perspectives of cost efficiency to
the optimal selection of a set of V&V activities for maximizing the overall system
reliability improvement. The proposed approaches not only incorporate the critical
product development constraints in V&V planning, such as the cost, time, relia-
bility improvement, and sequencing and effectiveness of V&V activities, but also
consider the decay of the improvement effectiveness when tackling the V&V activ-
ities’ selecting and sequencing challenges. In addition, the concepts of set covering,
set partition, and set packing are applied to assure that different levels of critical
failure modes can be covered in different ways according to different risk mitigation
requirements by the end of V&V execution. The application of the proposed opti-
mization models and comparisons with existing methods for product V&V planning
are illustrated through the product development of a power generation system within
a diesel engine.

Keywords Verification and validation (V&V) planning · Reliability
improvement · Risk mitigation · New product development · Set covering

Z. S. Li (B)
Department of Industrial Engineering and Engineering Management, 1215 Wilbraham Rd,
Springfield 01119, MA, USA
e-mail: zhaojun.li@wne.edu

G. Wu
School of Mechanical and Electrical Engineering, University of Electronic Science and
Technology of China, Chengdu 611731, China

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2021
K. B. Misra (ed.), Handbook of Advanced Performability Engineering,
https://doi.org/10.1007/978-3-030-55732-4_16

355

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55732-4_16&domain=pdf
mailto:zhaojun.li@wne.edu
https://doi.org/10.1007/978-3-030-55732-4_16


356 Z. S. Li and G. Wu

16.1 Introduction

Developing and releasing new products is an important source of revenue for any
organization because it brings higher sales, increased customer loyalty, and ulti-
mately higher profits (Li et al. [1]). On the other hand, the growth in the number
and variety of new products has brought tough global competition to these orga-
nizations. Severe competition forces organizations to shorten development cycles
and reduce development budget so that these organizations can stay ahead of the
competition through an effective and efficient New Product Development (NPD)
process (Murthy et al. [2]). The NPD process starts with a new concept for a product
or a system followed by identifying and defining the product requirements in the
detail design stage. Then, a small number of pilot and prototype products are built
and tested for performance and function verification. Mass production then proceeds
following the verified product design objectives and requirements. Product design
Verification andValidation (V&V) is an integral part of theNPDprocess to verify and
validate that the newly developed product meets its engineering specifications and
fulfills its intended functions (Maropoulos et al. [3]). In general words, verification is
a quality control process that is used to evaluate whether or not the newly developed
product complies with a regulation, requirement, specification, or imposed condi-
tions (Babuska et al. [4]). Validation, on the other hand, often involves acceptance and
suitability with external customers. During the V&V process, various V&V activi-
ties are planned and executed to, respectively, mitigate the risk of specific potential
failure modes of the products. Such V&V activities are engineering tasks for design
risk assessment and mitigation such as engineering analysis and calculations, design
simulations, and physical tests. In summary, Product design V&V can confirm that
the developed product conforms to its intended function and specifications through
mitigating the risk of potential failure modes, and ultimately improve product relia-
bility (Maropoulos et al. [3]). In addition, it is estimated that more than half of the
NPD costs comes from V&V process (Belt et al. [5]). Therefore, an optimal V&V
planning, which is a set of V&V activities, can ensure the effectiveness and efficiency
of the NPD process.

Despite decades of industrial experiences, it is found that designing and devel-
oping increasingly complex products, e.g. aerospace products, still incurs significant
cost overruns, schedule delays, and quality/reliability issues (Collopy et al. [6]).
Such product development challenges can be seen from both industry and govern-
ment projects (Reuters [7]). For instance, the United States Department of Defense
(DoD) development programs are mostly plagued with cost overruns and schedule
delays (Schwenn et al. [8]). A study of 96 major new weapon systems development
programs in the United States DoD reported that almost 50% of the DoD’s major
defense acquisition programs do not meet projected cost goals. In addition, 80% of
programs have experienced an increase in unit costs from initial estimates (Schwenn
et al. [9]). Findings from a study in the construction industry also indicate the issues
of cost overrun and schedule delays (Potty et al. [10]). The above discussed issues can
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be attributed to the lack of effective quantitative methods for providing the optimum
plan for executing the product design V&V activities.

A simple example of a V&V planning is shown in Fig. 16.1. It is observed that
each failure mode can be improved by one or more available V&V activities. These
V&V activities can be obtained from the Design Failure Mode and Effect Anal-
ysis (DFMEA) process. Meanwhile, most V&V activities can be applicable for
tacking multiple different failure modes. In general, the execution sequence require-
ments, time consumption, economic consumption, and improvement effectiveness
in reducing risk of each V&V activity are also different. In addition, to ensure the
safety of the product, while minimizing the overall risk of the product, some crit-
ical products have additional risk mitigation requirements; for example, the risk of
each failure mode after improvement cannot exceed the pre-specified risk thresh-
olds. Therefore, the product complexity, multiple and possible common and random
failure modes, and various V&V options along with the demanding design require-
ments and objectives call for a cost- and time-effective V&V activity plan which
optimally covers all critical failure modes of the products. From the reviewed liter-
ature, quantitative methodologies have not been well explored for optimal planning
of V&V activities. The challenges in designing an optimal V&V planning include
(1) how to assign a set of V&V activities to cover different failure modes in order
to have maximum reliability improvements and meet additional requirements of the
product, (2) how to optimally allocate the budget to each V&V activity, (3) how to
schedule the V&V activities considering their execution sequencing requirements,
and (4) how to consider the effectiveness and decay of different V&V activities in
the risk mitigation.

This chapter proposed four types of mathematical modeling approaches to opti-
mize the product design V&V planning during the NPD process. The ultimate goal
of the proposed approaches is to mitigate the risks of critical failure modes for
maximizing the overall system reliability improvement by optimally selecting a set

Fig. 16.1 A simple example of a sequence diagram of a verification and validation planning
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of V&V activities. The remaining of the chapter is structured as follows. A litera-
ture review is presented in Sect. 16.2 which involves the novelties of this chapter.
Section 16.3 formulates four mathematical V&V planning models by adopting the
concepts of set covering, set partition, set packing, job shop scheduling, and reliability
design risk. The application and results’ comparison of these four types of mathe-
matical optimization models in optimizing the product V&V planning are illustrated
through the product development of a power generation systemwithin a diesel engine
in Sect. 16.4. In addition, the V&V planning results from the proposed approaches
are also compared with three other existing product V&V planning approaches in the
literature, such as Project Evaluation and Review Technique (PERT) (Bhattacharjee
et al. [11]), cost-oriented, and time-oriented approaches, to show the advantages of
the proposed V&V planning approaches. Section 16.5 concludes the chapter and
discusses the future research directions.

16.2 Literature Review

Traditional V&V methods in modeling the NPD process such as Quality Function
Deployment (QFD), Key Characteristics (KCs), new product functional decompo-
sition, dimensional and shape verification, Design for X (DFX), PERT, and Design
Structure Matrix (DSM) are mostly qualitative. With the improvement of customers’
demand on function, product quality, and development cycle, the traditional product
designV&Vmethodsmentioned above can no longermeet the demand of customers.
As a result, some researchers have improved the traditional V&V methods through
different ways to adapt to the fierce market competition (Han et al. [12], Cho et al.
[13], Estrada et al. [14]).

From another perspective, in order to provide guidance and strategies for the
execution and optimization of V&V, the methods of simulation and modeling of
V&V in the design of new complex engineering products/systems have also been
widely studied. For example, Kukulies and Schmitt [15] proposed a conceptual
approach of design verification planning based on uncertainty quantification to avoid
unplanned engineering changes in the NPD process to improve the effectiveness of
design verification activities. In addition,Chahin andPaetzold [16] have estimated the
dependencies between requirements and product architecture in the model through
the product maturity assessment. The above methods and research mainly focus on
product functional requirements to optimize V&V process and do not consider other
factors which constrain the NPD process, such as execution sequence and budget
constraints. Mobin and Li [17] taken into account common constraints, including
budget and development time, to propose a new qualitative framework for obtaining
an optimal set of V&V activities. In addition, Ahmed and Chateauneuf [18] proposed
an optimization model combining testing and design problems to meet the reliability
goal considering the validation, design, and failure costs. However, the constraint of
the sequencing of conducting V&V activities is lacked in above two models.
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One of the very few studies in the literature that simultaneously considers product
reliability, product development cycle and cost, and scheduling of conducting V&V
activities is the model proposed by Mobin et al. [19]. In their research, they assumed
that the risks of all identified failure modes need to be mitigated, and the set covering
problem concept is applied to ensure that all failure modes are covered by the end of
V&V execution. However, in the actual NPD process, low-risk failure modes may
not be covered due to the limitations of development cycle and cost. In summary, the
existing optimizing V&V planning methods are mostly qualitative, and the research
that investigated the quantitative methods to model and optimize the V&V planning
by considering the constraint of the sequencing of conducting V&V activities and the
effectiveness of reducing risks is very limited. In addition, all of the existing studies
in the literature do not consider different risk mitigation strategies under different
requirements, the decay of the improvement effectiveness, as well as the special
execution sequence requirements, such as the time gap during V&V process.

The contributions of this chapter are to formulate four types of mathematical
optimization modeling approaches, including optimization models with set covering
problem, set partition problem, and set packing problem, as well as an extended
optimization model with set covering problem, to optimal design V&V planning.
Different from the approaches in the literature, the proposed modeling approaches
provide four risk mitigation strategies from perspectives of reliability and cost effi-
ciency to cover different requirements of products. The proposed approaches not
only incorporate all critical product development constraints in V&V planning, such
as the cost, time, reliability improvement, as well as sequencing and effectiveness of
V&V activities, but also incorporate the decay of the improvement effectiveness into
the V&V activities’ selecting and sequencing challenges. In addition, the concepts of
set covering, set partition, and set packing are applied to assure that different levels
of critical failure modes can be covered in different ways according to different risk
mitigation requirements by the end of V&V execution.

16.3 Mathematical Modeling for V&V Planning

This section details the proposed four types of mathematical optimization modeling
approacheswhich are formulated as integer programming problems to optimal design
V&V planning, including optimization models with set covering problem, set parti-
tion problem, and set packing problem, as well as an extended optimization model
with set covering problem. Most of the general additional risk mitigation require-
ments in addition to minimizing the overall risk of the product can be included in
these four types of models.



360 Z. S. Li and G. Wu

16.3.1 Assumptions of the Proposed V&V Planning
Optimization Formulations

Themain assumptions of four proposed optimization modeling approaches for V&V
planning, which are derived from the DFMEA handbook (Stamatis [20]) and the
industry practices, are listed as follows:

(a) Each failure mode can be improved by one or more available V&V activi-
ties. Meanwhile, most V&V activities can be applicable for simultaneously
improving multiple different failure modes without repeated economic and time
consumption.

(b) V&V activities are divided into four categories, including design action, lab test,
bench test, and performance test, of which only the design action can improve
S. Each failure mode with S greater than seven has at least one corresponding
design action.

(c) The improvement effectiveness of the j th V&V activity v j on the i th failure
mode fi in D, S, and O are given and defined as θ D

i j , θ
S
i j , and θ O

i j , which represent
the reduction percentage of failure mode fi in D, S, and O by executing a V&V
activity v j , respectively.

(d) The risk reduction of all critical failure modes has additive effects. Meanwhile,
it is assumed that multiple V&V activities can simultaneously improve D, S,
or O for the same failure mode. The improvement effectiveness decay as the
number of improvements increases. The overall improvement effectiveness of
all executed V&V activity on the ith failure mode fi in D, S, or O is subject to
the exponential decay of base γD , γS , or γO, respectively (0 < γD, γS, γO< 1).
More specifically, when a V&V activity v j , which can improve the D of the
failure mode fi again, is executed, its improvement effectiveness in D, denoting
as θ D

i j , will decay to θ D
i j ∗γD . Therefore, when multiple such V&V activities are

executed, the overall improvement effectiveness of all executed V&V activity

on the i th failure mode fi in D will decay to γ
N D

i −1
D times the initial value,

where N D
i represents the number of times the D of failure mode fi has been

improved, which is similar for S and O.
(e) All V&V activities need to be executed following the given execution sequen-

tially. Meanwhile, there is a necessary time gap between certain V&V activities.
In addition, all V&V activities cannot be executed repeatedly.

16.3.2 Reliability Improvement Quantification

One goal of product design V&V is to increase the reliability of a product or a system
by mitigating the critical failure modes’ risks, which can be measured by the Risk
Priority Number (RPN) of identified failure modes. The Reliability Improvement
Index (RII) for each failure mode i , denoted as RIIi , which is defined as the ratio of
the reduced value to the initial value of the RPN of the failure mode i , is adopted
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to quantify the overall improvement effectiveness of all executed V&V activities on
the i th failure mode fi (Barends et al. [21]). Note that a higher value of RII implies
a larger reliability improvement. The mathematical formula of RIIi can be expressed
as in Eq. (16.1):

RIIi = RPNi(initial) − RPNi(new)

RPNi(initial)
, (16.1)

where RPNi(initial) and RPNi(new) are the RPN of the failure mode fi before and after
executing selected V&V activities, respectively. RPN is the product of D, O, and S.
Therefore, RPNi(initial) and RPNi(new) can be, respectively, presented as in Eqs. (16.2)
and (16.3):

RPNi(initial)=Di(initial) ∗ Oi(initial) ∗ Si(initial), (16.2)

RPNi(new) = Di(new) ∗ Oi(new) ∗ Si(new), (16.3)

where Di(initial), Di(new), Oi(initial), Oi(new), Si(initial), and Si(new) are D, O, and S of
the failure mode fi before and after executing selected V&V activities, respectively.
Di(new), Oi(new), and Si(new) can be, respectively, formulated as

Di(new) = Di(initial) ∗
m∏

j=1

[(
1 − θ D

i j ∗ u j
) ∗ γ N D

i −1
]
, (16.4)

Oi(new) = Oi(initial) ∗
m∏

j=1

[(
1 − θ O

i j ∗ u j
) ∗ γ N O

i −1
]
, (16.5)

Si(new) = Si(initial) ∗
m∏

j=1

[(
1 − θ S

i j ∗ u j
) ∗ γ N S

i −1
]
, (16.6)

where m is the number of V&V activities, i.e. j = 1, 2, · · · , m. u j is a binary
decision variable, indicatingwhether the j th V&V activity v j is selected, i.e. u j = 1,
if selected; u j = 0, otherwise.N D

i , N O
i , and N S

i represent the number of times the
D, O, and S of the failure mode fi has been improved, respectively. N D

i , N O
i , and

N S
i can be calculated using Eq. (16.7):

N D
i =

m∑

j=1

aD
i j ∗ u j , N O

i =
m∑

j=1

aO
i j ∗ u j , N S

i =
m∑

j=1

aS
i j ∗ u j , (16.7)
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Fig. 16.2 An example of the
incidence matrix of D, i.e.
aD

i j , based on Data of
Fig. 16.1

where aD
i j , aO

i j , and as
i j are incidence matrices. The elements in the incidence matrix

indicate whether the j th V&V activity v j can improve the D, S, or O of the i th
failure mode fi , i.e. element is equal to one, if can improve; element is equal to
zero, otherwise. Figure 16.2 illustrates an example of the incidence matrix of D, i.e.
aD

i j , using the data from Fig. 16.1, assuming that all these seven V&V activities can
improve the D of the corresponding failure modes.

As mentioned, increasing the reliability of a product or a system by mitigating the
crucial failure modes’ risks is one goal of product design V&V. Based on Eqs. (16.1)
to (16.6), the overall reliability improvement effectiveness of all failure modes
after executing all selected V&V activities, denoted as RIITotal, can be calculated
as follows:

RIITotal =
n∑

i=1

RIIi =
n∑

i=1

RPNi(initial) − RPNi(new)

RPNi(initial)

=
n∑

i=1

⎧
⎨

⎩1 −
m∏

j=1

[(
1 − θi j (D)u j

) ∗ (
1 − θi j (O)u j

) ∗ (
1 − θi j (S)u j

)]
,

γ N D
i −1γ N O

i −1γ N S
i −1

}
, (16.8)

where n is the total number of failure modes fi .
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16.3.3 V&V Sequencing Modeling Using Job Shop
Scheduling Formulation

In this subsection, the job shop scheduling concept and its application inmodeling the
precedence constraints in planning V&V activities are presented. The goal of a job
shop scheduling problem is to find an optimal schedule for a given collection of jobs
(i) where each requires a known sequence of processors ( j) that can accommodate
one job at a time. Suppose that the processing times are given as ti j , which represent
the processing time of job i on the processor j . The typical decision variables for
a job shop scheduling problem are si j representing the start time of job i on the
processor j . The objective function can be to minimize the makespan, i.e. minimize
the completion time of the last job. The precedence requirement that job i must
complete processing on processor j before starting on processor j ′ can be expressed
as si j + ti j < si j ′ . To assure that jobs are not scheduled simultaneously on the same
processor, this conflict constraint can be added to the model (Applegate et al. [22]).

In the V&V activity planning, the failure modes can be considered as jobs and
V&V activities can be considered as processors. Each failure mode (job) can be
mitigated by a sequence of V&V activities (processors). Since failure modes can be
mitigated simultaneously when a certain V&V activity is executed, the precedence
constraint can be relaxed to include equality such that multiple V&V activities can be
executed simultaneously. The execution time of all V&V activities, i.e. the makespan
of V&V process, should be minimized. The equivalent job shop scheduling objec-
tive function for the V&V activity planning can be mathematically modeled as in
Eq. (16.9):

Min:[Max
{
(s j + t j ) ∗ u j

}
, ∀ j = 1, 2, · · · , m], (16.9)

where s j represents the start time of the j th V&V activity v j . t j is the duration of
the j th V&V activity v j . Equation (16.9) first finds the maximum completion time
of V&V activities considering all failure modes (i = 1, 2, · · · , n). The maximum
completion time is also known as themakespan. Then, themakespan ofV&Vprocess
is minimized for all V&V activities ( j = 1, 2, · · · , m).

Since the total time for V&V activities implementation (T0) is limited, and all
V&V activities should be executed under the time constraint, the objective function
in Eq. (16.9) can be converted to a constraint presented as in Eq. (16.10):

Max{(s j + t j )u j } ≤ T0, ∀ j = 1, 2, · · · , m. (16.10)

The start time of each V&V activity in the selected set of V&V activities, s j , can
be calculated by recursion in turn according to Eq. (16.11):
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Fig. 16.3 An example of the upper triangular binary matrix, kl. j , and the upper triangular matrix,
�tl. j , using the data of Fig. 16.1

s j =
{
0, if j = 1
Max

{
(�t j−l, j + s j−l + t j−l k j−l, j )u j−l

}
, l = 1, 2, · · · , j − 1, if j �= 1

(16.11)

where kl. j is an upper triangular binary matrix (l < j); the elements in this matrix
indicate whether the lth V&V activity vl and the j th V&V activity v j can be executed
at the same time, i.e. element is equal to one, if can be executed at the same time;
element is equal to zero, otherwise. Figure 16.3a illustrates an example of the upper
triangular binarymatrix, kl. j , using the data of Fig. 16.1, assuming that only v2 and v3,
v4 and v5 as well as v5 and v6 can be executed at the same time in this example. �tl. j

is an upper triangular matrix (l < j); the elements in this matrix represent the time
gap between the end of the lth V&V activity and the start of the j th V&V activity.
Certain specific V&V activities cannot be executed continuously and need to wait
for a specific time gap; such time gap may be the transfer of materials or devices, the
cooling of devices, and the removal of internal stress in the materials, such as v6 and
v7 in Fig. 16.1. Figure 16.3b illustrates an example of the upper triangular matrix,
�tl. j , using the data of Fig. 16.1, assuming that only v6 and v7 cannot be executed
continuously and supposing there is a time gap �t in this example.

16.3.4 Failure Modes Coverage Modeling

In this subsection, the concepts of set covering, set partition, set packing and their
applications in planning V&V activities are presented, respectively. The applications
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of these three concepts can cover different levels of critical failure modes in various
ways from perspectives of reliability and cost efficiency.

16.3.4.1 Set Covering Formulation

A general set covering problem can be described as follows: given a universe U and
a family G of subsets of U , a set covering is a subfamily W ⊆ G of sets whose
union is U (Vazirani [23]). In the set covering optimization problem, the input is a
pair (U, G), and the task is to find a set covering with the minimum weight. The
set covering optimization problem can be formulated as the integer linear program,
which is shown as in Eqs. (16.12) and (16.13):

Min:
∑

g∈G

ωgxg (16.12)

Subject to

∑

g: e∈G

xg ≥ 1, ∀e ∈ U, (16.13)

where g represents one of the subsets in the family G (g ∈ G).ωg denotes the weight
of each subset g. e represents one of the elements in the universe U . xg is a binary
decision variable, indicating whether each subset g is included in the subfamily W ,
i.e. xg = 1, if included; xg = 0, otherwise. The objective function, Eq. (16.12), is
formulated tofind a subfamilyW with theminimumweight. Equation (16.13) ensures
every element e in the universe U is included at least one time in the subfamily W .

In the V&V planning problem, all identified critical failure modes usually need to
be improved at least one time. Meanwhile, the time and economic budget during
the product development process are limited. Therefore, the objective function,
Eq. (16.12), in the set covering optimization problem can be considered as a budget
constraint which can find a set of V&V activities with the cost less than the budget
in the V&V planning problem. This budget constraint is presented as in Eq. (16.14):

m∑

j=1

c j u j ≤ C0, (16.14)

where c j represents the economic consumption of each V&V activity v j . C0 is the
total economic budget constraint for V&V execution.

Then, the constraint, Eq. (16.13), in the set covering optimization problem can
be considered as the constraint which can make each failure mode to be improved
at least one time. This constraint of covering each failure mode is formulated as in
Eq. (16.15):
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m∑

j=1

aV
i j u j ≥ 1, ∀i = 1, 2, · · · , n, (16.15)

where aV
i j is an incidence matrix, and the elements in this incidence matrix indicate

whether the j th V&V activity v j can improve the i th failure mode fi , i.e. element is
equal to one, if can improve; element is equal to zero, otherwise.

16.3.4.2 Set Partition Formulation

A general set partition problem can be described as follows: given a universe U and
a family G of subsets of U , a set partition is a subfamily W ⊆ G of sets whose union
isU ; meanwhile, all sets in W are pairwise disjoint, i.e. every element in the universe
U is included in one and only one of the subsets of the subfamily W (Vazirani [23]).
In the set partition optimization problem, the input is a pair (U, G), and the task is to
find a set partition with the minimum weight. The set partition optimization problem
can be formulated as the integer linear program, which is shown as in Eqs. (16.12)
and (16.16):

Min:
∑

g∈G

ωgxg (16.12)

Subject to

∑

g: e∈G

xg=1, ∀e ∈ U, (16.16)

where the objective function, Eq. (16.12), is also formulated to find a subfamily W
with the minimum weight. Equation (16.16) ensures every element e in the universe
U is included one and only one time in the subfamily W .

In the set covering formulation, although the overall improvement effectiveness
of all failure modes after executing all selected V&V activities, i.e. RIITotal, can be
improved by multiple improvements to one failure mode through multiple V&V
activities, as mentioned in assumption (d) in subsection 16.3.1, when multiple V&V
activities improve the same failure mode, the improvement effectiveness decay as
the number of improvements increases. In some cases, the increased economic and
time consumption tends to be worth more than the increased overall improvement
effectiveness, that is, the Cost Efficiency (C E) (Farrell [24]) of multiple improve-
ments is lower than which of single improvement. C E can evaluate the producing
ability of the current output at minimal cost, given its input cost. In the other words,
C E is interpreted as a measure of evaluating whether production is executed at the
lowest cost. According to the research proposed by Mirdehghan et al., [25] C E can
be calculated as the ratio of average minimum cost, denoted as C̄min, to average
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observed cost, denoted as C̄observed.

C E = Cmin
Cobserved

. (16.17)

In the application in planning V&V activities, the output is represented by the
average improvement effectiveness RII of each failure mode after executing all
selected V&V activities.

RII = RIITotal
n

. (16.18)

The input cost includes two aspects in planning V&V activities, including time
and economic cost. In order to better evaluate input cost, a Time and Economic
Metric, denoted as T E , is proposed to integrate time and economic cost, which is
shown as in Eq. (16.19):

T E = TTotal + αCTotal, (16.19)

where TTotal is the total time consumption of a selected set of V&V activities, CTotal

is the total economic consumption of a selected set of V&V activities, and α is a
coefficient used to scale the ratio and unit of economic and timemeasurements. Then,
the average observed cost, C̄observed, in the application in planning V&V activities
can be calculated.

Cobserved=T E

RII
= n(TTotal + αCTotal)

RIITotal
. (16.20)

In order to avoid the decay of improvement effectiveness due to the multiple
improvements, i.e. improve C E , each failure mode should be improved by one and
only one V&V activity. Then, the constraint, Eq. (16.16), in the set partition opti-
mization problem can be considered as the constraint which can make each failure
mode to be improved by one and only one time.

m∑

j=1

aV
i j u j = 1, ∀i = 1, 2, · · · , n. (16.21)

16.3.4.3 Set Packing Formulation

A general set packing problem can be described as follows: given a universe U and a
family G of subsets ofU , a set packing is a subfamily W ⊆ G of sets such that all sets
in W are pairwise disjoint; in other word, every element in the universeU is included
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in at most one subset of the subfamily W (Vazirani [23]). Therefore, set partition can
be regarded as a special case of set packing. In the set packing optimization problem,
the input is a pair (U, G), and the task is to find a set packing with the minimum
weight. The set packing optimization problem can also be formulated as the integer
linear program, which is shown as in Eqs. (16.12) and (16.22):

Min:
∑

g∈G

ωgxg (16.12)

Subject to

∑

g: e∈G

xg ≤ 1, ∀e ∈ U, (16.22)

where the objective function, Eq. (16.12), is also formulated to find a subfamily W
with the minimum weight. Equation (16.22) ensures every element e in the universe
U is included at most one time in the subfamily W .

In the set partition formulation, there is not always a set of V&V activities that can
improve each failure mode just once. Sometimes, in pursuit of overall improvement
effectiveness of the product development process under limited time and budget,
some failure modes may not be improved. For instance, the initial RPN of some
failure modes is low, and the improvement rate of RPN obtained by improving these
failure modes is also usually low. In this case, the focus of improvement can be
shifted to the failure modes with high RPN, so as to obtain a higher overall improve-
ment effectiveness of the product development process. Therefore, each failure mode
should be improved by at most one V&V activity, and the constraint, Eq. (16.22), in
the set packing optimization problem can be considered as the constraint which can
make each failure mode to be improved at most one time.

m∑

j=1

aV
i j u j ≤ 1, ∀i = 1, 2, · · · , n. (16.23)

16.3.5 Four Types of Mathematical Models for the V&V
Activity Planning

Based on the concepts of set covering concepts in planningV&Vactivities, four types
of modeling approaches are proposed to investigate four risk mitigation strategies to
understand different product developing requirements.
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16.3.5.1 Model I. Optimization Model with Set Covering Formulation

In the scenario where all identified failure modes need to be improved and each
failure mode can be improved by multiple V&V activities, set covering formulation
can be used, which is formulated as follows. The objective function, Eq. (16.24),
is formulated to maximize the overall reliability improvement effectiveness of all
failure modes after executing all selected V&V activities:

Max : RIITotal =
n∑

i=1

⎧
⎨

⎩1 −
m∏

j=1

[(
1 − θi j (D)u j

) ∗ (
1 − θi j (O)u j

) ∗ (
1 − θi j (S)u j

)]

γ N D
i −1γ N O

i −1γ N S
i −1

}
(16.24)

Subject to

Max{(s j + t j )u j } ≤ T0, ∀ j = 1, 2, · · · , m, (16.10)

m∑

j=1

c j u j ≤ C0, (16.14)

m∑

j=1

aV
i j u j ≥ 1, ∀i = 1, 2, · · · , n, (16.15)

where N D
i = ∑m

j=1 aD
i j u j , N O

i = ∑m
j=1 aO

i j u j , and N S
i = ∑m

j=1 aS
i j u j . s j = 0,

if j = 1; s j = Max
{(

�t j−l, j + s j−l + t j−l k j−l, j
)
u j−l

}
, ∀l = 1, 2, · · · , j − 1,

otherwise. u j is a binary decision variable, indicating whether the j th V&V activity
v j is selected, i.e. u j = 1, if selected; u j = 0, otherwise. The first constraint,
Eq. (16.10), guarantees that the total time consumption of the optimal set of V&V
activities should be less than the maximum expected V&V execution time. The
second constraint, Eq. (16.14), is that the total cost for executing the optimal set of
V&V activities should be less than the budget for the product development process.
The third constraint, Eq. (16.15), confirms that each failure mode is included by at
least one V&V activity through executing the optimal set of V&V activities.

16.3.5.2 Model II. Extended Optimization Model with Set Covering
Formulation

The goal of Model I is to maximize the overall reliability improvement effectiveness
of all failure modes. However, in practice, even if the overall improvement effec-
tiveness is maximized after executing all selected V&V activities, certain high-risk
failuremodes can also result in high frequency and hard-to-detect failures (e.g. failure
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modes with high O and D) of the product, or even loss of life (e.g. failure modes
with high S). Hence, under the sufficient production cycle and cost, the improved
RPN and S of each failure mode are usually required to meet the minimum improve-
ment requirements to ensure that there is no reliability defect in the newly developed
product. That is, the RPN and S of the failure mode fi after executing selected V&V
activities, i.e. RPNi(new) and Si(new), should not be greater than the pre-specified
risk thresholds. RPNi(new) and Si(new) can be calculated by Eqs. (16.3) and (16.3),
respectively. Then, the constraints of minimum improvement requirements of the
improved RPN and S of each failure mode can be presented in Eqs. (16.25) and
(16.26), respectively:

RPNi(new) ≤ RPN0, ∀i = 1, 2, · · · , n, (16.25)

Si(new) ≤ S0, ∀i = 1, 2, · · · , n, (16.26)

where RPN0 and S0 are the pre-specified risk thresholds of RPN and S, respectively.
The extended optimization model with set covering problem for optimizing V&V

activity planning sacrifices some of the overall reliability improvement effectiveness
to ensure that the risk of each failure mode of a product is within a safe range. Model
II can be formulated as Eqs. (16.10), (16.14), (16.15), and (16.24), and add two
constraints, Eqs. (16.25) and (16.26) to ensure that RPN and S of each failure mode
after executing all selected V&V activities are not greater than the pre-specified risk
thresholds.

16.3.5.3 Model III. Optimization Model with Set Partition Formulation

The optimization model with set partition problem not only ensures that the risk
of each failure mode is mitigated, but also focuses on the cost efficiency (i.e. C E)
of the NPD process. More specifically, this model limits each failure mode to be
improved by one and only one V&V activity for avoiding the decay of improve-
ment effectiveness due to the multiple improvements. Then, the overall reliability
improvement effectiveness of all failure modes after executing all selected V&V
activities, RIITotal, can be reduced to RII∗Total.

RII∗Total =
n∑

i=1

⎧
⎨

⎩1 −
m∏

j=1

[(
1 − θi j (D)u j

) ∗ (
1 − θi j (O)u j

) ∗ (
1 − θi j (S)u j

)]
⎫
⎬

⎭.

(16.27)

The optimization model with set partition problem for optimizing V&V planning
is presented in the following. The objective function, Eq. (16.28), is also formulated
to maximize the overall reliability improvement effectiveness of all failure modes
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after executing all selected V&V activities:

Max : RII∗Total =
n∑

i=1

⎧
⎨

⎩1 −
m∏

j=1

[(
1 − θi j (D)u j

) ∗ (
1 − θi j (O)u j

) ∗ (
1 − θi j (S)u j

)]
⎫
⎬

⎭

(16.28)

Subject to

Max{(s j + t j )u j } ≤ T0, ∀ j = 1, 2, · · · , m, (16.10)

m∑

j=1

c j u j ≤ C0, (16.14)

m∑

j=1

aV
i j u j=1, ∀i = 1, 2, · · · , n, (16.21)

where the third constraint, Eq. (16.21), confirms that each failure mode is covered by
one and only one V&V activity through executing the optimal set of V&V activities.

16.3.5.4 Model IV. Optimization Model with Set Packing Formulation

Compared with the optimizationmodel with set packing problem (i.e. Model III), the
optimization model with set packing problem (i.e. Model IV) focuses more on the
cost efficiency (i.e. C E) of the NPD process. More specifically, this model gives up
the improvement of some low-risk failure modes (described in subsection 16.3.4.3)
to pursue a higher overall reliability improvement effectiveness, and the decay of
improvement effectiveness due to the multiple improvements is also avoided in the
V&V process. Then, Model IV can be presented in the following:

Max : RII∗Total =
n∑

i=1

⎧
⎨

⎩1 −
m∏

j=1

[(
1 − θi j (D)u j

) ∗ (
1 − θi j (O)u j

) ∗ (
1 − θi j (S)u j

)]
⎫
⎬

⎭

(16.28)

Subject to

Max{(s j + t j )u j } ≤ T0, ∀ j = 1, 2, · · · , m, (16.10)

m∑

j=1

c j u j ≤ C0, (16.14)
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m∑

j=1

aV
i j u j ≤ 1, ∀i = 1, 2, · · · , n, (16.23)

where the third constraint, Eq. (16.23), ensures that each failure mode is included by
at most one V&V activity through executing the optimal set of V&V activities.

In an NPD process, the large number of V&V activities results in the high dimen-
sion of decision variable u j . Hence, the above four types of mathematical optimiza-
tionmodels are the integermixed optimization problemwith high dimension.Genetic
Algorithm (GA) (Mitchell [26]) which is commonly used to generate high-quality
solutions to optimization and search problems by relying on bioinspired operators
such as mutation, crossover, and selection is applied to solve above four optimization
models.

16.4 Examples of V&V Planning for Optimal Reliability
Improvement

In this section, the applications of proposed four types of mathematical optimization
models are illustrated according to a case of a power generation system in a diesel
engine; meanwhile, the results of these four types of mathematical optimization
models as well as three other existing product V&V planning approaches in the
literature are compared.

16.4.1 The Introduction of the Power Generation Unit

The diesel engine is a crucial part of the diesel generator, and the diesel engine is a
device that converts the internal energy produced by burning diesel into mechanical
energy.

Fifteen V&V activities (i.e. m = 15) from the product V&V process of the
diesel engine are extracted as the numerical example of this chapter. These 15 V&V
activities are divided into design action (i.e. v3, v8, and v9), performance test (i.e. v4,
v5, v10, v11, and v14), lab test (i.e. v6, v12, and v13), and bench test (i.e. v1, v2, v7, and
v15). The combination of these 15 V&V activities can mitigate the design risks of
25 failure modes (i.e. n = 25). Recall that only the design action can improve S. In
addition, the design actions usually consume the most economic resources and time,
while the resource consumption of other types of V&V activities decreases in the
order of performance test, lab test, and bench test. The effectiveness of various types
of V&V activities are also different. The required input for the proposed optimization
models, including the economy consumption (c j ) and time consumption (t j ) of each
V&V activity, the upper triangular matrix �tl. j (l < j) and the incidence matrices
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aV
i j , aD

i j , aO
i j , and aS

i j of these 15 V&V activities, the improvement effectiveness of
the j th V&V activity v j on the i th failure mode fi in D (θ D

i j ), O (θ O
i j ), and S (θ S

i j ),
as well as the initial RPN

(
RPNi(initial)

)
and S

(
Si(initial)

)
of each failure mode fi , can

be found in our paper (Wu et al. [27]).
The total economic budget constraint for V&V execution is assumed to be

$600,000 (i.e. C0 = 600, 000), and the available time budget of executing the V&V
process is constrained to be 600 days (i.e. T0 = 600). The base of the exponential
decay in D (γD), O (γO ), and S (γS) are all assumed to be 0.9. For the extended
optimization model with set covering problem, the improved RPN (RPNi(new)) of
each potential failure mode fi is assumed to be not greater than 60 (i.e. RPN0 = 60),
and the improved S (Si(new)) of each potential failure mode fi is assumed to be not
greater than 7 (i.e. S0 = 7).

16.4.2 Results Using Model I to IV in Sect. 16.3.5

The schematic view of the optimal V&V activities plan using Model I is presented
in Fig. 16.4, it can be seen that ten V&V activities, including v1, v3, v4, v5, v7, v9,
v10, v13, v14, and v15, out of the proposed fifteen V&V activities are selected for
execution to optimally mitigate all critical failure modes. The objective function
value is obtained as RIITotal = 13.77. Total cost of executing the selected ten V&V
activities is $595,000, and the total execution time is obtained as 550 days.

Figure 16.5 shows that ten V&V activities, including v1, v2, v3, v4, v7, v8, v9, v13,
v14, and v15, out of the proposed fifteen V&V activities are selected for execution to
optimally mitigate all critical failure modes when Model II is used for optimizing
V&Vactivities planning. The objective function value is obtained asRIITotal = 13.37.
Total cost of executing the selected ten V&V activities is $589,000, and the total
execution time is obtained as 599 days.

The schematic views of the optimal V&V activities plan using Models III and IV
are presented in Fig. 16.6a,b, respectively. It is observed through Fig. 16.6a that five
V&V activities, including v2, v3, v5, v6, and v11, out of the proposed fifteen V&V
activities are selected for execution to optimally mitigate all critical failure modes,
and each failure mode is improved exactly once. The objective function value is
obtained as RIITotal = 10.98. Total cost of executing the selected ten V&V activities
is $321,000, and the total execution time is obtained as 325 days. In addition, the
results in Fig. 16.6b show that four V&V activities, including v3, v4, v9, and v12,
out of the proposed fifteen V&V activities are selected for execution to optimally
mitigate all critical failure modes except f24 (whose initial RPN is equal to 18). The
objective function value is obtained as RIITotal = 12.10. Total cost of executing the
selected four V&V activities is $301,000, and the total execution time is obtained as
314 days.
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Fig. 16.4 The schematic view of V&V planning obtained from model I

16.4.3 Comparisons of Various V&V Modeling Approaches

The proposed four types of V&V activities planning model for maximum reliability
improvement in NPD process are the first quantitative approaches considering the
challenges of failure mode coverage, effectiveness of V&V activities, decay of effec-
tiveness, scheduling, and budget and time constraints. Other quantitative approaches
in the V&V planning literature, such as PERT, capture some aspects of V&V activi-
ties planning such as scheduling and budget, but these approaches lack in modeling
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Fig. 16.5 The schematic view of V&V planning obtained from model II

the reliability improvement and prioritizing failure risks as well as covering critical
failure modes. In this subsection, three approaches in V&V activities planning are
applied to the case problem, and the results are compared with the proposed four
types of V&V planning models in this chapter. These three approaches include (1)
PERT approach in which only sequencing and scheduling of V&V activities are
considered, (2) Cost-oriented V&V planning approach in which the total cost of
V&V activities execution is used as the objective function, and (3) Time-oriented
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(a) The schema c view of V&V planning 
obtained from Model III. 

(b) The schema c view of V&V planning 
obtained from Model IV. 

Fig. 16.6 The schematic views of V&V planning obtained from models III and IV

V&V planning approach in which the total time of V&V activities execution is mini-
mized. Note that there is no reliability improvement maximization in the mentioned
three approaches.

16.4.3.1 Planning V&V Activities Using PERT

In order to compare the results obtained from models proposed in this chapter with
the traditional model in the literature, PERT approach is used to model the V&V
activities planning problem in this subsection. Considering the sequencing, time gap,
and duration of each V&V activity, the results of the V&V plan provided by PERT
show that the overall reliability improvement effectiveness of all failure modes after
executing all V&V activities is obtained as RIITotal = 16.30. Total cost of executing
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V&V activities is equal to $870,000, while total time is obtained as 849 days. From
the results, it can be seen that considering the sequencing of V&V activities, as well
as the limited time and budget, PERT approach is only able to provide a plan for V&V
activities that satisfies the sequencing constraints, while it is an infeasible solution
in terms of satisfying time and cost constraints.

16.4.3.2 Cost-Oriented V&V Planning Approach

The goal of the cost-oriented V&V planning approach is to minimize the total cost
of V&V activities execution while all failure modes are covered and improved.
However, the reliability improvement effectiveness of each V&V activity is not
included in this approach. Hence, the proposed V&V model with set covering
problem (i.e. Model I) can be modified to show the cost-oriented V&V planning
approach.

Min:
m∑

j=1

c j u j (16.29)

Subject to

Max
{
(s j + t j )u j

} ≤ T0, ∀ j = 1, 2, · · · , m, (16.10)

m∑

j=1

aV
i j u j ≥ 1, ∀i = 1, 2, · · · , n. (16.15)

The optimal V&V plan obtained through this cost-oriented formulation shows
that four V&V activities, including v3, v4, v9, and v15, out of the proposed fifteen
V&V activities are selected for execution to mitigate all critical failure modes. Total
cost is minimized at $286,000 with the duration of V&V execution as 284 days. The
overall reliability improvement effectiveness of all failure modes after executing all
V&V activities is obtained as RIITotal = 7.92.

16.4.3.3 Time-Oriented V&V Planning Approach

The goal of the time-orientedV&Vplanning approach is tominimize the total time of
V&V activities execution while all failure modes are covered and improved. Similar
to the cost-oriented approach, the reliability improvement effectiveness of eachV&V
activity is not included. The proposed V&V model with set covering problem (i.e.
Model I) can also be modified to show the time-oriented V&V planning approach.

Min:
{
Max

{
(s j + t j )u j

}}
(16.30)
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Subject to

m∑

j=1

c j u j ≤ C0, (16.14)

m∑

j=1

aV
i j u j ≥ 1, ∀i = 1, 2, · · · , n. (16.15)

According to the time-oriented V&V planning approach, five V&V activities,
including v3, v4, v5, v6, and v15, out of the proposed fifteen V&V activities are
selected for execution to mitigate all critical failure modes. Total time of V&V
activities execution is minimized at 252 days with the cost as $329,000. The overall
reliability improvement effectiveness of all failure modes after executing all V&V
activities is obtained as RIITotal = 7.63.

16.4.3.4 Summary of Comparative Analysis

The summary results of all seven approaches in planningV&Vactivities are provided
in Table 16.1. The Cost Efficiency (C E) is calculated using Eqs. (16.17) to (16.20),
in which the coefficient α is valued at 0.001 to equalize the magnitude of time and
economy in this case. In addition, in order to compare the relative efficiency of seven
types of models, the average minimum cost (C̄min) in the Eq. (16.17) is equal to the
minimum average observed cost (C̄observed) of seven types of models in this case (i.e.
the results obtained from Model IV).

Comparing the results obtained from the seven approaches, the maximum relia-
bility improvement is obtained when the PERT approach is used to model and solve
the case problem. This result makes sense since all V&V activities are executed in

Table 16.1 Summary of comparisons of seven approaches in planning V&V activities

Approach Selected V&V
activities

Total
time
(days)

Total
cost
($1000)

Reliability
improvement
(RIITotal)

Feasibility
of solution

Cost
efficiency
(C E) (%)

Model I 1,3,4,5,7,9,10,13,14,15 550 595 13.77 Feasible 61.12

Model II 1,2,3,4,7,8,9,13,14,15 599 589 13.37 Feasible 56.77

Model III 2,3,5,6,11 325 321 10.98 Feasible 86.39

Model IV 3,4,9,12 314 301 12.10 Feasible 100

PERT All 849 870 16.30 Infeasible 48.19

Cost
oriented

3,4,9,15 284 286 7.92 Feasible 70.62

Time
oriented

3,4,5,6,15 252 329 7.63 Feasible 66.75
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this case; however, total time and cost of V&V execution are beyond the allowed
time and budget for V&V execution. Hence, the solution provided by PERT is an
infeasible solution in this sense. Comparing the six feasible solutions, total time of
V&V execution has its minimum value in the time-oriented approach, and total cost
has its minimum value in the cost-oriented approach. However, the overall relia-
bility improvement effectiveness in these two approaches is significantly lower than
that from the other four approaches. Comparing the four proposed approaches, the
overall reliability improvement effectiveness in Models I and II are higher than those
in Models III and IV, while the total cost and time in Models I and II are significantly
larger than those in Models III and IV, and the cost efficiency in Models I and II are
also significantly lower than those in Models III and IV. This phenomenon suggests
that the overall reliability improvement effectiveness of all failure modes can be
improved by multiple improvements to one failure mode through multiple available
V&V activities, while the increased cost and time usually tend to be worth more than
the increased improvement effectiveness due to the decay of improvement effective-
ness, that is, the cost efficiency of multiple improvements is low. More specifically,
comparing Model I with Model II, the overall reliability improvement effectiveness
and cost efficiency of Model I are both higher than those in Model II. That is because
Model II needs to ensure that the improved RPN and S of each failure mode reach
the preset constraints at the expense of the overall improvement effectiveness under
the same time and cost constraints. Comparing Model III with Model IV, the overall
reliability improvement effectiveness and cost efficiency ofModel III are higher than
those in Model IV; it demonstrated that in pursuit of overall improvement effective-
ness of the product development process, sometimes, some failure modes with low
initial RPN or with low improvement effectiveness need not be improved.

In summary, comparing the four proposed approaches, Models I, II, and III can
ensure that all crucial failure modes can be covered and improved, in which Model I
shows the highest overall reliability improvement effectiveness, Model II can ensure
that the improved RPN and S of each failure mode reach the preset constraints, and
Model III shows the highest cost efficiency. In addition, when some non-critical
failure modes do not need to be improved, Model IV shows the highest cost effi-
ciency. Hence, V&V planning can be optimized and executed through four proposed
optimizing strategies to meet the various demands of developers.

16.5 Discussions and Conclusions

To gain competitive advantages, companies that design and develop new complex
products seek to increase the effectiveness and efficiency of their NPD processes.
The product design V&V planning is one of the main processes in the early stages
of the NPD, which includes a series of engineering activities defined to meet design
objectives and performance requirements, such as a desired reliability level. This
chapter proposed four novel mathematical models to optimize the V&V activities
planning for improving the reliability of a new product while taking into account
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constraints in development time and budget, sequencing and effectiveness of V&V
activities, as well as the decay of the improvement effectiveness.

The V&V planning of a new powertrain is used as an example, and numerical
simulations are carried out to illustrate the applications of the proposed four V&V
optimization models. Three types of optimization problem concepts are adopted
to ensure that all critical failure modes are covered in different ways according
to different risk mitigation requirements of organizations. The proposed modeling
approaches provide four riskmitigation strategies from perspectives of reliability and
cost efficiency to maximum overall reliability improvement effectiveness and cover
different requirements of products. Taking the V&V planning of a new powertrain
as an example, the numerical simulations and solutions are carried out to illustrate
the applications of proposed four V&V optimization models. In future research, the
iterations of V&V activities in a multistage development and the uncertainty of the
input variables of the model will be investigated.
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Chapter 17
Efficient Use of Meta-Models
for Reliability-Based Design
Optimization of Systems Under
Stochastic Excitations and Stochastic
Deterioration

Gordon J. Savage and Young Kap Son

Abstract Themain difficulty in the application of reliability-based design optimiza-
tion (RBDO) to time-dependent systems is the continual interplay between calcu-
lating time-variant reliability (to ensure reliability policies are met) and moving the
design point to minimize some objective function, such as cost, weight or size. In
many cases, the reliability can be obtained readily using, for example, first-order
reliability methods (FORM). However, this option is not available when certain
stochastic processes are invoked to model, for example, gradual damage or deteri-
oration. In this case, inefficient Monte Carlo simulation (MCS) must be used. The
work herein provides a novel way to obviate this inefficiency. First, a meta-model is
built to relate the system cumulative distribution function of time to failure (cdf ) to
the design space. A design of experiments paradigm helps determine a few training
sets and then the mechanistic model and the uncertain characteristics of the vari-
ables, withMCS, help produce the corresponding cdf curves. Themeta-model (using
matrix methods) directly links an arbitrary sample from the design space to its cdf .
The optimization process accesses the meta-model to quickly evaluate both objec-
tives and failure constraints. A case study uses a electromechanical servo system.
The meta-model approach is compared to the traditional MCS approach and found
to be simple, accurate and very fast, suggesting an attractive means for RBDO of
time-dependent systems under stochastic excitations and stochastic deterioration.
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17.1 Introduction

In engineering systems, extreme environmetal conditions and uncertain loads lead to
component deterioration, and this in turn leads to poor performacne, orworse, failure.
Inmechanical and structural systems,wear is a critical source of failure since it effects
the life span of hinges, bearings and coupling components. Examples include vehicle
clutches, multi-bar linkages and servo systems that lose their ability to perform to
specifications. In electrical systems, the parameters drift from their initial settings
through both usage and tempertaure and hunidity variations. For example, the band
frequencies in filters become altered and the attenuation effectiveness degrades.

The analysis of degradation started with Meeker and Escobar [1] who introduced
statistical-based physics-basedmodels. And after decades, degradationmodels [2–4]
include (a) random variable models, (b) marginal distribution models and (c) cumu-
lative damage models. The random variable (RV) models (also called degradation
pathmodels) randomize the parameters associated with some empirical deterioration
law. For example, consider resistance R, then R = R0 ± Ct where t is time, R0 is the
initial resistance and C is the random (or, perhaps deterministic) degradation rate.

The marginal distribution (MD) models (also referred to as degradation distribu-
tionmodels) provide a newdistribution at any time t.A simpleMDmodel has the form
R = R0 ± C(p(t)) where p are distribution parameters andC(p(t)) represents a partic-
ular distribution at time t. The cumulative damage (CD) models (also called shock
models) assume that the degradation is caused by shocks or jumps and that damage
accumulates additively [4]. These models are used when the temporal uncertainty
associated with the deterioration cannot be ignored. In this model, R = R0 ± C(t)
where C(t) is a stochastic process, such asWeiner, Gamma [5] and inverse Gaussian.
It is apparent then that system deterioration leads to time-dependent reliability issues
that may be mitigated by reliability-based design optimization (RBDO).

The RBDO problem has three issues. The first deals with how reliability is to be
calculated over time; the second dealswith parametric uncertainty in components and
excitation uncertainty in loads. Finally, the third issue addresses the dynamical nature
of the system; that is, the performance measures steady-state with algebraic equa-
tions, or transient’ with differential equations. These areas are bridged by considering
time-variant parametric uncertainties and stochastic processes.

Stochastic loads are one of the main sources of time-variant reliability. Kuschel
and Rackwitz [6] employed the outcrossing rate to find time-variant reliability and
solved the optimization problem under simple loads. Wang and Wang [7] developed
a nested extreme response method to transform the time-variant RBDO problem into
time-invariant RBDO problem. Hu and Du [8] devised the equivalent most likely
failure point (MLFP) and extended the sequential reliability assessment algorithm
(SORA) to solve time-variant RBDO problems containing stochastic loads. Therein
FORM was invoked and design parameters comprised either deterministic variables
or means of distributions. Jiang et al. [9] produced the time-invariant equivalent
method (TIEM) to reduce the number of cdf calculations. FORM was used and
design parameters were deterministic variables and means of distributions.
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A few papers address RBDO and degradation. Savage and Son [10] applied the
set theory method to find efficiently the cdf for multiple response systems with
deterministic component degradation. Rathod et al. [11] treated probabilistic damage
accumulation as a measure of degradation in material fatigue and modelled it as a
stationary process that in turn became a constraint in the optimized solution. Singh
et al. [12] considered deterministic degradation and introduced the composite limit
state to convert a time-variant RBDO problem into a time-invariant problem and then
invoked a genetic algorithm to search for the MLFP.

For an efficient design process, meta-models (often called surrogate models) have
been introduced. In the past three decades, their impact in the design of systems has
been significant. They are computationally efficient substitutes for the mechanistic
model: they are both accurate and very fast. These two features allow for a variety of
timely perform ability calculations in the optimization routines. The success of the
meta-model depends on (a) the proper selection of the input variables (i.e. excitations
and component parameters), (b) their ranges (e.g. design space), (c) the number of
training samples, (d) the philosophy used to collect this data and finally (e) the form
of the approximating function. Overviews of various meta-models are contained in
Refs.[13, 14]. The popular kriging methods are detailed in Refs.[15–17], the moving
least squares (sometimes called lazy learning) meta-models are described in Refs.
[18, 19]. The Bayesian meta-models are illustrated in Ref. [20].

The use of meta-models to provide efficiencies in time-invariant reliability anal-
ysis is contained in references [21, 22]. Work using meta-models in RBDO with
time-invariant reliability includes references [23–26]. There is some time-variant
reliability analysis using meta-models. Savage et al. [27] predicted the reliability
of degrading dynamic systems using various meta-models. Singh et al. [12] used
a meta-model of the composite limit-state surface and then used it to determine
time-invariant failure. Dregnei et al. [28] developed a random process meta-model
that linked the left singular vectors of the responses of a system to the left singular
vectors of an uncertain excitation matrix and augmented this with uncertain compo-
nent dimensions. The meta-model was then used to help determine the lifetime
reliability. Zhang et al. [29] established a meta-model based on response surface for
time-variant limit-state function to estimate time-dependent reliability for nondeter-
ministic structures under stochastic loads. Stochastic loads were discretized as static
random variables in the model, and FORM was applied to estimate reliability.

Herein, we present a new method for RBDO of time-variant systems containing
stochastic degradation and stochastic excitations. In the first stage, a meta-model is
built that explicitly relates time-variant failure to the design space. In the second
stage, the optimization process invokes the typical nested approach, but now the
meta-model is used to quickly evaluate objective functions and failure constraints:
the design time needed to conduct RBDO for time-variant systems is greatly reduced.
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17.2 Time-Variant Reliability

For time-variant reliability, we denote the vector V, with elements Vj, j = 1, …
n, as the randomness in the problem. The probability density functions of V are
assumed to exist and provide distribution parameters p. A conversion to standard
normal (i.e. U-space) is usually possible through an iso-probabilistic transformation
[30], denoted as V (pV , U). Further, we let W(t) be a vector of stochastic processes
for time t. These processes include excitations and loads (typically modelled by
Gaussian processes) as well as cumulative damage degradation, often modelled by
the Gamma process. These random effects come from dynamically varying environ-
mental conditions and the temporal uncertainties of changes in material properties
and structural dimensions.

We start with component level time-variant reliability in terms of the related cdf .
For the ith component, let Zi be the response and ξ i an upper or lower specification.
Then the limit-state function is gi(V,W(t), t)= ± {Zi(V,W(t), t)− ξ i}where a posi-
tive value indicates success and a negative value indicates failure. For convenience,
we write the failure event over lifetime span [0, tL] as

Ei (0, tL) = { gi (V,W(t), t) ≤ 0, for ∃t ∈ [0, tL ]} (17.1)

and the true cdf for the ith component is

Fi (tL) = P(Ei (0, tL)) (17.2)

The evaluation of Eq. (17.2) is generally intractable; however, discrete time is of
help. Consider the planned time tL with equally spaced time points obtained from a
small, fixed, time step h (the length to be determined later). For a time index l = 0,
1,… L, where L is the number of time steps to the planned time, the time at the lth
step is tl = l × h. We write a set that represents the instantaneous failure region of
the ith limit-state function at any selected point-in-time tl with reference to notation
in Eq. (17.1) as

El,i = {gi (V,W(tl), tl) ≤ 0} (17.3)

Note, we must find the stochastic processes W(t) at discrete times tl.
Now, let us consider a system with say e components and extend Eq. (17.3)

to Parallel and Serial connections. For parallel connections, the system instanta-
neous failure region at time tl is defined to be the set El = ⋂e

i=1 El,i . For Series
connections, the system instantaneous failure region at time tl is defined to be the set
El = ⋃e

i=1 El,i . Moreover, the system cumulative failure set Al is defined as the set
that represents the accumulation of all system instantaneous failure regions for all
discrete times up to tl, and is written as
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Al = E0 ∪ E1 ∪ · · · ∪ El =
⋃l

q=0
Eq (17.4)

The system cumulative safe set up to time tl+1 = tl + �t is denoted as Al+1 and
is simply

Al+1 = E0 ∩ E1 ∩ · · · ∩ El+1 =
⋂l+1

q=0
Eq (17.5)

We define the emergence of the incremental failure region from the system cumu-
lative safe region, from time tl during time interval �t , as Bl = Al+1 ∩ Al . This term
can be simplified by noting Eq ∩ (

E0 ∩ · · · ∩ Eq · · · ∩ El
) = ∅. Hence, for q = 0, 1,

… , l, we have more simply

Bl = El+1 ∩ Al (17.6)

We write the cdf as the sum of increments, or

F(tL) = P(E0) + P(B0) + · · · + P(Bl) + · · · + P(BL−1) (17.7)

The expression for Bl in Eq. (17.6) requires the time history of the system
responses, and thus it is logistically difficult to determine the probability P(Bl).
In MCS, a sample from the distributions of the design variables is chosen and then
the sign of El is determined for time index l = 0, 1, … L, stopping and recording the
time of first failure [31]: as well, all future times for the sample are recorded as fail.
For all MCS samples, a histogram that represents the terms in Eq. (17.7) is built, and
then the cdf is found as the summation of all of the terms up to the time of interest.

17.3 Stochastic Processes

The approaches to modelling both excitations and degradation over discretized time
are outlined next.

17.3.1 Excitations: Gaussian Stochastic Process

An excitation (i.e. a source or load) is denoted as Y (t), and typically modelled by
a nonstationary Gaussian stochastic process. There are many proposed modelling
methods including Karhunen–Loeve [32], polynomial chaos expansion [33], proper
orthogonal decomposition [34] and EOLE [35]. The EOLE model is easy to write
in matrix form (thus simplifying computer programming) and hence is employed
herein. Let the mean function be μY (ti), the standard deviation function σ Y (ti) and
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the autocorrelation function ρY (ti, tj). Then, the Gaussian process takes the compact
matrix form [36]

Y (t) = μY (t) + [�(t)]T (��̃)U (17.8)

where (��̃) is a matrix of constants, �(t) is a time-related vector (containing stan-
dard deviation and correlation parameters) and U is vector of standard normal.
For a simpler notation, let the distribution parameters in Eq. (17.8) be written as
q(t) = [μ(t),�(t)]T , then more informatively

Y (t) = Y (q(t),U) (17.9)

17.3.2 Component Degradation: Gamma Process C(t)

The Gamma process is suitable for modelling gradual damage or deterioration when
it is monotonically accumulating over time: examples include wear, fatigue, corro-
sion, crack growth, erosion, consumption, creep, etc. [5]. The Gamma process is a
continuous-time process with stationary, independent, non-negative Gamma incre-
ments, obtained from the Gamma distribution. Let G(α, β) denote the distribution
and let its density function be

f (γ ) = 1

βα
(α)
γ α−1e−γ /β (17.10)

where 
(α) is the so-called gamma function, and α and β are the shape and scale
parameters, respectively. Finally, the Gamma process is denoted as C(t|μ, σ 2) with
meanμ and variance σ 2. Then, for any time increment�t = tL/L > 0, the increments
are [37]

C
(
t + �t |μ, σ 2

) − C
(
t |μ, σ 2

) ∼ G(α�t, β) (17.11)

We note that the distribution of the increments depends on the length of �t but
not on the time t. Let us find now suitable distribution parameters for the Gamma
distribution in Eq. (17.10). If the mean value of the process is linear, then we may
write mean and variance of the process as

E[C(t = tL)] = μ = (αtL)β,

V ar [C(t = tL)] = σ 2 = (αtL)β2
(17.12)



17 Efficient Use of Meta-Models for Reliability-Based … 389

We have the new parameters for the desired Gamma distribution (in terms ofmean
and standard deviation) as

α = 1

tL

μ2

σ 2
(17.13)

and

β = σ 2

μ
(17.14)

Let the parameters be written compactly as r = [μ, σ,�t]T , then equation
Eq. (17.14) provides the series of random variables

C(r, tl) = C(t0) +
l∑

i=1

G

(
1

tL

μ2

σ 2
�t,

σ 2

μ

)

l = 1, 2, ...L (17.15)

It is a simple manner to generate the Gamma process over discrete time. For the
kth manifestation of a Gamma process, say C (k)(t) with incremental samples γ

(k)
i

chosen according to the Gamma distribution in Eq. (17.10), we have the series of
process values,c(k)(t0) = 0, c(k)(t1) = c(k)(t0)+γ

(k)
1 ,..,c(k)(tl+1) = c(k)(tl)+γ

(k)
l ,…,

c(k)(tL) = c(k)(tL−1) + γ
(k)
L where k = 1, 2, ...N . Hence, for simulation purposes,

we generate N Gamma process paths to provide N jump values at each discrete time
t0, t1, t2, · · · , tL−1.

17.4 Meta-Model Development

The fundamentals and formulation of the meta-model to link the cdf to the design
space are presented next.

17.4.1 Design Parameters and Training Data

A judicious selection of the design variables and their operating ranges is important
to keep the meta-model manageable but effective. There are simple analyses that
help.

(1) An importance analysis, that uses sensitivity information, can trim the number
of design variables to a manageable few.

(2) A ‘parameter design’ to minimize F(t = 0) can find nominal values of the
design variables.
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(3) A worst-case analysis to ensure F(t = 0) ≤ δ helps find the variations of the
variables

The design parameters p used to form the meta-model are herein means and
tolerances written as

pT = [μT tolT ] = [μ1 μ2 · · · μm tol1 tol2 · · · toln] (17.16)

The design space is set out by lower and upper limits whereby asμi∈ [lsli, usli] for
i = 1, 2,…m and toli∈ [LSLi, USLi] for i = 1, 2,…n. Let the input or training samples
be pj, j = 1, 2,… δ selected from the design space using design of experiments (DOE)
and Latin Hypercube sampling. Then, for the jth sample (i.e. pj), the corresponding
input data vector, based on a selected polynomial fit, becomes

d(p j )
T =

[
1 pT

j f (pT
j )

]

1×q
(17.17)

where we have allowed for a constant, linear terms and typically quadratic terms.
The vector length q depends on the order of the polynomial and the sizes of m and
n. The resulting input training matrix becomes

D =

⎡

⎢
⎢
⎢
⎢
⎣

[
d(p1)

]T

[
d(p2)

]T

...
[
d(pδ)

]T

⎤

⎥
⎥
⎥
⎥
⎦

δ×q

(17.18)

To generate the output matrix, we invoke the mechanistic model along with
the random and stochastic information about the variables to generate the cdf
curves. Then, for discrete time,t = [t1, t2, . . . , tL ], a corresponding vector FT (p j ) is
obtained. For all δ experiments, the output matrix has the structure

F =

⎡

⎢
⎢
⎢
⎣

[FT (p1)]
[FT (p2)]

...

[FT (pδ)]

⎤

⎥
⎥
⎥
⎦

δ×L

(17.19)

17.4.2 A Moving Least Squares Meta-Model

The ubiquitous kriging meta-model can be found in a variety of places [13–17];
however, the moving least squares meta-model [18, 19] is simpler and is thus adapted
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herein. Consider the arbitrary input set of parameters p̃, then a weight matrix W(p̃)

is required that effectively selects the so-called nearby data sets in D and F. Some
examples are presented in [18, 19, 22]. A new input matrix W(p̃)D is formed and
related to the new output matrix W(p̃)F. For a least squares solution, the normal
equations [38] (or orthogonal methods [39]) become

[
DTWT (p̃)W(p̃)D

]
�(p̃) = [

DTW(p̃)F
]

(17.20)

A solution to Eq. (17.20) produces the matrix

�(p̃) = [
θ1(p̃) θ2(p̃) · · · θL(p̃)

]
q×L

(17.21)

Finally, an approximation of the cdf curve (i.e. row vector) for p̃ is

F̃(p̃)T = d(p̃)T �(p̃) (17.22)

Note that the kth element of the cdf vector requires only the kth column of the
weight matrix, hence

F̃k = d(p̃)T θk(p̃) (17.23)

17.4.3 Error Analysis

Errors in the meta-models arise from the following sources: the first source is the
number of time instances; that is, the size of �t used in capturing the time histories
of the output function. This number can be increased until a specified error metric
has been met. The second source is the number of training excitation functions
(i.e. δ) chosen. There are several ways to determine this number: the simplest is to
use the rule-of-thumb that says multiply the number of parameters (or inputs) by a
convenient factor (e.g. ten or twenty) and then add a small contingency factor. Also,
the leave-one–out method is popular [25].

17.5 Case Study: Servo Actuator

The servo system of interest is shown in Fig. 17.1, and both the component models
and interconnection model can be found in more detail in Savage and Carr [40].

The motor and tachogenerator pair are shown as M7,9 and G8,10, respectfully.
Herein, the motor and the tachogenerator are identical devices, just interconnected
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Fig. 17.1 Electromechanical servo system

differently. Their three parameters are the torque constant (denoted as κ), the rota-
tional inertia (J) and the winding resistance R. The difference amplifier (denoted as
O5,6) comprises the three resistances R2, R3 and R4 and an operational amplifier with
open-loop gain A. The gear train, G12,13 has gear ratio r = r12/r13. A voltage supply
v1 acts as the power source. An applied torque τ 15 models the load arising from some
connected subsystem at the shaft S. (The elastic shafts K11 and K14 are not factors in
the steady-state performance.) The problem is to reduce the total cost (comprising
production and loss of quality), and yet meet specific failure constraints, by adjusting
a few important parameters.

17.5.1 Performance Measures

The three performance measures (responses) include the time constant tc (indicates
response time), the steady-state shaft speed ωSS and the initial or starting torque τ o.
Their performance metrics and design specifications are given in Table 17.1 and all
metrics must be satisfied for successful operation.

The mechanistic models for the performance measures, in terms of the electrome-
chanical parameters, (with very large op-amp gain A) are, respectively,

tc = 4R(R + R4)J

κ2(2R + R4 + R3)
(17.24)

Table 17.1 Responses, performance metrics and specifications

Response Metric Specifications

Z1 (tc) Smaller-is-best USL1 = 0.051 s

Z2 (ωSS) Target-is-best LSL2 = 545, T = 570 rad/sec, USL2 = 595

Z3 (τ o) Larger-is-best LSL3 = 0.19 N-m
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Table 17.2 Specifications for the system variables and stochastic processes

Variable/Process Distribution Mean Standard deviation Standard normal
variable

V1 (κ0) Normal μ1 σ1 U1

V2 (R0) Normal 2.9 0.02 U2

V3 (r) Normal 0.461 0.005 U3

V4 (v1) Normal 12 V 0.04 U4

Y (t) (τ 15) Gaussian 0.01 0.0015 U5 ~ U22

C1(t) for κ(t) Gamma 0.01 (t = 10) 0.005 N/A

C2(t) for R (t) Gamma 2 × 10–7 (t = 10) 8 × 10–8 N/A

ωSS = r R3(R + R4)

κ R2(2R + R4 + R3)
v1 − r2R(R + R4)

κ2(2R + R4 + R3)
τ15 (17.25)

τo = κ R3

r R R2
v1 (17.26)

17.5.2 Component Uncertainties

A sensitivity analysis tells us that the most important variable is the motor torque
constant κ followed equally by the motor resistance R and the gear train gear ratio
r. Thus, we let κ be the design variable and R and r be noise random variables with
distributions given in Table 17.2. The supply voltage v1 is obtained from a known
power supply but may be uncertain owing to manufacturing abilities or the controller
requirement: it becomes a noise variablewith the distribution given in Table 17.2. The
remaining variables are deterministic: for the rotor inertia, J = 1/1,000,000 kg-m2.
For the op-amp, R2 = 10 k �, R3 = 40 k �, R4 = 10 k � and A = 5 × 106.

The load torque τ 15 is uncertain owing to the particular end-use of the servo and
is modelled by the Gaussian stochastic process Y (t) with parameters given in Table
17.2. The autocorrelation is ρ(t1, t2) = exp[−(t2 − t1)2/λ2] with λ = 1 year. The
conversion to EOLE requires 17 singular values and provides profiles similar to those
in Fig. 17.2.

17.5.3 Component Degradation Modelling

Many direct current motors use permanent magnets to provide the requisite magnetic
flux. However, with overuse and extreme operating conditions, the magnetic field
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Fig. 17.2 Ten sampled torque load profiles of Y(t)

strength ebbs causing a corresponding reduction in the torque constant. The degra-
dation is often written in the random path form, or κ(t) = κ0(1 − d × t) where κ0
is the initial torque constant value and d is a known degradation rate. For this case
study, we let the degradation be modelled by a stochastic process. Thus, we have the
torque constant over time t as

X1(t) = V1(1 − C1(t)) (17.27)

where V 1 is its initial uncertainty with parameters given in Table 17.2 and C1(t) is a
Gamma process with C1(t = 0) = 0, and parameters as given in Table 17.2. Some
typical torque constant paths over lifetime are shown in Fig. 17.3.

The armature winding resistance R increases over time and the random path form
is R(t) = R0 exp(ct) where R0 is the initial resistance and c is constant. With a
stochastic degradation model, the armature winding resistance becomes

X2(t) = V2 exp(C2(t)) (17.28)

where X2(t) is the resistance at time t, V 2 is the uncertain resistance at initial time
and has the parameters given in Table 17.2. Finally, C2(t) is Gamma degradation
process with the distribution parameters in Table 17.2.
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Fig. 17.3 Typical degradation profiles of X1(t)

17.5.4 Design Space and the Meta-Model

The design parameters are the mean and tolerance of the torque constant, so pT =
[μ1, tol1] where tol1 is the statistical tolerance 3σ1. To ensure a feasible design (such
that the four limit specifications in Table 17.1 are satisfied), we find a nominal value
for κo by setting all of the variables in the performancemeasures to their deterministic
or mean values and then minimize the single, deterministic, loss function

L(κ) =
(

(tc − 0.04)

0.005

)2

+
(

(ωSS − 570)

19

)2

+
(

(τo − 0.24)

.02

)2

(17.29)

where the performance measures, in terms of the variables, come from Eqs. (17.24)
~ (17.26). We get κo = 7.45 × 10−3. A sensitivity analysis using initial failure F(t
= 0) and entries in p shows a very sensitivity system and thus to ensure a realistic
initial failure minimum the design space is allotted as given in Table 17.3.

Table 17.3 Upper and lower
specification limits for design
parameters

Design parameter lsl usl

μ1 7.300 × 10–3 7.600 × 10–3

tol1 0.5%μ1 1.6%μ1
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To form the meta-model, we let d(p)T = [
1 μ1 tol1 μ2

1 tol21 μ1tol1
]
1×6

; then 40
training sets are chosen appropriately from the design space, and the matrix D40×6

is built. To get the corresponding output matrix (i.e. cdf ), we note the uncertainties
in the three time-variant responses which are of the form

Zi (tl) = f ((p, U1), (pV , UV), (qY(tl),UY), rC, tl), i = 1, 2 and 3 (17.30)

where pV ,qY(tl), rC,UV,UY are found in Table 17.2. Now, based on Table 17.1,
the four limit-state functions for samples of the responses are symbolically g1 =
0.051 − z1, g2 = 595 − z2, g3 = z2 − 545 and g4 = z3 − 0.19. The incremental
failure probability in Eq. (17.7) uses the series system failure event (needed for
Eq. (17.6)) in the form

El(p) = {g1(p, tl) ≤ 0 ∪ g2(p, tl) ≤ 0 ∪ g3(p, tl) ≤ 0 ∪ g4(p, tl) ≤ 0} (17.31)

For the training samplesp j j =1, 2,…40, the corresponding cdf at time increments
of �t = 0.1 year over a lifetime of ten years is generated by MCS with N = 100,000
samples and stored in matrix F40×11. Representative curves are shown in Fig. 17.4.
The quite broad range of curves shows how sensitivity the cdf is to the design
parameters. (The time to generate the training cdf ’s is only 20 s.)

The meta-model links the two matrices through the weight matrix W(p). As a
test of the efficacy of the meta-model, the cdf is obtained for arbitrary test values
[μ1, tol1] = [7.3074 × 10–3, 1.4056]. The results using both quadratic moving least
squares (qMLS) meta-model and the ubiquitous kriging meta-model are compared
to the traditional marching-out MCS method and shown in Fig. 17.5. The errors are
acceptable with the average being about 2.5%. Other test values give similar errors.

0 2 4 6 8 10

Time [in Years]

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

C
um

ul
at

iv
e 

di
st

ri
bu

tio
n 

fu
nc

tio
n

Fig. 17.4 Cdf Curves (i.e. output) from training data (40 samples)
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Fig. 17.5 Comparison of
cdf curves for meta-models
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17.5.5 Design Application

Themeta-model is now used for design purposes invoking an optimization algorithm
[41, 42].

The total cost is the objective to be minimized. The constraints comprise failure
policies at initial time and some later time along with the design space. We write

Minimize C p(p) + cS(F(p,t0)) + CL Q(p, θ, cF )

subject to

F(p, t0) ≤ F0,

F(p, tM) ≤ FM

pL ≤ p ≤ pU (17.32)

where for production cost is C p(p) = 3.5+0.57/tol1 and the loss-of-quality cost is
CL Q(p, θ, cF ) = cF

∑L
l=1

(
(F(p, tl) − F(p, tl−1))e−θ t

)
. For two cases, the failure

constraints and the scrap and loss-of-quality parameters are
Case (a): F0 = 0.001, and FM = 0.05 at tL = 10 year; cs = $20, cF = $15 and θ

= 3%
Case (b): F0 = 0.001, and FM = 0.005 at tM = 5 year; cs = $20, cF = $20 and

θ = 3%
The optimization results are shown in Table 17.4. TheMCS approach used 20,000

samples to keep the elapsed time reasonable.
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Table 17.4 Design results

Parameters and cost [$] Case (a) Case (b)

qMLS MCS qMLS MCS

μ1 7.5110 × 10–3 7.4867 × 10–3 7.5066 × 10–3 No solution

tol1 1.4539 1.4061 1.1414 –

F0 0.0008 0.001 0.001 –

FM 0.0137 0.0191 0.0044 –

CP 4.0159 4.0334 4.1571 –

C E
L Q 0.1778 0.2451 0.2028 –

CT 4.1937 4.2785 4.3599 –

Iterations 944 3320 597 4596

Time [sec] 5.3 31,785.6 3.15 43,200.6

InCase (a) andCase (b), themeta-model approach found a solution in an extremely
small time, met the constraints and produced costs comparable to the MCS solution
forCase (a).Note that a single cdf meta-model has beenused in both design scenarios.
In essence, the investment of 40 MCS to train the meta-model has obviated the need
to perform thousands of MCS for the optimization process.

17.6 Conclusions

Herein, we have presented an efficient, two-stage, methodology for RBDO of time-
dependent engineering systems. The time dependence of interest is caused by
stochastic degradations of dimensions and materials. To obviate the lengthy cdf
computations by MCS at each optimization iteration, a meta-model that gives the
cdf in terms of the design space has been built as a first step. Since the meta-model
is essentially explicit, the cdf prediction becomes very fast. Sufficient training data
ensures acceptable accuracy. The overhead to form the meta-model becomes trivial
when compared to the time needed for optimization iterations with the traditional
marching-out MCS. The meta-model adopted herein is based on the moving least
squares paradigm and has been found to be much faster and as accurate as the ubiq-
uitous kriging meta-model. The accuracy of the moving least squares meta-model
arises from the use of a regularized formula for choosing the weights that determine
the so-called nearby training samples of the cdf .

The case study has pointed out the efficacy of the meta-model approach. Herein,
the meta-model captured accurately the nature of the cdf for an electromechanical
servo system with multiple competing performance measures under both stochastic
excitations and stochastic degradations. The approach has led to the shortening of
the optimization time by several orders of magnitude with acceptable accuracy and
thus presents a useful tool for RBDO of time-dependent systems.
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Chapter 18
Dynamic Asset Performance
Management

Aditya Parida and Christer Stenström

Abstract Managing asset performance under prevailing dynamic business and
industrial scenario is becoming critical and complex, due to technological advance-
ments and changes like artificial intelligence, Industry 4.0, and advanced condi-
tion monitoring tools with predictive and prescriptive analytics. Under the dynamic
asset management landscape, asset performance is an integral part of an industrial
process to ensure performance assurance and acts as a key game changer. There-
fore, managing the asset performance and data analytics throughout the asset life
cycle is critical and complex for the long-term industrial and business viability, as
it involves multiple stakeholders with dynamic inputs and outputs with conflicting
expectations. Lack of linkage and integration between various stakeholders along
the hierarchical levels of an organization with their changing requirements is still a
major issue for industries. For integration within an organization, each asset needs
predictive and prescriptive analytics, besides it needs to be linked and integrated
for achieving the business goals. In this chapter, managing the various issues and
challenges to dynamic asset performance is discussed.

Keywords Dynamic asset performance · Performance assurance · Artificial
intelligence · Industry 4.0 · Predictive and prognostic analytics

18.1 Introduction

The manufacturing industry and asset managers are passing through a very complex
and challenging time due to the dynamic global business scenario and the emerging
disruptive technologies which compel them to transform, adopt, and manage their
asset performance competitively to meet the business goals. The manufacturing
industry is operating under a digital world where technology is the heart of all
processes with a demand to meet challenges of Industry 4.0 with artificial intel-
ligence [1], big data and industrial internet, predictive and prescriptive analytics, to
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fulfill the asset management strategies and goals as per ISO 55000 [2]. With 60–80%
of asset’s operation and maintenance cost, asset performance management plays a
vital and critical role in asset life cycle management [3].

The landscape of assetmanagement in 2020 is expected to touch 101.7 TrillionUS
$ [4]. As theworld has become a global village, the global economies are increasingly
integrated and interdependent. The asset under management of one part of the world
may be influenced by the changes in the Gross Domestic Products (GDP) of another
region/country. The unprecedented economic and political disturbances added by
regulatory changes compel the asset managers to find time to look into the future. All
these technological, economic, and regulatory changes are bringing in fundamental
shifts which are going to dictate the future of the asset management for the industry.
The asset managers need to plan for the future considering the likely changes for the
asset management landscape and identified key game changers for the global and
industrial competitive environment.

The regulatory bodies for asset management are focusing on risk-based frame-
work under which the industry has to manage their aging assets. The ISO 55000
International Standard provides guidance and assurance for the industry and the
asset managers to realize maximum value from the asset while balancing the risk,
cost, and performance to meet the mission and objectives of their organization. Asset
Management (AM) is defined as the “coordinated activity of an organization to realize
value from assets” [2]. Performance cannot be managed and assured if it cannot be
measured. It is only through performancemeasurement that assets can bemanaged to
meet the challenging demands of the dynamic industrial objectives through increased
productivity with better availability and utilization of assets. The asset managers and
owners need to measure the performance of industrial and manufacturing process to
understand the tangible and intangible contribution of assets toward business objec-
tives. Asset performance assurance is required to evaluate, control, and improve
various asset activities for ensuring achievement of organizational goals and objec-
tives. Asset Performance Management (Asset PM) encompasses the capabilities of
data capture, integration, visualization, and predictive and prescriptive analytics
tied together for the explicit purpose of improving the reliability and availability
of physical assets.

Under this context, in recent years, asset performance management is receiving
a lot of attention from industry and academia. This chapter deals with the broad
topic of asset performance assurance management and discusses various issues and
challenges associated with dynamic asset performance under Industry 4.0 business
scenario. The outline of the chapter is as follows: after introduction, the emerging
trends of asset performance management for industry with its associated issues and
challenges are presented in the next section. Managing data analytics for asset PM
and digital twins for data analytics and industrial solutions are discussed in Sect. 18.3.
The important issues associated with the development of a dynamic asset PM are
discussed in Sect. 18.4. Section 18.5 presents a link and effect case study for asset
performance management, and the final section concludes the chapter.
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18.2 Emerging Trends of Asset Management

Managing asset is a critical function and activity for the asset owners and managers.
Asset management is a structured and systematic approach adopted by the asset
owners or managers to perform and deliver the expected goals over assets’ entire
life cycle. The asset management life cycle process includes acquiring, operating,
maintaining, upgrading, and disposing of the asset for a cost-effective, least risk, and
optimized performance. Managing infrastructure asset needs financial, economic,
engineering, and other management practices cost effectively to meet the business
goals. Managing infrastructure and industrial assets is a very important issue for the
owners and infrastructure managers. The asset management’s dynamic approach is
based on asset health condition monitoring with predictive and prescriptive analytics
to meet the conflicting demands of the various stakeholders and regulatory bodies
through optimized asset performance and return on investment.

With the onset of the internet revolution, computing power and data networks
provide an unprecedented flow of information and communication for managing
asset. With more and more technological innovation and development, a transforma-
tional change is taking place for the industrial internet. This has brought us artificial
intelligence enhancedmachines dealing with big data and advance data analytics like
predictive and prescriptive analytics [5] leading into a connection of humanmind and
machine. All these technological changes are bringing in a jump in global economy
and asset management. The assets of all industrial sectors like infrastructure, trans-
portation, healthcare, and other sectors need all these technological advancement
and industrial internet for real-time monitoring, control, and right decision-making
tomeet the global competition andbusiness goals. These are achieved through sensors
and other condition monitoring tools, to see, smell, hear, and feel the asset health
condition supporting the asset utilization and system optimization.

Sensors are there for some time now. But over time the sensors are developed to
be less costly, with transmitting high volume data for longer duration. With these
sensors and condition monitoring, the assets have become predictive, prognostics,
and reactive. The assets are today equipped with artificial intelligence and commu-
nicate seamlessly with all stakeholders. Today, we are able to use embedded systems
with multi-core processor technology, advanced cloud computing system, and a new
software-defined machine infrastructure for real-time asset management by decou-
pling machine software from hardware. All these supports to monitor, manage, and
upgrade industrial assets.

Preventive condition monitoring to zero-based failure with predictive and
prescriptive analytics without any asset delays is core to asset PM. For example,
today’s airline industry global flight delays due to maintenance amount to 10% of
flight delays which amount to 8 billion $. The preventive aviation system allows the
aircraft to communicate with the technician and reduces any delay as the technician
already knows what actions to be taken on the aircraft by the time it lands. All these
leads to reduce the turnaround time and delays for the industry sectors. In the energy
sector today, the wind turbines communicate with each other to synchronize their
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blades producing more energy and reducing the cost of energy produced from 30 to
5 cents per kilowatt.

The paradigm shift in asset management starts with traditional financial perspec-
tives prior to 1990. See Fig. 18.1. However, industry soon visualized that mere
financial perspectives cannot help them from becoming uneconomical and bankrupt,
unless they look into the quality of manufacturing, products and process inspection
and control, i.e., taking care of both financial and nonfinancial perspectives.With this
background, while ISO 9000 was introduced in 1987, which looks into all aspects
of quality of the production and organization, Kaplan and Norton came out with the
balanced score card [6] which looks into four perspectives of the business activi-
ties, both financial and nonfinancial. These four perspectives are customer, finance,
internal business process, and learning and growth. However, industry was missing
a standard which could take care of all aspects of asset management. While a lot
of research works were going on, British Standards Institution (BSI) came out with
PAS: 55 in 2004 to take care of asset management, while another ISO 14000 has
come out for managing the environmental issues. During this period, a number of
research works were undertaken to focus on performance measurement, linking it to
the business objectives and strategy, KPIs, and Performance Indicators (PIs). While
measuring the operational and maintenance performance, a holistic concept for asset
performance measurement and asset management was developed during 2006. A
group of industries from US, Europe, and Australia were simultaneously working to
develop a standard on Asset management ISO 55000 [2].

The International Organization for Standardization published the asset manage-
ment system standard ISO 55000 in 2014. The ISO 55000 series provides termi-
nology, requirements, andguidance for implementing,maintaining, and improving an
effective assetmanagement system. This standard is increasingly used by the industry

Fig. 18.1 Paradigm shift in asset management
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and infrastructure sectors in order to achieve the optimization of costs, risks, perfor-
mance, and sustainability. Standard ISO55000 consists of three standards,where ISO
55000 provides a critical overview, concepts, and terminology for developing a long-
term plan for the organization’s objectives, business policies including stakeholders’
requirements. ISO 55001 deals with the requirements of the organization, imple-
mentation, maintenance, and improvement of the asset management system. Asset
management and asset management system relationship is provided in ISO 55001
[7] and grouped in consistent with fundamentals of AM, context of organization,
leadership, planning, support, operation, performance evaluation, and improvement.
Asset performance evaluation (clause 9 of ISO 55001) forms an integral part of the
asset performance management for the industry. ISO 55002 offers interpretation and
guidance for such a system to be implemented in accordance with the requirements
[8]. As further improvement to ISO 55000, in 2016, the formal revision process of
ISO 55002 was launched. In 2017, two new projects were launched: ISO/TS 55010:
Guidance on alignment of asset management, finance, and accounting (published
in September 2019), and ISO 55011: Guidance on the development of government
asset management policy (targeted for publication in 2021).

An Asset Management System (AMS) needs to be developed and documented
as per ISO 55001. AMS is a “set of interrelated or interacting elements to establish
asset management policy, asset management objectives and processes to achieve
those objectives.” Strategic approach is followed in ISO 55001 adhering to ISO’s
new structure which follows the Deming’s plan-do-check-act cycle which covers to
organization, leadership, planning, support, operation, performance evaluation, and
improvement. Engineering asset strategy is formulated from the corporate strategy
considering the integrated andwhole life cycle of the asset. An integrated approach is
essential as an asset performancemanagement is associatedwith various stakeholders
with their conflicting needswithmultiple inputs and outputs. From asset performance
objectives, two set of activities are undertaken. One set of activity develops the key
performance indicators for benchmarking performance with similar industry and the
other set formulates the activity plan, implementation, and measurement.

18.2.1 Asset Performance Management for Industry

Managing asset is a complex issue involving various issues and challenges for the
asset owners and managers. The asset management’s dynamic approach is based on
asset health condition monitoring to meet the conflicting demands of the various
stakeholders and regulatory bodies through optimized asset performance and return
on investment. Asset strategy is formulated from the corporate strategy considering
the integrated and whole life cycle of the asset. An integrated approach is essential
for the asset management as it is associated with various stakeholders with their
conflicting needs besides multiple inputs and outputs. Assets cannot be managed if
their performance cannot bemeasured and evaluated. The asset strategy is formulated
from asset performance objectives based on the corporate objectives and strategy.
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Fig. 18.2 Strategic asset performance measurement process. Adapted from Parida et al. [9]

From asset strategy follows the critical success factors, key result areas, KPIs, and
PIs. The KPIs are used for benchmarking performance with similar industry and
formulating the activity plan, implementation, measurement, and review as given in
Fig. 18.2 as a continuous improvement process. As shown in the figure, asset perfor-
mance objectives are formulated as per stakeholders’ requirements andorganization’s
integrated capability and capacity. KPIs are formulated from the objectives for the
strategic and managerial levels for measuring and assessing the asset performance
through various PIs andmeasures. The activity plans aremade for undertaking imple-
mentations along with measurement and performance assessment, based on which
feedback and reviewing action are undertaken to validate the asset performance
objectives. The asset strategy and performance objectives are modified or updated
based on the feedback and review as a continuous process.

The strategic asset performance requirements involve two activities [10]:

1. Cascading down the objectives from strategic to shop floor level.
2. Aggregation of performance measurements from shop floor to strategic level.

The business objectives are cascaded down through the corporate strategy, asset
objectives, asset strategy, critical success factors, key result areas, KPIs, and PIs at the
shop floor and individual asset level. Asset objectives and strategies are formulated
based on both internal and external stakeholders needs. Based on the plant capacity,
resources are allocated for implementation. Theperformance of the asset ismonitored
and controlled through compiled data from conditionmonitoring and ismeasured and
aggregated through the PIs from functional level to the KPIs at tactical or managerial
level to the strategic level in a bottom-up manner. This aggregation of PIs to KPIs
are compared with the business and asset strategy so as to modify and improve the
performance in a continuous manner.

The cascading down of the objectives from strategic to shop floor or operational
level and aggregation of performance measurements from shop floor to strategic
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level can be seen under the APM concept of ISO 55000 as shown in the Fig. 18.3.
Without a comprehensive description of strategy, executives cannot easily communi-
cate the strategy among themselves or to their employees [6]. Therefore, it is essen-
tial that the corporate strategy and objectives of an organization is converted to the
specific objectives integrating different hierarchical levels of the organization. With
increasing technological advancements in condition monitoring tools and industrial
internet for data collection, compilation, and data aggregation, the PIs and KPIs are
calculated and compared. Under Industry 4.0 and industrial artificial intelligence, the
asset capability and resources utilization become critical for implementing an appro-
priate Performance Measurement (PM) system. Without an integrated PM system,
the assets cannot be managed and the desired objectives cannot be achieved. The
PM system forms the foundation for making improvement decisions by modifying
or changing objectives, production targets, priority areas, modifying resource allo-
cations, and new or improved technology introduction amongst others. Thus, a PM
system indicates how the overall organization, its collective, and individual assets are
performing, through benchmarking internally and externally in all aspects of asset
management, besides productivity improvement and optimization.

Fig. 18.3 APM Concept under ISO 55000. Adapted from ISO 55000 [2]
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18.2.2 Issues and Challenges in Asset Performance
Measurement

There are a number of issues and challenges in asset performance assessment. Some
of the major issues related to asset management are

(a) Developing assetmanagement strategy. Based on the internal and external stake-
holders needs, the corporate objectives and strategy are formulated based on
which the asset management objectives and strategy are made to translate into
individual asset targets and goals at the operational level. Similarly, the integra-
tion of results and outcomes from shop floor level to managerial and strategic
levels needs to be considered and formulated, so that the overall business targets
can be compared with the achieved ones and necessary decision-making can be
made. While doing so, following up the ISO 55000 can be a very useful and
supporting tool.

(b) Supporting organizational issue. Alignment of asset management system with
the corporate strategy is a complex issue in the entire organization. The asset
owners and operators need to understand the asset management requirements in
the same language by one and all. Thiswill lead to cooperation and collaboration
among all stakeholders for achieving the AM objectives and goals. To achieve
this, transparency and accountability of information and communication related
to various aspects of asset management plays a critical role.

(c) Asset performance measurement system. There are various performance assess-
ment frameworks available [11] besides the ISO 55000. While choosing the
compatibility of the Asset PM system, one needs to consider what and how to
measure, how to collect the data, its storage and undertaking analytics.

(d) Sustaining the asset PM system.Developing an appropriate asset PM system for
the entire organization encompassing with its cultures and values with a view to
sustaining it plays an important role. Continuous assessment and reviewing of
the system need to be undertaken for the improvement of asset performance at
regular interval and build trust in the PM system. Involvement of all stakeholders
and communication transparency plays a vital role in sustaining the asset PM
system.

(e) Asset PM indicators. The KPIs and PIs of the asset PM system need to be
specific, measurable, attainable, realistic, and timely. This will help all the
stakeholders to clearly understand the measures and results in the same manner
without any conflicts which will support the management to achieve their goals
[10]. While identifying the asset PM indicators, the number of indicators and
its accountability are important issues.

Some of the challenges in asset PM are

(a) Choosing the right assets. Within an organization, with smarter asset require-
ments for intelligent asset management solutions, selection of right asset is an
important challenge. Today, the asset owners will like to procure assets which
can undertake regular condition monitoring with embedded sensors and other
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tools to transmit their health data on real time to predict failures through diag-
nostics and prescribe solutions. While for a new organization the options are
many with a number of high-tech assets, the challenge is for the aging assets
with long residual life and less productivity.

(b) Minimizing asset downtime. Minimizing asset downtime is important both from
production loss and downtime cost of the production process. For manufac-
turing, mining, or aviation, the downtime cost per hour is very high, and under
the present competitive business scenario, it is very difficult for any company
to withstand this loss. For this purpose, real-time asset health monitoring, data
transmission, collection, storage for its prognostics and prescriptive analytics
are challenging issues.

(c) How to replace aging assets. Replacing the aging assets which are not so high
tech with sensors and data acquisition is a big problem for the asset owners at
present. The owners need to consider the life cycle costs of the aging acquiring
asset along with health condition and then to proceed with cost comparing and
decision-making of replacement.

(d) Optimizing cost not compromising risk. While taking care of an aging asset
or procuring a new asset, a study and analysis of cost-risk-profit from life
cycle cost perspective is essential. With new national and international regu-
lations on safety and risk, no one can overlook the challenge of productivity and
profitability (cost) without sacrificing the risk.

(e) Systematic asset PMapproach.Though asset PMsystem looks quite simple, a lot
of activities are essential including training and skill improvement in PM system
and a thorough understanding of the asset PM system. No two organizations nor
assets are equal nor identical, for which the asset PM system for the organization
has to be unique and develop their own PM system while following a similar
PM system.

(f) Organizational change and breaking the silos. To bring in an organization
change is a real challenge. Most of the existing and older organization gets used
to their own structures, work cultures, and hierarchy. So, procuring a new asset
with new technology or introducing a PM system or ISO 55000 is a challenging
task which needs to be adopted and introduced in a planned and structured
manner involving one and all within the organization and to break the existing
working silos. The old and technically non-savvy personnel and conducting
training for them becomes a difficult and challenging task.

(g) Predictive and prescriptive analytical challenges. The health condition moni-
toring of the assets with emerging predictive, prognostics, and prescriptive
analytics are also challenging though these techniques allow organizations to
predict failures, risks, and remaining useful life, besides the creation of value by
the asset using historical and real-time data. These analytics provide support to
asset managers in real-time decision-making not compromising the safety and
cost.
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18.3 Managing Data Analytics for Asset PM

For smart assets with predictive and prescriptive analytics, and indus-
trial artificial intelligence, the amount of big data is enormous. The data
consist of text, unstructured/semi-structured/structured and multimedia content
(images/video/audio) with about 20 quintillion (10 × 18) bytes of data that are
produced per day now. The fastest growing data are generated from physical obser-
vation, inspection, and measurements, real-time online data from health monitoring
through embedded and wireless sensors, and Natural Language Processing (NLP) of
inspection records. With the accelerated technological developments, it is estimated
that, by 2020, more than 50 billion devices will be connected to the internet.

The real challenge in big data analytics is to arrange, collect, and analyze action-
able data, which converts data into insight, information, and action, supporting faster
decision-making for real-time operation and optimized business process.

The traits of actionable data are

(a) Accuracy: The data elements need to be right, legible, valid, and equivalent.
For the “right data,” it is important to understand, why data is collected and
what we are trying to achieve with this data collection. Data should not be
collected without a purpose and not from any data which can be collected. Even
with the purpose of data collection, we need to determine whether the collected
data will meet the purpose for which these are collected. Is there a need to
modify the data collection method, technology to meet the specific objectives?
All these considerations and questions will decide what right data is required to
be collected.

(b) Data quantity: The quantity of the data required to be collected, stored and
analyzed for the purpose these are collected to meet the business objectives, is
an important issue? It is seen that organizations were collecting vast amounts of
data without any meaning except they are stored without any data exploitation
for results. It is mostly seen that a limited dataset is required for monitoring
the health and operational condition of the assets. Though, it is not specifically
possible to know which type of data will be required for future data exploita-
tion, the data quantity needs to be specific to meet the designed purpose and
objectives.

(c) Accessibility and data sharing: The data need to be accessible by all users,
devices, and data modalities for whom these are designed and collected. The
data sharing needs to support and enable personnel and organizations to share
more data willingly and effectively. There may be conflicting and contradicting
interests between two or more data users/groups or subunits which are required
to be managed during data structure and designing stage.

(d) Quality: Quality of actionable data includes data security, completeness, dupli-
cation, and consistency. Data quality forms an important issue while data is
collected, stored, shared, and analyzed. The data collection people may not
know or interpret if the data collected is of the quality it is expected to inter-
pret or deliver the expected results. The interpretation or exploitation may be
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carried out by a different group or organization not in the same location. There
is a scope for possible error if the people involved between data collection and
decision-making chain are many in numbers.

(e) Data costs: Though the information technology costs are reducing with time,
the number of users and devices has increased manifold along with very high
volume of data flow; therefore, a significant cost is involved in data collection,
its storage, and usage for exploitation. These costs need to be compared with the
gains from the use of data, and a cost-benefit analysis could control the overall
data costs and its usage.

(f) Ubiquity/liquidity: The actionable data need to possess interoperability, persis-
tency, and virtual availability. These aspects are essential for real time as well
as virtual data application like digital twins. Data availability in devices of all
the real or virtual users needs to be compatible, so that the data analytics are
performed as designed for right decision-making.

(g) Organization of the actionable data: The actionable data organization involves
context of the data, data logic, data structure, and semantic consistency. Data
parsing which is “the process of analyzing text made of a sequence of tokens to
determine its grammatical structure with respect to a given formal grammar” is
also an important issue of actionable data organization.

The analytics challenges in managing data for asset PM are

(a) Improving data collection andmanagement: The existing data collectionmethod
needs to be critically examined for its validity for actionable data and its
improvement fromsmart asset and asset PMperspectives. Thenewandemerging
technological changes with regard to asset health monitoring and data analytics
are also required to be considered.

(b) Collecting less, updating more: The data quantity needs to be in matching with
the asset PM requirements, thus collecting less with more focus on up-dation.
There is a tendency to collect more data without validation of the purpose for
which they are collected and if they can be linked with the asset PM system.

(c) Constructing and evaluating alternative life cycle scenarios: With the aging
assets, data collection and its analytics becomes important for evaluation of
alternate life cycle costs for different assets alternatives. The competitive busi-
ness scenario demands an optimized operation and maintenance costs where
these alternatives with life cycle costs trade-offs play important roles.

(d) The maintenance/operation cost trade-offs: The operation andmaintenance cost
trade-offs need big data and its analytics in asset PM system. This is an area
where all management wants this cost trade-offs to be minimized so that their
business profitability will go up.

(e) The maintenance/service quality trade-offs: The maintenance and service
quality costs are important from customer satisfaction and asset PM perspec-
tives. The customer expects the best maintenance service quality, while the
management wants these to be optimized and offered at minimum cost.

(f) Incorporate flexibility: Assets are becoming smart with advanced technology.
The expectation of the owners and operators is changing with new asset models.
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All these changes demand a change in mindset and flexibility for the asset
owners, operators, and other stakeholders. To incorporate flexibility may look
simple, but from an organization and management prospective, it is a complex
issue to be taken care of.

(g) Institutional Challenges: Each organization has its structure and work culture
which are developed over a period of time. Any organizational change is there-
fore not an easy task which needs cooperation, coordination, and collabo-
ration among all the stakeholders, especially breaking the configuration of
working in silos. The planning and implementation of any organizational change
needs transparent information flow, involvement of related stakeholders, their
training, and implementation with a PM system to evaluate the results till the
organizational objectives are achieved.

18.3.1 Digital Twins for Data Analytics and Industrial
Solutions

Digital twin is a digital and virtual representation of potential and actual phys-
ical assets that can be used for diagnostics, maintenance, and product innovation.
Digital Twins serve as realistic models for fast testing to ensure that design issues
of a product is sorted out before the product reaches the shop floor. The digital
twin provides the dynamics of how an Internet of things device operates and lives
throughout product’s life cycle. Because model-based Digital Twins do not require
physical performance data to predict behavior, they can be used for a greater range of
engineering tasks like conceptual development and virtual commissioning. Besides
conceptual development and virtual commissioning, digital twins can be used for

Online diagnostics: Simulating the Digital Twin in parallel with the real machine to
provide valuable insight into where a problem might arise as the machine’s response
varies from the model as it ages. The online diagnostics of assets provide a warning
with onset of degradation and from the rate of degradation with time can indicate
the likely time of failure or the remaining useful life of the asset. With the warning
from the asset, the operator and the owner have a possibility to react and take an
appropriate decision to repair or replace with cost and risk analysis and the time plan
for such action.

Virtual sensors: The virtual sensors with its dynamic response help the digital twin
to provide inputs for the control system and point out the replacement or repair of
the faulty sensors. There may be a scenario where sensors can be eliminated with
advanced smart assets. These virtual sensors are going to support in reducing the
cost with an increased productivity and effectiveness.

Predictive maintenance: Digital twin looks into big data analytics for not only prog-
nostics and predictive analytics but also prescriptive analytics with real time and
virtual data. The data are collected and analyzed under dynamic loads for the gears,
bearings, and motors for confirming various maintenance and repair tasks besides
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replacement decision-making. All these analytics help to determine the loads to
calculate the impact on the component’s life.

There aremany factors that determine themaintenance schedule for amachine, but
one factor is frequently overlooked because it is difficult to predict without a Digital
Twin. This factor is the impact of dynamic loading on bearings, gears, and motors,
caused by changes in the duty cycle. Putting a Digital Twin through a proposed duty
cycle can help to determine the loads on these components, which can be used to
calculate the impact on the component’s life.

Product optimization. The manufacturer of the product and the production process
tries to find out the answers to the following questions through the digital twins.

• The safety limit of the production process, i.e., how much load or stress can the
machine undertake?

• What is the warning or alarm limit of the operation before the occurrence of an
actual failure?

• What data exploitation is required for answering these questions?

Customer support: The digital twin is also used to verify the customer specifications,
accept customer feedback suggestion for product improvement, which are tried out
on the virtual product and production and to improve the real product if found to be
appropriate. While doing these, different operating conditions criteria are applied on
the virtual product to see the performance effect.

Thus, it can be seen that digital twins use and integrate industrial internet of things,
artificial intelligence, machine learning, and smart data analytics for creation of a
real-time digital simulation models to update and change the physical product. A
digital twin collects multiple inputs from different sources like historical data from
users, operational condition and failure data from operators, repair and maintenance
data from the maintenance personnel, etc., to undertake analytics in real time and
decision-making in real time for the present and future asset management. These data
and data analytics are utilized by all stakeholders not only for the single assets but also
for multiple assets individually and under an integrated manner for operational and
maintenance optimization of the assets, systems, and manufacturing processes. The
digital twin is in its formative years, with advanced technology and smart assets,
with IT–OT–ET (Information Technology–Operational Technology–Engineering
Technology) has the potential to solve many major problems in real-time.

How the digital twin is used for continuous improvement through data exploitation
can be seen from Fig. 18.4. The digital twin product and production represents the
virtual product and virtual production. The specifications are taken from virtual
product for virtual production and after validation used for commissioning of real
production and after couple of variation and verification used for ideal delivery of
real product. The collaborative platform is used for continuous improvement for
variation of different parameters and verification of real production and product
till the optimized and specified product is delivered. This process of continuous
improvement of digital twin is also effectively used for optimized operation and
maintenance of the production process.
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Fig. 18.4 Continuous improvement through data exploitation by digital twin. Adapted from
Siemens [12]

18.3.2 Data Analysis and Asset PM

Since last couple of decades, various operational and organizational data are being
collected through information technology; yet, an integration of these was a real
challenge due to the silo working within an organization. Those organizations which
broke these silos could perform better and could achieve optimized result. Yet, the
Engineering Technology (ET) was not integrated into the IT–OT, thereby causing
a lack of total solution to asset management. However, with onset of twenty-first
century, the IT–OT–ET convergence emerged as the real solution to the Industrial
Internet of Things (IIoT)which closes the asset life cyclemanagement loop. The flow
of data during an asset performance management is data collection, integration, and
aggregation with quality management for data context visualization and modeling
for data analytics after which data visualization and reporting. Analytics: The role
of data under smarter assets for intelligent asset management solutions with digital
transformation, use of machine learning and real-time data analytics through cloud
computing and digital twin cannot be overlooked for continuous improvement and
real-time asset management. See Fig. 18.5.

18.4 Integrated Dynamic Asset Performance Management
Framework

Under the dynamic global business scenario, each successful organizations are
aware to formulate the winning integrated strategy, implement, and manage it under
a dynamic and competitive business environment. The word “Dynamic” is very
relevant for asset performance management due to
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Fig. 18.5 Data analysis and asset performance management. Adapted from Hollywood [13]

(a) Dynamic business scenario and regulatory needs.
(b) Changing technological innovation and changes: Industry 4.0, artificial intelli-

gence, digital twins, predictive and prescriptive analytics, and data analytics.
(c) Dynamic and conflicting requirements of various asset stakeholders (owners,

managers, customers, suppliers, regulating authorities amongst others).

ISO 55000 and asset PM scorecard requirements needs the application of IT–OT–
ET convergence and advanced technology like, asset health prognostics and digital
twin. More and more organizations are applying asset PM as an integrated part of
the strategic management. Asset PM system specifies and translates the business
objectives and strategy across the hierarchical levels of the organization to one and
all. The asset PM strategy is broken down to strategic, aggregate, and short-term
plan with set targets and aligns various strategic initiatives enhancing the feedback
for improvement and learning. The integrated issues in engineering asset PA are
discussed as under Parida [10].

(a) Stake holder’s requirement. Stakeholders’ requirements are considered from
both the external and internal stakeholders needs matching with the internal
assets, their capability and capacity and other resources, based on which the
corporate objectives and strategies are formulated. The external stakeholders’
needs are considered from competitors and futuristic business scenario while
the internal needs are considered from employees, owners and organizational
perspectives. These corporate and strategies are translated into the targets at
managerial and operational level.

(b) Organizational issues. The asset PM system needs to be aligned and form inte-
gral part of the corporate strategy. This will require commitments from the top
management and all employees to be aware of the asset PM system through
effective communication and training, so that they all speak the same language
and are fully involved. The involvement of the employees in the asset PM system
at every stage, like the planning, implementation, monitoring, and control, and
at each hierarchical level can ensure the success of achieving the asset perfor-
mance and business strategies. Besides, all functional processes and areas like
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logistics, IT, human resources, marketing, and finance need to be integratedwith
engineering assets.

(c) Engineering asset requirements. From the stakeholders’ need, the demand anal-
ysis of engineering asset is perceived and designed. After concept development,
validation and engineering asset specifications areworked out. Besides, compet-
itive product, cost of maintenance, risk management, correct product design,
asset configuration and integration are considered from strategic and organi-
zational perspective. From operation and maintenance, the engineering asset’s
maintenance tasks may be outsourced partially or completely.

(d) How to measure? It is essential to select the right asset PM system and KPIs/PIs
for measuring asset PM from an integrated whole life cycle perspective for
benchmarking besides collecting the relevant data and analysis for appropriate
decision-making. The asset PM reports developed after the data analysis are
used for subsequent preventive and/or predictive decisions though support of
data analytics. The asset PM needs to be holistic, integrated, and balanced [14]

(e) Sustainability. Sustainability development is the development that is consistent
while contributing for a better quality of life for the stakeholders. This concept
integrates and balances the social, economic, and environmental factors with
risk issues amongst others.

(f) Linking strategy with integrated asset performance assessing criteria. The
linkage between integrated Enterprise Asset Management (EAM) measuring
criteria with condition monitoring, IT, and hierarchical level for decision-
making at different hierarchical level is given at Fig. 18.6. This figure describes

Fig. 18.6 Integrated dynamic asset performance management framework, big data, and predictive
analytics under a link and effect concept. Adapted from Parida and Kumar [16]
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the linkage between the external and internal stakeholders’ needs and considers
the concept of integrated enterprise asset management from the different hier-
archical needs, while linking the performance measurement and assessment
from engineering asset’s operational level to decision-making at strategic level
[15]. The external effectiveness is highlighted by stakeholders’ need like return
on investment and customer satisfaction. The internal effectiveness is high-
lighted through the desired organizational performance reflected by optimized
and integrated resources utilization for EAM. For example, availability and
performance speed of the equipment and the machineries forms part of the
internal effectiveness or back end process. Quality is the most important aspect,
which is not only related to the products’ quality of the back end process, but
also with customer satisfaction of external effectiveness. From external stake-
holders, the quantity of annual production level is decided, considering the
customer’s requirements, return on investment and internal plant capacity and
plant availability, etc. From internal stakeholders, the organization considers
department’s integration, employee requirements, organizational climate, and
skill enhancement. After formulation of the asset PM system, the multi-criteria
PIs are placed under the multi-hierarchical levels of the organization.

While considering the Asset PM from a holistic and balanced perspective, it is
essential that the organization should be in a state of readiness to adopt the asset
PM. The state of readiness of the organization will envelope and consider the issues
related to asset PM to take care of the challenges. Considering the criticality of
asset’s KPIs for the complex system, an Integrated and Dynamic Asset Management
(IDAM) framework considers the goals and levels with PM hierarchy through a link
and effect relationship, with a real-time eMaintenance solution for “real time remote
operation” through digital twins and Big Data analytics.

Thus, the asset management framework needs to consider

• Analyzing organization’s business goals as per stakeholders needs
• Issues and challenges of asset management system related to business goals
• Associated regulatory compliance for safety and environmental issues
• Reviewing of operation andmaintenance strategywith asset management strategy
• Return On Asset (ROA) investment and Return On Capital Employed (ROCE)
• Reliability centered design, Dynamic Reliability, Availability andMaintainability

(RAMS) and risk analysis
• Spare parts and inventory management and optimization
• Multi-criteria and hierarchical asset PM and integrating condition monitoring

tools and Big Data analytics
• Identifying KPIs and benchmarking for each unit/department’s performance
• Integrating IT with operation and logistics, like CMMS/EAM and eMaintenance
• Life Cycle Costing (LCC) for dynamic business scenarios and decision-making.

Specifying the end results, i.e., developing the asset performance management
framework with software, hardware, and demonstrator is required to be incorporated
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for verification of the framework. The success and failure of the asset PM of the orga-
nization will depend on the asset management and asset management system concept
complementedwith IDAMand link and effect concept considering the relevant issues
and challenges. Those organizations, who consider, integrate, and implement asset
PM concept, taking care of issues and challenges are going to succeed and survive
under the competitive business scenario. The gap between the success and failure
needs to be assessed by the organization and all measures to achieve business goals
are required to be accepted strategically for implementation.

The success and failure of the asset PM of the organization will depend on the
asset management and asset management system concept complementedwith IDAM
and link and effect concept considering the relevant issues and challenges. Those
organizations, who consider, integrate and implement asset PM concept, taking care
of issues and challenges are going to succeed and survive under the competitive
business scenario. The gap between the success and failure needs to be assessed
by the organization and all measures to achieve business goals are required to be
accepted strategically for implementation.

18.5 Link and Effect Model Case Study for Asset
Performance Management

The link and effect model concept is defined as “a methodology for developing
performance measurements systems, by combining performance measurement and
engineering principles for proactive asset management.” Infrastructure Managers
(IMs) have grown with the expansion of railway networks, and consequently the
operation and maintenance practices have grown with the specific needs of each
IM and country. However, harmonization and increased use of standards have come
with the globalization, especially in theEuropeanUnion (EU), considering increasing
interoperability and building of a trans-European railway network. Therefore, perfor-
mancemeasurement needs to be dynamic and versatile. Another important element in
performance measurement of railways is the fast development of new technologies,
including computers (hardware and software) and condition monitoring. Changes in
the Enterprise Resource Planning (ERP) system or the Computerized Maintenance
Management System (CMMS) within an organization can alter the performance
measurement practices and monitoring of historical asset condition data. Besides
globalization and technological changes, organizational changes can also affect the
success of measuring performance.

The improvementmethods applied by the industry is usually basedon a continuous
improvement process, like the Plan-Do-Study-Act (PDSA) cycle. Also, it is common
practice to use the key elements of strategic planning, like vision, mission, goals,
objectives, etc. The link and effect model is therefore based on the PDSA cycle along
with emphasis on the key elements of strategic planning.
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The link and effect model has two main components: a four-step continuous
improvement process, and a top-down and bottom-up approach (Fig. 18.7).

Step 1: The first step of the link and effect model concentrates on the strategic
planning,which also includes gathering stakeholders’ objectives (usually conflicting)
and assembling them into a common framework. For railways in the EU, aligning
and harmonization start at the European level and are broken down to national
governmental and infrastructure manager levels, i.e., from strategic to operational
planning.

Step 2: The performance measurement system of organizations is under constant
pressure from strategic planning, organizational changes, new technologies and
changes in physical asset structure. Therefore, Step 2 in the link and effect model
concerns updating the measurement system according to new stakeholder demands
and objectives. See Fig. 18.8.

Step 3:Organizations collect a large amount of data, but turning the data into infor-
mation is often lacking. Accordingly, analysis methodologies are developed in Step 3
by use of various statistical methods, for construction of performance indicators and
identification of performance killer and drivers. Since data collection costs resources,
another important aspect in Step 3 is to identify what data is required and what data is
superfluous. Aggregation of data is a weakness of traditional performance measure-
ment systems since it can make the indicators abstract as the underlying factors can
be unknown, e.g., total train delay or total number of failures. Therefore, the link and

Fig. 18.7 The link and effect model, based on a A four-step continuous improvement. Process and
b A top-down and bottom-up process [15]
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Fig. 18.8 Key requirements of strategic planning

effect model complements thresholds with the underlying factors responsible for the
performance. Indicators with thresholds are commonly only given attention when
some limit has been passed, making them reactive in nature. In contrast, the link
and effect model gives the underlying performance drivers and killers, providing a
starting point for improvements.

Step 4: The link and effect model utilizes continuous improvement with the ulti-
mate goal of facilitating decision-making, by providing an up-to-date performance
measurement system. Step 4 includes simulation, ranking, reengineering of phys-
ical assets and processes, implementing prognostic techniques and further defining
indicators and databases.

18.5.1 Case Study

This case study was carried out onMalmbanan, the Swedish iron ore line, to validate
and demonstrate the link and effect model, and is connected to “Risk matrix” of
Fig. 18.7.

Step 1: Breakdown of objectives. The goal of Step 1 is to align the strategic
planning of different stakeholders at the various organizational levels into a single
frame. There are two challenges: firstly, identifying key elements and putting them
into the same terminology; secondly, translating the high-level initiatives and goals,
which can be conceptual, into specific operational tasks. At the European level, the
White Paper on the European transport system identifies the key components of
strategic planning as

• Vision: Toward a competitive and resource efficient/sustainable transport system.
• Goals related to railways: by 2030, 30% of road freight over 300 km should shift

to other modes such as rail or waterborne transport; by 2050, 50% of medium
distance intercity passenger and freight journeys should be shifted from road to
rail and waterborne transport.

• Objectives: 40 initiatives in four categories KRAs (Key Result Areas).

Key elements of the strategic planning of transportation in Sweden are
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• Overall goal: to ensure the economically efficient and sustainable provision of
transport services for people and businesses throughout the country.

• Objectives: Railway operation and maintenance related objectives can be found
in Trafikverket’s (Swedish Transport Administration) Quality of Service (QoS)
scorecard.

By studying the QoS scorecard, two indicators are of interest to this case study:
train delay due to infrastructure problems and punctuality. Once the goals and objec-
tives are identified and put into a common framework, it is easy to align to operational
measures. By studying the objectives, it is found that service quality is a key facili-
tator at both the international and the national level. Availability is a vital component
of service quality. The focus in this case study is on availability, more specifically,
on failures and downtime in railway infrastructure as shown in Fig. 18.9.

Step 2: Updating the measurement system and aligning indictors. Indicators need
to be set up and aligned to measure the results. Indicators related to failures and
downtime specific to railways include

• Failures or work orders (in total, per item, per track-km, or per train-km)
• Train delay (in total, per item, per track-km, or per train-km)
• Punctuality (per line, line class, or area).

Punctuality, failures, and train delay are included as indicators on Trafikverket’s
QoS scorecard, i.e., failures, work orders, and downtime will directly affect the
strategic objectives. However, indicators need to be further defined within an orga-
nization after analysis has been carried out. Thus, an objective of the link and effect
model is to present an indicator along with its underlying factors, not just as an
aggregated measure.

Step 3: Analysis of data for indicators, performance killers, and cost drivers. Oper-
ation and maintenance data of the Swedish railway section 111 have been collected,

Fig. 18.9 Breakdown of strategy into failures and downtime
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verified, and analyzed. Section 111 is a 128 km 30 tons mixed traffic section of
Malmbanan. The data consist of corrective maintenance Work Orders (WOs) from
2001.01.01 to 2009.12.01. Out of 7476 WOs in total, 1966 mentioned train delays,
i.e., 26%. This analysis is based on the 1966 WOs connected to delays. In addition,
the two percent longest delays were considered as outliers, reducing the number of
WOs from 1966 to 1926.

The outliers are preferably analyzed before decision-making, but this is out of
scope of this study.With reference to FailureMode Effect Analysis (FMEA) and risk
matrices, also known as probability–consequence diagrams, a composite indicator,
or index, of operational risk was defined as

R =
√

(aα)2 + (bβ)2 (1)

where α equals the infrastructure failures and β the train delay; and a and b are
constants for weighting. Figure 18.10 shows the resulting operational risk at the
system level. The poorest performing systems are the Switches and Crossings (S&C)
and the track. These two systems are further analyzed.

Table 18.1 summarizes the results where the risk ranks equal to the length of the
hypotenuse after normalizing the x-values to the y-values by dividing the delays by
100.

Step 4: Identification of improvements through indicators and implement: by
redesigning or applying preventive maintenance to the identified items giving poor
performance, the overall delay can be reduced. However, it is preferable to simulate
improvements before moving to action. Figure 18.11 gives an example of simulation.
In the figure, (a) shows the result on S&C when all the WOs of the switch controller
system are removed from the dataset, i.e., the controller system never fails. Such a

Fig. 18.10 Probability–consequence diagram at the system level displaying failure work orders
and the corresponding train delay
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Table 18.1 Work Orders (WOs) and train delays of performance killers

Fig. 18.11 Simulation at system level of the railway section. a Impact on the system level when all
the failures of the switch controller subsystem are removed from the dataset. b All failures sorted
according to the registered actual fault. The circles show the result when all the WOs of the switch
controller system are removed from the dataset; power outage maintenance work is less

change in the dataset affects other factors at the system level. In (b), all WOs of the
railway section are sorted by the actual faults found by the repair team. The black
circles show the result from (a) when all the WOs of the switch controller system
are removed from the dataset. It can be seen that power outage faults in the railway
reduce most.

The link and effect model has been developed for improving performance
measurement systems, by combining performance measurement and engineering
principles. The performance measurement system needs to be able to handle imple-
mentation issues and challenges. The link and effect model was developed with
emphasis on

• Continuous improvement
• The key elements of strategic planning
• The underlying factors responsible for the performance.
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The link and effect model differs from other performance measurement systems
and focuses on providing a breakdownprocesswith description of the key elements of
strategic planning, but especially, it focuses on the underlying factors of performance
indicators.

18.6 Conclusions

Aproperly developedAPMframeworkwithmanagement commitment is required for
companies to remain competitive under a dynamic business scenario. Performance
needs to bemeasured formanaging the assets. Global competitiveness and increasing
technological developments makes the asset PM critical for business success. Asset
owners and managers are keen to know the return on investment made on their asset
to meet the business objectives. An appropriate Asset PM system will ensure that
all operational activities are aligned to the organizational objectives involving all the
employees to fulfill the requirements of stakeholders.

The focus of any Asset PM Management system needs to ensure that the assets
generate value throughout its life for the organization and stakeholders in the value
chain. The critical factors enabling this objective are the effective capture, sharing,
and use of relevant data for decision-making across the business system. Appropriate
PIs andKPIs need to be identified and developed to improve the performance of assets
as well as the asset management system.

Organizations must evolve to enable better decision-making and share knowledge
and skills, breaking down silos and boundaries resulting from functional specialism
andmultiple cost centers, data capture, sharing, and standards. To improve the quality
and availability of the information available for decision-making. The key to success
is to gain the commitment from top management to drive the changes in organiza-
tional culture to improve the understanding of how good asset PM contributes to
organizational goals.

An asset cannot be managed without considering the integrated strategic issues
for an appropriate PM system. This is because of the various stakeholders conflicting
interest needs, associatedmultiple inputs andoutputs including the tangible and intan-
gible gains from the asset. For engineering asset PM, strategic issues are essential to
be considered. Under prevailing dynamic business scenario, asset PM is extensively
used by the business units and industries to assess the progress against the set goals
and objectives in a quantifiable way for its effectiveness and efficiency. An integrated
asset PM with a link and effect model concept provides the required information to
the management for effective decision-making. Research results demonstrate that
companies using integrated balanced performance systems perform better than the
one who do not manage measurement.
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Chapter 19
Asset Management Journey for Realising
Value from Assets

Gopinath Chattopadhyay

Abstract Assets in line with ISO55000 standard for asset management are items,
things and entities which have value or potential value to the organisation. Asset
management is for what we do with those assets. The journey begins with under-
standing the needs of the organisation in line with business objectives to deliver
goods and services in a reliable, safe, timely and cost-effective manner. Realising
value from assets is a holistic approach addressing complexities of expectations of
stakeholder and providing competitive advantage to the business. It starts from the
concept of the asset and continues to the design, manufacturing/construction, oper-
ations, maintenance and disposal of the asset known as asset life cycle. Focus is on
reduced risks, enhanced performance including safety of the operation, environment
and the wider communities and achieving reduced Life Cycle Costs. Systematic
approach in asset management helps in improving reliability, availability, maintain-
ability, safety and security. Leadership, good organisation culture, alignment with
other systems and assurance that assets will performwhen needed contributes signif-
icantly to the success of any organisation. This chapter covers how to balance cost,
risk and performance in informed decision-making for maintaining value of and
realising value from assets.

Keywords Asset management · ISO55000 · Life cycle cost · Risks · Performance

19.1 Introduction

The history of asset management goes long back to the days of terotechnology
covering installation, commissioning, maintenance, replacement and removal of
plants and equipment. It helped in better management of physical assets for reducing
life cycle costs through reliability, availability and maintainability. In the past, major
focuswas onmaintenance andmanaging the assets. In this assetmanagement journey,
the focus is now shifted more on what we do with these assets. In addition, there are
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other types of assets including financial assets, information asset, human asset and
intangible assets including knowledge and goodwill. This journey frommaintenance
to asset management has therefore taken a holistic approach for balancing costs, risks
and enhancing performance (Chattopadhyay [1, 2]).

Assets in line with ISO55000 for asset management are any items, things and
entity which has value or potential value to any organisation. Fundamental of asset
management is focused on value, leadership and culture, alignment with corporate
objectives and other systems and assurance that assets will perform as and when
they are needed (ISO [3]). This chapter is mainly on physical assets. However, there
are other important assets such as finance, information technology, human assets
and nontangible assets such as intellectual property, goodwill, tacit knowledge and
know-hows.

Asset management linked to physical assets was first used by Dr. Penny Burns in
1980s (in Asset Management History Project, 1984) (Wikipedia [4]). Infrastructure
AssetManagementManual, published in 1996 inNewZealand, on assetmanagement
for infrastructure sector became international infrastructure management manual
(IIMM) in 2000 (IPWEA [5]).

The professional societies: The Asset Management Council (AMC) in Australia,
Institute of Public Works Engineers Australasia (IPWEA) and the Institute of Asset
Management (IAM) in the UK along with various professional bodies around the
world contributed significantly to the development of body of knowledge in the area
of asset management (AMC [6], IAM [7]). Global Forum of Maintenance and Asset
Management (GFMAM) provided a platform for better understanding of needs of
various countries around theworld in assetmanagement and defining and interpreting
technical terms in a consistent manner. This helped in developing guidelines for
addressing issues and challenges in asset management from global perspective in a
coordinated and consistent manner (GFMAM [8]).

Asset management, as per Peterson, covers the following concepts:

• Business goals driving decisions for the use and care of assets,
• Asset strategy determined by operational considerations,
• Maintenance and reliability for a defined goal (not an end in itself),
• Intent for optimising the application of all resources (not just maintenance)

(Peterson [9]).

Moore suggested a view of asset management covering

• Incorporation of an understanding and alignment between the business expecta-
tions for the assets both currently and into the future;

• An understanding of the assets’ current condition and capability today and into
the future;

• The centrality of the consideration of how and why the assets are operated;
• Aconsideration of asset life cycle, e.g. design considerations in termsof capability,

reliability and ease of asset management at both initial and rehabilitation phases
of an assets’ life;

• How asset management needs to be implemented (Moore [10]).
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Asset management is expected to provide a strategic platform to connect the
physical assets of the business, their utilisation and maintenance along with all the
other assets. Woodhouse proposed it as a set of disciplines, methods, procedures and
tools aimed at optimising the Whole of Life Business Impact of costs, performance
and risk exposures associated with the availability, efficiency, quality, longevity and
regulatory, safety and environmental compliance of the company’s physical assets
(Woodhouse [11]).

International Infrastructure Management Manual (IIMM) proposed how to
develop

• Asset Management (AM) policy,
• Organisational structure to deliver AM functions and
• Quality management processes that support the AM functions.

Publicly available specifications on asset management PAS55 (1 and 2 of British
Standard Institute, 2008) were developed by industries to cover holistic asset
management and paved the way for international standard on asset management
ISO55000:2014 series for risk-based and informed decision-making with an aim for
reducing cost and risks and enhancing performance over entire life covering various
stages of asset life such as acquisition, utilisation and disposal (BSI [12, 13]).

Capital-intensive industries around the world have been facing an ever-increasing
pressure of demand growth, geographical locations and ageing assets for doing more
with less. There are credit constraints and scarcity of capital. However, showing the
board members what is the risk of doing nothing and the actual cost of risk for that
option, then one will be surprised to see that there is money available for preventions
and continual improvements. What is needed is to show the value of the proposed
initiatives and not just limiting the proposition limited to costs and benefits. Asset
management journey begins with understanding the needs of the organisation in line
with business objectives. The concept of the asset is developed and continueswith the
design, manufacturing/construction, operations, maintenance and finally, disposal of
the asset at the end of the asset life cycle in a cost-effective, reliable, safe, secured
and timely manner.

19.2 Overview of Asset Management

ISO standard for asset management which is practically a management standard for
asset management consists of three parts:

• ISO 55,000 Asset management—Overview, principles and terminology;
• ISO 55,001 Asset management—Management systems—Requirements;
• ISO 55,002 Asset management—Management systems—Guidelines on the

application of ISO 55,001 (ISO [14, 15]).
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Asset management in line with this ISO standard is defined as ‘coordinated
activities of an organisation to realise value from assets’ covering the following
principles:

• Assets exist to provide value to the organisation and its stakeholders.
• People are key determiners of asset value realisation.
• An asset management organisation is a learning organisation covering.
• Strategic asset management plan.
• AM system.
• Asset management plans.
• Asset management requires understanding of the organisation’s operating context

and opportunities.
• Asset management decisions consider both short-term and long-term economic,

environmental and social impacts.
• Asset management transforms strategic intent into technical, economic and

financial decisions and actions (ISO55000) (Fig. 19.1).

ISO55000 series of standards tell what needs to be done and do not tell how it
can be done. How the requirements can be addressed by individual organisations
needs to be addressed according to the context and expectations of the organisation
covering the following:

• Normative reference
• Terms and definitions
• Context of the organisation

– Understanding the organisation and its context
– Understanding the needs and expectations of stakeholders
– Determining the scope of the asset management system
– Asset management system

• Leadership

Asset 
Disposal

Asset 
Utilisation

Asset 
Acquisition

Assessing Risk, Cost and Performance

Fig. 19.1 Asset life cycle
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– Leadership and commitment
– Policy
– Organisational roles, responsibilities and authorities
– Planning

• Actions to address risks and opportunities

– Planning for the asset management system
– Planning for assets
– Asset management objectives and planning to achieve them
– Asset management objectives
– Asset management planning

• Support

– Resources
– Competence
– Awareness
– Communication
– Information system support
– Documented Information

General
Creating and updating
Control of documented Information

• Operation

– Operational planning and control
– Management of change
– Outsourcing of asset management activities

• Performance evaluation

– Monitoring, measurement, analysis and evaluation
– Internal audit
– Management review

• Improvement

– Nonconformity and corrective action
– Continual improvement
– Preventive and predictive action

The Global Forum onMaintenance and Asset Management (GFMAM) published
the Asset Management Landscape, which covers the subject areas for the asset
management required to address the knowledge and skills needed for good asset
management. These are as follows:

Asset Management Strategy and Planning

• Asset Management Policy
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• Asset Management Strategy
• Demand Analysis
• Strategic Planning
• Asset Management Plan

Asset Management Decision-Making

• Whole-life Cost and Value Optimisation
• Operations and Maintenance Decision-Making
• Capital Investment Decision-Making
• Resourcing Strategy and Optimisation
• Shutdowns and Outage Strategy and Optimisation
• Ageing Assets Strategy

Life cycle Delivery Activities

• Technical Standards and Legislation
• Asset Acquisition and Commissioning
• Systems Engineering
• Configuration Management
• Maintenance Delivery
• Reliability Engineering
• Asset Operations
• Resource Management
• Shutdown and Outage Management
• Fault and Incident Response
• Asset Rationalisation and Disposal

Asset Knowledge Enablers

• Asset Information Strategy
• Asset Knowledge Standards
• Asset Information Systems
• Asset Data and Knowledge

Organisation and People Enabler

• Contract and Supplier Management
• Asset Management Leadership
• Organisational Structure & Culture
• Competence and Behaviour

Risk and Review

• Criticality, Risk Assessment and Management
• Contingency Planning and Resilience Analysis
• Sustainable Development
• Weather and Climate Change
• Asset and Systems Change Management
• Assets and Systems Performance and Health Monitoring
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• Management Review, Audit and Assurance
• Accounting Practices
• Stakeholder Relations

There is a need to develop tools and techniques along with artefacts for further
enhancing capabilities of personnel engaged in asset management and related activi-
ties for bettermanagingvalue fromassets in various stages of asset life cycle including
procurement, operation and maintenance and disposal of assets for as minimum as
possible but as far as practicable life cycle costs (LCC). Organisations need to know
about their assets, their conditions, maintenance history, costs and informed risk-
based decision for inspections, maintenance and replacements including options for
overhaul, major repairs and life extension.

Understanding the condition of assets from failure and maintenance history and
estimating the remaining life and option engineering for life enhancement are key
steps in life cycle management of capital-intensive assets. Asset management is
therefore not treated as a destination. It is like a journey for realising value from
assets though appropriate allocation of funds for maintenance and upgrades known
as Operational expenditure (opex) and replacements covered in Capital expenditure
(capex).

19.3 Understanding the Asset and Its Remaining Life

Estimation of remaining life is a comprehensive and multidisciplinary activity that
takes into account a range of factors such as asset life cycle asset management
principles, needs of the users of the asset, competing demands of stakeholders, current
and future policy and legislative environment, the entity’s corporate governance
and planning framework, technical adequacy and commercial viability, external or
market factors (commercial, technological, environmental or industry implications),
the need to rationalise operations to improve service delivery and cost-effectiveness
of any life extension. It helps in sound decisions that are appropriate to address the
identified risks and the associated impacts on value, carrying out appropriate tasks
at the ‘right’ time and at the right level of expenditure, achieving the right balance
between competing factors, such as performance, cost and risk. The starting point of
this is understanding the failure mechanism.

Failure is not an easy term to explain to different stakeholders in a consistent way.
It is generally accepted as the inability of an item to perform its required function.
Causes of failures are mainly the limitations of the system, subsystem or components
to perform due to design, manufacture, user andmaintenance-related issues resulting
in failures. Modes of failures are the resulting effects of failure causes. Mechanisms
of failures are physical, chemical or other process causing failures. Analysis of failure
needs logical, systematic examination to identify and analyse the probability, causes
and consequences of failures and/or potential failures including near hits. In addition,
failures can also be due to misuse and/or overloading.
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When failure occurs directly and without any influence of any failure of another
item, it is termed as primary failure. If failure occurs either direct or indirect failure
of another item, then it is termed as secondary failure. Where failure occurs with
probability of failure increasing with time such as age and/or usage, it is termed as
wear-out failure. If failures do not give any indication or not detected by inspection
or monitoring, it is termed as sudden failure. Where failures give some indication
or can be detected by prior inspection or monitoring, those are termed as gradual
failures. Where loss of functional ability is up to level where it does not stop the item
to perform some of the required functions, it is called a partial failure. If the loss of
functionality resulting from deviations in characteristic(s) is beyond specified limits
causing complete lack ability for required function, it is called a complete failure.
When failures are sudden and complete then termed as catastrophic failure. When
failures are gradual and partial, then those are termed as degradation.

If failures are likely to cause injury to persons or significant damage to material,
then those are considered as critical failures. If failures are other than a critical
failure, which is likely to reduce the ability of a more complex item to perform its
required function, then those are considered as major failures. Failures not reducing
the ability of a more complex item to perform its required function are considered
as minor failures.

In the life cycle of any asset, failures can occur due to design, manufacturing,
testing and installation-related problems in the early stage, operations and usage-
related wear and tears in the middle phase of the life and faster rate in the last phase
of the life due to ageing, operation and maintenance-related problems at the end
of the life of the asset. This is captured in the bathtub failure curve comprising of
decreasing, constant and increasing rates of failures such as.

• Early Failure Period
• Constant Failure Rate Period
• Wear-Out Failure Period

Failure analysis considers life data from maintenance history and mathematical
and or statistical modelling for using those life data (age, usage, number of times
usage and many other) in prediction and intervention of failures through appropriate
inspection, maintenance, repairs and replacements. In the following analysis, life
data is taken as time and item is in operation before failure. Let T denote the time to
failure, t denote age and F(t) denote the failure distribution function. Then,

F(t) = Probability (T ≤ t) (19.1)

The reliability function corresponds to the probability that an item survives to any
given age.

For an item which starts to operate at age t = 0, the reliability function, R(t), is
the probability that failure does not occur in the interval 0–t. Then,

R(t) = Probability(T > t) (19.2)
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R(t) = 1−F(t) (19.3)

The probability density function (pdf) of the time to failure is a function of age,
such that the area under the curve between any two age values gives the probability
that a new item will fail in that age interval. The probability density function, f (t),
is the differential coefficient of the distribution function F(t). We have the following
equations:

f (t) = dF(t)/dt (19.4)

Probability of failure in t to t + ∂t = f (t)∂t

F(t) =
t∫

0

f (u)du (19.5)

Note
∫ ∞

0
f (t)dt = 1 (19.6)

The hazard function h(t) is a function such that the probability that an item which
has survived to age t fails in the small interval t–t + ∂t is h(t)∂t.

The hazard function can be related to the reliability function R(t) and the proba-
bility density function f (t) as follows. The probability of failure in the interval t–t +
∂t is R(t) h(t) ∂t. Then,

f (t)∂t = (t)h(t)∂t (19.7)

f (t) = R(t)h(t) (19.8)

and

h(t) = f (t)/R(t) = f (t)/(1 − F(t)) (19.9)

Probability of failure in the interval

t1 to t2 =
∫ t1

t1

f (t)dt (19.10)

where
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∞∫

0

f (t) dt = 1 (19.11)

In industries, some simple terms are used for analysis. These are as follows:
Mean Time to Failure (MTTF), which is average of the observed ages at failure.
Mean Time Between Failures (MTBF), which is the ratio of the component hours

of service to the number of failures. In some organisations, this is known as uptime
and used as a measure of reliability. The higher theMTBF, the better is the reliability.

Mean Time to Repair (MTTR), which is average of the observed times between
failures and back to operation through maintenance actions. In some organisation,
this is known as downtime and used as a measure of maintainability. The lower the
MTTR, the better is the maintainability.

Availability, which is measured as a ratio of uptime to uptime plus downtime.
Analysis of remaining life is critical to decision-making for future operation and

maintenance of plant. It includes how much longer the plant can operate safely in
its current condition, what components should be replaced to keep the plant oper-
ating, what design life to be considered for replacement components, the cost of
future replacements and the cost of planned operating modes. Remaining life can be
estimated using life consumed to date, and future operating modes and maintenance
plans.

Understanding the asset and its remaining life helps in analysing costs for life
enhancements based on degradation, target performance and residual risks. Cost-
effectiveness of any capacity and capability gains through upgrade is analysed using
revised life cycle costs. Any capital injection and/or reducing inspection and main-
tenance intervals are worthwhile if the value realised through these activities for
reducing cost of operations, risks and associated safety outweighs the total cost for
life enhancement activities over the revised remaining life.

19.4 Life Cycle Costing

Life cycle cost considers total cost for the asset over the entire life of the asset. Life
cycle costs (LCC) considers all expenses for

• deciding what is needed
• acquisition
• installation
• utilisation (operation) and maintenance
• refurbishment or replacement
• discarding and disposal costs (ISO [16]).

ISO 15,686–5: 2017 (ISO, 2017) suggests whole of life costs and LCC and is
given by
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Life cycle costs (LCC) = Capital cost (C) + lifetime operating costs (O)

+ lifetimemaintenance costs

+ lifetimemaintenance costs (M)

+ lifetime plant losses (L) + plant disposal cost (D)

(19.12)

Analysis of life cycle costing (LCC) considers

• Service life, life cycle and design life
• period of analysis
• costs covering
• acquisition
• maintenance, operation and management
• residual values/disposal
• discounting
• inflation
• taxes
• utility costs including energy
• risks.

Some of the costs in different phases of life of any asset need to be considered
covering:

Cost of planning and acquisition covering:

• need study,
• design and development,
• construction,
• installation,
• testing and commissioning,
• modification and fixing teething problems,
• spare parts,
• training of people, and
• operations and maintenance manuals and relevant drawings.

Operating costs covering:

• labour,
• power,
• consumables,
• equipment and
• overhead charges.

Maintenance costs covering:

• labour,
• parts,
• materials,
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• consumables,
• equipment and
• overhead charges.

Life Cycle Cost

• Inflation rate constant at i × 100% pa.
• Discount rate r × 100% pa.
• Annual operating costs, maintenance costs and plant losses are incurred at the end

of the year; we have

LCC = C +
N∑
1

On
(1 + i)n

(1 + r)n
+

N∑
1

Mn
(1 + i)n

(1 + r)n
+

N∑
1

Ln
(1 + i)n

(1 + r)n
+ Dn

(1 + i)n

(1 + r)n

(19.13)

In any real-life capital-intensive assets, life consumption and maintenance costs
add complexity to LCCmodelling. For example, for rail network, rail life ends due to
two major failure modes. First one is Rolling Contact Fatigue (RCF)-initiated cracks
and undetected propagations resulting in rail breaks and derailments. Second one
is rail–wheel friction-initiated wear resulting in early replacement decisions when
it reaches wear limit sooner. Failure to replace might lead to wheel rollover and
derailment. There are decision variables such as inspection intervals and grinding
intervals for rail surface for controlling crack propagation. In the same manner, there
is decision variable for placement of lubricators and choice of lubricants for providing
lubricants at the gauge face for reducing wear and therefore further enhancing asset
life. All these have an impact on replacement intervals of rails and are used for
reducing risk cost associated with derailments, early replacement and unplanned
maintenance actions (Chattopadhyay et al. [17, 18].).

19.5 Balancing Cost, Risk and Performance Through Asset
Management

Balancing cost, risk and performance is both art and science. There are regulatory
requirements to comply with and discretionary decisions by organisations over and
above the regulatory requirements. Any capital investment in this process needs
systematic approach using the following steps:

• Defining the objective/s
• Defining the alternative options
• Estimating the lifetime
• Estimating the benefits and costs
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• Specifying the time value for money (discounting rates)
• Developing/defining the performance measures for effectiveness
• Comparing apples to apples for ranking the alternatives
• Analysing sensitivity using what-if scenarios
• Recommending the option based on cost, risk and performance (Parida et. al [19]).

Alternative capital investment options are analysed using several techniques
including the following:

• The payback method: the period when return from the investment covers the
capital investment. Any investment is ok if payback period is below acceptable
limit (say, asset life).

• Present Worth (PW): an amount at some beginning or base time that is equivalent
to a schedule of receipts and/or disbursements for any investment option. Any
investment is ok if present worth of benefits is more than investment.

• Annual Worth (AW): a uniform series of money for a certain period equivalent in
amount to a schedule of receipts and/or disbursements for any investment option.

• FutureWorth (FW): an amount at some ending or termination timewhich is equiv-
alent to a schedule of receipts and/or disbursements for any investment option.
Any investment is ok if future worth of benefits is more than the future worth of
investment.

• Rate Of Return (ROR): the acceptability of individual investment option. Any
option is acceptable if its internal rate of return (IRR) is not less than a predeter-
mined minimum attractive rate of return (MARR). The higher the IRR, the better
is the option.

• Benefit–Cost Analysis (BCA): ratio of the equivalent worth of benefits to the
equivalent worth of costs and options are accepted for this ratio more than one.
The higher the ratio, the better is the option (Canada et al. [20]).

Example of Payback Analysis

A new asset costing $20,000 will cost $1000 to install and $4000 per year to operate,
with a useful life estimated at 15 years. The resale value of this existing asset is
$5000 and is now costing $8000 per year to operate. Both assets have the same
output capacity.

Solution

Purchase price $20,000

+Installation cost $ 1,000

−Sale of existing machine −$ 6,000

Net cost of equipment $15,000

Old asset operational costs/yr $ 8,000

New asset operational costs/yr $ 5,000

(continued)
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(continued)

Net additional profit/year $ 3,000

Payback Period = 15,000/3000 = 5 years

If assets life [say 10 years] is greater than payback of 5 years, investment option is acceptable

Example of Present Worth Analysis:

A new production unit is being considered for purchase. The following facts are
available:

(a) Installed cost of the equipment = $240,000.
(b) Estimated additional earnings per year = $80,000 (compared to the present

process).
(c) Useful life of the equipment = 8 years.
(d) Estimated resale value of new unit in 8 years’ time is $15,000. Resale value of

the old machine is included in value at (a).
(e) Assume depreciation is straight line over 8 years and that tax on income is at

50% (Table 19.1).

Annual cash inflow

Additional earnings/year $80,000 $80,000

Less depreciation 24,000/8 −$30,000

Taxable income $50,000

Less tax at 50% −$25,000 −$25,000

Annual profit after tax $25,000

Annual cash inflow after tax $65,000

Total cash outflow

Installed cost $240,000

Resale value in 8 years $15,000

Example of selecting from alternative options:

MARR = 15%, Life = 5 years, Salvage value is realised at the end of the life
(Tables 19.2, 19.3 and 19.4).

From the above analysis, option B is the preferred option.
The true rate of return is the discount value at which the present value outflows

equal the present value inflows and can be calculated using Excel for extrapolation.
When internal rate of return is more than MARR, the investment option is

acceptable.

Maintainability

It is the ability of the system to be back to operation when maintenance is performed
using standard procedure, right spared and trained people. This is shown using 20
data from maintenance history (Table 19.5).



19 Asset Management Journey for Realising Value from Assets 443

Table 19.1 PW calculation

Discount rate (%) Present worth
(PW) factor for
single payment
(P/F) (resale
value)

Present worth
(PW) outflow

Present worth
(PW) factor for
uniform series
(P/F) (annual
cash inflow)

Present worth
(PW) inflow

16
14
18

0.305
0.351
0.266

$235,425
$234,735
$236,010

4.344
4.639
4.078

$238,920
$255,145
$224,290

Table 19.2 Options A and B Option Initial
investment(P)

Salvage value (S) Annual receipts

A – 7000 1000 2000

B −10,000 2000 3000

Table 19.3 PW and FW analysis

Option A Year 0 Year 1 Year 2 Year 3 Year 4 Year 5 Totals

Initial investment −7000

Annual net receipts 2000 2000 2000 2000 2000

Salvage value 1000

Net receipts −7000 2000 2000 2000 2000 3000

Present worth (PW) −7000 1739 1512 1315 1144 1492 201

Future worth (FW) −14,080 3498 3042 2645 2300 3000 405

Option B

Initial investment −10,000

Annual net receipts 3000 3000 3000 3000 3000

Salvage Value 2000

Net Value −10,000 3000 3000 3000 3000 5000

Present Worth (PW) −10,000 2609 2268 1973 1715 2486 1051

Future Worth (FW) −20,114 5247 4563 3968 3450 5000 2114

Table 19.4 Summary of
options

Option Present worth (PW) Future worth (FW)

A 201 405

B 1051 2114

If themaintainability test fails, then there is need for further enhancing the process,
maintenance strategy and/or design of the system.

All decisions need to be prioritised based on risks. One of the tools used in risk
assessment is Risk Priority Number (RPN).
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Table 19.5 Maintainability test

Data Observed
maintenance time

Deviation from mean Square of the deviation
from mean

1 39 −17.05 290.70

2 57 0.95 0.90

3 70 13.95 194.60

4 51 −5.05 25.50

5 74 17.95 322.20

6 63 6.95 48.30

7 66 9.95 99.00

8 42 −14.05 197.40

9 85 28.95 838.10

10 75 18.95 359.10

11 42 −14.05 197.40

12 43 −13.05 170.30

13 54 −2.05 4.20

14 65 8.95 80.10

15 47 −9.05 81.90

16 40 −16.05 257.60

17 53 −3.05 9.30

18 32 −24.05 578.40

19 50 −6.05 36.60

20 73 16.95 287.30

Total 1121 4,078.95

Mean time 56.05

Std Dev 14.65

Risk factor 0.1

Z from table 1.28

Upper Limit = Mean
time + z*Std
Deviation/Sqrt of
Number of data

60.24 Less than contracted
time, 65 min

Maintainability is
performing

Risk Prioritisation Number (RPN)

It is given as
RPN = Severity x Likelihood X Detectability
where the severity is ranked (commonly from 1–5) using metrics such as

• Negligible: minor treatment (1).
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• Marginal: injury requiring < 10 days hospitalisation/medical leave (2).
• Serious: injury requiring > 10 days hospitalisation/medical leave (3).
• Very Serious: injury requiring > 30 days hospitalisation/medical leave (4).
• Critical: fatality/permanent body injury (5).

The severity ranking can relate to environmental, plant damage and downtime
metrics.

Where the detectability is ranked (commonly from 1–5) using metrics such as

• No or Very low detectability: inevitable, potential failure not detectable (5)
• Low detectability: unlikely to detect a potential failure (4).
• Moderate detectability: may be able to detect a potential failure (3).
• High detectability: a good chance to detect a potential failure (2).
• Very high detectability: it is almost certain to detect a potential failure (1).

The likelihood is similarly ranked (say 1–5), e.g.

• Unlikely: might occur once in 10 years (1).
• Remote: might occur once in 5 years (2).
• Occasional: might occur once in 3 years (3).
• Moderate: likely to occur once per year (4).
• Frequency: likely to occur many times per year (5).

Priority is allocated based on RPN. The higher the RPN, the higher the rank in
selecting any items for risk mitigation.

In majority of infrastructure sector, a traffic light type approach of green, yellow,
orange and red signal is used for flagging actions to be taken for risk mitigation. Red
means the highest priority, orange is flagged to be monitored closely or inspections
to be tightened and actions to be taken in the nearest future in line with corporate
guideline and/or regulatory requirements. And Green means no action is required
other than normal inspections and monitoring. Risk matrix in line with ISO31000
can be analysed similar to Table 19.6 (ISO [21]).

Overall Equipment Effectiveness (OEE)

The overall equipment effectiveness (OEE) is used to better understand the perfor-
mance of the maintenance. It evaluates how effectively a manufacturing operation
is utilised and is expressed well in terms of Performance, Availability and Quality.
It is measured in terms of whether plant is operated as per expected speed, reduced

Table 19.6 Risk matrix

Likelihoo
Consequence

Insignificant Minor Moderate Major Catastrophic
Almost certain High risk High risk Extreme risk Extreme risk Extreme risk
Likely Medium risk High risk High risk Extreme risk Extreme risk
Possible Low risk Medium risk High risk Extreme risk Extreme risk
Unlikely Low risk Low risk Medium risk High risk Extreme risk
Rare Low risk Low risk Medium risk High risk High risk

d
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speed or with minor stops. Availability is analysed in terms of breakdowns and
product changeovers. Quality is analysed in terms of acceptance and rejects in start-
up, during production runs and customer returns. Therefore, OEE indicates the health
and performance of assets and productivity and considers.

• Breakdowns
• Setup and Adjustment
• Small stops
• Slow running
• Start-up defects
• Production defects

Effectiveness (OEE) is widely expressed as

OEE = A × P × Q (19.14)

where
A: Availability
P: Performance and
Q: Quality.
Good asset management helps in reducing losses, enhancing availability, perfor-

mance of the assets and assuring quality of products and services using OEE
(Chundhoo et. al [22, 23]).

19.6 Realising Value from Assets

Asset management, if practised well, retains value of assets and realises value from
assets. Some of the important factors including value judgement may not be fully
quantifiable and are generally analysed by industries using experience (by resolving
conflict of brain vs. heart). Decisions are taken based on risks and not just based on
costs and benefits. Risk is the ‘effect of uncertainty on objectives’ where uncertainty
is the ‘state, even partial, of deficiency of information related to, understanding or
knowledge of an event, its consequence, or likelihood’ (ISO [21]). Risk is ‘suscep-
tible’ to measurement (e.g. we might know the distribution of likelihood or the
possible consequences). However, uncertainty reflects that the exact outcome is
unpredictable. Global warming and rare events including cycle, tornados, tsunamis,
earthquakes andmanyother similar challenges put additional difficulties in accurately
assessing impacts of those events on asset management (Komljenovic [24]).

Riskmanagement is generally limited towhat we know about events, probabilities
and outcomes (Knight [25]). As per ISO 31,000, risk management—principles and
guidelines—the basic steps need to be used are

• Establishing the context
• Identifying the risks
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• Analysing the risks
• Assessing the risks
• Treating the risks
• Monitoring and reviewing progress and performance.

Balancing act of cost, risk and performance is a complex process. At a busi-
ness level, balancing needs to consider context of the organisation in line with
ISO55001. Decision-makers need to better understand the needs and expectations of
stakeholders.

There are financial, legal, image/reputation, safety, environmental, service
delivery and many other risks for any asset management-related decisions. Manda-
tory levels of performance and risk are generally regulatory driven. Discretionary
levels beyond that require a clear understanding of what customers are willing to
pay, what competitors are charging and costs associated with providing expected
performance and managing risks (Aven [26]).

Historically, cost used to be based on what level of service the customer should
have. Organisations used to be conservative and risk-averse. Therefore, the recovery
of cost was the criteria for pricing. In today’s competitive market, the balancing of
discretionary levels requires an iterative step-by-step approach over a period of time.
It would be worth looking at what customers are prepared to pay for different levels
of service and determine the life cycle costs of the assets for providing the agreed
level of service along with the risks associated with each of the options. Balancing
at a facility/asset level is dictated by the business requirements covering capex and
opex. This means to balance the risk and cost to achieve the specified performance.

Asset management journey for realising value from assets’ needs to be an iterative
process from time to time over the life cycle of the assets. Options are generated based
on asset condition, remaining physical, technical and economic life, operational
costs, costs for upgrade and replacements. Intervention actions are justified based
on comparing value realisation from assets for ‘Doing nothing’, ‘Minimal repairs’,
‘Overhauls’ and Replacements by ‘as is’ or capacity and/or capability improved
options.

19.7 Conclusions

Asset management decisions are generally taken based on risk appetite of the board.
Options include avoiding, treating, transferring, terminating or retaining risk based
on decisions from balancing act. A ‘desired’ option is recommended based on stake-
holders’ perception of ‘value for cost’ in line with AS4183 for ‘value’ in general and
‘value for money’ in particular. Balancing is proposed in this chapter for distributing
weights to important areas of the decision model for enabling someone or some-
thing to remain upright and steady in the perspective of the business. It is required to
be reviewed from time to time for a long-term sustainability of the business. Asset
owner/s can retain and grow the business considering a ‘desired balance’ in line with
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ISO55000 and proposed by Asset Management Council (AMC) for the concept of
an ‘accepted level’ of trade-off in cost, risk and performance (SA [27]).

International standard on asset management provides consistency in the interpre-
tation of principles and the application of asset management across the industries.
There is a need for further developing tools and techniques on how to implement
and correctly measure success of good asset management supported by continual
improvements.

There is huge opportunity for future work for various industry sectors as follows:

• Alignment of ISO55001 with other systems such as ISO9001, 31000, 14001,
45001, Information Technology (IT) and financial standards (ISO [28–30]).

• Further developing and applying asset management standards for other assets
including natural, environmental and social assets.

• Assuring that asset management and audit teams have depth and breadth in line
with asset management landscape and provide opportunity for building capability
for required competency.

Good asset management helps in the journey of any organisation towards excel-
lence for their business through a balancing act for costs, risks and performance for
maintaining value of and realising value from assets. It is a journey which requires
leadership and a long-term view along with commitment to financial, human and
information system-related resources. Good in no good in today’s world. What
matters is the aspiration from the whole organisation for leading towards excellence.
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Chapter 20
Reliability-Based Performance
Evaluation of Nonlinear Dynamic
Systems Excited in Time Domain

Achintya Haldar and Francisco J. Villegas-Mercado

Abstract A novel concept of reliability-based performance evaluation using
multiple deterministic analyses of nonlinear dynamic systems excited in time domain
is presented. The dynamic excitations can be natural events like earthquakes or wave
loadings. It can be thermo-mechanical loading caused by the use of computers.
Unpredictability of the dynamic loadings, modeling the structural systems under
uncertainty, and predicting the response behavior considering dynamic amplifica-
tion and the different energy dissipation mechanisms can be very challenging. A
transformational theoretical concept is presented to address this knowledge gap. The
research objectives are achieved by using several advanced mathematical concepts
including sensitivity analysis, model reduction techniques, intelligent sampling
schemes, several advanced factorial schemes producing a compounding benefi-
cial effect, and surrogate meta-modeling techniques to obtain efficiency without
sacrificing accuracy. They are implemented in a multi-scale environment exploiting
state-of-the-art computational power. The formulation extracts stochastic dynam-
ical behavior using only hundreds of intelligent analyses instead of thousands of
simulation-based analyses. This is a new design paradigm using intelligent multiple
deterministic analyses. It will provide an alternative to simulation and the classical
random vibration concept.
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20.1 Introduction

Performance evaluation of engineered structures excited by dynamic loadings is
expected to be very challenging. Dynamic loadings can be natural events like earth-
quakes or wave loadings during high seas. It can be thermo-mechanical loading
causedby the use of computers. The cost of designing structures against suchdynamic
excitation is enormous, and there is considerable room for improvement in the current
state of knowledge. Unpredictability of the dynamic loading, modeling the struc-
tural systems under uncertainty, and predicting the response behavior considering
dynamic amplification and the different energy dissipation mechanisms can be very
challenging. The presence of a large amount of uncertainty in every phase of the
evaluation process increases the level of complexity in several orders of magnitude.
Even in the period of very advanced information in the related areas, the knowledge
gap is enormous. The most sophisticated dynamic analysis requires that the loading
must be applied in time domain. Most major sources of nonlinearity need to be incor-
porated in the formulation explicitly. The amplified dynamic response information
needs to be tracked, and the performance requirements suggested by the owners or
users need to be met. The performance objectives cannot be assured with certainty
since the presence of uncertainty in the formulation is enormous. There will be some
amount of underlying risk, and the information on it needs to be quantified. If the
risk is not acceptable, alternative designs need to be considered and compared. The
final design must indicate the underlying risk under different operating or loading
environments.

Issues related to the dynamic loadings in the presence of uncertainty are gener-
ally addressed using the classical random vibration concept. It is a very sophisti-
cated mathematical technique. In spite of many sophistications, its applications to
estimate underlying risk of the dynamic systems are very limited. Observing some
of the shortcomings, the authors and their team members started developing the
concept of the stochastic finite element method (SFEM) in mid-eighties. They incor-
porated all major sources of uncertainty in a stress-based nonlinear finite element
(FE) algorithm. In the stress-based FE formulation, the tangent stiffness can be
expressed in explicit form, fewer elements are required in describing large defor-
mation configurations, integration is not required to obtain the tangent stiffness, and
the stresses of an element can be obtained directly. It is specifically appropriate for
frames. However, the displacement-based FE method, where shape functions are
used to describe displacements at the nodes of the elements, is commonly used in the
profession. The works of the research team are widely referred; however, the lack of
availability of the program they developed is a major issue.

The research team considered developing a completely new nonlinear FE-based
concept for the reliability estimation. This will enable users to use any program
available to them capable of conducting nonlinear FE analysis of structural systems
excited by dynamic loading applied in time domain. This effort was encouraged by a
prestigious research grant from the United States National Science Foundation. This
new and novel concept is briefly discussed in this chapter.
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In developing the new concept, the authors considered the following related
issues. Risk is always estimated for a specific limit state function (LSF) or perfor-
mance function (PF). For explicit PFs, the classical first-order or second-order relia-
bility method (FORM/SORM) will be very efficient [1]. For the nonlinear problems
excited by dynamic loadings in time domain, PFs are expected to be implicit in
nature. For implicit PFs, Haldar and Mahadevan [2] suggested a Monte Carlo simu-
lation (MCS) approach in place of SFEM. It requires numerous deterministic anal-
yses, sometimes of the order of millions for low probability events, making it very
inefficient. To improve its efficiency, several space-reduction techniques, parallel
computing, and advanced mathematical concepts can be used. However, they may
be problem-dependent and will require advanced expertise which is not expected
from the everyday users for routine applications. In addition, the results may not be
acceptable to all concerned parties.

The research team observed that a typical nonlinear time-domain FE analysis of
real structural systems may require from few minutes to several hours of continuous
running of a computer. If one wants to simulate about 10,000 times, a very small
number to estimate risk of the order of about 10−6, it may require several years
continuous runningof a computer. The team realized that an alternative to the classical
MCS is necessary. Using the concept, the underlying risk can be extracted using only
few hundreds of simulations using any computer program instead of millions. The
team proposed such a concept in this chapter.

20.2 Proposed Reliability Evaluation Concept for Dynamic
Systems Excited in Time Domain

Following the common practice, a real structure will be represented by any FE algo-
rithm capable of conducting nonlinear time-domain analysis. All major sources of
nonlinearity will be incorporated in the formulation by following the practices used
by the deterministic community. All major sources of uncertainty in the resistance-
related structural design variables will be incorporated in the formulation similar
to the procedure used in the SFEM concept. For routine applications, serviceability
and strength PFs will be used for risk estimation. Since the PFs are implicit, the first
major challenge will be how to develop an alternative.

As mentioned earlier, for the efficient implantation of FORM the PFs need to be
explicit. Implicit PFs can be approximately represented by response surfaces (RSs) in
the failure region considering all random variables (RVs) present in the formulation.
They will be mathematical expressions, capable of incorporating the uncertainty
information as realistically as practicable, in an acceptable way to the reliability
community. The response surface method (RSM) can be used to generate an expres-
sion for a required RS explicitly. The RSM concept was initially developed to study
chemical reactions [3]. The original concept needs to be modified for the structural
reliability estimation. Some of the basic requirements of generating an acceptable
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RS are 1) its mathematical form, 2) the realistic incorporation of uncertainty in all
RVs, 3) it should be generated in the failure region, and 4) the information required
to fit a polynomial through them to make an RS should be in explicit form. They are
discussed next.

20.2.1 Mathematical Form of an RS

For nonlinear problems, a linear function of anRSwill not be appropriate. To increase
efficiency and considering many alternatives, the team decided to use a second-order
polynomial without and with cross terms. Mathematically, they can be expressed as

ĝ(X) = b0 +
k∑

i=1

bi Xi +
k∑

i=1

bii X2
i (20.1)

and

ĝ(X) = b0 +
k∑

i=1

bi Xi +
k∑

i=1

bii X2
i +

k−1∑

i=1

k∑

j>i

bi j Xi X j (20.2)

where k is the number of RVs; Xi (i = 1,2,…,k) is the ith RV; b0, bi , bii , and bi j , are
the unknown coefficients; and ĝ(X) is the expression for an RS. The total number of
coefficients needed to generate Eqs. (20.1) and (20.2) can be shown to be (2 k + 1)
and (k + 1) (k + 2)/2, respectively. For large values of k, the cross terms will improve
accuracy but will require significant large numbers of coefficients to be evaluated.
This will require further attention and will be discussed later.

20.2.2 Realistic Incorporation of Uncertainty in All RVs

RSM concept when initially proposed used the coded variable space to incorporate
uncertainty. This will not satisfy the reliability community. The uncertainty in an RV
was expressed as

Xi = XC
i ± hi xiσXi where i = 1, 2, . . . , k (20.3)

where Xi is the ith RV region; XC
i is the coordinate of the center point of RV

Xi; σXi is the standard deviation of RV Xi; hi is an arbitrary factor controlling the
experimental region [4]; xi is the coded variable that assumes values of 0, ± 1, or
± 4

√
2k depending on the coordinates of the sampling point with respect to the center
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point and sampling schemes, and k is the number of RVs. It is clear that Eq. (20.3)
does not use distribution information explicitly.

FORM is implemented in the standard normal variable space. It is not realistic
to transform a non-normal RV to a normal RV over the space of the RV. However,
all non-normal RVs can be expressed in terms of equivalent normal mean (μN

Xi
) and

equivalent normal standard deviation (σ N
Xi
) at the checking point (x∗

i ) as in [1]:

μN
Xi

= x∗
i − �−1

[
FXi

(
x∗

i

)]
σ N

Xi
(20.4)

and

σ N
Xi

= φ
{
�−1

[
FXi

(
x∗

i

)]}

fXi

(
x∗

i

) (20.5)

where FXi

(
x∗

i

)
and fXi

(
x∗

i

)
are the cumulative distribution function (CDF) and the

probability density function (PDF) of the original non-normal Xi RV at the checking
point (x∗

i ), respectively; and�() andφ() are the CDF and PDF of the standard normal
variable, respectively.

Therefore, the equivalent normal mean (μN
Xi
) and standard deviation (σ N

Xi
) values

can be used in Eq. (20.3) to incorporate the distribution information of non-normally
distributed RVs.

20.2.3 Response Surface to Be Generated in the Failure
Region

The failure region of a realistic structure will be unknown in most cases. FORM
identifies the coordinates of the most probable failure point in an iterative way. Since
FORM is a major building block of the new method, the integration will assure
generating the RS in the failure region.

20.2.4 Information Required to Fit a Polynomial to Generate
an RS

To generate an expression of an RS, response data are required to fit a polyno-
mial through them. The response data can be generated by conducting determin-
istic nonlinear FE analyses at sampling points following specific schemes around
sampling points. Following the iterative strategy of FORM, the coordinates of the
initial sampling point will be the mean values of all RVs. To generate coordinates of
the sampling points, two schemes are commonly used. They are Saturated Design
(SD) [4] and the Central Composite Design (CCD) [3]. It can be shown that the total
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number of unknown coefficients will be 2 k + 1 and (k + 1)(k + 2)/2 for Eqs. (20.1)
and (20.2), respectively. Cross terms are not required to generate an RS using SD,
and the total number of FE analyses required will be the total number of unknown
coefficients. It is very efficient but lacks few statistical properties and may not be
very accurate. CCD scheme is very accurate but inefficient. It requires cross terms to
generate an RS and will require a total of 2k + 2k + 1 sampling points or determin-
istic FE analyses. Since the new method is iterative in nature, in order to increase
the efficiency without compromising the accuracy, the team decided to use the SD
scheme without cross terms in the intermediate iterations and CCD in the final itera-
tion. To differentiate between an RS generated using the classical RSM concept and
the integrated approach proposed here, it will be denoted hereafter as all-inclusive
RS or AIRS.

20.3 Generation of a Mathematical Expression of an RS

At this stage, using the mathematical schemes discussed in Sect. 20.2, sufficient
response data will be available to fit a second-order polynomial. However, the
response data generated using the scheme discussed in Sect. 20.2.4, CCDwill be used
in the final iteration. To fit a polynomial to the data, generally regression analysis is
used. Regression analysis fits the data on an average sense. To improve the accuracy,
the team decided to use the Kriging approach. It was initially developed to improve
the accuracy for tracing gold in ores. It is a geostatistical approach and uses weight
factors. Weight factors decay as the distance between the sampling points and the
RS increases. Some of the advantages of Kriging method (KM) are as follows: RS
generate will pass through the sampling points, it will predict responses more accu-
rately between two sample points, it is uniformly unbiased, and prediction errors are
less than all other forms. It can be considered as the best linear unbiased surrogate
for an RS. Universal Kriging (UK) method is used in developing the procedure.

Estimation of weight factors is complicated. Interested readers are referred to
[5–7]. Conceptually, it is very briefly discussed here. The predicted value for an RS,
at a point in space with coordinates x0, can be expressed as:

ĝ(x0) = ωTZ (20.6)

whereω is a vector for the unknownweights calculated based on the distance between
the sample points and the unknown point, andZ is a vector containing the estimated
values by FE analyses. Z(X), can be decomposed into two components:

Z(X) = μ(X) + Y (X) (20.7)

where X is a vector indicating the coordinates of the point in the space, μ(X) is a
second-order polynomial with cross terms, and Y (X) is an intrinsically stationary
function with zero mean and underlying variogram function γY(h). A dissimilarity
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function and the variogram cloud are required to generate the variogram γY(h). The
dissimilarity function is defined as:

γ ∗(hi ) = 1

2
[Z(xi + hi ) − Z(xi )]

2 (20.8)

where hi is the distance between the sample points Z(xi + hi ) and Z(xi ) in dimen-
sion of the ith RV. Then, the following mathematical model is used to fit the
experimental variogram:

γY (h) = b

{
1 − exp

[
n∑

i=1

−
(

hi

ai

)2
]}

(20.9)

where h is a vector of hi components, ai and b are unknown to be estimated, and
called range and sill parameters, respectively, and n is the number of RVs. Finally,
ω in Eq. (20.6) can be estimated as [8]:

ω = �−1
Y

[
γ Y,0 − F

(
FT�−1

Y F
)−1(

FT�−1
Y γ Y,0 − f0

)]
(20.10)

where γ Y,0 = (γY (X1 − X0), . . . , γY (Xn − X0))
T , �Y i, j = γY

(
Xi − X j

)
, and F

and f0 are the ordinary regression design matrices for the determinic points and the
required point, respectively. The predicted value of an RS at the coordinate x0 can
be shown to be:

ĝ(x0) =
[
γ Y,0 − F

(
FT�−1

Y F
)−1(

FT�−1
Y γ Y,0 − f0

)]T
�−1

Y Z (20.11)

20.4 Performance Functions

A specific PF will be mathematically represented hereafter as g(X). As discussed
earlier, the serviceability and strength PFs are generally used in structural engineering
applications. The serviceability PF is considered to be:

g(X) = δallow − ĝ(X) (20.12)

where δallow is the allowable drift, generally defined in design guidelines or specified
by the owners or users and ĝ(X) is the surrogate model for the global drift for an RS
using Kriging. Strength PFs for steel structures for both the axial load and bending
moment can be defined as [5]:

When
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Pu

φPn
≥ 0.2; g(X) = 1.0 −

(
Pu

Pn
+ 8

9

Mu

Mn

)
= 1.0 − [

ĝP(X) + ĝM(X)
]

(20.13)

When

Pu

φPn
< 0.2; g(X) = 1.0 −

(
Pu

2Pn
+ Mu

Mn

)
= 1.0 − [

ĝP(X) + ĝM(X)
]

(20.14)

where Pn and Pu are the nominal and required tensile/compressive strength, respec-
tively, Mn and Mu are the nominal and required flexural strengths, respectively, φ is
the resistance factor, and ĝP(X)and ĝM(X) are the surrogate models for axial force
and bending moment, respectively, using Kriging and AIRS.

20.5 Reliability Estimation Using the Proposed Method

With the availability of an explicit expression for the required PFs, it will be straight-
forward to extract the reliability information using FORM. The first iteration will be
initiated at the mean values of all RVs, and a required PF will be generated using SD
without cross terms in the intermediate iterations. In the final iteration, the PF will
be generated by the UK. Once the coordinates of the most probable failure point x*
are available, the reliability index β can be computed as [1]:

β =
√

(x∗)t (x∗) (20.15)

and the corresponding probability of failure pf can be estimated as:

p f = �(−β) = 1.0 − �(β) (20.16)

where �( ) is the CDF of the standard normal.
After generating an AIRS at the mean values of all RVs in the first iteration, the

coordinates of the center point will be updated using the FORMstrategy. The iterative
process of FORM will stop when both the reliability index and the coordinates of
the center point converge.

20.6 Implementation of the Proposed Method

The proposed method as discussed above cannot be implemented as this stage for
large realistic structural systems. Suppose the total number of RVs present in the
formulation is relatively small, say k = 8. The total number of dynamic analysis
(TNDA) required to implement the procedure will be over 290. Suppose k = 20, it
will require over 1.05 million analyses, making it unimplementable. The team used
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several techniques to increase the implementation potential of the proposed method
as discussed next.

20.6.1 Reduction of the Total Number of RVs

To increase the efficiency without compromising the accuracy, the total number of
RVs present in the problem needs to be reduced at the earliest opportunity. In the first
iteration, FORM will be initiated at the mean values of all k RVs. The required RS
will be generated using SDwithout cross terms. Haldar andMahadevan [2] observed
that all RVs are not equally important in the risk or reliability estimation. The impor-
tance of an RV can be estimated from the information of the sensitivity indexes, the
information generated to implement FORM.All RVswith smaller sensitivity indexes
can be considered as deterministic at their respective mean values. Considering this,
the total number of RVs is reduced from k to kR. To reduce the size of the problem,
all the discussions made so far need to be carried out in terms of kR instead of k.

20.6.2 Improvements of Kriging Method

As discussed earlier, CCD will be used in the final iteration. CCD consists of one
center point, 2kR axial points, and 2kR factorial points. The efficiency can be improved
only by reducing 2kR factorial points. After attempting many alternatives, the team
decided to use the cross terms and the necessary sampling points only for the most
significantRVs, km, (km ≤ kR) in sequence in order of their sensitivity indexes until the
reliability index convergeswith a pre-determined tolerance level [5–7]. The reduction
of factorial points less than the number of coefficients may cause ill-conditioning of
the regression analysis. To avoid ill-conditioning, only the cross terms for km most
significant variables are considered in the polynomial expression. Since km is lower
than kR,, it can be shown that TNDA required to extract the reliability information
will be reduced from 2kR + 2kR + 1 to 2km + 2kR + 1. Reducing the size of the
problem this way will be denoted hereafter as the modified Universal Kriging or
MUKmethod. Both the original and the modified schemes will be denoted hereafter
as Advanced Factorial Design (AFD).

In summary, to increase the accuracy of the estimated risk, in the last iteration, the
PF will be generated using CCD and theMUK scheme. The total number of dynamic
analysis required to implement the proposed reliability estimation procedure can be
shown to be:

T N D A = (1 + 2k) + n(1 + 2kR) + (
2km + 2kR + 1

)
(20.17)

where k is the total number RVs, kR is the number of important RVs after the first
iteration, n is the number of intermediate iterations, and km is the number of the
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most significant RVs for factorial points in the last iteration. The proposed reliability
estimation method for nonlinear dynamic system excited in time domain and LSF
generated by the MUK method will be denoted hereafter as AIRS-MUK-FORM. It
is now necessary to verify the proposed method.

20.7 Applications of AIRS-MUK-FORM
in Performance-Based Seismic Design

After severalmajor earthquakes all over theworld in themid-nineties, it was observed
that the economic consequences could be catastrophic. Before those incidences, the
structures were designed to protect human life, at least in the U.S. The Northridge
earthquake of 1994 caused over 40 billion US dollars of damage [9]. This prompted
the profession to find an alternative design approach that could minimize the level
of damage/economic losses. It led to the development of the Performance-Based
Seismic Design (PBSD) concept. PBSD was proposed by the Federal Emergency
Management Agency (FEMA) supported by the background work conducted by
SAC [a joint venture consisting of the Structural Engineers Association of Cali-
fornia (SEAC), Applied Technology Council (ATC), and the California Universities
for Research in Earthquake Engineering (CUREE)]. It is essentially a sophisticated
risk-based concept. Structures can be designed to satisfy a performance require-
ment if the owner or the users are willing to accept the corresponding risk. The
basic concept of performance level as stated by FEMA 350 [10] is: “The intended
post-earthquake condition of a building; a well-defined point on a scale measuring
how much loss is caused by earthquake damage.” The American Society of Civil
Engineers (ASCE) 41-13 [11] recommended four performance levels. They areOper-
ational (OP), Immediate Occupancy (IO), Life Safety (LS), and Collapse Prevention
(CP). The damage level ranges from minimal or no damage to both structural and
nonstructural elements to extensive damage to all components (prior to collapse).
Figure 20.1 qualitatively indicates the performance levels. The performance levels
suggested by FEMA are summarized in Table 20.1.

Fig. 20.1 Different performance levels defined in ASCE 41-13
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Table 20.1 Structural
performance levels reported
in FEMA-350 [10]

Performance
level

Return period Probability of
exceedance

Allowable
drift

IO 72-year 50% in
50 years

0.007*H

LS 475-year 10% in
50 years

0.025*H

CP 2475-year 2% in 50 years 0.050*H

FEMA does not specifically suggest a specific reliability evaluation method to
estimate the underlying risk, and it is a major obstacle in implementing PBSD. The
research team of the authors believes that no reliability method is currently available
to estimate risk corresponding to a performance level by applying the earthquake
loading in time domain considering all major sources of nonlinearity satisfying the
deterministic community. The authors believe that the method proposed here can
be used to implement the PBSD guidelines. Referring to Eq. (20.12) to generate a
PF, the response surface ĝ(X) will be generated using AIRS-MUK-FORM and the
δallow value will be selected from Table 20.1 according to a specific performance
requirement. It will be showcased later with the help of examples.

20.8 Applications of AIRS-MUK-FORM Incorporating
Post-Northridge Improved Structural Features

In addition to proposing PBSD, to improve structural behavior during earthquake
excitations, several novel design features were introduced to dissipate the input
energy. During the Northridge earthquake of 1994, welds in beam–column connec-
tions failed in a brittle manner in several steel frame structures. A typical connection
that failed during the 1994 Northridge earthquake is shown in Fig. 20.2a. Following

Fig. 20.2 Typical steel connection configurations as in Mehrabian et al. [12]
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the earthquake, the Structural Engineering Association of California recommended
not to use them. It will be referred to hereafter as the pre-Northridge connections.

Several alternative improved connections were proposed to increase ductility and
the energy absorption capacity. They include cover plated, spliced beam, connec-
tions with Reduced Beam Sections (RBS) or Dog-Boned [10, 12], and slotted-web
beam–column connections [13]. Seismic Structural Design Associates, Inc. (SSDA)
proposed a unique proprietary slotted-web (SlottedWebTM) moment connection by
cutting slots in the web of the beam as shown in Fig. 20.2b. SSDA tested several full-
scale beam–column connection models using ATC-24 test protocol [13] and shared
the test data with the research team. The test results clearly indicated that the slots in
the web of the beam introduced the desirable behavior without reducing the initial
stiffness of the connection. However, the presence of two slots in the web raised
concern to some scholars.

Before the Northridge earthquake of 1994, beam–column connections in steel
frames were generally considered as fully restrained (FR) type. However, both the
experimental and analytical studies indicate that they are partially restrained (PR)-
type with different rigidities. They introduce another major source of nonlinearity
even when the load is very small. In addition, the structural dynamic properties
including stiffness, damping, frequency, mode shape, etc. are affected [14]. They
will change the response surface required for a PF represented by Eq. (20.12).

PR connections are commonly described in terms of M-θ curves; M represents
the moment transmitted by the connection, and θ is the relative rotation angle of
connecting members. Among many alternatives, the Richard four-parameter M-θ
model is selected to represent the PR connections in steel frames. Using the four-
parameter Richard model, a typical M-θ curve can be expressed as:

M(θ) = (k − kP)θ
(
1 +

∣∣∣ (k−kP )θ

M0

∣∣∣
N
) 1

N

+ kPθ (20.18)

where M is the connection moment, θ is the relative rotation between the connecting
elements, k is the initial stiffness, kP is the plastic stiffness, M0 is the reference
moment, and N is the curve shape parameter, as shown in Fig. 20.3a.

Equation (20.18) represents only the monotonically increasing loading portion of
the M-θ curve. To consider the unloading and reloading behavior of PR connections
for the seismic excitation, theMasing rule can be used [15]. A general class ofMasing
model can be defined with a virgin loading curve as:

f (M, θ) = 0 (20.19)

and its unloading and reloading curves can be described as:

f

(
M − Ma

2
,
θ − θa

2

)
= 0 (20.20)
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Fig. 20.3 M-θ curves for PR connections as in Mehrabian et al. [12]

where (Ma, θa) is the load reversal point as shown in Fig. 20.3b. The unloading and
reloading behavior of a PR connection considered in the study is:

M(θ) = Ma − (k − kP)(θa − θ)
(
1 +

∣∣∣ (k−kP )(θa−θ)

2M0

∣∣∣
N
) 1

N

− kP(θa − θ) (20.21)

Thus, Eq. (20.18) is used when the connection is loading, and Eq. (20.21) is
used when the connection is unloading and reloading. It represents the hysteretic
behavior of aPRconnection.The above formulations are incorporated in the proposed
reliability approach to implement PBSD, as discussed next.

20.9 Example to Showcase PBSD and Flexible Connection
Behavior in Steel Frames

A relatively small two-story steel frame as shown in Fig. 20.4a is considered to
facilitate the comparison of the reliability estimations by the proposed AIRS-MUK-
FORM and the standard MCS methods. The structure was excited for 20 s using
the Northridge earthquake time history recorded at Canoga Park station shown in
Fig. 20.4b. Both PR connection configurations are considered. Table 20.2 summa-
rizes the Richard model parameters. Table 20.3 lists uncertainty information of all
RVs. Reliability analysis results are summarized in Table 20.4. The reliability infor-
mation estimated byAIRS-MUK-FORMand50,000MCSmatches verywell, clearly
indicating the validity of the proposed method. It also indicates the weaknesses of
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Fig. 20.4 a Steel frame. b Time history recorded at 1994 Northridge Canoga park station

Table 20.2 Pre- and Post-Northridge four Richard parameters of two-story steel frame

Parameter PR Connection

Pre-Northridge Post-Northridge

k (kN-m/rad) 6.6663E + 05 1.9546E + 07

kp(kN-m/rad) 1.1113E + 04 4.5194E + 03

Mo (kN-m) 7.7835E + 02 2.0145E + 03

N 1.10 1.00

Table 20.3 Uncertainty of RVs used for two-story steel frame

Random variable Distribution Mean (X̄ ) COV

E (kN/m2) Lognormal 1.9995E + 08 0.06

Fy (kN/m2) Lognormal 3.6197E + 05 0.10

AC (m2) Lognormal 3.3355E-02a 0.05

AG (m2) Lognormal 2.0452E-02a 0.05

IxC (m4) Lognormal 1.8606E-03a 0.05

IxG (m4) Lognormal 2.3642E-03a 0.05

DL (kN/m2) Normal 4.0219 0.10

LL (kN/m2) Type 1 1.1970 0.25

ge Type 1 1.00 0.20

aMean values of A and Ix can be found in AISC manual

pre-Northridge PR connections. For additional information, interested readers are
encouraged to refer to [16].
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Table 20.4 Reliability results for two-story steel frame

LSF Method FR PR (pre-northridge) PR (post-northridge)

β

(TNDA)
pf B

(TNDA)
pf β

(TNDA)
pf

Overall
drift

Proposed 3.5232
(83)

2.13E-04 3.4063
(94)

3.29E-04 3.6208
(94)

1.47E-04

MCS 3.5149
(50,000)

2.20E-04 3.4141
(50,000)

3.20E-04 3.6331
(50,000)

1.40E-04

Inter-story
drift

Proposed 3.2429
(105)

5.92E-04 2.9825
(94)

1.40E-03 3.3357
(83)

4.25E-04

MCS 3.2389
(50,000)

6.00E-04 2.9845
(50,000)

1.42E-03 3.3139
(50,000)

4.60E-04

20.10 Consideration of Uncertainty in Dynamic Excitations
in Time Domain

In the previous section, the reliability of a structure is estimated for one known
earthquake time history, ignoring the uncertainty in selecting earthquake time histo-
ries. The seismic loading may be the most unpredictable natural loading. It depends
on many features including the seismicity of the region, local soil conditions [17,
18], types of structures to be built, etc. Because of the unpredictability of seismic
excitation, the design guidelines changed, both conceptually and analytically very
frequently [19–21]. The current design guidelines in the U.S. require to consider at
least 11 earthquake time histories fitting the design or target spectrum. A suite of
earthquake time histories fitting the spectrum can be generated in several ways. Two
most common practices in the U.S. are scaling past recorded time histories avail-
able at Pacific Earthquake Engineering Research Center (PEER) database [5, 6] and
using the Broadband Platform (BBP) [22] if required information is available. The
first alternative is reasonable for most practical applications.

In this approach, initially, the ground motions in the database are scaled to match
the design spectrum at the fundamental period of the structure to be built at the site,
site conditions, etc. The most desirable scale factor (SF) will be 1.0, but it is very
rarely obtained. In this study, ground motions with SF of more than 4 and less than
0.25 are ignored [6, 17, 18]. Following the above-ground motion selection process,
the database can be reduced from several thousands to several hundreds.

To select themost suitable site-specific 11 time histories, a ranking process is used.
The team develops a suitability factor concept to rank them. A response spectrum is
generally developed for a wide frequency range. They considered the range of the
period to be 0.2 and 2 times the fundamental period of the structure. This range is then
subdivided into at least 40 equally spaced intervals in the log scale. At each of these
periods, the differences between the selected ground motion spectral acceleration
spectrum and the target spectrum are estimated. The total error for all intervals,
denoted as Square Root of the Sum of the Squares (SRSS), is estimated for each of
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Fig. 20.5 SAC-2000
nine-story steel building,
FEMA 355F [24]

the scaled ground motions. Eleven earthquake time histories with lower SRSS values
are considered for further study. They are expected to contain all major sources of
uncertainty in the earthquake excitations and will also satisfy the current seismic
design guidelines in the U.S. Due to severe space limitations, the whole process
cannot be discussed in detail. The reader is referred to [6, 17, 18, 23].

After the validation, the research team members considered a nine-story steel
frame, as shown in Fig. 20.5, designed by SAC experts [24]. It is supposed to
be considered as the benchmark design for further consideration. Cross-sectional
properties of the members and the corresponding Richard model parameters are
given in Table 20.5. Uncertainty information of all RVs is listed in Table 20.6. Time
histories considered are given in Table 20.7. Reliability results are summarized in
Table 20.8 [23].

20.11 Design of Offshore Structures for Wave Loading
Applied in Time Domain

A typical offshore structure (OFS) is shown in Fig. 20.6a. OFSs are increasingly used
to address energy-related issues. In reliability-based design of onshore structures
(ONSs), it has become very common to address major sources of uncertainty. Engi-
neering design of OFSs has not kept up with similar improvements as in ONSs. This
is very important since the failure of OFSs will have not only disastrous economic
consequences but also huge environmental impacts. OFSs are needed to be designed
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Table 20.5 Size of steel cross sections and four Richard parameters for the nine-story building

Story/Floor Columns Girder Four richard parameters

Exterior Interior k(kN-m/rad) kp(kN-m/rad) Mo(kN-m) N

9/Roof W14 ×
233

W14 ×
257

W24 ×
62

8.6433E + 06 4.5194E + 03 8.1519E + 02 1.00

8/9 W14 ×
257

W14 ×
283

W27 ×
94

1.5705E + 07 4.5194E + 03 1.5920E + 03 1.00

7/8 W14 ×
257

W14 ×
283

W27 ×
102

1.7230E + 07 4.5194E + 03 1.7597E + 03 1.00

6/7 W14 ×
283

W14 ×
370

W33 ×
130

2.6382E + 07 4.5194E + 03 2.7664E + 03 1.00

5/6 W14 ×
283

W14 ×
370

W33 ×
141

2.9037E + 07 4.5194E + 03 3.0585E + 03 1.00

4/5 W14 ×
370

W14 ×
455

W33 ×
141

2.9037E + 07 4.5194E + 03 3.0585E + 03 1.00

3/4 W14 ×
370

W14 ×
455

W33 ×
141

2.9037E + 07 4.5194E + 03 3.0585E + 03 1.00

2/3 W14 ×
370

W14 ×
500

W36 ×
150

3.2822E + 07 4.5194E + 03 3.4748E + 03 1.00

1/2 W14 ×
370

W14 ×
500

W36 ×
150

3.2822E + 07 4.5194E + 03 3.4748E + 03 1.00

−1/1 W14 ×
370

W14 ×
500

W36 ×
150

3.2822E + 07 4.5194E + 03 3.4748E + 03 1.00

Table 20.6 Uncertainty of
RVs used for the nine-story
steel frame

Random variable Distribution Mean (X̄ ) COV

E (kN/m2) Lognormal 1.9995E + 08 0.06

FyG (kN/m2)a Lognormal 3.3509E + 05 0.10

FyC (kN/m2)a Lognormal 3.9645E + 05 0.10

A (m2) Lognormal b 0.05

Ix (m4) Lognormal b 0.05

DLR(kN/m2) Normal 4.1727 0.10

DLF (kN/m2) Normal 4.8263 0.10

LLR(kN/m2) Type 1 0.9576 0.25

LLF (kN/m2) Type 1 0.9576 0.25

ge Type 1 1.00 0.20

aYield stress of girder or column cross section reported in FEMA-
355C [24]
bMean values of A and Ix can be found in AISC manual
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Table 20.7 Ground motions sets for CP, LS, and IO performance levels

Set 1: 2% PE in 50 years;
CP Performance level

Set 2: 10% PE in 50 years; LS
Performance level

Set 3: 50% PE in 50 years; IO
Performance level

EQ Name SF EQ Name SF EQ Name SF

1 1995 Kobe 1.2 21 Imperial Valley,
1940

2.0 41 Coyote Lake,
1979

2.3

2 1995 Kobe 1.2 22 Imperial Valley,
1940

2.0 42 Coyote Lake,
1979

2.3

3 1989 Loma
Prieta

0.8 23 Imperial Valley,
1979

1.0 43 Imperial Valley,
1979

0.4

4 1989 Loma
Prieta

0.8 24 Imperial Valley,
1979

1.0 44 Imperial Valley,
1979

0.4

5 1994
Northridge

1.3 25 Imperial Valley,
1979

0.8 45 Kern, 1952 2.9

6 1994
Northridge

1.3 26 Imperial Valley,
1979

0.8 46 Kern, 1952 2.9

7 1994
Northridge

1.6 27 Landers, 1992 3.2 47 Landers, 1992 2.6

8 1994
Northridge

1.6 28 Landers, 1992 3.2 48 Landers, 1992 2.6

9 1974 Tabas 1.1 29 Landers, 1992 2.2 49 Morgan Hill,
1984

2.4

10 1974 Tabas 1.1 30 Landers, 1992 2.2 50 Morgan Hill,
1984

2.4

11 Elysian Park
(sim.)

1.4 31 Loma Prieta,
1989

1.8 51 Park., 1966,
Cholame

1.8

12 Elysian Park
(sim.)

1.4 32 Loma Prieta,
1989

1.8 52 Park., 1966,
Cholame

1.8

13 Elysian Park
(sim.)

1.0 33 North., 1994,
Newhall

1.0 53 Park., 1966,
Cholame

2.9

14 Elysian Park
(sim.)

1.0 34 North., 1994,
Newhall

1.0 54 Park., 1966,
Cholame

2.9

15 Elysian Park
(sim.)

1.1 35 North., 1994,
Rinaldi

0.8 55 N. Palm Springs,
1986

2.8

16 Elysian Park
(sim.)

1.1 36 North., 1994,
Rinaldi

0.8 56 N. Palm Springs,
1986

2.8

17 Palos Verdes
(sim.)

0.9 37 North., 1994,
Sylmar

1.0 57 San Fernando,
1971

1.3

18 Palos Verdes
(sim.)

0.9 38 North., 1994,
Sylmar

1.0 58 San Fernando,
1971

1.3

(continued)



20 Reliability-Based Performance Evaluation of Nonlinear Dynamic … 469

Table 20.7 (continued)

Set 1: 2% PE in 50 years;
CP Performance level

Set 2: 10% PE in 50 years; LS
Performance level

Set 3: 50% PE in 50 years; IO
Performance level

EQ Name SF EQ Name SF EQ Name SF

19 Palos Verdes
(sim.)

0.9 39 N. Palm
Springs,
1986

3.0 59 Whittier, 1987 1.3

20 Palos Verdes
(sim.)

0.9 40 N. Palm
Springs,
1986

3.0 60 Whittier, 1987 1.3

using the reliability-based concept considering all major sources of uncertainty not
only considering the wave but also the seismic loading [16]. The authors believe that
design method for seismic loading can also be used for the wave loading.

The basic governing equation ofmotion for any dynamic system inmatrix notation
can be expressed as:

MẌ + CẊ + KX = F (20.22)

whereM, C, andK are the mass, damping, and stiffness matrixes, respectively; F is
the external force vector; and Ẍ, Ẋ, andX are acceleration, velocity, and displace-
ment vectors, respectively. For ONSs excited by the seismic loading, the information
on M, C, K, and F can be generated by following widely used procedures available
in the literature.

For OFSs vibrating in water, generating information on dynamic parameters can
be more involved. Since they are not widely used, the information on them are not
readily available. The mass matrix of an OFS consists of the mass of the structure
plus the added mass produced by the displacement of water caused by a structural
element. The added mass is generally calculated as ρ(Cm − 1)V , where V is the
effective volume of the member in water, ρ is the mass density of water, and Cm is
the inertia coefficient. For jacket-type OFSs, as shown in Fig. 20.6a, most of the mass
is concentrated at the top because of the deck. The damping matrix also includes
structural damping and the damping caused by the motion of members in water
attenuating the velocity of the structure. The hydrodynamic damping is calculated as
ρ AUCd , where A is the effective projected area, U is the velocity of water particles,
and Cd is the drag coefficient. The external force vector F includes the weight of the
structural elements, deckweight, and the forces caused by the environment, including
thewave loading. Since it is virtually impossible that the critical wave and earthquake
loadings act simultaneously, OFSs are designed separately for them.

The wave and earthquake loadings do not act on structures in a similar way.
Usually, members located close to the free water surface are subjected to the wave
loading. Thewave forces also attenuate with depth, known as theWheeler effect. The
most important structural parameter in thewave loading is the surface area perpendic-
ular of the wave direction. The seismic loading acts at the base of a structure. It is then
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Fig. 20.6 a Offshore structure configuration; b Conceptual wave loading time history

distributed according to the mass distributions along the height of a structure. Thus,
the points of application for both loadings are very different. The dynamic response
characteristics and the underlying risks are also expected to be very different. Uncer-
tainty associated with the resistance-related variables can be assumed to be similar
to that of ONSs. However, it is essential at this stage to quantify uncertainties in the
wave loading.

20.11.1 Uncertainty Quantifications in Wave Loading

A typical time history of wave loading is similar to earthquake time histories but not
very irregular. Time history of wave loading is conceptually shown in Fig. 20.6b. The
frequency contents of the wave and earthquake loadings are very different. The most
important factors in modeling wave loading are the profile of the water level surface
and the wave height. Initially, New Wave (NW) theory was proposed to model sea
surface fluctuations as a function of time. It is deterministic in nature and accounts
for the spectral content of the sea [25]. To address randomness in it, the Constraint
New Wave (CNW) [26] theory can be used. Using the CNW theory, many hours of
randomwave loading in time domain can be simulated in a computationally efficient
manner. Figure 20.6b indicates a sample water surface level in time domain using
CNW. Vazirizade et al. [27] discussed in detail how to generate water level surface
levels for a particular sea state. In other words, all of generated water level surfaces
have the same maximum wave height and frequency content but different profiles.
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They considered 11 different wave profiles similar to 11 earthquake time histories
for the seismic loading. This is not possible to discuss in this chapter.

The authors observed that in some cases earthquake loading is more critical than
wave loading. The uncertainty in predicting the probability of failure pf in strength
for a member in the splash zone indicates that it may be difficult to predict loading
in the area. The COVs of pf are observed to be higher for the seismic loading than
that of the wave loading for both the strength and serviceability limit states. This
may indicate that there is more uncertainty in predicting the seismic loading than
the wave loading. The period of the wave loading is expected to be higher than the
earthquake loading.However, the submerged state of theOFSs is expected to increase
its period compared to when they are not submerged. This tendency of approaching
the wave period may cause the wave loading to be more critical than the earthquake
loading. The team concluded that the accuracy and efficiency of estimating the risk
of the proposed AIRS-MUK-FORM for offshore structures are very encouraging.
Since no such method is currently available, the proposed method can be used for
the reliability of OFSs.

20.12 Multidisciplinary Applications of the Proposed
Method

The research team members believe that if a concept is very advanced, it would have
multidisciplinary application potential. The concept behind AIRS-MUK-FORM has
been applied to estimate underlying risk of both onshore and offshore structures in
the previous sections. They are excited by seismic andwave loadings in time domain.

Solders are used in electronic packaging (EP), and they are subjected to cyclic
thermo-mechanical loading. The team explored the possibility of extracting relia-
bility information using the proposed concept, and the FE representation of a typical
solder ball system is shown in Fig. 20.7a. The subject is difficult, and interested
readers are referred to Azizsoltani and Haldar [7]. It is only conceptually presented
in this chapter.

Both thermal displacement and thermal loading are applied in the cyclic form
as shown in Fig. 20.7b with the ramp time, T 1, of 18 min, the dwell time, T 2, of
30 min in high temperature and the idle time, T 3, of 10 min at low temperature.
Thermal loading starts at 20 °C [7]. Then, the temperature reduced to −55 °C and
cycled between 125 °C and−55 °C. To incorporate the variation or uncertainty in the
intensity of the thermal displacement and thermal loading, two magnification factors
denoted as MFTD and MFT, respectively, are introduced, as shown in Fig. 20.7b.
MFTD, MFT, T 1, T 2, and T 3 are all considered to be random variables with different
statistical characteristics. Figure 20.7b shows the time-dependent displacement and
temperature variations for the first two cycles. The results match very well with the
MCS results. One reviewer commented that it was a groundbreaking work.
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Fig. 20.7 a Considered solder ball. b Thermal loading applied in time domain

20.13 Summary

The novel methodology discussed in this chapter is found to be very efficient and
accurate. The proposed reliability approach for the design of more earthquake-
resistant structures can consider dynamic structural systems excited by seismic
loading applied in time domain. The algorithm can also incorporate all major sources
of nonlinearity and uncertainty. The concept is also used to estimate the reliability
of OFSs and solder balls used in electronic packaging. The results are verified using
MCS. Using this approach, the underlying risk can be evaluated by performing a
reduced number of deterministic analyses, in the order of hundreds instead ofmultiple
thousands. The methodology represents an alternative to both the classical random
vibration and the simulation approaches.
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Chapter 21
Probabilistic Physics-of-Failure
Approach in Reliability Engineering

Mohammad Modarres

Abstract This chapter describes an overview of the probabilistic physics-of-failure
for applications to reliability engineering problems.As reliability engineering experts
face situationswhere systemand component reliability failure data are lacking orwith
the poor quality, a powerfulmodeling approach is to relay on the underlying processes
and phenomena that lead to failures. Originally derived from chemistry, mechanics,
and metallurgy, the processes that lead to failures are called failure mechanisms
that include phenomena such as fatigue, creep, and corrosion. Physics-of-failure
is an empirically based mathematical and analytical approach to modeling these
underlying processes of failures. Due to limitations of information and test data
available for the understanding of these processes, the PoF-based reliability should
include formal accounting of the uncertainties. The physics-of-failure methods in
reliability engineering that consider uncertainties lead us to the probabilistic physics-
of-failure. This chapter covers some important analytical and practical aspects of the
probabilistic physics-of-failure modeling, including some examples.

Keywords Reliability prediction · Physics-of-failure · Probabilistic
physics-of-failure · Uncertainty analysis · Accelerated life testing · Accelerated
degradation testing

21.1 Introduction

Reliability methods have been progressively relying on the modeling of failure
phenomena rather than historical data observed. Reliability modeling has evolved
from the constant hazard rate assumption to more representative life distributions
(such as the Weibull and lognormal) to address wear-out and aging mechanisms
better. However, consideration of the physics and mechanistic principles that govern
the occurrence of failure data is critical to better model a more realistic prediction
of failures. Engineering models that describe and trace degradation over time and
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the ultimate failure of a component are referred to as the physics-of-failure (PoF)
models. Thesemodels can be used to predict failures of engineering units that undergo
specific operational and user experience, whereby making such models specific to a
component conditioned on its design and operational experience.

The formal consideration of physics and mechanistic methods in reliability engi-
neering is referred to as the physics-of-failure (PoF) approach. The PoF approach
is an empirically based approach to reliability engineering and prediction as well
as prognosis and health management (PHM), in contrast to the traditional statistical
approach that solely relies on historical data. It uses physics-based principles and
simulations to assess design and reliability. The approach can evaluate and predict
systemperformancewhile reducing subjectivities by directly relying on failuremech-
anisms such as fatigue, fracture, wear, and corrosion. The PoF approach is a compre-
hensive representation of the wear-out and aging, and is capable of bringing relevant
physical factors into the life assessment and reliability models of the structures,
components, and systems. Unlike the reliability models developed based on field
data that suffer from the wide variation in operating conditions and practices, relia-
bility models based on PoF, developed using accelerated life and degradation tests,
take into account operational conditions (applied stresses) that permit flexibility in
applied stresses, leading to more relevant and component-specific life models.

The development of PoF models has typically relied on limited empirical infor-
mation. The uncertainties associated with this limitation make the PoF models and
their parameters uncertain. The need to formally characterize this uncertainty in the
PoF model has led to the probabilistic physics-of-failure (PPoF) approach [1]. A
more fundamental extension of the empirically based PoF model has more recently
gained much steam by making PoF science-based models that rely on the physical
laws such as the thermodynamic entropy and the 2nd law of thermodynamics or the
statistical mechanics Boltzmann entropy [2].

Mechanistic-based failuremodels can be categorized into three core groups: stress
strength, damage endurance, and performance requirements. In all these models,
metrics representing one or more failure-inducing agents such as applied loads and
environmental attack variables, for instance moisture, is related to the lifetime or
amount of damage as the component operates. The operating stresses are either
directly applied such a cyclic load due to rotations or vibrations in machinery, or
indirectly through existing mechanical, thermal, electrical, chemical, and radiation-
induced forces that lead to stresses on an item. Both stress and time in the PoFmodels
may either be analyzed deterministically (e.g., identifying and studying the sources
of stresses) or probabilistically (e.g., treating stress variation as a random variable).
Substantial uncertainties associated with failure-inducing agents can originate from
environmental and operational conditions, and from the emergence of failure mech-
anisms that were not considered or well understood at the time of design. These
uncertainties should be fully understood and accounted for a PPoF analysis.

Accelerated life testing (ALT) has traditionally been used as a leading approach
to obtain the empirical data for mechanistic modeling of wear-out, damage process,
and failure in PoF and PPoF modeling practice. Before performing ALT, the direct
or indirect stress agent, which could be an aggregate effect of a single or multiple
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physical and operational conditions, should be identified. The next step involves
accelerating this stress agent and applying it to samples of the structure, system or
component and monitor the degradation, manner of failures, and times of failure.
The PoF and PPoF models of failure, damage, and degradation developed by using
accelerated test data provide a more accurate- and component-specific representa-
tion of the damage, failure phenomena, performance, and life as compared to the
traditional reliability prediction techniques.

The interdependence of components and parts in a system can also be a crit-
ical factor in the reliability modeling of system and component reliability. In the
study of system behavior, there are situations in which progressive failure of one
component may activate or accelerate other failure mechanisms or the failure of
other components. There are usually many links between different components
through their properties and common environmental conditions. The PoF approach
properly incorporates these interdependencies in complex structures, systems, and
components.

21.1.1 Physics-of-Failure Modeling Process

The PoF concept initially evolved from fracture mechanics. For example, Paris et al.
(Paris, Gomez and Anderson 1961) introduced methods for predicting the rate of
fatigue crack growth to the point of fracture. Also, other researchers related the
stress and strain in materials to the life of materials [3].

Given this background, RomeAir Development Center (RADC—the predecessor
to the U.S. Air Force Rome Laboratory) introduced a PoF program in 1961 to
address the growing complexity of military equipment and the resulting increase
in the number of failures observed. In 1962, researchers from Bell Labs [4] justi-
fied using the kinetic theory’s interpretation of the Arrhenius equation: a simple
yet accurate formula for the temperature dependence of the chemical reaction rate
constant as a basis for assessment of temperature-induced aging of semiconductor
devices. Later, the RADC and Armor Research Foundation of the Illinois Institute
of Technology (now IIT Research Institute) organized the first PoF symposium in
electronics in Chicago in September 1962. This symposium laid the groundwork for
future research and development activities related to PoF by RADC and several other
organizations. Numerous original papers and ideas, introducing and explaining the
PoF concepts and methods, were presented in these symposia.

The PoF approach to reliability relies on the empirical knowledge of damage and
degradation processes and the operational and environmental stresses applied to a
component, including its geometry, material properties, and potential failure mech-
anisms that individually or in combination lead to its failure. The PoF mathematical
modelswould then be used to assess the amount of degradation or performance reduc-
tion, expended, and remaining life. Using PoF reduces the need and over-dependence
on a huge amount of historical and field data to reach the same level of confidence
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over reliability predictions. Further, the PoFmodels show how and why a component
fails under a given failure mode.

Themost critical step in a PoF approach is to understand and assign representative
failure mechanisms (such as corrosion or fatigue) that cause the dominant failure
modes of a component.Once failuremechanisms are assigned, accelerated life testing
would be the choice method to decide the proper mathematical form of the PoF
model and to estimate its parameters. Accelerated tests used to develop the PoF
models can reduce long and costly life testing. In the mathematical form of the PoF,
one seeks to relate the fundamental physical and chemical properties of materials
parametrically along with applied stresses to reliability metrics (such as degradation,
life, or cycles-to-failure).

Sometimes it is impossible to build a limited number of identical units or proto-
types for reliability testing. Cases in point include large-scale systems (like buildings
and space vehicles), one-of-a-kind or highly expensive systems, and units that must
work properly for the first time. In these cases, performance and field data are not
available, and the PoF approach to degradation and life assessment is the leading
choice for reliability assessment. As such, the PoF approach is particularly useful in
the design stage when there are limited prototypes or test facilities. Finally, the PoF
approach has great utility when dealing with highly reliable units that don’t produce
much, if any failure data.

The PoF techniques can also be used to interpret and extrapolate field data for
failure prediction for in-service components. Sometimes the field data might include
features that are related to physical measures and degradation of the unit. A good
example of this is the vibration of a bearing. The vibration is indirect suggestive
of a flaw, but since the flaw itself cannot be tracked, the vibration can be used to
estimate failure as such PoF models can be used to relate these indirect features
as well as direct variables that related to component life. This is the reason that,
more recently, the PoF models have formed the basis for diagnostic and remaining
useful life estimation in the currently flourishing prognosis and health management
(PHM) field. Coupledwithmachine learningmethods, PoFmodels learn and become
the knowledge base for diagnostics and prognostics in components. This is useful
for maintenance practitioners, as it provides a means of predictive maintenance and
condition monitoring.

There is no single unique methodology for performing PoF-based reliability anal-
ysis. If an item involvesmultiple subassemblies (parts and components), each subject
to different failure mechanisms, then the combined effect of applicable failure mech-
anisms should be modeled. Figure 21.1 depicts the structural and dynamic hierarchy
of PoF analysis elements for a multi-component system. The lowest level in this
hierarchy is inter- and intra-environmental factors that affect failure mechanisms.
The intra-environmental factors refer to conditions resultant from the unit operation
itself. This includes, for example, heat dissipation or vibration caused by an imbal-
anced rotating shaft. The inter-environmental factors are those imposed externally
from its design boundary. Examples include relative humidity and the prevalence of
dust particles. There may be a causal chain among inter- and intra-environmental
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Fig. 21.1 System hierarchy
used in PoF analysis

factors such that one may lead to another or vice versa synergistically. For example,
low temperatures may cause condensation, leading to accelerated corrosion.

All environmental factors potentially lead to various forms of stress. For example,
high temperature (as either an inter- or intra-environmental factor) leads to thermal
expansion, and (if the unit is confined) can cause mechanical stresses. Such stress
agents are key actors in activating or accelerating degradation through corresponding
failure mechanisms. While one failure mechanismmay also accelerate another (such
as accelerating fatigue when corrosion exists), failure mechanisms can also produce
new stresses. For example, wear in a journal bearing can cause vibration-induced
fatigue. The top part of the hierarchy in Fig. 21.1, known as the structural hierarchy,
depicts the formal organization and topology of the system showing the functional
and support relationships among parts, components, and the whole systems. On the
other hand, the lower part of the figure, the system’s dynamics hierarchy, shows the
underlying processes (failuremechanisms) and conditions that lead to the occurrence
and acceleration of such mechanisms.
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21.1.2 Mathematical Forms of PoF Models

Three possible PoF modeling methods described earlier are discussed briefly below.

Stress–Strength Model. In this model, the item (e.g., a structure, system, or compo-
nent) fails if the applied stresses causedbydesign, operation, and the external environ-
ment exceed its strength (Fig. 21.2). This failuremodelmay depend on environmental
conditions, applied operating loads, and the occurrence of critical events, rather than
the passage of time or cycles. Stress and strength are treated as a random variable
encompassing variability in all conditions. Two examples of this model include a
steel bar under the mean tensile stress lower than its yielding point but which will be
randomly subjected to load that exceeds the yielding point over time.

The second is a transistor with amean voltage applied across the emitter–collector
remaining below a failed level but which may randomly exceed the limit. In the case
of the steel bar, the likelihood of failure is estimated from the probability that the
stress random variable exceeds the strength random variable, which is obtained from
a convolution of the two respective distributions.

Damage–Endurance Model. This model differs from the stress–strength model in
that the stress (load) causes degradation in the formof irreversible cumulative damage
through, for example, corrosion, wear, embrittlement, creep, or fatigue. The stress
(load) aggregate drives the cumulative damage metric. Cumulative damage may not
degrade performance; however, the component fails when the cumulative damage
exceeds its endurance limit (i.e., endurance to the amount of cumulative damage). For
example, a crack grows on a structure until it reaches a critical length beyond which
the growth will be prompt and catastrophic. Accumulated damage does not disappear
when the stresses are removed, although sometimes treatments such as annealing
can repair cumulative damage. Variables representing damage and endurance may
be treated as random and represented by probability density functions to capture
distributions of initial damage, model parameter uncertainties, and model errors.
Therefore, at any timeor cycle (Fig. 21.3), the likelihoodof failuremaybe represented
by the exceedance of the damage distribution from the endurance probability density
functions. If endurance is not a random variable and remains constant, then the
distribution of the time-to-failure may be obtained when cumulative damage values

Fig. 21.2 Stress–strength
modeling
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Fig. 21.3 Damage–endurance model

randomly exceed the constant value of the endurance (Fig. 21.3). The distribution
of the time-to-failure shown in Fig. 21.3 is based on the assumption of a constant
endurance limit around the median of the distribution of the endurance. Clearly, at a
given time or cycle,N, the probability that the damage distribution exceeds endurance
level (or distribution of endurance) would be equal to the probability that the random
variable, time-to-failure (as represented by the time-to-failure distribution) is lower
than N.

Performance Requirements Model. In this modeling approach, a system perfor-
mance characteristic (such as system output capability, efficiency, or availability)
is satisfactory if it remains within acceptable tolerance limits. Examples include
rotating machinery efficiency, or reduction of resistivity in a resistor as a function of
time and higher temperatures, and printer print quality (such as one that is based on a
level of efficiency or output at the pump head). Systems start with a positive margin
of performance that cumulatively and irreversibly degrades due to the underlying
failure mechanisms. These mechanisms cause internal degradation and damage until
performance falls below the minimum requirement level (i.e., fails). As the stress
applied to the unit increases the rate of performance degradation, the time-to-failure
(the point at which the system reaches theminimum or acceptable performance limit)
is reduced. The concept is depicted in Fig. 21.4.

Simpler mathematical forms to describe a degradation increase, life reduction,
and similar variables in PoF are preferable. This is because the amount of testing to
generate empirical data are often limited, whereby models with multiple terms and
parameters often lead to the overfitting of the PoF model and perform badly during
life prediction and prognosis. Simple PoF mathematical form includes

• Linear: y = ax + b,
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Fig. 21.4 Performance requirement model

• Exponential: y = beax

• Power: y = bxa

• Logarithmic: y = a ln(x) + b.

For example, the empirical form of the Arrhenius model used as a PoF model of
life is an exponential form described by the expression t = Ae

Ea
KT where t is “life”,

and in physics, K is the Boltzmann constant and Ea is the activation energy constant,
but when used as a PoFmodel, A and Ea

K can be viewed as constants, and temperature
T (or x = 1

T ) is considered the “stress”.
Combinations of the above equation forms may also be used as the PoF models.

An example of this is the so-called Eyring relationship in chemistry in which an
inverse power and exponential forms are combined. The PoF representation of the
Eyring relationship in reliability may be expressed in the form of t = A 1

T e
B
T , where

parameters A and B are constants and temperature T is the “stress”.

21.2 PPoF Approach to Life Assessment

Due to the inevitable stochastic variations of the many factors involved in the degra-
dation and failure processes described by the PoF models, probabilistic physics-of-
failure (PPoF) models can be necessary to formally account for the uncertainties in
model parameters and model errors. The earliest effort in PPoF modeling was by
Haggag et al. [5] who presented a PPoF approach to reliability assurance of high-
performance chips by considering commondefect activation energy distribution.Hall
and Strutt [6] have presented PPoFmodels for component reliabilities by considering
parameter and model uncertainties. Azarkhail and Modarres [7] have presented a
Bayesian framework for uncertainty management in PPoF reliability models. Matik
and Sruk [8] highlighted the need for PoF to be probabilistic to include inevitable
variations of variables involved in processes contributing to the occurrence of failures
in the analysis.

The fundamental elements of building a PPoF model is illustrated in Fig. 21.5.
The lowest element in this figure shows the inter- and intra-environmental factors
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Fig. 21.5 System hierarchy in probabilistic–mechanistic reliability life model

that produce the stresses that cause degradation and failure. The next level addresses
how these factors translate into stresses that trigger damage accumulating failure
mechanisms or cause a failure. The relationship between the stress and the progres-
sion of damage or time of failure will be addressed in the next level by consideration
of the underlying mechanisms of failure triggered. The final element (top-level) is
the probabilistic life assessment that formally accounts for the PoF parameter and
model uncertainties, leading to the PPoF models. Typically, a probabilistic approach
(such as Bayesian inference) is shown to characterize the corresponding PoF model
uncertainties. The arrows in Fig. 21.5 show the direction of influences, such as
how external ambient temperature may affect viscosity, thereby triggering a wear
mechanism. Usually, the direction of influences is upward (i.e., sequential causal
relationships), but it is possible to have some influences going downward, causing
a circular synergy among variables, for example, certain operating conditions, such
as high internal temperature generated by poor lubrication during operation, lower
lubricant viscosity, which in turn can increase the friction that further exacerbates
the high internal temperature (intra-environment).

There are two basic types of uncertainties that can be associated with a PPoF
model of failuremechanism: aleatory and epistemic uncertainty.Aleatory uncertainty
is the inherent randomness in the PPoF model. This type of uncertainty is intrinsic
and cannot be reduced. Examples of aleatory uncertainty include random environ-
mental variations such as the level of humidity or temperature, random vibration in
stress amplitude, and certain material properties such as size and density of existing
flaws. Epistemic uncertainty is about lack of knowledge and information that consists
of an incomplete description of the phenomena modeled (e.g., the failure mecha-
nism), measurement errors, and a lack of sufficiently accurate measurements to fully
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capture the failure phenomena. Incorporating additional PoF model data and infor-
mation reduces this type of uncertainty: as such this uncertainty is reducible, whereas
aleatory uncertainty is not. Since there can be uncertainties associated with failure-
inducing agents (i.e., stresses), including model parameters and the form of the PoF
model itself, the prediction of failures by the PoF models is inherently a probabilistic
problem requiring reliance on the PPoF models for reliability predictions.

Each failure, damage, or degradation mechanism should have its PPoF model.
All applicable PPoF models applied to an item need to be combined to find the
overall degradation process. Methods for combining multiple PPoF models include
the use of the weakest link approach, which assumes that one of such degradation
mechanisms causes damage that will exceed the endurance limit before the other
applicable mechanisms.

The PPoFmodels are formulated considering all the variables that can initiate and
propagate degradation in the item under study. As part of this process, one should
identify important degradation causing variables such as applied loads, displacement
amplitudes, and material properties, and contacting surfaces in an adhesive wear
process. In this example, the amount of degradation may be measured in terms of
the volume of materials lost and then correlated with the applied load. Experimental
degradation data from accelerated testing would be needed to determine the PoF-
based correlation between degradation and the applied loads. The next step is to
characterize all forms of uncertainties associated with the PoF models and data,
and estimates model parameters including their uncertainties (such a confidence or
credibility interval). This step converts the PoF models into PPoF models.

A suitable regression approach should be developed to characterize all uncer-
tainties formally. Bayesian regression is a powerful technique for estimating prob-
ability distributions of model parameters. For this purpose, one requires experi-
mental degradation data under prevailing environments experiencing operational
conditions corresponding to each degradation mechanism [9]. Other factors that
can lead to uncertainties in the time of failure or amount of damage (such as
manufacturing methods and material properties) should also be considered. Each
failure mechanism has specific stress agents that cause degradation. Stress variables
that trigger and promote the failure mechanisms may be obtained using a finite
element analysis considering the component’s geometry and material properties,
including the prevailing operating conditions applied. The input parameters for the
finite element analysis (e.g., geometry, material properties) need to be entered prob-
abilistically—not deterministically—with the corresponding stresses estimated as
probability distributions.

When used to predict reliability characteristics of components, a Monte Carlo
simulation approach may complement the PPoF models by propagating all the asso-
ciated uncertainties (such as those associated with the model, its parameters, and
initial material flaws) to estimate the probability distribution of the unit failure or
amount of damage as a function of time under the prevailing stresses. Monte Carlo
simulation is the leading method for simulating systems, especially in the presence
of coupled input variables.
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21.2.1 Accelerated Life Testing for PPoF Model Development

To develop the PoF models and estimate their parameters and model uncertainties,
it is imperative to rely on evidence and data describing events of failure or amount
of degradation (damage) versus time data. These data can be obtained from life
and degradation testing or valid field data. Many of today’s structures, systems, and
components are capable of operating under benign environmental stresses for an
extended period. This makes normal life (non-accelerated) testing of such equip-
ment difficult and costly, if not impossible. Field data, in many cases, are scarce,
and even when they are available, it is hard to judge their uniformity and precision.
Alternatively, accelerated life testing (ALT) provides a quicker way to understand
the component life and degradation processes better and generates data for the devel-
opment of PoF and PPoF models. As such, generating reliability data in the shortest
possible time can be achieved by relying on formal ALT methods.

Accelerated life testing can effectively gather more reliability and life information
in a shorter time by utilizing amore severe test environment thanwhatwould be other-
wise experienced under normal use conditions. Accelerated life testing is performed
by increasing the stress variables and loads that are known to trigger failure mech-
anisms that cause accumulation of damage and failure, thereby reducing the time
needed for a failure to occur. The concept is conceptually illustrated in Figs. 21.6
and 21.7, where the trajectory of a cumulative degradation shown. The trajectories
shift to faster damage accumulation and earlier times of failure as the applied stresses
(loads or inter- and intra-environmental factors) increase.

Accelerated life tests are the prime method of generating data needed to develop
the PPoF models, which in turn can be used to estimate and predict the equipment
life or degradation and damage under normal operating conditions. This step in PPoF
analysis underlines the importance of formally characterizing all the uncertainties in
the PPoF models to reflect such uncertainties in the predicted life from such models.

S2 > S1 > Stress at Use Level

Sudden Death Region

Overstress Region

Operating Conditions
Use Level

Maximum
Operating

Stress

S2

S1

Accelerated
Life Test (ALT)

Stress

Time

Stress Levels

Observed Failure Times

Fig. 21.6 Conceptual acceleration of stress agents at two overstress conditions and corresponding
data points generated from ALT
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Fig. 21.7 Conceptual PPoF model development and extrapolation in ALT

Figure 21.7 illustrates the stress regions of a conceptual accelerated test that
generate several failure data points at two stress levels in the “overstress” region.
These data are then used to develop the PoFmodel that best describes them, including
the associated uncertainties to extrapolate the resulting PPoFmodels (associatedwith
each quantile of the life) to the “use” stress level to estimate the corresponding life
distribution (see Fig. 21.7). A closely related measure in ALT is the acceleration
factor (AF) associated with an ALT, defined as the fraction of life under normal
(“use”) operating or environmental conditions divided by the reduced amount of life

when the same component is tested at higher stresses. This means that AF = tuseγ

tAcceleratedγ
,

where t is life and γ is the quantile of the life.
Acceleration of the stress variable is achieved thoroughly applying loads either

singly or in combination. Examples include

• More frequent power cycling
• Higher vibration levels
• Higher humidity
• More severe temperature cycling
• Higher temperatures
• Higher load amplitudes.

There are two basic categories of accelerated tests: quantitative tests and qualita-
tive tests. The former commonly refers to Accelerated Life Tests (ALT) and Acceler-
atedDegradation Tests (ADT). The latter is characterized by tests that aim to enhance
the reliability of the item during design and operation.
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Quantitative tests are conducted on structures, systems, or components. They can
take a few weeks to a few months to complete. ALT is fundamentally based on the
assumption that the unit under test will exhibit the same behavior under a shorter time
frame (at a high stress level) as it would in a longer time frame at use stress conditions.
Hence, there are several important planning considerations when conducting ALT
tests so that this assumption remains valid.

Qualitative accelerated tests are designed to find failures linked to design or
manufacturing without providing any life or damage characteristics associated with
the items. Qualitative accelerated tests are not useful for developing PPoF models.
However, they havemany uses, especially during design,manufacturing, and produc-
tion. By accelerating failures of structures, components, or systems, these tests can
determine the robustness of the unit in its useful life. When a failure occurs during a
qualitative accelerated test, one needs to determine the root cause of the failure and
judge whether the failure mode and mechanism observed would occur under normal
use conditions. The most common type of qualitative test is Highly Accelerated Life
Testing (HALT). HALT is not a life test: its purpose is not to determine life char-
acteristics. Rather, it is a test designed to promote the occurrence of failure modes
(mechanical or electronic) that will occur during the life of the product under normal
use conditions. HALT provides valuable information to determine design weak-
nesses as well as the product’s upper and lower destruct limits. Another example
of a qualitative accelerated test is known as Highly Accelerated Stress Screening
(HASS). HASS tests are applied during the manufacturing phase and are used to
screen marginal and defective units. HASS can expose infant mortality failures and
other latent defects that would otherwise occur when the unit is being used.

21.3 An Example of Developing a PPoF Model:
Proportional Hazard (PH) Model

A useful PoF life–stress relationship consisting of either single or multiple applied
stresses can be addressed through the family of the Proportional Hazards (PH)
models. This family is often of great utility in terms of modeling component
life. Several commonly used and well-understood life stress models belong to
this class, including the Arrhenius model, the inverse power law (IPL) model,
temperature–humiditymodel, and the generalized Eyringmodel, as discussed earlier.

If we let S be the covariate that represents stress, and if h0(t; γ ) is the baseline
hazard rate with the parameters vector γ , then Eq. (21.1) which is a measure of the
effect that the stress has on the hazard rate expressed as

h(t; γ |S; θ) = h0(t; γ )g(S; θ) (21.1)
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where θ is a row vector of parameter and g(S, θ) is a modifier function describing
the effect of the stress S. This model is readily expandable to more than one stress
and parameter represented by the row vectors S and θ as

h(t; γ |S; θ) = h0(t; γ )g(S; θ) (21.2)

The modifier function can be a combination of different independent models such
as exponential, inverse power law, etc. Equation 21.3 is an example of this kind of
modifier function.

g(S; θ) = e
∑n

i=1 θi Si (21.3)

Therefore, the full PH model, commonly known as the Cox PH model, can be
written as

h(t; γ |S; θ) = h0(t; γ )e
∑n

i=1 θi Si (21.4)

One important point to be made is that the values of the (Si ) can be the raw data
themselves, or some useful transformation (logarithms, reciprocals, etc.) of them.

Suppose we know (or assume) that the failure times for a particular compo-
nent operating under a constant (but arbitrary) stress S are distributed according to
the Weibull probability density function (PDF) having the shape parameter β and
characteristic life α. Therefore, the baseline hazard rate would be

hweibull = β

αβ
tβ−1 (21.4)

This can be used as the hazard rate,

h(t;α, β|S; θ) = β

αβ
tβ−1e

∑m
j=1 θ j S j (21.5)

As such, the reliability function of the PH-Weibull model is

R(t |S; θ) = exp
[
−tβe

∑m
j=0 θ j S j

]
(21.6)

And the PDF for the PH-Weibull distribution will be

f (t |S; θ) = βtβ−1exp

⎡

⎣
m∑

j=0

θ j S j − tβe
∑m

j=0 θ j S j

⎤

⎦ (21.7)
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21.4 Application of Cox PH Model to Shock-Type Stresses

A shock model includes two random variables: the time between shock occurrences
and the magnitude of the shock (e.g., stress shocks). A shock, for example, would be
the mechanical impact due to a drop from a given elevation or an abusive operation
of a device. A single shock of small size may not cause the failure of the device, but
a certain number of consecutive small shock stresses or a large shock stress may fail
the device.

In case of multiple socks (e.g., drops) and other stress loads applied, the lifetime
of the product, t, would be t = ∑

i Ti , where the sequence T1, . . . , TN represents the
times between shock arrivals (i.e., interarrivals). The random variable N represents
the number of shocks to a complete failure. Typically, one can assume that the random
variable Ti follows a Poisson distribution with a constant known rate (i.e., frequency
of drops), whereby the random variable of the time t can also be described as a
function of the number shocks. The random variable N may be defined as a function
of the sequence of multiple shocks of size Si representing the magnitudes of the
shock (e.g., drop heights and other high stress uses). Note that an extreme shock may
exist in which the occurrence of n shocks (ordered from least to the highest) ends
with a single (last) shock of the size dh that guarantees a failure, where {N = n} if
{S1 < dh, . . . , Sn−1 < dh, Sn ≥ dh}. So, dh is the stress (drop level, for example)
beyond which the unit would certainly fail.

Alternatively, the run shock model would normally apply, where the device fails
when k consecutive shocks of any size of at least dl occur. In this case, the number of
shocks to failure would be N = min{n : Sn−k+1 ≥ dl , . . . , Sn ≥ dl}, where shocks
below dl don’t accumulate any damage. Assuming Ti is independent of Si for all
device i’s, then Ti · s would be independent of N. The dependence between Si and
Ti needs a more involved method to obtain the lifetime distribution.

The PPoF model, in this case, is best described by the family of the Proportional
Hazards (PH) models. The PH PPoF model has a covariate hazard rate that measures
the effect that the stress has on the expected life, and is expressed by Eq. 21.2 with
h(t; γ |S < dl; θ) = h0(t; γ ). Since the parameters described by vectors γ and θ are
uncertain due to limitation of drop data, then these parameters should be represented
by PDFs, f (γ ) and g(θ) in a Bayesian estimation or by the corresponding classical
confidence intervals. As such, in case of the Bayesian estimation, the expected PPoF
hazard function would be

h(t |S) =
¨

θ ,γ

h(t; γ |S, θ) f (γ )g(θ)dθdγ (21.8)

The PH model is readily expandable to more than one stress level, including
multiple stress types. The modifier function can be a combination of different inde-
pendent models such as exponential (e.g., Arrhenius model for temperature) and
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Table 21.1 Stress levels and failure times

Temp (°K) Relative humidity (%) Time-to-failures (h)

T 1/T RH 1/RH

393 2.54 × 10−3 0.60 1.68 102, 115, 151, 196, 210

353 2.83 × 10−3 0.85 1.18 184, 193, 244, 265, 281

353 2.83 × 10−3 0.60 1.67 298, 311, 337, 347, 405

inverse power law (e.g., when fatigue loading, vibration, voltage, or thermal cycling
such as the Coffin–Manson model are appropriate). PH can model both independent
and dependent stresses. A commonly used linear form of the modifier function for
shocks is the Cox model expressed by Eq. 21.4. However, when non-shock models
are also involved besides the shock models, then the hazard rate would take the form

h(t; γ |S; θ , δ) = h0(t; γ )e
∑n

i=1 θi Si (g(Snon, δ))
−1 (21.9)

where g(Snon, δ) is the non-shock stress acceleration term with a vector of
parameters, δ. For example, for temperature, T, the normalized Arrhenius model
g(T, α, β) = αe

β

T is used; and for vibration having a root-mean-square (RMS),
G, g(G, ρ, σ ) = 1

ρGσ is used; and for thermal cycling, �T, the normalized Coffin–
Manson, g(G, μ, ϕ) = μ

�T ϕ is used. The uncertainties associatedwith the parameters
in Eq. 21.9 would be needed in a PPoF analysis. A common and powerful way to
describe these uncertainties is to find their PDFs through the Bayesian inference. For
more discussions on Bayesian estimation in regression equations such as the PPoF
mathematical models, see [9].

As an example, consider a component whose reliability may be affected by both
the ambient temperature and relative humidity under which it operates. Five samples
at each of three (T, H) combinations were run until failure. The stress levels and
failure times are given in Table 21.1.

Analyzing the data using the reciprocals of temperature and humidity as the
covariates x1 and x2 provides the following MLE parameter point estimates: θ̂0 =
12.15, θ̂1 = −14,474, θ̂2 = −4.38, β̂ = 6.17. The 95% confidence bounds based on
the MLE estimates using the Fisher information matrix [9] are computed as

2.89 < θ̂0 < 21.4;−15, 277 < θ̂1 < −13, 671;
− 6.56 < θ̂2 < −2.20; 4.60 < β̂ < 7.74

Suppose that the actual anticipated usage conditions for this component were
20 °C (293 K, or 1/T = 3.41 × 10−3) and 40% relative humidity (RH = 0.40, or
1/RH = 2.5). Then, the Weibull parameters for the usage conditions would be β =
6.17 and
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α =
⎛

⎝exp

⎡

⎣
m∑

j=0

θ j S j

⎤

⎦

⎞

⎠

−1/β

=
[
e(12.15−14474×3.41×10−3−4.38×2.5)

]−1/6.17 = 2452.6 h

If the mission time for the component was 1500 h, then the estimated mission
reliability would be

R(1500 h) = e−( 1500
2452.6 )

6.17 = 0.96

21.5 Degradation Models

Unlike the life versus stress models, the general degradation path model (Meeker
[10]) may be used to show the accumulated amount of damage or degradation over
time until the damage exceeds the endurance to stand damage and a failure follows.
As such degradation data (for now assume no measurement errors and detection
probability) at a fixed level of stress at a given time t would be needed to estimate the
path to failure and the time-to-failure distribution. In the degradation PPoF models,
D(t) denotes the degradation path of a particular component. Values of D(t) can
be monitored continuously, but in practical applications, they are often sampled at
discrete points in time. Suppose the observed sample degradation path for some unit
i at time ti j is a unit’s actual degradation path D(t) plus a model error, as given by

yi j = Di j + εi j , i = 1, . . . , n; j = 1, . . . ,mi (21.10)

where Di j = D
(
ti j |θ

)
is the degradation path given the vector of parameters θ =

{θ1, . . . θk} and t is the actual time (operation time), cycles, expended life, or an index
of age. The actual degradation path of unit i at sampling number j is ti j ·εi j ∼ N (0, σε)

and is a residual deviation (model error) for unit i at ti j (corresponding to the sampling
number j).

The total number of inspections to measure the cumulative damage on unit i is
denoted by mi . Note that time t could be represented as real time, operating time, or
some other appropriate quantitative measures such as miles for automobile tires or
the number of loading cycles for fatigue applications. Figure 21.8 conceptually shows
the data points (cumulative degradation or damage) for unit i , at each measurement
time ti j . In reality, there will only be one measurement of the degradation variable at
each time, even though for each unit, the measurement time need not be the same.
For instance, the first measurement time for unit 1, t11, does not necessarily need to
be the same as the first measurement time for unit 2, t21.
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Fig. 21.8 General degradation path model for unit i

The scales of y and t can be chosen to simplify the form of D(ti j |θ1i , . . . , θki ).
The choice of a degradation PPoF model requires not only the determination of
the mathematical form of D(ti j |θ1i , . . . , θki ), but also estimation of the parameters
in θ1i , . . . , θki . Especially since the elements of the vector θ may be correlated,
the parameters’ covariance or the joint distribution of the parameters of this vector
(in a Bayesian estimation) should be estimated. Meeker and Escobar, in Statistical
Methods for Reliability Data (1998), describe the use of a general family of trans-
formations to a multivariate normal distribution with mean vector μθ and covariance
matrix �θ .

In PPoF, it is assumed that the parameters θ1i , . . . , θki are random and indepen-
dent of the measurement error εi j . It is also possible to assume that εi j are inde-
pendently and identically distributed (iid). Since each degradation observationyi j is
taken sequentially, there is potential for autocorrelation between the εi j ’s, especially
for closely spaced readings. However, in many practical applications involving the
modeling of degradation of units from a population or process, provided that the
model fit is adequate and measurement processes are in control, this autocorrelation
is typically weak.Moreover, variability is dominated by unit-to-unit variability in the
θ values, and point estimates of regression models are not seriously affected by auto-
correlation. Although, in some cases, ignoring autocorrelation can result in standard
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errors that are seriously biased, this is not as much of a problem when confidence
intervals are employed.

Consider the accelerated degradation data given by NIST/SEMATECH [11]. The
degradation data are from a component that degrades linearly by time at a different
rate under the stress caused by the operating temperature. Assume the endurance
level is when the cumulative damage changes by 30% or more. Fifteen components
were tested under three different temperature conditions (five at 65 °C, five at 85 °C,
and the last five at 105 °C). Degradation percent values were read out at 200, 500,
and 1000 h. The readings are given by unit in the following three temperature cell
tables.

Percent degradations at 65 °C

200 h 500 h 1000 h

Unit 1 0.87 1.48 2.81

Unit 2 0.33 0.96 2.13

Unit 3 0.94 2.91 5.67

Unit 4 0.72 1.98 4.28

Unit 5 0.66 0.99 2.14

Percent degradations at 85 °C

200 h 500 h 1000 h

Unit 1 1.41 2.47 5.71

Unit 2 3.61 8.99 17.69

Unit 3 2.13 5.72 11.54

Unit 4 4.36 9.82 19.55

Unit 5 6.91 17.37 34.84

Percent degradations at 105 °C

200 h 500 h 1000 h

Unit 1 24.58 62.02 124.10

Unit 2 9.73 24.07 48.06

Unit 3 4.74 11.53 23.72

Unit 4 23.61 58.21 117.20

Unit 5 10.90 27.85 54.97

Note that one unit failed in the 85 °C cell, and four units failed in the 105 °C cell.
Because there were so few failures, it would be impossible to fit a life distribution
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model in any cell but the 105 °C cell, and therefore no PPoF model can fit with
reasonable confidence using the failure events of these data. Therefore, we can rely
on the PPoF models using degradation as the dependent variable. For this purpose,
we propose the following power law model

Di, j (t, T ; k, θ, η) = kT θ
i t

η

j (21.11)

where Di j is the unit degradation percentages, and k, θ, and η are parameters and
t is time in hours, and T is the temperature in °C. We further account for uncer-
tainties assuming a lognormal distribution for damage. Therefore, the PPoF for this
problem would be expressed as

D(t, T ; k, θ, η, σt ) = LOGNORM
(
kT θ tη; σt

)
(21.12)

where σt is the standard deviation of the lognormal model.
Using a Bayesian estimation of the PPoF model parameters (See [1]), at the use

temperature of 20 °Cassumingpriors ofσt ∼ UNIF
(
10−6, 100

)
, θ ∼ UNIF(0.1, 10),

η ∼ NORM(0.99, 0, 0057), and ln(k) ∼ UNIF(−100,−1)provides posterior distri-
bution of the amount damage at the use temperature of 20 °C and the posterior time-
to-failure distribution described in terms of logarithmic mean and standard deviation
values as Luse 20°C ~ LOGNORM(16.57; 0.58). The distributions of the damage and
time-to-failure at the temperature of 20 °C are shown in the plots of Figs. 21.9 and
21.10, respectively. Further, the mean time-to-failure at the use temperature of 20 °C
is calculated as 1.86 × 106 h.

Fig. 21.9 Damage percent distribution at 20 °C
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Fig. 21.10 Time-to-failure distribution at 20 °C
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Chapter 22
Reliability and Availability Analysis
in Practice

Kishor Trivedi and Andrea Bobbio

Abstract Reliability and availability are key attributes of technical systems.
Methods of quantifying these attributes are thus essential during all phases of system
lifecycle.Data (measurement)-drivenmethods are suitable for components or subsys-
tems but, for the system as a whole, model-driven methods are more desirable. Simu-
lative solution or analytic–numeric solution of the models are two major alternatives
for the model-driven approach. In this chapter, we explore model-driven methods
with analytic–numeric solution.Non-state-space, state-space, hierarchical, andfixed-
point iterative methods are explored using real-world examples. Challenges faced by
such modeling endeavors and potential solutions are described. Software package
SHARPE is used for such modeling exercises.

Keywords Availability · Reliability · Fault tree · Markov model · Non-state-space
model · State-space model · Hierarchical model · Fixed-point iteration technique

22.1 Introduction

This chapter discusses techniques that are found to be effective for reliability and
availability assessment of real systems. Modern life heavily relies on man-made
systems that are expected to be reliable. Many high-tech cybersystems are found
wanting since their failures are not so uncommon. Such failures and consequent
downtimes lead to economic losses, to a loss of reputation, and to even loss of lives.
To ameliorate the situation, methods have been developed that reduce failure occur-
rences and resultant downtimes. In order to gauge the effectiveness of these improve-
ment methods, scalable and high-fidelity techniques of reliability and availability
assessment are needed.
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Fig. 22.1 Reliability/availability assessment methods

This chapter discusses techniques that are found to be effective for reliability
and availability assessment in practice. Assessment methods can be divided into
measurement-driven (or data-driven) versusmodel-drivenmethods (Fig. 22.1). Data-
driven methods are suitable for small subsystems, while model-driven methods
are appropriate for large systems. Using model-driven methods, we can derive the
dynamic behavior of a system consisting of many components using first principles
(of probability theory) rather than from measurements.

In practice, these two approaches are combined together so that subsystem or
component behavior is derived using data-drivenmethods, while the system behavior
is derived using model-driven methods.

This chapter focuses on model-driven methods. Models can be solved using
discrete-event simulation or using analytic–numeric techniques. Some simplemodels
can be solved analytically to yield a closed-form formula while a much larger set of
models can be dealt with by a numerical solution of their underlying equations. The
latter approach is known as analytic–numeric solution. Distinction between analytic–
numeric solution versus discrete-event simulation-based solution ought to be noted.
We believe that simulative solution and analytic–numeric solutions should be judi-
ciously combined in order to solve complex system models. This chapter, however,
is on analytic–numeric methods, providing an overview of a recently published book
by the authors of this chapter [1].

Our approach to exposing the methods is example-based. Chosen examples are of
real systems that we have ourselves analyzed for some companies. Overall modeling
process is depicted in Fig. 22.2.

Non-state-space (or combinatorial) models can deal with large systems if based
on the drastic assumption of statistical independence among components. State-
space model types, specifically continuous-time Markov chains and Markov reward
models, are commonly utilized for higher fidelity.Multi-levelmodels that judiciously
combine non-state-space and state-space methods will be seen to have the scalability
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Fig. 22.2 The overall modeling process

and fidelity needed for capturing the dynamic behavior of real systems. Depending
on the application, a model may be solved for its long-term (steady-state) behavior
or its time-dependent (or transient) behavior. Solution types for such models are
classified in Fig. 22.3 [1, 2]. Software packages that are used in solving the examples
of this chapter are SHARPE [2, 3] and SPNP [4, 5].

Fig. 22.3 Solution techniques
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22.2 Non-state-Space Methods

Several traditional methods for the analysis of system reliability and availability can
be classified under the umbrella of non-state-space (sometimes called combinatorial)
methods:

• Reliability Block Diagrams (RBD)
• Network reliability or Reliability graphs (RelGraph)
• Fault Trees.

The simplest paradigm for reliability/availability is the (series–parallel) reliability
block diagram (RBD). These are commonly used in computer and communications
industry and are easy to use and assuming statistical independence, simple algorithms
are available to solve very large RBDs. Reliabilities (availabilities) multiply for
blocks in series, while unreliabilities (unavailabilities) multiply for blocks in parallel.
Efficient algorithms for k-out-of-n blocks are also available, both in the case of
statistically identical blocks and for non-identical blocks [1].

Besides system reliability at time t, systemmean time to failure, systemavailability
(steady-state and instantaneous), and importance measures can also be computed so
as to point out critical components (bottlenecks) [1].

High availability requirement in telecommunication systems is usually more
stringent than most other sectors of industry. The carrier-grade platform from Sun
Microsystems requires a “five nines and better” availability. From the availability
point of view, the top-level architecture of a typical carrier-grade platform was
modeled in [6] as a reliability block diagram consisting of series, parallel, and k-out-
of-n subsystems, as shown in Fig. 22.4. The SCSI series block is further expanded
as in the inset of Fig. 22.4.

Fig. 22.4 High availability platform from sun microsystems
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Series–parallel structure is often violated in practice. Non-series–parallel block
diagrams are often cast as s-t connectedness problems, also known as network relia-
bility problems or just relgraph in SHARPE. The price to be paid for this additional
modeling power is the increased complexity of solution methods. Known solution
methods are factoring (or conditioning), finding all minpaths followed by the use
of one of many sum-of-disjoint-product (SDP) algorithms, the use of binary deci-
sion diagrams (BDD), or the use of Monte Carlo simulation. SDP- and BDD-based
algorithms have been implemented in the SHARPE software package [2, 3]. Never-
theless, real systems pose a challenge to these algorithms. For instance, the reliability
of the current return network subsystem of Boeing 787 was modeled as a relgraph
shown in Fig. 22.5. However, the number of minpaths was estimated to be over 4.2
trillion.

To solve themodel, for the purpose of FAAcertification, a newbounding algorithm
was developed, patented, and published [7]. Table 22.1 reports the results showing
that the upper and lower bounds to the s-t reliability were close enough, with a very
small number of minpaths and mincuts selected for the computation. The computa-
tion time was very short for this otherwise intractable problem. This new bounding
algorithm is implemented in the SHARPE software package and continues to be

Fig. 22.5 Boeing relgraph example

Table 22.1 Unreliability
upper/lower bounds

Runtime 20 s 120 s 900 s

Up bound 1.146036 ×
10–8

1.081432 ×
10–8

1.025519 ×
10–8

Low bound 1.019995 ×
10–8

1.019995 ×
10–8

1.019995 ×
10–8

#minpaths 28 29 33

#mincuts 113 113 113
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used by Boeing (via their IRAP software package [8]) for the reliability assessment
of current return network of all Boeing commercial airplanes.

Table 22.2 shows a comparison of SDP and BDDmethods for various benchmark
networks of increasing complexity. The different BDD columns show the effect
of node ordering on the computational time [9]. The used benchmark networks are
shown inFig. 22.6 andwere inspired by the literature [10].Note also that the bounding
method is not utilized in the comparison table.

In the aerospace, chemical, and nuclear industries, engineers use fault trees (FT)
to capture the conditions under which system fails. These Boolean conditions are
encoded into a tree with AND gates, OR gates, and k-out-of-n gates as internal nodes,
while leaf nodes represent component failures and the top or root node indicates
system failure.

Fault trees without repeated events are equivalent to series–parallel RBDs, while
those with repeated events are more powerful [1, 2, 11]. Solution techniques for
fault trees with repeated events are the same as those for the network reliability
problem discussed in the previous paragraph [1]. Fault trees with several thousand
components can be solved with relative ease.

Figure 22.7 shows an FT for a GE Equipment Ventilation System. Notice that
leaves drawn as circles are basic events, while inverted triangles represent repeated
events. Assuming that all the events have a failure probability equal to q = 0.001,
the SHARPE input file and the SHARPE output file are shown in Fig. 22.8 on the
left-hand and on the right-hand side, respectively. In this example, SHARPE is asked
to compute the Top Event probability (QTE = 1.0945e−02) as well as the list of the
mincuts. We could ask for importance measures as well as a closed-form expression
of top event probability [1, 3]. By assigning failure rates for each event, we could ask
for the time-dependent failure probability of the system. Many other possibilities for
output measures exist.

By assigning failure rates to components, system reliability at time t and the mean
time to system failure can be computed. Time-to-failure distribution other than expo-
nential (e.g., Weibull) can be used in such non-state-space models. Furthermore, by
assigning failure rate and repair rate to each component, steady-state and instanta-
neous availability can be computed (assuming independence in repair besides failure
independence).

FTs have been extended to non-coherent gates such as NOT gates, to multi-
state components [12], phased-mission systems [13], and with dynamic gates [14].
SHARPE fault trees allow NOT gate, multi-state components, and phased-mission
systems. Dynamic gates are not explicitly included in SHARPE but can easily be
implemented since (static) fault trees, Markov chains, and their combination via
hierarchical modeling are provided [1].
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Fig. 22.6 Benchmark networks

Fig. 22.7 Fault tree model equipment ventilation system
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Fig. 22.8 SHARPE input/output files for ventilation system

22.3 State-Space Methods

As stated in the last section, non-state-space models with thousands of components
can be solved without generating their underlying state space bymaking the indepen-
dence assumption. But in practice, dependencies do exist among components. We
then need to resort to state-space models such as (homogeneous) continuous-time
Markov chains (CTMC).

Markov models have been used to capture dynamic redundancy, imperfect
coverage (e.g., failure to failover or failure to detect, etc.), escalated levels
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Fig. 22.9 CTMC availability model of Linux OS

of recovery, concurrency, contention for resources, combined performance and
reliability/availability, and survivability [1, 15]. Markov availability model will have
no absorbing states (Fig. 22.9), while Markov reliability models will have one or
more absorbing states (Fig. 22.11). Markov models can be solved for steady-state,
transient, and cumulative transient behavior according to the following equations [1,
15]:

Steady-state π Q = 0 with
∑

π = 1

Transient dπ(t)/dt = π(t)Q given π(0)

Cumulative transient db(t)/dt = b(t) Q + π(0)

In the above formulas, Q is the infinitesimal generator matrix of the CTMC, π(t)
is the state probability vector at time t, π(0) is the initial state probability vector,
π = limt→∞ π(t) is the steady-state probability vector, and b(t) = ∫ t

0 π(u)du is the
vector of the expected state occupancy times in the interval from 0 to t. Derivatives of
thesemeasureswith respect to the input parameters can also be computed numerically
[1].

22.3.1 CTMC Availability Models

The system availability (or instantaneous, point, or transient availability) is defined
as the probability that at time t the system is in an up state:

A(t) = P{system working at t}

Steady-state availability (Ass) or just availability is the long-term probability that
the system is up:

Ass = lim
t→∞ A(t) = MTTF

MTTF + MTTR
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where MTTF is the system mean time to failure and MTTR is the system mean time
to recovery. When applied to a single component, the above equation holds without
any distributional assumptions. For a complex system with redundancy, the equation
holds if we use “equivalent” MTTF and “equivalent” MTTR [1].

The availability model of the Linux operating system used in IBM’s SIP imple-
mentation on WebSphere was presented in [16] and is shown in Fig. 22.9. From the
up state, the model enters the down state DN with failure rate λOS . After failure
detection, with a mean time of 1/δOS , the system enters the failure-detected state
DT.

The OS is then rebooted with the mean time to reboot given by 1/βOS . With
probability bOS the reboot is successful, and system returns to the UP state. However,
with probability 1 − bOS, the reboot is unsuccessful, and the system enters the
DW state where a repairperson is summoned. The travel time of the repairperson is
assumed to be exponentially distributed with rate αSP . The system then moves to
the state RP. The repair takes a mean time of 1/μOS , and after its completion, the
system returns to the UP state.

Solving the steady-state balance equations, a closed-form solution for the steady-
state availability of the OS is easily obtained in this case due to the simplicity of the
Markov chain.

Ass = πUP = 1

λOS

[
1

λOS
+ 1

δOS
+ 1

βOS
+ (1 − bOS)

(
1

αSP
+ 1

μOS

)]−1

We can alternatively obtain a numerical solution of the underlying equations by
using a software package such as SHARPE. Either graphical or textual input can be
employed. The SHARPE textual input file modeling the CTMC of Fig. 22.9 is shown
in Fig. 22.10. Noting that UP (labeled 1) is the only upstate, the steady-state avail-
ability is computed using the command expr prob (LinuxOS,1). With the assigned
numerical values for parameters (see Fig. 22.10), the result is Ass = 0.99963.

Fig. 22.10 SHARPE input file for the CTMC of Fig. 22.9



512 K. Trivedi and A. Bobbio

Fig. 22.11 CTMC reliability model of Linux OS

22.3.2 CTMC Reliability Models

While CTMC availability models have no absorbing states, CTMC reliability models
have one or more absorbing states and the reliability at time t is defined as the
probability that the system is continuously working during the interval (0 − t].
Further, since in a reliability model the system down state is an absorbing state, the
MTTF can be calculated as the mean time to absorption in the corresponding CTMC
model [1, 2, 15].

The reliability model extracted from the availability model of the Linux operating
system used for IBM’s SIP application is shown in Fig. 22.11. The repair transition
from state RP to state UP and the transition from state DW are removed, that is,
the down state reached starting from the UP state is made an absorbing state. Note
that states DN and DT are down states but the sojourns in these states are likely to
be short enough to be considered as glitches that can be ignored while computing
system reliability and MTTF.

In this case, the model is simple enough so that a closed-form solution can be
obtained by hand (or using Mathematica) by setting up and solving the underlying
Kolmogorov differential equations. Alternatively, a numerical solution of the under-
lying equations can be obtained using SHARPE. The SHARPE textual input file for
the reliability model of Fig. 22.11 is shown in Fig. 22.12. Note that in this case, since
the CTMC is not irreducible, an initial probability vector must be specified.

The system reliability at time t is defined in this case as R(t) = πUP(t) and, in
the SHARPE input file of Fig. 22.11, is computed from t = 0 to t = 10,000 in steps
of 2000. As noted earlier, the MTTF is defined as the mean time to absorption and
is computed using the SHARPE command expr mean (LinuxOS). With the assigned
numerical values, the result is MTTF = 40,012 h.

The CTMC of a reliability model can be, but need not be, acyclic, as in the case
of Fig. 22.11. If there is no component level repair (recovery), then the CTMC will
be acyclic but if there is component level repair (but no repair after system failure)
then the CTMC will have cycles. However, the model will always have one or more
absorbing states.

Reliability modeling techniques have wide applications in different technical
fields and have been proposed to provide new frontiers in predicting healthcare
outcomes. With the rise in quantifiable approaches to health care, lessons from
reliability modeling may well provide new ways of improving patient healthcare.
Describing the development of conditions leading to organ system failure provides
motivation for quantifying disease progression. As an example, a simple model for



22 Reliability and Availability Analysis in Practice 513

Fig. 22.12 SHARPE input file for CTMC of Fig. 22.11

progressive kidney disease leading to renal failure is reported in Fig. 22.13 [17]
where five discrete conditions are enumerated in keeping with clinical classification
of kidney function.

The parameter values, used in solving the model of Fig. 22.13, are reported in
Table 22.3. These values are estimated for a 65-year-old Medicare patient and are

State meaning:
Healthy: Normal renal function,
CKD: Chronic Kidney Disease without renal failure,
ESRD: End-Stage Renal Disease
Transplant:  Patients who have received a transplant,
Deceased. 

Fig. 22.13 Markov model of renal disease

Table 22.3 Parameter values
for a 65-year-old medicare
patient

Description Symbol Value (event/year)

Decline δ 0.1887

Transplant τ 0.1786

Graft rejection γ 0.0050

Prognosis-healthy ω0 0.0645

Prognosis-CKD ω1 0.1013

Prognosis-ESRD ω2 0.2174

Prognosis-Transplant ωA 0.0775
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based on the latest available statistics from the United States Renal Data System
(USRDS) annual report [18].

The model of Fig. 22.13 is solved for the survival rate and expected cost incurred
by a patient in a 1-year interval [17].

Efficient algorithms are available for solving Markov chains with several million
states [19–21] both in the steady-state and in the transient regime. Furthermore,
measures of interest such as reliability, availability, performability, survivability, etc.
can be computed by means of reward rate assignments to the states of the CTMC [1,
15].Derivatives (sensitivity functions) of themeasures of interestwith respect to input
parameters can also be computed to help detect bottlenecks [22–24]. Nevertheless,
the generation, storage, and solution of real-life-system Markov models still pose
challenges. Higher level formalisms such as those based on stochastic Petri nets
(SPNs) and their variants [4, 15, 25–27] have been used to automate the generation,
storage, and the solution of large state-space Markov models [26]. Our own version
of SPN is known as stochastic reward nets (SRN). SRNs extend SPN formalism in
several useful ways besides allowing specification of reward rates at the net level.
This enables more concise description of real-world problems and an easier way to
get the output measures [4].

An example of the use of stochastic reward nets to model the availability of an
Infrastructure-as-a-Service (IaaS) cloud is shown in Fig. 22.14 [28]. To reduce power
usage costs, physical machines (PMs) are divided into three pools: Hot pool (high
performance and high power usage), warm pool (medium performance and medium
power usage), and cold pool (lowest performance and lowest power usage). PMs
may fail and get repaired. A minimum number of operational hot PMs are required
for the system to function but PMs in other pools may temporarily be assigned to
the hot pool in order to maintain system operation. Upon repair, PMs migrate back
to their original pool. Migration creates dependencies among the pools.

A monolithic CTMC is too large to construct by hand. We use our high-level
formalismofStochasticRewardNet (SRN) [26].AnSRNmodel can be automatically
converted into an underlying Markov (reward) model that is solved numerically
for the measures of interest such as expected downtime, steady-state availability,
reliability, power consumption, performability, and sensitivities of these measures.

In Fig. 22.14, place Ph initially contains nh tokens (PMs of the hot pool), Pw
contains nw tokens (PMs of the warm pool), and Pc contains nc tokens (PMs of the
cold pool). Assuming the number of PMs in each pool is identical and equal to n, the
number of states for the monolithic model of Fig. 22.14, is reported in the second
column of Table 22.4. From this table, it is clear that this approach based merely on
a higher formalism such as SRN, which we call largeness tolerance, soon reaches its
limits as the time needed for the generation and storage of the state space becomes
prohibitively large for real systems.



22 Reliability and Availability Analysis in Practice 515

Fig. 22.14 SRN availability model of IaaS cloud

Table 22.4 Comparison of
monolithic versus
decomposed model

n Monolithic model Interacting sub-model

#states #states

3 10,272 196

4 67,075 491

5 334,948 1,100

6 1,371,436 2,262

7 4,816,252 3,770

8 Memory overflow 6,939

10 – 20,460

20 – 21,273

40 – 271,543

60 – 1,270,813

80 – 3,859,083

100 – 9,196,353

n is the initial #PM in each pool
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22.4 Hierarchy and Fixed-Point Iteration

In order to avoid large models as is the case in a monolithic Markov (or generally
state space) model, we advocate the use of multi-level models in which the modeling
power of state-space models and efficiency of non-state-space models are combined
together (Fig. 22.15).

Since a single monolithic model is never generated and stored in this approach,
this is largeness avoidance in contrast with the use of largeness tolerance (recall
stochastic Petri nets, SRNs, and relatedmodeling paradigms) wherein the underlying
large model is generated and stored. In multi-level modeling, each of the models
is solved and results are conveyed to other relevant models to use as their input
parameters. This transmission of results of one sub-model as input parameters to
other sub-models is depicted as a graph that we have called an import graph [29].

Consider, for instance, the availability model of the SUN Microsystem whose
top-level RBD availability model is shown in Fig. 22.4. Each block of the RBD of
Fig. 22.4 is a complex subsystem that was modeled separately using the appropriate
formalism in order to compute the steady-state availability of that subsystem. In
the present case, the subsystems were modeled as Markov chains to cater to the
dependencies within each subsystem.

The subsystem availability is then rolled up to the higher level RBD model to
compute the system steady-state availability. The import graph for this systemmodel
is shown in Fig. 22.16. Specification, solution, and passing parameters for suchmulti-
levelmodels are facilitated by theSHARPEsoftware package [2, 3]. The import graph
in this case is acyclic. We can then carry out a topological sort of the graph resulting
in a linear order specifying the order in which the sub-models are to be solved and
the results rolled up in the hierarchy.

As the next example, we return to the IaaS cloud availability model and improve
its scalability. The monolithic SRN model of Fig. 22.14 is decomposed into three
sub-models to describe separately the behavior of the three pools [28, 29] while
taking into account their mutual dependencies by means of parameter passing. The
three sub-models are shown in Fig. 22.17.

Its import graph is shown in Fig. 22.18, indicating the output measures and input
parameters that are exchanged among sub-models to obtain the overall model solu-
tion. Import graphs such as the one shown in Fig. 22.18 are not acyclic, and hence the

Fig. 22.15 Analytic
modeling taxonomy
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Fig. 22.16 Import graph for high availability platform from Sun Microsystems [6]

Fig. 22.17 Decomposed SRN availability model of IaaS cloud

Fig. 22.18 Import graph
describing sub-model
interactions
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solution to the overall problem can be set up as a fixed-point problem. Such problems
can be solved iteratively by successive substitution with some initial starting point.
Many mathematical issues arise such as the existence of the fixed point, the unique-
ness of the fixed-point, the rate of convergence, accuracy, and scalability. Except
for the existence of the fixed point [30], all other issues are open for investigation.
Nevertheless, the method has been successfully utilized on many real problems [1].

Table 22.4 shows the effect of the decomposition/fixed-point iteration method
(which is also known as interacting sub-models method), comparing the number of
states of the monolithic model (column 2) with the number of states of the interacting
sub-model case (column 3).

Many more examples of this type of multi-level models can be found in the
literature [1, 2, 16, 29–35]. A particular example is the implementation of the Session
Initiation Protocol (SIP) by IBM on itsWebSphere. A hierarchical availability model
of that system is described in detail in [16].

22.5 Relaxing the Exponential Assumption

One standard complaint about the use of homogeneous continuous-time Markov
chains is the ubiquitous assumption of all event times being exponentially distributed.
There are several known paradigms that can remove this assumption: non-
homogeneous Markov chain, semi-Markov and Markov regenerative process, and
the use of phase-type expansions. All these techniques have been used, and many
examples are illustrated in [1].

Nevertheless, there is additional complexity in using non-exponential techniques
in practice, partly because the analytical–numeric solution is more complex but also
because of additional information about the non-exponential distributions which is
then needed and is often hard to come by.

A flowchart comparing the modeling power of the different state-space model
types is shown in Fig. 22.19 [1], and in Fig. 22.20, we provide a classification of the
modeling formalisms considered in [1].

22.6 Conclusions

We have tried to provide an overview of known modeling techniques for the relia-
bility and availability of complex systems. We believe that techniques and tools do
exist to capture the behavior of current-day systems of moderate complexity. Never-
theless, higher and higher complexity is being designed into systems, and hence the
techniques must continue to evolve. Together with the largeness problem, the need
for higher fidelity will require increasing use of non-exponential distributions, the
need to properly combine performance, power, and other measures of system effec-
tiveness together with failure and recovery. Parameterization and validation of the
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Fig. 22.19 Flow chart comparing the modeling power of the different state space model types [1]

models need to be further emphasized and aided. Tighter connection between data-
driven andmodel-drivenmethods on the one hand, and combining simulative solution
with analytic–numeric solution on the other hand, is desired. Validated models need
to be maintained throughout the life of a system so that they can be used for tuning
at operational time as well. Besides system-oriented measures such as reliability
and availability, user-perceived measures need to be explored [34–36]. Uncertainty
in model parameters, so-called epistemic uncertainty, as opposed to aleatory uncer-
tainty already incorporated in themodels discussed here, needs to be accounted for in
a high-fidelity assessment of reliability and availability [37]. For further discussion
on these topics, see [1].
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Fig. 22.20 Modeling formalisms
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Chapter 23
WIB (Which-Is-Better) Problems
in Maintenance Reliability Policies

Satoshi Mizutani, Xufeng Zhao, and Toshio Nakagawa

Abstract There have beenmany studies ofmaintenance policies in reliability theory,
so that we have to select better policies that are suitable for objective systems in
actual fields, such as age replacement, periodic replacement, replacement first and
last, replacement overtime, and standby or parallel system, appeared in research
areas. This chapter compares systematically maintenance policies and shows how to
select one from the point of cost theoretically. The expected cost rates ofmaintenance
policies and optimal solutions to minimize them are given, and their optimal policies
such as replacement time T ∗, numberN ∗ ofworking cycle, and numberK∗ of failures
are obtained. Furthermore,we discuss comparisons of optimal policies to showwhich
is better analytical and numerically. These techniques and tools used in this chapter
would be useful for reliability engineers who are worried about how to adopt better
maintenance policies.

Keywords Which-is-better problems · Age replacement · Replacement first and
last · Replacement overtime · Standby or parallel system

23.1 Introduction

Most units deteriorate with age and use, and eventually fail; however, we cannot
predict the exact time of failures as the units are used in random environments, so
that it becomes an important problem to make maintenance and replacement plans
for such units preventively. There have been many studies of maintenance policies in
reliability theory [1–4]. A very classical replacement policy is based on its age, which
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is called age replacement, and has been extended theoretically by many researchers.
Another classical replacement policy is with minimal repairs at failures, which is
called periodic replacement. That is, units are replaced periodically at planned times
kT (k = 1, 2, . . .), and minimal repairs are done at failures. However, it becomes
a very difficult problem to select the right maintenance policy according to real
phenomena, and there have not been research works done for this yet. In recent
years, we have been studying several comparisons of maintenance policies with
analytical and numerical approaches. In this chapter, we summarize concisely our
results titled on Which-Is-Better (WIB) problems for maintenance policies.

When the unit is replaced at random times, the maintenance is called as random
maintenance [5–8]. For example, the unit is replaced at a completion time of working
cycles because replacement done during theworkmay cause of wastefulness or delay
[9–13]. Nakagawa andZhao considered replacement first and last policieswhen there
are two triggers of replacement [8, 14–16]. Replacement first means that the unit is
replaced at events such as its failure or maintenance times, whichever occur first,
and replacement last means that it is replaced at the events before failure, whichever
occur last. In addition, replacement overtime means the unit repeats random cycles
such as working times and is replaced at a completion time of the first cycle over a
planned time [15, 17, 18].

For the above replacement models, it has been shown that it is an interesting
problem to determine which policies are better than others. In our research, we have
compared several replacement policies such as replacement first, last, and overtime
from the points of cost and performance [19–25]. From the above studies, Sect. 23.2
gives comparisons of random age replacement policies such as replacement first, last,
and overtime [5, 20]. Section 23.3 gives comparisons of randomperiodic replacement
policies, when the unit undergoes minimal repair at failures [5, 20]. Section 23.4
gives comparisons of cycle N or failure K [3, 5], when the unit is replaced at the
N th (N = 1, 2, . . .) working cycle and at the K th (K = 1, 2, . . .) failure. Numerical
examples are given for optimal N ∗ and K∗ that minimize the expected cost rates.
Section 23.5 gives comparisons of replacement first, last, or overtime with the N th
working cycle and the K th failure. Numerical examples are given for optimal (K∗

F ,
N ∗
F ) and (K

∗
L , N

∗
L ) [5, 25]. In Sect. 23.6, we obtain reliabilities, mean times to failure

and failure rates of standby and parallel systems, and compare them analytically and
numerically [21].

For our Which-Is-Better (WIB) problems, the following assumptions are given:

(i) Let X be a random variable of the failure time of an operating unit that has
a general distribution F(t) ≡ Pr{X ≤ t} with finite mean μ ≡ ∫∞

0 F̄(t)dt,
density function f (t) ≡ dF(t)/dt, and failure rate h(t) ≡ f (t)/F̄(t), where
F̄(t) ≡ 1−F(t). It is assumed that h(t) increases strictly with t from h(0) = 0
to h(∞) ≡ limt→∞h(t) = ∞.

(ii) Theunit operates for randomworking cyclesYi (i = 1, 2, . . .). It is assumed that
Yi are independent random variables and have an identical distribution G(t) ≡
Pr{Yi ≤ t} with finite mean 1/θ ≡ ∫∞

0 Ḡ(t)dt, where Ḡ(t) ≡ 1 − G(t). The
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j-fold Stieltjes convolution of G(t) is G(j)(t) ≡ Pr
{
Y1 + Y2 + · · · + Yj ≤ t

}

(j = 1, 2, . . .), G(0)(t) ≡ 1 for t ≥ 0, and M (t) ≡∑∞
j=1 G

(j)(t).
(iii) When the unit undergoes minimal repairs at failures, the time for repair is

negligible and failure rate remains undisturbed after repairs. The probability
that j failure occurs exactly in the time interval [0, t] ispj(t) ≡ [H(t)j/j!)]e−H (t)

(j = 0, 1, 2, . . .), whereH (t) ≡ ∫ t
0 h(u)du. LetPj(t) ≡∑∞

i=j pi(t), and P̄j(t) ≡
1 − Pj(t) = ∑j−1

i=0 pi(t), where note that
∑−1

j=0 ≡ 0. Then, P0(t) = Pj(∞) =
P̄∞(t) = P̄j(0) = 1 and P∞(t) = Pj(0) = P̄0(t) = P̄j(∞) = 0.

23.2 Random Age Replacement

23.2.1 Replacement First

Suppose that the unit is replaced at time T (0 < T ≤ ∞) or at a random working
time Y , whichever occurs first. Then, the probability that the unit is replaced at
time T is Ḡ(T )F̄(T ), the probability that it is replaced at time Y is

∫ T
0 F̄(t)dG(t),

and the probability that it is replaced at failure is
∫ T
0 Ḡ(t)dF(t). The mean time to

replacement is

TḠ(T )F̄(T ) +
T∫

0

t F̄(t) dG(t) +
T∫

0

t Ḡ(t) dF(t) =
T∫

0

Ḡ(t)F̄(t) dt.

Therefore, the expected cost rate is

CAF(T ) =
cP+(cF−cP)

T∫

0
Ḡ(t)dF(t)

T∫

0
Ḡ(t)F̄(t)dt

, (23.1)

where cF = replacement cost at failure, and cP = replacement cost at T or at time
Y , i.e., cP is a cost for preventive replacement with cP < cF. We find optimal T ∗

AF to
minimize CAF(T ). Differentiating CAF(T ) with respect to T and putting it equal to
zero,

h(T )
T∫

0
Ḡ(t)F̄(t) dt −

T∫

0
Ḡ(t) dF(t) = cP

cF−cP
(23.2)

Letting LAF(T ) be the left-hand side of (23.2), LAF(T ) increases strictly with T
from 0 to ∞. Thus, there exists an optimal T ∗

AF

(
0 < T ∗

AF < ∞) that satisfies (23.2),
and the resulting cost rate is

CAF
(
T ∗
AF

) = (cF − cP)h
(
T ∗
AF

)
(23.3)
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23.2.2 Replacement Last

Suppose that the unit is replaced at time T (0 ≤ T < ∞) or at a random working
time Y , whichever occurs last. Then, the probability that the unit is replaced at
time T is F̄(T )G(T ), the probability that it is replaced at completion of a work
is
∫∞
T F̄(t) dG(t), and the probability that it is replaced at failure is F(T ) +∫∞

T Ḡ(t) dF(t). The mean time to replacement is

TF̄(T )G(T )+
∞∫

T

t F̄(t) dG(t) +
T∫

0

tdF(t) +
∞∫

T

t Ḡ(t) dF(t)

=
T∫

0

F̄(t) dt +
∞∫

T

Ḡ(t)F̄(t) dt.

Therefore, the expected cost rate is

CAL(T ) = cF−(cF−cP)
∫∞
T G(t) dF(t)

∫ T
0 F̄(t) dt+∫∞

T Ḡ(t)F̄(t)dt
(23.4)

We find optimal T ∗
AL to minimize CAL(T ). Differentiating CAL(T ) with respect to

T and putting it equal to zero,

h(T )

[
T∫

0
F̄(t) dt +

∞∫

T
Ḡ(t)F̄(t) dt

]

−
[

1 −
∞∫

T
G(t) dF(t)

]

= cP
cF−cP

(23.5)

Letting LAL(T ) be the left-hand side of (23.5), LAL(T ) increases strictly with T
from − ∫∞

0 Ḡ(t) dF(t) < 0 to ∞. Thus, there exists an optimal T ∗
AL

(
0 ≤ T ∗

AL < ∞)
that satisfies (23.5), and the resulting cost rate is

CAL
(
T ∗
AL

) = (cF − cP)h
(
T ∗
AL

)
(23.6)

23.2.3 Replacement Overtime

Suppose that the unit is replaced at the first completion of working cycles over time
T (0 < T ≤ ∞). Then, the probability that the unit is replaced at the first completion
of working cycles over time T is
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∞∑

j=0

T∫

0

⎡

⎣
∞∫

T−t

F̄(t + u) dG(u)

⎤

⎦dG(j)(t),

the probability that it is replaced at failure before time T is

∞∑

j=0

T∫

0

[
G(j)(t) − G(j+1)(t)

]
dF(t) = F(T ),

and the probability that it is replaced at failure after time T is

∞∑

j=0

T∫

0

{
∞∫

T−t
[F(t + u) − F(T )dG(u)]

}

dG(j)(t).

The mean time to replacement is

∞∑

j=0

T∫

0

⎡

⎣
∞∫

T−t

(t + u)F̄(t + u) dG(u)

⎤

⎦dG(j)(t) +
∞∑

j=0

T∫

0

⎧
⎨

⎩

∞∫

T−t

⎡

⎣
t+u∫

T

v dF(v)

⎤

⎦dG(u)

⎫
⎬

⎭

dG(j)(t) +
T∫

0

t dF(t) =
T∫

0

F̄(t) dt +
∞∑

j=0

T∫

0

∞∫

T

[
Ḡ(t − u)F̄(u)du

]
dG(j)(t).

Therefore, the expected cost rate is

CAO(T ) = cF−(cF−cP)
∑∞

j=0

∫ T
0

[∫∞
T−t F̄(t+u) dG(u)

]
dG(j)(t)

∫ T
0 F̄(t) dt+∑∞

j=0

∫∞
T [Ḡ(t−u)F̄(u)du]dG(j)(t)

(23.7)

We find optimal T ∗
AO to minimize CAO(T ) when G(t) = 1− e−θ t . Differentiating

CAO(T ) with respect to T and putting it equal to zero,

Q1(T ; θ)

T∫

0

F̄(t) dt − F(T ) = cP
cF − cP

,

where

Q1(T ; θ) ≡
∫∞
T e−θ tdF(t)
∫∞
T e−θ t F̄(t) dt

≥ h(T ) (23.8)

Note thatQ1(T ; θ) is greater thanh(T ) and increases strictlywithT toh(∞). Thus,
there exists an optimal T ∗

AO

(
0 ≤ T ∗

AO < ∞) that satisfies (23.8), and the resulting
cost rate is
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CAO
(
T ∗
AO

) = (cF − cR)Q1
(
T ∗
AO; θ

)
(23.9)

23.2.4 Comparisons of T∗
AF, T

∗
AL, and T

∗
AO

Compare the left hands of (23.2) and (23.5). Letting

DA(T ) ≡ LAL(T ) − LAF(T ) =
T∫

0

G(t)F̄(t)[h(T ) − h(t)] dt

−
∞∫

T

Ḡ(t)F̄(t)[h(t) − h(T )] dt,

we easily have

DA(0) ≡ lim
T→0

DA(T ) = −
∞∫

0

Ḡ(t) dF(t) < 0, DA(∞) ≡ lim
T→∞DA(T ) = ∞,

D′
A(T ) = h′(T )

⎡

⎣
T∫

0

G(t)F̄(t)dt +
∞∫

T

Ḡ(t)F̄(t)dt

⎤

⎦ > 0.

Thus, there exists a finite and unique T ∗
A

(
0 < T ∗

A < ∞) that satisfiesDA(T ) = 0.
Therefore, from (23.3) to (23.6), we have the following results:

(i) If LAF
(
T ∗
A

) ≥ cP/(cF − cP), then T ∗
AF ≤ T ∗

AL and replacement first is better than
replacement last.

(ii) If LAF
(
T ∗
A

)
< cP/(cF − cP), then T ∗

AF > T ∗
AL and replacement last is better than

replacement first.

Next, we compare the left hands of (23.2) and (23.8) whenG(t) = 1−e−θ t . Then,
we have

Q1(T ; θ)

T∫

0

F̄(t)dt − F(T ) − h(T )

T∫

0

e−θ t F̄(t) dt +
T∫

0

e−θ tdF(t)

= [Q1(T ; θ) − h(T )
]

T∫

0

F̄(t) dt +
T∫

0

(
1 − e−θ t

)
F̄(t)[h(T ) − h(t)] dt > 0,

and hence, T ∗
AO < T ∗

AF. Therefore, from (23.3) to (23.9), we have the following
results:
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(i) If Q1
(
T ∗
AO; θ

) ≥ h
(
T ∗
AF

)
, then replacement first is better than replacement

overtime.
(ii) If Q1

(
T ∗
AO; θ

)
< h
(
T ∗
AF

)
, then replacement overtime is better than replacement

first.

Furthermore,we compare the left hands of (23.5) and (23.8)whenG(t) = 1−e−θ t .
Then, we have

Q1(T ; θ)

T∫

0

F̄(t)dt − F(T ) − h(T )

⎡

⎣
T∫

0

F̄(t) dt +
∞∫

T

e−λt F̄(t) dt

⎤

⎦

+ 1 −
∞∫

T

(
1 − e−θ t

)
dF(t) = [Q1(T ; θ) − h(T )

]
T∫

0

F̄(t) dt +
∞∫

T

e−θ t F̄(t)[h(t) − h(T )] dt > 0,

and hence, T ∗
AO < T ∗

AL. Therefore, from (23.6) to (23.9), we have the following
results:

(i) If Q1
(
T ∗
AO; θ

) ≥ h
(
T ∗
AL

)
, then replacement first is better than replacement

overtime.
(ii) If Q1

(
T ∗
AO; θ

)
< h
(
T ∗
AL

)
, then replacement overtime is better than replacement

first.

23.3 Random Periodic Replacement

23.3.1 Replacement First

Suppose that the unit operates for a random working time Y with G(t) ≡ Pr{Y ≤ t}
and undergoes minimal repair at each failure. The unit is replaced at time T
(0 ≤ T ≤ ∞) or at time Y , whichever occurs first. Then, the expected number of
failures until replacement is

H (T )Ḡ(T ) +
T∫

0

H (t) dG(t) =
T∫

0

Ḡ(t)h(t) dt,

and the mean time to replacement is

TḠ(T ) +
T∫

0

t dG(t) =
T∫

0

Ḡ(t) dt.

Therefore, the expected cost rate is
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CRF(T ) = cM
∫ T
0 Ḡ(t)h(t) dt+cP
∫ T
0 Ḡ(t) dt

, (23.10)

where cM = minimal repair cost at each failure. We find optimal T ∗
RF to minimize

CRF(T ). Differentiating CRF(T ) with respect to T and putting it equal to zero,

T∫

0
Ḡ(t)[h(T ) − h(t)]dt = cP

cM
. (23.11)

Letting LRF(T ) be the left-hand side of (23.11), LRF(T ) increases strictly with T
from 0 to∞. Thus, there exists an optimal T ∗

RF

(
0 < T ∗

RF < ∞) that satisfies (23.11),
and the resulting cost rate is

CRF
(
T ∗
RF

) = cMh
(
T ∗
F

)
. (23.12)

23.3.2 Replacement Last

Suppose that the unit is replaced at time T (0 ≤ T ≤ ∞) or at time Y , whichever
occurs last. Then, the expected number of failures until replacement is

H (T )G(T ) +
∞∫

T

H (t) dG(t) = H (T ) +
∞∫

T

Ḡ(t)h(t) dt,

and the mean time to replacement is

TG(T ) +
∞∫

T

t dG(t) = T +
∞∫

T

Ḡ(t) dt.

Therefore, the expected cost rate is

CRL(T ) = cM [H (T )+∫∞
T Ḡ(t)h(t) dt]+cP

T+∫∞
T Ḡ(t) dt

. (23.13)

We find optimal T ∗
RL to minimize CRL(T ). Differentiating CRL(T ) with respect to

T and putting it equal to zero,

T∫

0
[h(T ) − h(t)]dt −

∞∫

T
Ḡ(t)[h(T ) − h(t)]dt = cP

cM
. (23.14)
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Letting LRL(T ) be the left-hand side of (23.14), LRL(T ) increases strictly with

T from LRL(0) = −
∞∫

T
Ḡ(t)h(t) dt < 0 to ∞. Thus, there exists an optimal T ∗

RL
(
0 < T ∗

RL < ∞) that satisfies (23.14), and the resulting cost rate is

CRL
(
T ∗
RL

) = cMh
(
T ∗
RL

)
. (23.15)

23.3.3 Replacement Overtime

Suppose that the unit is replaced at the first completion of working cycles over time
T (0 < T ≤ ∞). Then, the expected number of failures until replacement is

∞∑

j=0

T∫

0

⎡

⎣
∞∫

T

H (u) dG(u − t)

⎤

⎦dG(j)(t)H (T ) +
∞∫

T

Ḡ(t)h(t) dt

+
T∫

0

⎡

⎣
∞∫

T

Ḡ(u − t)h(u) du

⎤

⎦dM (t),

and the mean time to replacement is

∞∑

j=0

T∫

0

⎡

⎣
∞∫

T

u dG(u − t)

⎤

⎦dG(j)(t) = T +
∞∫

T

Ḡ(t) dt +
T∫

0

⎡

⎣
∞∫

T

Ḡ(u − t) du

⎤

⎦dM (t).

Therefore, the expected cost rate is

CRO(T ) = cM
{
H (T )+∫∞

T Ḡ(t)h(t) dt+∫ T
0 [
∫∞
T Ḡ(u−t)h(u) du]dM (t)

}
+cP

T+∫∞
T Ḡ(t) dt+∫ T

0 [
∫∞
T Ḡ(u−t) du]dM (t)

. (23.16)

We find optimal T ∗
RO to minimize CRO(T ). Differentiating CRO(T ) with respect to

T and putting it equal to zero,

∞∫

0

θḠ(t)

⎛

⎝Th(T + t) − H (T ) +
∞∫

T

Ḡ(u)[h(T + t) − h(u)] du

+
T∫

0

⎧
⎨

⎩

∞∫

T

Ḡ(u − x)[h(T + t) − h(u)] du

⎫
⎬

⎭
dM (x)

⎞

⎠dt = cP
cM

, (23.17)
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whose left-hand side increases strictly with T from 0 to ∞. Thus, there exists an
optimal T ∗

RO

(
0 < T ∗

RO < ∞) that satisfies (23.17), and the resulting cost rate is

CRO
(
T ∗
RO

) = cM
∞∫

0
θḠ(t)h

(
T ∗
RO + t

)
dt. (23.18)

23.3.4 Comparisons of T∗
RF, T

∗
RL, and T

∗
RO

Comparing with the left hand of (23.11) and (23.14),

DR(T ) ≡ LRL(T ) − LRF(T ) =
T∫

0

G(t)[h(T ) − h(t)] dt

−
∞∫

T

Ḡ(t)[h(t) − h(T )] dt,

(23.19)

which increases strictly from − ∫∞
0 Ḡ(t)h(t) dt < 0 to ∞. Thus, there exists a finite

and unique T ∗
P

(
0 < T ∗

P < ∞) that satisfies DR(T ) = 0. Therefore, from (23.12) to
(23.15), we have the following results:

(i) If LRF
(
T ∗
P

) ≥ cP/cM, then T ∗
RF ≤ T ∗

RL and replacement first is better than
replacement last.

(ii) If LRF
(
T ∗
A

)
< cP/cM, then T ∗

RF > T ∗
RL and replacement last is better than

replacement first.

Next, we compare the left hands of (23.11) and (23.17) when G(t) = 1 − e−θ t .
Then, we have

T

∞∫

0

θe−θ th(t + T ) dt − H (T ) −
T∫

0

e−θ t[h(T ) − h(t)] dt

= T +
∞∫

0

θe−θ t[h(t + T ) − h(T )] dt +
T∫

0

(
1 − e−θ t

)
[h(T ) − h(t)] dt > 0,

and hence, T ∗
RO < T ∗

RF. Thus, we can compare CRO
(
T ∗
RO

)
in (23.18) with CRF

(
T ∗
RF

)

in (23.12), and determine which policy is better. For example, when H (t) = (λt)2,
i.e., h(t) = 2λ2t, from (23.18),

CRO
(
T ∗
RO

) = 2cMλ2

(

T ∗
RO + 1

θ

)

,
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and from (23.12),

CRF
(
T ∗
RF

) = 2cMλ2T ∗
RF.

Thus, we have the following results:

(i) If T ∗
RO + 1/θ ≥ T ∗

RF, then replacement first is better than replacement overtime.
(ii) If T ∗

RO + 1/θ < T ∗
RF, then replacement overtime is better than replacement first.

Furthermore, we compare the left hands of (23.14) and (23.17) when G(t) =
1 − e−θ t . Then, we have

T

∞∫

0

θe−θ th(t + T ) dt − H (T ) −
T∫

0

[h(T ) − h(t)]dt +
∞∫

T

e−θ t[h(t) − h(T )] dt

= T +
∞∫

0

θe−θ t[h(t + T ) − h(T )] dt +
∞∫

T

e−θ t[h(t) − h(T )] dt > 0,

and hence, T ∗
RO < T ∗

RL. Thus, we can compare CRO
(
T ∗
RO

)
in (23.18) with CRL

(
T ∗
RL

)

in (23.15), and determine which policy is better. For example, when h(t) = 2λ2t,
from (23.15),

CRL
(
T ∗
RL

) = 2cMλ2T ∗
RL.

Thus, we have the following results:

(i) If T ∗
RO + 1/θ ≥ T ∗

RL, then replacement last is better than replacement overtime,
(ii) If T ∗

RO + 1/θ < T ∗
RL, then replacement overtime is better than replacement last.

23.4 Replacement with Cycle N or Failure K

23.4.1 Replacement with Cycle N

We consider that the unit operates for a job with random cycles Yj (j = 1, 2, . . .)
and undergoes minimal repair at each failure, and the unit is replaced at cycle N
(N = 1, 2, . . .) [5]. Then, the expected number of failures until replacement is

∞∫

0

H (t) dG(N )(t) =
∞∫

0

[
1 − G(N )(t)

]
h(t) dt,

and the mean time to replacement is N/θ .
Therefore, the expected cost rate is
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C(N ) = cN+cM
∫∞
0 [1−G(N )(t)]h(t) dt

N/θ
, (23.20)

where cN = replacement cost at cycle N . We find optimal N ∗ to minimize C(N ).
Forming the inequality C(N + 1) − C(N ) ≥ 0,

∞∫

0

[
1 − G(N )(t)

][
Q2(N ) − h(t)

]
dt ≥ cN

cM
, (23.21)

where for 0 < T ≤ ∞ and N = 0, 1, 2, . . .,

Q2(N ;T ) ≡
∫ T
0

[
G(N )(t) − G(N+1)(t)

]
h(t)dt

∫ T
0

[
G(N )(t) − G(N+1)(t)

]
dt

≤ h(T ),

Q2(N ) ≡ lim
T→∞Q2(N ;T ) = θ

∞∫

0

[
G(N )(t) − G(N+1)(t)

]
h(t)dt.

In particular, when G(t) = 1 − e−θ t ,

Q2(N ) =
∞∫

0

θ(θ t)N

N ! e−θ th(t)dt,

which increases strictly with N to h(∞). Thus, there exists optimal N ∗
(1 ≤ N ∗ < ∞) that satisfies (23.21), and the resulting cost rate is

cMQ2(N ∗ − 1) < C(N ∗) ≤ cMQ2(N ∗). (23.22)

23.4.2 Replacement with Failure K

Suppose that the unit is replaced at failure K (K = 1, 2, . . .) [3]. Then, the expected
cost rate is

C(K) = cK+cMK∫∞
0 P̄K(t)dt

, (23.23)

where cK = replacement cost at failure K . We find optimal K∗ to minimize C(K).
Forming the inequality C(K + 1) − C(K) ≥ 0,
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Q3(K)
∞∫

0
P̄K(t)dt − K ≥ cK

cM
, (23.24)

where for 0 < T ≤ ∞ and K = 0, 1, 2, . . .,

Q3(K;T ) ≡
∫ T
0 pK(t)h(t)dt
∫ T
0 pK(t)dt

, Q3(K) ≡ lim
T→∞Q3(K;T ) = 1

∫∞
0 pK(t)dt

,

which increases strictly with K to h(∞). Thus, because the left-hand side of (23.24)
increases strictlywithK to∞, there exists an optimalK∗ (1 ≤ K∗ < ∞) that satisfies
(23.24), and the resulting cost rate is

cMQ3(K∗ − 1) < C(K∗) ≤ cMQ3(K∗). (23.25)

23.4.3 Numerical Comparison

It is very difficult to discuss analytically comparisons of optimal N ∗ and K∗. Thus,
we give numerical examples of optimal N ∗ and K∗ when G(t) = 1 − e−t and
H (t) = (λt)2, i.e., h(t) = 2λ2t. In this case,

Q2(N ) =
∞∫

0

tN

N !e
−t2λ2tdt = 2λ2(N + 1),

∞∫

0

[
1 − G(N )(t)

]
h(t) dt =

N−1∑

j=0

∞∫

0

tj

j!e
−t2λ2tdt = λ2N (N + 1),

and from (23.21), optimal N ∗ is given by

λ2N (N + 1) ≥ cN
cM

,

and from (23.20),

C(N ∗)
cM

= cN/cM + λ2N ∗(N ∗ + 1)

N ∗ .
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Furthermore, noting that

∞∫

0

pK(t) dt =
∞∫

0

(λt)2K

K ! e−(λt)2dt = 1

2λ

Γ (K + 1/2)

Γ (K + 1)
,

K−1∑

j=0

∞∫

0

pj(t)dt = 1

λ

Γ (K + 1/2)

Γ (K)
,

optimal K∗ is, from (23.24),

2Γ (K+1/2)/Γ (K)

Γ (K+1/2)/Γ (K+1) − K = K ≥ cK
cM

,

where Γ (α) ≡ ∫∞
0 xα−1e−xdx for α > 0. Thus, if cK/cM is an integer, then K∗ =

cK/cM, and from (23.23),

C(K∗)
cM

= cK/cM+K∗
Γ (K∗+1/2)/[λΓ (K∗)] .

Table 23.1 gives optimal K∗, N ∗, C(K∗)/cM and C(N ∗)/cM for λ = 0.1, 1.0, and
cN/cM = 1, 2, . . . , 10.We can see that for λ = 1.0,C(K∗)/cM < C(N ∗)/cM, that is,
replacement with K∗ is better than replacement with N ∗. On the other hand, for λ =
0.1, C(K∗)/cM > C(N ∗)/cM for K∗ = cN/cM ≤ 5, and C(K∗)/cM < C(N ∗)/cM
for K∗ ≥ 6. Optimal N ∗ decreases with λ. The reason would be that when λ is large,
interval times of failures become small and we should replace early to avoid the cost
of failures; however, λN ∗ are almost the same for λ.

Table 23.1 Optimal N ∗, K∗, C(K∗)/cM and C(N ∗)/cM when G(t) = 1− e−t , H (t) = (λt)2, and
cN = cK
cN
cM

K∗ λ = 0.1 λ = 1.0

N ∗ C(K∗)
cM

C(N∗)
cM

N ∗ C(K∗)
cM

C(N∗)
cM

1 1 10 0.226 0.210 1 2.257 3.000

2 2 14 0.301 0.293 1 3.009 4.000

3 3 17 0.361 0.357 2 3.611 4.500

4 4 20 0.413 0.410 2 4.127 5.000

5 5 22 0.459 0.457 2 4.585 5.500

6 6 22 0.500 0.503 2 5.002 6.000

7 7 24 0.539 0.542 3 5.387 6.333

8 8 26 0.575 0.578 3 5.746 6.667

9 9 28 0.608 0.611 3 6.084 7.000

10 10 32 0.640 0.643 3 6.404 7.333
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23.5 Replacement First, Last, or Overtime with Cycle N
and Failure K

23.5.1 Replacement First

Suppose that the unit is replaced at cycle N (N = 1, 2, . . .) or at failure K
(K = 1, 2, . . .), whichever occurs first. The probability that the unit is replaced at
cycle N is

∫∞
0 P̄K(t) dG(N )(t), and the probability that it is replaced at failure K is∫∞

0

[
1 − G(N )

]
dPK (t). The expected number of failures until replacement is

∞∫

0

H (t)P̄K(t) dG(N )(t) +
∞∫

0

H (t)
[
1 − G(N )(t)

]
dPK(t)

=
∞∫

0

[
1 − G(N )(t)

]
P̄K(t)h(t) dt,

and the mean time to replacement is

∞∫

0

t P̄K(t) dG(N )(t) +
∞∫

0

t
[
1 − G(N )(t)

]
dPK(t)

=
∞∫

0

[
1 − G(N )(t)

]
P̄K(t) dt.

Therefore, the expected cost rate is

CF(N ,K) = cK−(cK−cN)
∫∞
0 P̄K(t) dG(N )(t)+cM

∫∞
0 [1−G(N )(t)]P̄K(t)h(t) dt

∫∞
0 [1−G(N )(t)]P̄K(t) dt

. (23.26)

We find optimal N ∗
F and K∗

F to minimize CF(N ,K) when cK = cN and G(t) =
1 − e−θ t . At first, we find optimal N ∗

F for a fixed K . Forming the inequality
CF(N + 1,K) − CF(N ,K) ≥ 0,

Q4(N ,K)

∞∫

0

[
1 − G(N )(t)

]
P̄K(t) dt −

∞∫

0

[
1 − G(N )(t)

]
P̄K(t)h(t) dt ≥ cN

cM
, (23.27)
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where

Q4(N ,K) ≡
∑K−1

j=0

∫∞
0 (θ t)N e−θ tpj(t)h(t) dt

∑K−1
j=0

∫∞
0 (θ t)N e−θ tpj(t) dt

,

which increases strictly with N from Q4(0,K) to h(∞) and increases strictly with
K from Q4(N , 1) to

Q4(N ,∞) =
∞∫

0

θ(θ t)N

N ! e−θ th(t) dt = Q2(N ).

Thus, because the left-hand side of (23.27) increases strictly with N to ∞, there
exists optimal N ∗

F

(
1 ≤ N ∗

F < ∞) that satisfies (23.27), and the resulting cost rate is

cMQ4
(
N ∗
F − 1,K

)
< CF

(
N ∗
F ,K

) ≤ cMQ4
(
N ∗
F ,K

)
(23.28)

Next, we find optimal K∗
F for a fixed N . Forming the inequality CF(N ,K + 1) −

CF(N ,K) ≥ 0,

Q5(K,N )

∞∫

0

[
1 − G(N )(t)

]
P̄K(t) dt −

∞∫

0

[
1 − G(N )(t)

]
P̄K(t)h(t) dt ≥ cK

cM
, (23.29)

where

Q5(K,N ) ≡
∑N−1

j=0

∫∞
0

[
(θ t)j/j!]e−θ tpK(t)h(t) dt

∑N−1
j=0

∫∞
0

[
(θ t)j/j!]e−θ tpK(t) dt

,

which increases strictly with N fromQ5(K, 1) toQ5(K,∞) = Q3(K), and increases
strictly with K from Q5(0,N ) to h(∞). Thus, because the left-hand side of (23.29)
increases strictly with K to ∞, there exists optimal K∗

F

(
1 ≤ K∗

F < ∞) that satisfies
(23.29), and the resulting cost rate is

cMQ5
(
K∗
F − 1,N

)
< CF

(
N ,K∗

F

) ≤ cMQ5
(
K∗
F ,N

)
. (23.30)

23.5.2 Replacement Last

Suppose that the unit is replaced at cycle N (N = 0, 1, 2, . . .) or at failure K
(K = 0, 1, 2, . . .), whichever occurs last. The probability that the unit is replaced
at cycle N is

∫∞
0 PK(t) dG(N )(t), and the probability that it is replaced at failure K is∫∞

0 G(N )(t) dPK (t). The expected number of failures until replacement is
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∞∫

0

H (t)PK(t) dG(N )(t) +
∞∫

0

H (t)G(N )(t) dPK(t)

=
∞∫

0

[
1 − G(N )(t)PK(t)

]
h(t) dt,

and the mean time to replacement is

∞∫

0

tPK(t) dG(N )(t) +
∞∫

0

t G(N )(t) dPK(t) =
∞∫

0

[
1 − G(N )(t)PK (t)

]
dt.

Therefore, the expected cost rate is

CL(N ,K) = cK−(cN−cK)
∫∞
0 PK(t) dG(N )(t)+cM

∫∞
0 [1−G(N )(t)PK (t)]h(t) dt∫∞

0 [1−G(N )(t)PK (t)] dt . (23.31)

We find optimal N ∗
L and K∗

L to minimize CL(N ,K) when cK = cN and
G(t) = 1 − e−θ t . At first, we find optimal N ∗

L for a fixed K . Forming the inequality
CL(N + 1,K) − CL(N ,K) ≥ 0,

Q̃4(N ,K)

∞∫

0

[
1 − G(N )(t)PK(t)

]
dt −

∞∫

0

[
1 − G(N )(t)PK(t)

]
h(t) dt ≥ cN

cM
, (23.32)

where

Q̃4(N ,K) ≡
∑∞

j=K

∫∞
0 (θ t)N e−θ tpj(t)h(t) dt

∑∞
j=K

∫∞
0 (θ t)N e−θ tpj(t) dt

,

which increases strictly with N from Q̃4(0,K) to h(∞), and increases strictly with
K from

Q̃4(N , 0) =
∞∫

0

θ(θ t)N

N ! e−θ th(t) dt = Q2(N )

to h(∞), and Q̃4(N ,K) ≥ Q4(N ,K). Thus, because the left-hand side of (23.32)
increases strictly with N to ∞, there exists optimal N ∗

L

(
0 ≤ N ∗

L < ∞) that satisfies
(23.32), and the resulting cost rate is

cMQ̃4
(
N ∗
L − 1,K − 1

)
< CL

(
N ∗
L ,K

) ≤ cMQ̃4
(
N ∗
L ,K − 1

)
. (23.33)
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Next, we find optimal K∗
L for a fixed N . Forming the inequality CL(N ,K + 1) −

CL(N ,K) ≥ 0,

Q̃5(K,N )

∞∫

0

[
1 − G(N )(t)PK(t)

]
dt −

∞∫

0

[
1 − G(N )(t)PK(t)

]
h(t) dt ≥ cK

cM
, (23.34)

where

Q̃5(K,N ) ≡
∫∞
0 G(N )(t)pK(t)h(t) dt
∫∞
0 G(N )(t)pk(t) dt

,

which increases strictly with K from Q̃5(0,N ) to h(∞). Thus, because the left-hand
side of (23.34) increases strictly withK to∞, there exists optimalK∗

L

(
0 ≤ K∗

L < ∞)
that satisfies (23.34), and the resulting cost rate is

cMQ̃5
(
K∗
L − 1,N

)
< CL

(
N ,K∗

L

) ≤ cMQ̃5
(
K∗
L,N

)
. (23.35)

23.5.3 Numerical Comparison

We show numerically optimal
(
K∗
F ,N ∗

F

)
and

(
K∗
L,N ∗

L

)
when cN = cK, G(t) = 1 −

e−t and H (t) = (λt)2. They are computed by enumeration and comparison of the
expected cost rates. Tables 23.2 and 23.3 give

(
K∗
F ,N ∗

F

)
, CF
(
K∗
F ,N ∗

F

)
/cM,

(
K∗
L,N ∗

L

)
,

and CL
(
K∗
L,N ∗

L

)
/cM for cN

cM
= 1, 2, . . . , 10 when λ = 0.1 and λ = 1.0, respectively.

Table 23.2 Optimal
(
K∗
F ,N ∗

F

)
, CF

(
K∗
F ,N ∗

F

)
/cM,

(
K∗
L,N ∗

L

)
and CL

(
K∗
L,N ∗

L

)
/cM when G(t) =

1 − e−t , H (t) = (λt)2, cN = cK, and λ = 0.1

cN
cM

(
K∗
F ,N ∗

F

) (
K∗
L,N ∗

L

) CF(K∗
F ,N∗

F )
cM

CL(K∗
L ,N∗

L)
cM

1 (3, 11) (0, 9) 0.208 0.210

2 (4, 15) (1, 13) 0.291 0.292

3 (5, 19) (2, 16) 0.354 0.355

4 (6, 22) (3, 18) 0.407 0.408

5 (7, 25) (4, 20) 0.454 0.455

6 (8, 27) (5, 22) 0.496 0.497

7 (9, 30) (6, 24) 0.535 0.536

8 (10, 32) (7, 25) 0.572 0.572

9 (11, 34) (8, 26) 0.606 0.607

10 (12, 36) (9, 28) 0.638 0.639
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Table 23.3 Optimal
(
K∗
F ,N ∗

F

)
, CF

(
K∗
F ,N ∗

F

)
/cM,

(
K∗
L,N ∗

L

)
and CL

(
K∗
L,N ∗

L

)
/cM when G(t) = 1−

e−t , H (t) = (λt)2, cN = cK, and λ = 1.0

cN
cM

(
K∗
F ,N ∗

F

) (
K∗
L,N ∗

L

) CF(K∗
F ,N∗

F )
cM

CL(K∗
L ,N∗

L)
cM

1 (2, 3) (2, 1) 2.221 2.617

2 (3, 4) (3, 1) 2.995 3.222

3 (4, 5) (4, 1) 3.604 3.750

4 (5, 5) (5, 1) 4.123 4.224

5 (6, 6) (6, 1) 4.583 4.657

6 (7, 7) (7, 1) 5.001 5.056

7 (8, 7) (8, 1) 5.386 5.429

8 (9, 8) (9, 1) 5.745 5.779

9 (10, 8) (9, 1) 6.083 6.110

10 (11, 9) (10, 1) 6.404 6.426

We can see from these tables that CF
(
K∗
F ,N ∗

F

)
/cM < CL

(
K∗
L,N ∗

L

)
/cM; however, two

costs are almost the same. Optimal
(
K∗
F ,N ∗

F

)
and

(
K∗
L,N ∗

L

)
for λ = 1.0 are smaller

than those for λ = 0.1. This indicates that if λ is large, i.e., possibility of failure is
high, we should replace early the unit to avoid the cost of failures. We could make
similar discussions for the case of cN 	= cK.

23.6 Standby and Parallel Systems

Finally, we compare reliability measures and replacement policies of a standby
system and a parallel system that consist of n (n = 1, 2, . . .) identical units. Each unit
has a failure distribution F(t) with finite mean μ, density function f (t) ≡ dF(t)/dt,
and failure rate h(t) ≡ f (t)/F̄(t).

23.6.1 Reliability Measures

For a standby system: When an operating unit has failed, the next unit begins to
operate immediately. The system fails when all units have failed. Then, reliability,
MTTF (mean time to failure), and failure rate are, respectively,
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RS(t) = 1 − F (n)(t), μS =
∞∫

0

[
1 − F (n)(t)

]
dt,

hS(t) = f (n)(t)

1 − F (n)(t)
(n = 1, 2, . . .). (23.36)

For a parallel system: All units begin to operate a time 0, and the system fails
when they have failed. Then, reliability, MTTF, and failure rate are, respectively,

RP(t) = 1 − F(t)n, μP =
∞∫

0

[
1 − Ftn

]
dt, hP(t) = nh(t)F̄(t)F(t)n−1

1 − F(t)n
. (23.37)

When F(t) = 1 − e−λt , (23.36) and (23.37) are, respectively,

RS(t) =
n−1∑

j=0

(λt)j

j! e−λt, μS = n

λ
, hS(t) = λ(λt)n−1/(n − 1)!

∑n−1
j=0

[
(λt)j/j!] , (23.38)

and

RP(t) = 1 − (1 − e−λt
)n

, μP = 1

λ

n∑

j=1

1

j
, hP(t) = ne−λt

(
1 − e−λt

)n−1

1 − (1 − e−λt
)n .

(23.39)

Comparing the above two results, we easily have RS(t) ≥ RP(t) and μS ≥ μP.
Furthermore, using a mathematical induction, we have

hP(t) = n
(
1 − e−λt

)n−1

∑n−1
j=0

(
1 − e−λt

)j ≥ (λt)n−1/(n − 1)!
∑n−1

j=0

[
(λt)j/j!] .

Table 23.4 presents values of Ri(t), μi(t), and hi(t) (i = S,P) for n at time 1.0
when λ = 1.0. When n becomes large, we can see the obvious differences between
the two systems. For MTTF, μS increases strictly with n to ∞, but μP increases
slowly and will be γ + logn when n is large enough, where γ is Euler’s constant
and γ = 0.577215 . . .. For reliability and failure rate, it is much easier for a standby
system to keep it reliable by increasing the number of units, e.g., when n increases
to 7, RS(t) = 1.000 > RP(t) = 0.960, and hS(t) = 0.001 < hP(t) = 0.171.
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Table 23.4 Values of RS(t), RP(t), μS, μP, hS(t), and hP(t) when F(t) = 1 − e−t

n RS(t) RP(t) μS μP hS(t) hP(t)

1 0.368 0.368 1.000 1.000 1.000 1.000

2 0.736 0.600 2.000 1.500 0.500 0.775

3 0.920 0.747 3.000 1.833 0.200 0.590

4 0.981 0.840 4.000 2.083 0.062 0.442

5 0.996 0.899 5.000 2.283 0.015 0.327

6 0.999 0.936 6.000 2.450 0.003 0.238

7 1.000 0.960 7.000 2.590 0.001 0.171

8 1.000 0.975 8.000 2.718 0.000 0.121

9 1.000 0.984 9.000 2.829 0.000 0.086

10 1.000 0.990 10.000 2.929 0.000 0.060

23.6.2 Replacement Policies

Suppose that both systems work for the same job with processing times and fail
when all of units have failed. Let cA be the acquisition cost for one unit and cR be
the replacement cost at each failure. Then, the total acquisition and replacement cost
for a standby system until failure is n(cA + cR), and the expected cost rate is

CS(n) = n(cA+cR)∫∞
0 [1−F (n)(t)] dt . (23.40)

The total acquisition and replacement cost for a parallel system until failure is
ncA + cR, and the expected cost rate is

CP(n) = ncA+cR∫∞
0 [1−Ftn] dt

. (23.41)

When F(t) = 1 − e−λt , (23.40) and (23.41) become, respectively,

CS(n)

λ
= cA + cR,

CP(n)

λ
= ncA + cR∑n

j=1(1/j)
. (23.42)

We find optimal n∗
P tominimizeCP(n) in (23.42). From the inequalityCP(n + 1)−

CP(n) ≥ 0 and CP(n) − CP(n − 1) < 0,

(n + 1)
n+1∑

j=2

1
j ≥ cA

cR
> n

n∑

j=1

1
j . (23.43)

Thus, optimal number n∗
P

(
1 ≤ n∗

P < ∞) is given by a finite and unique integer
that satisfies (23.43). Therefore, from (23.42) to (23.43), if
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1
n∗
P−1

n∗
P∑

j=2

1
j ≥ cA

cR+cA
, (23.44)

then a parallel systemwould save more cost than a standby system. However, (23.44)
is rewritten as

∑n∗P
j=2(1/j)

n∗
P−1−∑n∗P

j=2(1/j)
≥ cA

cR
, (23.45)

and from (23.43),

n
n∑

j=2

1

j
−

∑n
j=2(1/j)

n − 1 −∑n
j=2(1/j)

=
∑n

j=2(1/j)

n − 1 −∑n
j=2(1/j)

⎡

⎣n
n∑

j=2

(

1 − 1

j

)

− 1

⎤

⎦ ≥ 0,

which implies that there does not exist n∗
P that satisfies (23.45). This shows actually

that under the above conditions, a standby system saves more cost than a parallel
system.

We next compute a modified cost ĉA ≥ cA and optimal number n̂P for a parallel
system, by setting CP

(
n̂P
)
/λ = CS(n)/λ = cA + cR when the original cA is still used

for a standby system. This might be the case when a parallel system is better than a
standby one.

We solve the following simultaneous equations for given cA + cR:

(
n̂P + 1

) n̂P+1∑

j=2

1

j
≥ ĉA

cR
,

and

nĉA + cR
∑n̂P

j=1(1/j)
= cA + cR.

That is, we compute n̂P that satisfies

n̂P
(
n̂P + 1

) n̂P+1∑

j=2

1
j ≥

(
cA
cR

+ 1
) n̂P∑

j=1

1
j − 1. (23.46)

Using n̂P, we compute ĉA/cR which is given by

ĉA
cR

= 1
n̂P

[
(
cA
cR

+ 1
) n̂P∑

j=1

1
j − 1

]

. (23.47)
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Table 23.5 Optimal n∗
P, CP

(
n∗
P

)
/λcR, n̂P, and ĉA/cR when F(t) = 1 − e−t

cA
cR

CS(n)
λcR

n∗
P

CP(n∗
P)

λcR
n̂P

ĉA
cR

1.0 2.000 1 2.000 1 1.000

2.0 3.000 2 3.333 2 1.750

3.0 4.000 3 5.455 2 2.500

4.0 5.000 3 7.091 3 3.250

5.0 6.000 4 10.080 3 3.333

6.0 7.000 4 12.000 3 3.944

7.0 8.000 5 15.766 4 4.556

8.0 9.000 5 17.956 4 4.437

9.0 10.000 6 22.449 4 4.958

10.0 11.000 6 24.898 4 5.479

Table 23.5 presents optimal n∗
P and its CP

(
n∗
P

)
/λcR, and modified n̂P and ĉA/cR.

It is shown that ĉA ≤ cA can be found, and we can provide less unit for a parallel
system under ĉA, as shown in Table 23.5 that n̂P ≤ n∗

P. That is, if the unit acquisition
cost ĉA for a parallel system is lower than that cA for a standby system, then we could
adopt a parallel system to save the expected cost rate; otherwise, a standby system
should be used.

23.7 Conclusion

We have summarized systematically and shortly various comparisons of replace-
ment first, last, and overtime policies in random age and periodic replacements,
periodic replacement with cycle number and failure number, and reliability prop-
erties of standby and parallel systems, based on our original research works. We
have derived optimal policies theoretically and decided which policy is better than
the other by comparing them. These results would be applied to some real systems
such as industrial equipment, and network and computer systems. The comparisons
given in this chapter would be greatly useful for researchers in reliability to search
for new topics of studies and for engineers and managers who are worried about
which policy should be adopted for objective systems. Furthermore, we believe that
“Which-is-Better (WIB) Problems” is the first name in reliability fields and would
have great impact among the readers in reliability.
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Chapter 24
A Simple and Accurate Approximation
to Renewal Function of Gamma
Distribution

R. Jiang

Abstract Renewal function (RF) of a life distribution has many applications,
including reliability andmaintenance-related decision optimizations. Such optimiza-
tion problems need a simple and accurate approximation of RF so as to facilitate the
solving process. Several such approximations have been developed for the Weibull
distribution, but it seems that no such approximation is available for the gammadistri-
bution. This may result from the fact that the convolutions of the gamma distribution
are known so that its RF can be evaluated by a partial sum of gamma distribution
series. However, the partial sum usually involves a number of terms and hence is not
simple. Thus, a simple and accurate RF approximation for the gamma distribution
is still desired. This chapter proposes such an approximation. The proposed approx-
imation uses a weight function to smoothly link two known asymptotical relations.
The parameters of the weight function are given in the form of empirical functions
of the shape parameter. The maximum relative error of the proposed approximation
is smaller than 1% for most of typical range of the shape parameter. The approxima-
tion is particularly useful for solving optimization problems that need to iteratively
evaluate a gamma RF.

Keywords Gamma distribution · Renewal function · Approximation ·
Asymptotical relation · Weight function

24.1 Introduction

The gamma distribution hasmany applications in reliability andmaintenance-related
areas. Typical applications include

• Modeling the lifetime of a unit [1–4]
• Modeling the demand amount of a spare part [5, 6]
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• Modeling a random degradation quantity, i.e., the gamma process model [7]
• Modeling heterogeneity in lifetime data as a frailty model [8], and
• Modeling inter-arrival times in a queuing system [9].

Similarly, the renewal function (RF) of a cumulative distribution function (cdf) has
wide applications such as in reliability theory; continuous sampling plans; mainte-
nance optimization; warranty cost estimation; spare part inventory planning, control,
and management; and queuing systems [10–13]. The applications can be roughly
divided into two categories:

(a) Calculating the RF for a known t and
(b) Decision optimization for the problems that need to iteratively evaluate the RF

for different values of t.

For case (a), many numerical methods are available (e.g., see [14]). Jin and Goni-
gunta [12] propose the generalized exponential function to approximate the gamma
distributions and then solve for the RF using the Laplace transform. It is concluded
that the proposed model can achieve good approximations when the gamma shape
parameter is in the range of 1–10. However, using a partial sum of the gamma cdf
series to evaluate the gamma RF appears more straightforward, simpler, and more
accurate than their approximations.

For case (b), when the shape parameter is a positive integer, the gamma distri-
bution becomes the Erlang distribution, for which a closed-form expression exists
and the expression becomes complicated as the shape parameter increases [15].
Thus, a simple and accurate approximation to the gamma RF is desired when the
shape parameter is not a positive integer or is a large integer. It seems that no such
approximation is available currently.

This chapter presents such an approximation to fill this gap. The proposed approx-
imation uses a weight function to smoothly link two asymptotical relations. The first
asymptotical relation is the first two terms of the gamma cdf series, which is accurate
for small to moderate t; and the second is the well-known asymptotical relation that
is applicable for large t. The weight function is the reliability function associated
with the normal distribution and its parameters are functions of the shape parameter
of the gamma distribution. An accuracy analysis is carried out and the results show
that the proposed approximation is very accurate besides being simple.

This chapter is organized as follows. Some important results of the gamma RF
are given in Sect. 24.2. The proposed approximation is presented and its accuracy
is analyzed in Sect. 24.3. A real-world example is given in Sect. 24.4 to confirm its
usefulness and accuracy. The chapter is concluded in Sect. 24.5.
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24.2 Some Important Results of the Gamma RF

24.2.1 Gamma Distribution and Its Moments

The gamma probability density function (pdf) is given by

f (t) = 1

ηαΓ (α)
tα−1e−t/η (24.1)

where α is the shape parameter, η is the scale parameter, and �(.) is the gamma
function. Generally, the gamma cdf does not have a closed-form analytic expression
and many software packages (e.g., MS Excel) have a standard function to evaluate it.
However, whenα is a positive integer, the gamma cdf becomes the Erlang distribution
and its cdf is given by Nakagawa [16]

F(t) = 1 − e−λt
α−1∑

k=0

(λt)k

k! (24.2)

where λ = 1/η.
The kth raw moment (k = 1, 2, …) is given by

mk =
∞∫

0

t k f (x)dx = ηkΓ (k + α)

Γ (α)
(24.3)

Letting k = 1 yields its mean.

μ = m1 = αη. (24.4)

Letting k = 2 yields its the second raw moment.

m2 = μ(μ + η). (24.5)

Its variance (denoted as σ 2) and coefficient of variation (CV, denoted as ρ) are
given respectively by

σ 2 = αη2; ρ = 1/
√

α. (24.6)

Jin and Gonigunta [12] mention that the typical range of α is 1–10 whenmodeling
the product reliability with increasing failure rate in many practical applications.
Jiang [17] mentions that the Weibull shape parameter value found in practice rarely
exceeds 4. That is, the CV of time to failure is usually larger than 0.2805, which
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corresponds to α < 12.71. Therefore, the upper bound of typical range of α can be
taken as 13.

24.2.2 Convolution of Two Gamma Distributions
with a Common Scale Parameter

Let X and Y be two independent gamma random variables with a common scale
parameter η and different shape parameters α1 and α2, respectively. The pdf of Z =
X + Y is given by Blischke and Murthy [18]

f (t) =
t∫

0

xα1−1(t − x)α2−1

ηα1+α2�(α1)�(α2)
e−x/η−(t−x)/ηdx

= tα1+α2−1e−t/η

ηα1+α2�(α1 + α2)

1∫

0

β(u;α1, α2)du (24.7)

where u = x/t and β(u;α1, α2) is the standard beta distribution with shape
parameters α1 and α2. Since

1∫

0

β(u;α1, α2)du = 1, (24.8)

Equation (24.7) becomes

f (t) = tα1+α2−1e−t/η

ηα1+α2Γ (α1 + α2)
. (24.9)

This implies that the sum of two independent gamma random variables with a
common scale parameter is still a gamma random variable with the same scale
parameter and its shape parameter is the sum of two individual shape parameters.
This is an important property of the gamma distribution. Themiddle part of Eq. (24.7)
clearly shows that the “common scale parameter” is the key condition for the property
to hold.

24.2.3 Renewal Function and Its Asymptotical Relations

Consider a sequence of independent and identically distributed random variables
{Xk; k = 1, 2, …}. Let F(t) denote the cdf of Xk . The cdf of Tk = X1 + X2 + ··· +
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Xk is given by the k-fold convolution of F(t), denoted as F(k)(t) with F(1)(t) = F(t).
Let N(t) denote the number of renewals occurring in the interval (0, t]. The renewal
function is the expected value of N(t) and given by Nakagawa [16] and Jiang [19]

M(t) =
∞∑

k=1

F (k)(t) (24.10)

or

M(t) = F(t) +
t∫

0

M(t − x)dF(x) (24.11)

When t is small, F (k)(t) ≈ 0 for k > 1 so that

M(t) ≈ F(t). (24.12)

When t is large, the well-known asymptotical relation derived by Smith [20] is
given by

M(t) ≈ t

μ
− 0.5

(
1 − ρ2

)
. (24.13)

24.2.4 Some Special Cases of the Gamma RF

When α is a positive integer, the gamma distribution becomes into the Erlang
distribution; and when α = 1, the Erlang distribution reduces into the exponential
distribution.

For the Erlang distribution with small shape parameter, the analytical solution
of the integral equation given by Eq. (24.11) can be obtained using the Laplace
transform approach [15]. Some such solutions are shown in Table 24.1, where λ =

Table 24.1 RFs of the
Erlang distribution

α RF

1 M(t) = λt

2 M(t) = (
e−2λt + 2λt − 1

)/
4

3 M(t) =[
e−1.5λt

(
cos

(√
3
2 λt

)
+ 1√

3
sin

(√
3
2 λt

))
+ λt − 1

]/
3

4 M(t) =
[
e−2λt + 2e−λt (cos(λt) + sin(λt)) + 2λt − 3

]/
8
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1/η. As seen from the table, the expression of the solution becomes complicated as
α increases so that the analytical solution for α > 4 is rarely useful.

24.2.5 Series Representation of the Gamma RF

According to Eq. (24.9), the k-fold convolution of the gamma cdf is a gamma cdf
with shape parameter kα and scale parameter η. That is,

F (k)(t) = F(t; kα, η). (24.14)

Thus, the gamma RF can be evaluated by the following partial sum of gamma cdf
series

M(t) =
∞∑

k=1

F (k)(t) ≈
N∑

k=1

F(t; kα, η). (24.15)

Here, N is called the stop point and its value is determined according to the
following condition

ε(t, N ) =
∞∑

k=N+1

F(t; kα, η) ≤ ε (24.16)

where ε is a specified tolerance level, e.g., 10−6. The value ofN is determined through
solving the following inequality [16]

ε(t, N ) ≤ F(t; Nα, η)F(t)/[1 − F(t)]. (24.17)

For ε = 10−6, Table 24.2 shows the value ofN as a function of α and t/μ. As seen,
N increases as t increases and α decreases. For t/μ ≥ 3, N ≥ 8. This implies that the

Table 24.2 Values of N

α\t/μ 2.5 3 4 5 α\t/μ 2.5 3 4 5

1 15 17 20 23 7 6 9 11 14

1.5 13 14 17 20 8 6 8 11 13

2 11 13 15 18 9 6 8 11 13

3 10 11 13 16 10 6 8 10 13

4 9 10 12 15 11 6 8 10 13

5 7 9 12 14 12 5 8 10 13

6 7 9 11 14 13 5 8 10 12
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partial sum of gamma cdf series as a gamma RF approximation is not simple enough.
Therefore, it is necessary to develop a simple and accurate RF approximation for the
gamma distribution.

24.3 Proposed Gamma RF Approximation

Several attempts have been made to approximate the RF using a twofold sectional
model, which smoothly links two asymptotical relations [17, 21–23]. In this section,
we introduce a time-varying weight function to smoothly link the two asymptotical
relations. Specific details are outlined as follows.

24.3.1 Definition of the Proposed RF Approximation

LetM1(t) denote the asymptotical relation for small andmoderate t, andM2(t) denote
the asymptotical relation for large t. The phrase “small t” [“large t”] implies the time
range where Eq. (24.12) [Eq. (24.13)] is relatively accurate. Let τ 1 and τ 2 [which
are defined in Eq. (24.24)] denote the applicable ranges of Eqs. (24.12) and (24.13),
respectively. Thus, the phrase “moderate t” implies the time range between τ 1 and
τ 2.

The proposed RF approximation is given by

Ma(t) = p(t)M1(t) + [1 − p(t)]M2(t) (24.18)

where p(t) is the weight function and it monotonically decreases from 1 to 0 as t
increases. According to this property of p(t), the proposed approximation meets the
following relations:

Ma(t) → M1(t) for small t, and Ma(t) → M2(t) for large t. (24.19)

The approximation is characterized byM1(t),M2(t) and p(t), which are specified
as follows.

To extend the applicable range of F(t) as an RF approximation for small t,M1(t)
is taken as the sum of the first two terms of Eq. (24.15), i.e.,

M1(t) = F(t;α, η) + F(t; 2α, η). (24.20)

M2(t) is given by Eq. (24.13), i.e.,

M2(t) = t

μ
− 0.5

(
1 − ρ2

) = t

μ
− 0.5(1 − 1/α). (24.21)
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Theweight function is specified as a reliability function of the normal distribution,
given by

p(t) = 1 − Φ(t;μτ , στ ) (24.22)

where (.) is the normal cdf, μτ and σ τ are the model parameters to be specified in
the next subsection.

24.3.2 Determination of μτ and στ

We first analyze the applicable range of M1(t) and M2(t) by examining their rela-
tive errors with the exact values obtained from Eq. (24.15) with N = 15, which is
sufficiently large since N ≤ 15 for t/μ < 2.5 (see Table 24.2).

Referring to Fig. 24.1, we define two relative error curves

ε1(t) = 1 − M1(t)/M(t), ε2(t) = 1 − M2(t)/M(t). (24.23)

According to these two curves, we define two time points

τ1 = sup{t : |ε1(t)| ≤ 0.01}, τ2 = inf{t : |ε2(t)| ≤ 0.01}. (24.24)

Clearly, τ 1 [τ 2] is a measure of the applicable range ofM1(t) [M2(t)].
Table 24.3 shows the values of τ 1 and τ 2 as functions of α. From the table, we

have the following observations:

• Max(τ 1, τ 2) < 2.5μ, implying N = 15 is appropriate.
• τ 1 < τ 2 in the range of α = (1.0147, 2.2295); otherwise, τ 1 ≥ τ 2.
• For case of τ 1 < τ 2, the maximum relative error of the approximation can be larger

than 1%; for case of τ 1 ≥ τ 2, the maximum relative error is smaller than 1%.
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-0.01

0

0.01
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0.03

0 1 2 3

t/

(t)

1(t)

2(t)
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Fig. 24.1 Relative error curves (α = 7)
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Table 24.3 Values of τ 1 and τ 2

α τ 1/μ τ 2/μ τ 1 < τ 2? α τ 1/μ τ 2/μ τ 1 < τ 2?

1 0.2613 0.0000 No 4 1.3489 1.0061 No

1.0147 0.2695 0.2695 τ 1 = τ 2 5 1.5131 1.0366 No

1.25 0.4018 0.8632 Yes 6 1.6366 1.0294 No

1.5 0.5365 0.9451 Yes 7 1.7336 1.3521 No

1.75 0.6605 0.9407 Yes 8 1.8125 1.4191 No

2 0.7726 0.9072 Yes 9 1.8783 1.4457 No

2.2295 0.8654 0.8654 τ 1 = τ 2 10 1.9345 1.4589 No

2.25 0.8732 0.8614 No 11 1.9832 1.8161 No

2.5 0.9635 0.8106 No 12 2.0260 1.8713 No

3 1.1178 0.7114 No 13 2.0640 1.8997 No

Table 24.4 Correlation coefficients

μτ Ln(μτ) rτ Ln(rτ)

α 0.9584 0.7745 0.0420 0.1781

Ln(α) 0.9846 0.8705 0.1115 0.1506

It is reasonable to take μτ as close to the average of τ 1 and τ 2 as possible. To
find the function relation between μτ and α, we examine the correlation coefficients
(CCs) between {α, ln(α)} and {μτ , ln(μτ )}, and the results are shown in the second
and third columns of Table 24.4. As seen, μτ and ln(α) are highly correlated. After
some trials, the following model provides a good fitting to the data in Table 24.3:

μτ = (τ1 + τ2)/2 ≈ a/α + b ln(α + c). (24.25)

The parameters are estimated using the least square method, which minimizes the
following

SSE =
13∑

α=1

[
(μτ,α − τ1,α)2 + (μτ,α − τ2,α)2

]
. (24.26)

This yields (a, b, c) = (−0.5048μ, 0.7207μ, 2.2965).
The fitted model is displayed in Fig. 24.2. As seen, μτ is generally in-between τ 1

and τ 2, as expected.
Let rτ denote the range of τ 1 and τ 2, i.e.,

rτ = |τ1 − τ2|. (24.27)
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Fig. 24.2 Plot of μτ versus α

Similarly, we examine the CCs between {α, ln(α)} and {rτ , ln(rτ )} and the results
are shown in the last two columns of Table 24.4. As seen, all the four values of CCs
are small, implying that rτ can be thought to be independent of α. Thus, the value of
rτ is taken as the average of those values of rτ calculated from Table 24.3, i.e.,

rτ = 0.3030μ. (24.28)

The plot of rτ versus α is shown in Fig. 24.3, which confirms the appropriateness
of Eq. (24.28). According to the three-sigma rule of thumb, the value of σ τ can be
determined as

στ = rτ /6 = 0.0505μ. (24.29)

As a result, the proposed RF approximation is fully specified by four parameters:
(a, b, c) in Eq. (24.25) and rτ in Eq. (24.28).
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Fig. 24.3 Plot of rτ versus α
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24.3.3 Accuracy of the Proposed RF Approximation

According to Table 24.3, max(τ 1/μ, τ 2/μ) = 2.0640. Therefore, we evaluate the
accuracy in the range of t/μ = (0, 3). For a given α, the relative errors (denoted as
εi) at 60 time points (i.e., ti/μ = 0.05(0.05)3.0, 1 ≤ i ≤ 60) are computed as

εi = |1 − Ma(ti )/M(ti )|. (24.30)

Figure 24.4 shows the plots of the relative error curves for several values of α. As
seen, the shape is complex.

To be simple, we use the following two measures to evaluate the accuracy

εa = 1

60

60∑

i=1

εi , εM = max
i

(εi ). (24.31)

The values of the measures associated with a set of α’s values are shown in
Table 24.5 and displayed inFig. 24.5. From the table andfigure,we have the following
observations:

• The maximum of relative errors is 2.976%, the average of maximum relative
errors is 0.682% and the average of relative errors is 0.093%. More specifically,

Table 24.5 Accuracy measures as functions of α

α εa (%) εM (%) α εa (%) εM (%) α εa (%) εM (%)

1.5 0.416 2.976 4 0.028 0.261 9 0.068 0.511

2 0.186 1.482 5 0.042 0.307 10 0.079 0.623

2.5 0.066 0.664 6 0.042 0.390 11 0.086 0.607

3 0.052 0.413 7 0.042 0.296 12 0.093 0.456

3.5 0.037 0.317 8 0.053 0.323 13 0.104 0.598



560 R. Jiang

0

0.5

1

1.5

2

2.5

3

0 2 4 6 8 10 12 14

,%

a

Fig. 24.5 Plots of maximum and average of relative errors

the maximum relative errors are between 1 and 3% for α < 2.23 and smaller than
1% for α > 2.23. As a whole, the approximation is accurate.

• Trend analysis shows that both εa and εM first decrease and then increase as α

increases. This is because the facts thatM1(t) to approximate the RF for small t is
not very well when α is small and the RF fluctuates when α is large. As a result,
the approximation is very accurate in the range of α = (3.5, 8.0).

24.4 An Application to Maintenance Policy Optimization

The data shown in Table 24.6 are from Lawless [24] and deal with the number of
million revolutions before failure for 23 deep groove ball bearings in the life tests.

Using themaximum likelihoodmethod, the data are fitted to four optional models:
Weibull, Normal, Lognormal, and Gamma distributions. The estimated parameters
and corresponding log-likelihood values are shown inTable 24.7.As seen, the gamma
distribution is the most appropriate model in terms of the log-likelihood value.

Table 24.6 Data of time to failure for bearings

17.88 28.92 33.00 41.52 42.12 45.60 48.80 51.84

51.96 54.12 55.56 67.80 68.44 68.64 68.88 84.12

93.12 98.64 105.12 105.84 127.92 128.04 173.40

Table 24.7 Maximum likelihood estimates and log-likelihood values

Weibull Normal Lognormal Gamma

β, μ or α 2.103 72.23 4.151 4.028

η or σ 81.88 36.66 0.5215 17.93

ln(L) −113.688 −115.472 −113.125 −113.025
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Fig. 24.6 Cost rate curves obtained from the exact RF and proposed RF approximation

Table 24.8 Optimal
solutions and corresponding
cost rate and RF values

RF T* M(T*) J(T*)

Exact 33.9555 0.121646 0.047363

Approximate 33.9560 0.121651 0.047363

Suppose that a block replacement policy is implemented to preventively replace
the bearing. The optimal replacement time can be determined byminimizing the cost
rate function given by Jiang and Murthy [25]

J (t) = cp + c f M(t)

t
(24.32)

where cp is the cost of a preventive replacement and cf is the cost of a failure
replacement.

Without loss of generality, assume that cp = 1 and cf = 5. Figure 24.6 shows the
cost rate curves obtained from the exact RF (i.e., the solid line) and proposed RF
approximation (i.e., the dotted line). It is clear that the two curves almost overlap.
This is because α (= 4.028) is within the range where the approximation is very
accurate.

The optimal solutions, the corresponding cost rate and RF values are shown in
Table 24.8.As seen, the two solutions are almost the same. This confirms the accuracy
and usefulness of the proposed RF approximation.

24.5 Conclusions

In this chapter, we have discussed the necessity to develop an approximation to the
gamma RF. The main reasons for such an approximation have been

(a) Using the Laplace transform approach to solve the renewal integral equation
can obtain a relatively simple analytic solution only for α = 1, 2, 3, and 4 and
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(b) The partial sum of gamma cdf series requires a relatively large N to obtain an
adequate accuracy.

An important finding has been obtained. That is, the sum of two independent
gamma random variables is generally no longer a gamma random variable unless the
two random variables have a common scale parameter.

An approximation to the gamma RF has been proposed. The proposed approx-
imation is simple because it only has four parameters (three for the mean of the
normal weight function and one for its standard deviation); and it is accurate because
the maximum of the relative errors is smaller than 1% when α > 2.23, which covers
most of typical range of the gamma shape parameter.

IfM1(t) is taken as the first three terms of Eq. (24.15), the accuracy can be further
increased and the corresponding RF approximation is still relatively simple. In this
case, the values of τ 1 will get larger and the parameters of the weight function should
be slightly adjusted.

Similar to the gamma distribution, the convolution of the normal distribution is
known. A topic for future research is to examine the possibility to develop a similar
approximation for the normal distribution.
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Chapter 25
Transformative Maintenance
Technologies and Business Solutions
for the Railway Assets

Uday Kumar and Diego Galar

Abstract In the past, railway systems were overdesigned and underutilized making
the need for effective, coordinated, and optimized maintenance planning non-
existence. With passing years, these assets are getting old and at the same time,
their utilization has increased manifold mainly due to societal consciousness about
climate and cost. With steeply increasing utilization of railway systems, the major
challenge is to find the time slot to perform maintenance on the infrastructure and
rolling stocks to maintain its functionality and ensure safe train operation. This has
led the sector to look for new and emerging technologies that will facilitate effective
and efficient railway maintenance and ensure reliable, punctual, and safe train oper-
ation. This chapter presents the current status and the state-of-the-art of maintenance
in railway sector transformative maintenance technologies and business solutions
for the railway assets. It discusses the digital transformation of railway maintenance,
application of artificial intelligence (AI), machine learning, big data analytics, digital
twins, robots, and drones as part of the digital railway maintenance solutions. The
chapter presents a conceptual road map for developing transformative maintenance
solutions for railway using new and enabling technologies which are founded on
data-driven decisions.
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25.1 Introduction

Railway is an attractive mode of transport because of its environmental friendliness
and its sustainable way of transporting large amounts of freight and passengers in a
cost-effective and comfortable way. Other advantages are its low energy consump-
tion, owing to its high transport capacity, and its high level of safety. Since the railway
system runs on rails and wheels, it has an inherent advantage of lesser frictional resis-
tance which helps carry more load or wagons. However, the railway system has one
degree of freedom, which implies poor flexibility and low redundancy. High relia-
bility is a key factor for a stable railway system. If an unexpected incident occurs,
it can take a much longer time (than failure recovery time) due to additional factor
of train queues and related safety regulations (traffic recovery time) to restore the
normal traffic [1]. In this scenario, maintenance is perceived as a key business func-
tion for achieving punctuality, reliability, and cost-effectiveness of railway assets and
rail transport.

Hence, a key challenge for the modern-day railway sector is to ensure a reliable,
punctual, and cost-effective mode of the transport system for passengers and goods.
This necessitates a high level of reliability, availability (and capacity), and safety of
railway infrastructure and rolling stockswhich can only be ensured through effective,
coordinated and efficient maintenance planning and executions.

So far, railway has been using the standard technologies and tools required to run
the railway in a safe, effective, and efficient way. These technologies can be broadly
classified as supporting and optimizing technologies and collectively provides the
foundation for the predictive technologies, and are used for the estimation of the
remaining useful life (RUL) popularly using condition monitoring tools and tech-
nologies, RAMS (reliability, and maintainability and safety) modeling, Life Cycle
Costing (LCC) analysis, etc., to arrive at the correct maintenance decision. These
challenges have led to the search for innovative maintenance solutions and deploy-
ment of new and emerging technologies such as AI, Machine learning, Big data
analytics, IIoT, Virtual reality, etc., when it is economically and technologically
viable.

This real-time data-driven approach to operate railway is expected to transform
the way railway asset is operated and maintained ensuring increased reliability and
quality of service, increased capacity, and reduced life cycle costs for the asset.
To get useful information out of the high volume of data generated by railway
assets, advanced tools, are developed and implemented so that data can be systemat-
ically processed into information and facilitate decision-making. Such solutions are
expected to support railway’s digital transformation journey and operations goals.

The discussions in the chapter will be centered on the capability of enabling tech-
nologies that will facilitate the development of transformative technologies for the
effective maintenance of railway asset using the power of predictive and prescriptive
analytics.
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25.2 Railway Systems

Railway systems have complex technologies, with a wide range of standard engi-
neering and business solutions and organization forms. Railway systems can be
broadly divided into three groups, namely linear distributed assets, point assets, and
mobile assets as shown in Fig. 25.1.

25.2.1 Linear Distributed Railway Assets

Linear assets can be defined as engineering structures or infrastructures that often
cross a long distance and can be divided into different segments that perform the
same function but are subjected to different loads and conditions [2]. Linear assets
often form networks that consist of a number of ‘lines.’ These lines are functionally
similar but can have different characteristics due to various construction materials,
operational environments, or geometric sizes. In the railway context, the overhead
contact wires and the tracks could be considered such assets. For a linear asset,
it is necessary to define the location of a point or a section along with the asset
for maintenance purposes. If any single section of a linear asset malfunctions, the

Fig. 25.1 An illustrative example of railway system
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entire asset will not function properly. These characteristics of linear assets mean that
their registry (categorization), reliability and cost analysis, andmaintenance decision
modeling methods are different from those of non-linear assets [2].

25.2.2 Point Assets

Anassetwhich is geographically located at one place and crossings, etc., for example,
a railway switch or a camera. With a point asset, maintenance planning is more or
less planned similar to any other mechanical equipment.

25.2.3 Mobile Assets

Assets that are not at fixed locations but are mobile in nature, for example, locomo-
tives, railway wagons, coaches, inspection trains, etc., maintenance actions on such
assets are planned in locations/workshops as per convenience considering costs and
availability of resources.

25.3 Current Status of Railway Maintenance: The
Preventive Culture

The area of operation andmaintenance of infrastructures and rolling stock ismultidis-
ciplinary in nature transcending boundaries s of several disciplines of engineering and
management. In general, the maintenance intervals of railway assets are determined
“statistically,” that is, by operating time and/or distance traveled or by the number of
actions performed by the system. These intervals are based on previous experiences
or on operational load and the average life of the components involved. However,
some components may deteriorate more rapidly than expected due to changes in the
operating environment. Maintenance actions on railway can be broadly divided into
two broad categories:

Corrective Maintenance (CM): The aim of corrective maintenance is to “fix
a failed item after fault recognition to bring its normal function. CM actions are
performed when the asset has a failure (in the case of railway equipment) or has
degraded sufficiently (in the case of infrastructure). The most common form of CM
is “minimal repair” where the state of the asset after repair is nearly the same as that
just before failure. The other extreme is “as good as new” repair and this is seldom
possible unless one replaces the failed asset with a new one [3].

Preventive Maintenance (PM): The aim of PM is to take actions to prevent the
occurrence of failures as per the prescribed criteria of time usage, or condition. For
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examples, these are the actions carried out at to fix minor or major problems in case
of infrastructure (e.g., small potholes in a section of a road) or components that have
degraded in the case of rolling stocks and other equipment due to age and/or usage.

There are different kinds of preventive maintenance (PM) policies. Some are
presented here:

• Age-based maintenance: PM actions are taken based on the calendar age of the
items or components.

• Clock-basedmaintenance: PM actions are taken based on the usage of the items or
components. For example, railway wheels are taken out for PM actions (grinding
of wheels) every 40, 000 km.

• Opportunistic maintenance: Opportunistic PMdeals with carrying out PM actions
as a result of opportunities that occur in an uncertain manner [3]. For example, in a
locomotive, there are several components. Failure of one component will provide
an opportunity to carry out inspections or PM actions on one or more non-failed
items. This implies that plannedmaintenance actions aremoved forward to exploit
opportunities. Such PM actions are taken considering several factors and such as
cost, criticality of the component, and functional requirements of the locomotive,
etc.

• Condition-based maintenance: It includes a combination of condition monitoring
and/or inspection and/or testing, analysis, and the ensuing better operation. When
machine health deteriorates below predefined thresh hold limit, the machine is
taken out of service for maintenance actions.

The EN-13306 standard describes 14 different types ofmaintenance policy, one of
which is the condition-based maintenance policy and involves condition monitoring
of the items or components. Condition monitoring is defined as the application of
the appropriate sensors and sensors technologies to estimate the health and track the
degradation of railway assets and its components.

The general concept of conditionmonitoring of an item is shown inFig. 25.2.Here,
the P–F interval is thewarning period, the period between the point at which the onset
of failure is detectable and the point of functional failure. If the condition monitoring
is performed at intervals longer than the P–F interval, the potential failure may not

Fig. 25.2 The concept of condition monitoring [4]
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be detected, and if the condition monitoring is performed at too high frequency
compared to the P–F interval, it will be expensive. The monitoring interval must be
selected in consideration of the cost and risk; the cost often increases with a higher
monitoring frequency and the risk increases with a lower monitoring frequency [4].

Online condition monitoring is defined as the continuous monitoring of machines
or production processes with the support of appropriate sensors. Currently, the
railway sector all over the world has a mixed approach to maintenance strategy
characterized by corrective, preventive, and condition-based maintenance.

• Tools to monitor the railway infrastructure (off Board wayside monitoring
systems): These are installed on the infrastructure to observe its status. Some
of these tools are able, starting from the monitoring of railway infrastructure
status, to trace back the deterioration phenomenon of rolling stock. Monitoring
the condition of the infrastructure can also facilitate the understanding of influ-
ences of infrastructures condition on the health of rolling stocks wheels, i.e., the
infrastructure condition influences the status of the rolling stock.

• Tools to monitor the railway infrastructure (On-board): These tools are installed
on rolling stock and measure the state of infrastructure. For example, lindometer
installed on locomotives is used to identify missing fasteners on the track. Dedi-
cated diagnostic or service trains are equipped with sensors to measure the track
geometry and other track parameters.

• Tools to monitor rolling stock status: These tools are generally installed on the
wayside to monitor the condition of wheels and bogie, etc.

A condition-based maintenance strategy that integrates these tools will be a
powerful instrument to reduce operating and maintenance costs. The information
obtained by the various measurements, although disaggregated and heterogeneous,
will be integrated using predictive models and innovative expert systems to support
management decisions.

During the last few years, the focus has been to find transformative maintenance
technology and business solutions for these assets, whichwill ensure safe and failure-
free train operations at the lowest possible maintenance cost. Such solutions should
make the use of railway assets (majority of these assets are old) possible with almost
less risks.

From a quick review of the global technology trend in railway, it is evident
that leaders in railway sectors have aligned their strategic thinking toward assets
wide application of digital technologies and transformative business solutions for
achieving excellence in their operations. Today, many railway operators have devel-
oped their operation-specific road map for the digital transformation of maintenance
processes using the power of new and emerging technologies. For the digital trans-
formation of maintenance work processes in maintenance, we propose a framework
(see Fig. 25.3) that will facilitate transforming maintenance in the railway sector.
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Fig. 25.3 Transformative maintenance technology framework for railway system

25.4 Digital Transformation of Railway
and Transformative Maintenance Technologies

Technologies such as AI, ML, Big data analytics (predictive and prescriptive
analytics), Virtual Reality (VR), Augmented Reality (AR), Industrial Internet of
Things (IIoT), 5G communication technologies, etc., that offer near-perfect solutions
(even in real time) for the maintenance of the aging railway assets, are collectively
termed as transformative technologies.

The framework consists of four different stages of technological development
relevant for maintenance.

• Supportive Technologies
• Optimizing technologies
• Transformative Technologies
• Disruptive technologies.

It also emphasizes the importance of domain knowledge. To operationalize the
framework, digitalization of railway assets and maintenance processes is necessary.

25.4.1 Digitization, Digitalization and Digital
Transformation

Digitization: It is the process of converting analog data and information into digital
form. Not so long ago, maintenance data was analog as it was recorded manually
on paper. However, with the advent of computers, engineers, and managers started
recording and storing data and information into digital computer files. This process
of collecting data and information digitally is called the process of digitization. In
short, it is the process of converting information from analog to digital.
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Digitalization: The process of using digitized information to make a decision and
executemaintenance and other actions are referred to as digitalization ofmaintenance
processes. Digitalization in the context of maintenance is all about using digital data
to simplify decision-making processes and enhance the capability of conditionmoni-
toring processes and systems and facilitate optimal decision-making in maintenance.
Digitalization makes it possible that data and information essential for correct and
optimal decision-making are is instantly accessible.

Digital transformation: It is the process of using digital information and new
technologies to transform the way maintenance actions are planned and executed.
This reengineering of maintenance business in the digital age is called digital trans-
formation of maintenance. A key element of digital transformation understands the
underlying value-adding processes and potential of technologies under consideration.
This will facilitate the selection of Best Available Technology (BAT).

Digital transformation of railway transport systems opens new opportunities
allowing improving efficiency of the rail system in general including maintenance
processes. Digital transformation of maintenance work processes and functions can
help developing algorithms and models, which, in turn, may facilitate the implemen-
tation of digital tools for transforming maintenance management practices in the
railway sector.

Without engineering and business domain knowledge related to the railway
system, transforming maintenance processes will be difficult if not impossible [5].

25.4.2 Domain Knowledge

As evident from the Transformative Maintenance Technologies (TMT) framework,
domain knowledge essentially consists of

• Understanding of railway systems and technology deployed,
• Operating environment,

– Physical environment such as temperature, gradient,
– Logistics and supportability organization,
– Supportability & logistics, etc.

• Business-associated operational risks,
• Acts and regulations governing the railway operation,
• Customer’s requirements, etc.

Prior to the use and implementation of transformative technologies in railway,
knowledge of the system and its function, customers’ requirements regulations, and
interface with other assets is a must for the success of digital transformation.

In the following, different stages of technologies deployed for railway and future
technology need is discussed.
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25.4.3 Supportive Technologies

Supportive technologies relevant for maintenance are either provided by the manu-
facturers or are installed by the users as per need. These technologies are often used
to monitor the health of the railway systems and facilitate decision-making in main-
tenance. Examples are conditionmonitoringmodules, sensors designed and installed
by manufacturers on railway systems, or condition monitoring systems installed by
the railway operators.

In general, today most of the railway maintenance organizations are equipped
with the smart Computerized Maintenance Management System (CMMS). Reliable
railway maintenance enabled by CMMS technology is required to improve critical
issues like safety, delays, and overall system capacity. An interconnected CMMS can
help maintain, manage and connect tracks, terminals, rolling stock, and communica-
tions infrastructure. It can identify maintenance issues before these influence safety,
operations, or revenue. It can collect, store, and analyze data to prevent breakdowns
and issue predictive maintenance algorithms to extend equipment life [6].

25.4.3.1 Condition Monitoring Tools/Modules

One of the challenges in the implementation of condition monitoring as supportive
tools for maintenance process is finding the measurement technologies suited to
monitor the status of a specific system and able to provide valid and reliablemeasures.
Physical sensors monitor the operating environment conditions. Monitoring crit-
ical parameters are necessary to guarantee safe execution of critical processes,
avoid hazardous controls, and prevent possible critical failures or damage to the
infrastructure (in case of rolling stocks).

25.4.3.2 Sensors

Several instruments and sensor devices are available to monitor the condition of
rolling stocks and infrastructure and operating environmental parameters. These
include smart sensors. Smart sensors have introduced the possibility of processing the
data on the sensor boards itself, sending alarm messages in the event of suspect envi-
ronmental conditions or event detection. Other kinds of smart devices, such as sensor
networks, provide protection mechanisms able to isolate faulty and misbehaving
nodes.
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25.4.3.3 Radio-Frequency Identification (RFID) Technology

RFID is a technology for retrieving data on an object from a distance. The RFID
technology is useful for tracking objects such as vehicles or spare parts. It makes the
planning of maintenance activities more efficient by providing valuable and timely
information on the state of the object. RFID has already proved effective in military,
security, healthcare, and real-time object tracking and iswidely being used by railway
engineers. It can improve railway processes in various ways, such as automatic
vehicle tracking and identification, operation and maintenance, asset management,
and others [7].

25.4.4 Optimizing Technologies

The purpose of optimizing technologies is to facilitate optimization of the mainte-
nance actions and essentially these include RAMS technologies, predictive technolo-
gies, etc., to optimize maintenance actions depending on the estimated remaining
useful life of components or items. Often the focus is to get an estimate of the
remaining useful life of the railway assets.

25.4.4.1 RAMS and LCC Technologies

Railway RAMS is an engineering discipline that integrates reliability, availability,
maintainability, and safety characteristics appropriate to the operational objectives
of a railway system into the inherent product design through railway systems engi-
neering. It has the potential to improve the competitiveness of railway compare
to other transport, especially road transport. Therefore, RAMS management is a
significant issue in today’s global railway projects and many of the leading railway
companies have adopted it as a significant performance parameter both during design
and operation phase. RAMS parameters are driver for the maintenance management
and its effectiveness. There exists a vast literature on RAMSmodeling, optimization,
and technology [3, 8] and some of these are dedicated to RAMS in railway [9].

RAMS methodology together with LCC and risk analysis facilitates optimizing
the failure prevention efforts during design or operation of the railway systems.
RAMS standards for railway system (EN 501 26) define the responsibilities within
the RAMS process throughout the life cycle of the railway system. An integrated
methodology of RAMS, LCC, and RM can facilitate maintenance decision-making
[10].
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25.4.4.2 Predictive Technologies

Predictivemaintenance is described as further development of condition-basedmain-
tenance strategy. In predictive maintenance, contextual information (such as oper-
ating environment, availability of support and location, etc.) is also integrated to
estimate the best possible maintenance time or location (in case of rolling stocks)
that will reduce the total business risks considering several engineering technical and
business parameters.

The integration of various data, information, and processes is essential to the
success of a predictive maintenance program. Predictive technologies facilitate the
analysis of the trend of measured physical parameters against known engineering
limits to detect, analyze, and correct a problem before a failure occurs either peri-
odically or real time. Predictive technologies facilitate predictive analytics and in
turn facilitates correct decision-making for remaining useful life considering some
contextual information [11].

25.4.5 Transformative Maintenance Technologies
and Business Solutions: The Role of Prescription

During the last few years, the focus has been to find transformative maintenance
technologies and business solutions for the railway assets which will ensure safe
and failure-free train operations at the lowest possible maintenance cost and time.
Such solutions should make the use of railway assets (majority of these assets are
old) with almost no risks. This real-time data-driven approach to operate railway
is expected to transform the way railway asset is operated and maintained ensuring
increased reliability and quality of service, increased capacity, and reduced life cycle
costs for the asset. These transformative technologies such as artificial intelligence
(AI), machine learning (ML), Big data analytics, IIoT, virtual reality, augmented
reality, which can transform the railway maintenance practices and will enhance the
maintenance effectiveness and efficiency, are discussed in brief in the following with
examples from the railway sector.

25.4.5.1 Artificial Intelligence and Machine Learning

AI is defined as a technology able to perform tasks normally requiring human intelli-
gence, such as visual perception, speech recognition, decision-making, and transla-
tion between languages, etc. AI refers to an artificial creation of human-like intelli-
gence that can learn, reason, plan, perceive, and execute tasks. Artificial Intelligence
in Industrial domain is often referred to as Industrial AI [12, 13].

Industrial AI capacity to analyze very large amounts of high-dimensional data can
facilitate arriving at the most appropriate time for maintenance actions by integrating
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conventional data such vibration, current, or temperature with unconventional addi-
tional data, such as audio and image data and business data. AI can extend the life of
an asset beyond what is possible using traditional analytics technique by combining
model data information from designer and manufacturer, maintenance history, and
Internet of Things (IoT) sensor data such as anomaly detection on the engine vibration
data, and images and video of engine condition, from end user.

The railway sector is gradually adopting AI in its operation due to digitization
of its various business units and work processes. In maintenance, AI is used for
estimation of remaining useful life and for finding the best possible actions that will
minimize the total business risks using the power of big data analytics and machine
learning.

25.4.5.2 Machine Learning (ML)

ML is defined as the study of computer algorithms that improves automatically
through experiences. It is seen as a subset of AI and is closely related to computa-
tional statistics [14]. In ML, a model typically learns from the training set and then
performs the learned task, for example, classification or prediction, on new data.
In this scenario, the model does not automatically learn from newly arriving data
but instead carries out the already learned task on new data. To accommodate the
knowledge embedded in new data, these models must be retrained.

Without retraining, theymay become outdated and cease to reflect the current state
of the system. ML uses data-independent variables, based on particular datasets. ML
thrives on efficient learning algorithms, large datasets, and substantial computational
performances to discover information and knowledge from raw data.

The ML algorithms can broadly be classified into three groups [15]:

• Supervised Learning: Supervised learning infers the relationships between a
set of independent variables and a known dependent variable by mapping the
independent variables with the dependent variable.

• Unsupervised learning: The goal of unsupervised learning is to find patterns or
hidden structures from datasets consisting of a collection of input variables with
the unknown output variable.

• Reinforced learning: In reinforcement learning, the system learns by means of
the feedback given through rewards and punishments associated with actions.
Similar to unsupervised learning, a reinforcement learning system is not provided
with datasets containing pairs of known input–output variables.

Recent progress in machine learning has been driven both by the development of
new learning algorithms and theory and by the ongoing explosion in the availability
of online data and low-cost computation. Because of its ability to make predictions
and reveal hidden insights from massive datasets, ML is one of the critical elements
of big data analytics and provides a foundation for AI technology. The main role
of ML in predictive maintenance is to automate the analysis of railway inspection
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and condition monitoring data and to reduce the subjectivity inherent in condition
assessment [15].

As was mentioned above, in machine learning, a model typically learns from the
training set and then performs the learned task. Therefore, to adapt to new informa-
tion, algorithms must support incremental learning [16], sometimes referred to as
sequential learning, which is defined as an algorithm’s ability to adapt its learning
based on the arrival of new data without the need to retrain on the complete dataset.
This approach does not assume that the entire training set is available before learning
begins but processes new data as they arrive. Although incremental learning is a rela-
tively old concept, it is still an active research area due to the difficulty of adapting
some algorithms to continuously arriving data.

Machine learning and data mining often employ the same methods and overlap
significantly, but while machine learning focuses on prediction, based on known
properties learned from the training data, data mining focuses on the discovery of
(previously) unknown properties in the data.

25.4.5.3 Big Data

The on-going digitalization in industry and railway provides enormous capabili-
ties for the railway sector to collect a vast amount of data and information (i.e.,
Industrial Big Data), from various processes and data sources such as operation,
maintenance, and business processes. Accurate data and information available are
one the prerequisites inmaintenance knowledge discovery. Beside the collecting data
and information, another challenge is to understand the patterns and relationships of
these data useful and relevant for maintenance decisions [17].

The use of Big Data and the Internet of Things will allow transportation modes to
communicate with each other and with the wider environment, paving the way for
truly integrated and inter-modal transport solutions. In general, BigData is associated
with three unique characteristics, namely [18]:

• Volume
• Velocity
• Variety.

Volume: The increased use of an extensive network of sensors in rolling stocks
and point assets are generating a huge amount of data every second.

Velocity: Velocity reflects the speed of data being collected and processed in short
speed of data in and out.

Variety: Big data is usually collected from different sources and in different
formats. These sources can be text, videos, images, or readings from sensors. The
collected data can be structured and unstructured. Variety indicates

Apart from these three, two more terms are used to describe the characteristics of
Big data and these are

Veracity: Some maintenance-related data are structured while some are not, such
as free text comments for performed maintenance actions or failure reports. Those
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data have potential value when properly employed in asset management, but in order
to achieve this, there is a need to assess and manage the veracity of the data, i.e., the
data uncertainty.

Value of data: Collected data must have value for the purpose of analysis, i.e.,
how data can enable efficiency and effectiveness in maintenance management, for
instance, for improved decision-making, and to choose themost cost-effectivemeans
to process the data is important [19].

25.4.5.4 Maintenance Data Management

In general, a lot of information and data needs to be captured and analyzed to
assess the overall condition of railway assets, maintenance actions taken or planned,
inspection data of railway tracks, rolling stocks, etc. Examples of information that
are collected include track availability, use of track time, track condition, perfor-
mance history, and work performed.Measurements of the condition of the track typi-
cally include continuous and spot measurements from automatic inspection vehicles,
visual inspections from daily walking inspections, and records of in-service failures.
Examples of conditions measured by automatic inspection vehicles are geometry car
measurements (deviation from design curves, geometry exceptions to railroad stan-
dards, vehicle ride quality exceptions), rail measurements, gage restraint measure-
ments, track deflection and stiffness measurements, clearance measurements, and
substructure measurements.

Despite the plethora of information, decision-making can be difficult. Even with
an accurate map of the corridor, rail, ties, and other corridor assets have no phys-
ical characteristics that lead to easy identification. Furthermore, problem areas for
targeted maintenance often do not have discrete physical boundaries, such as the
beginning and ending of a rail section. In addition, the transport administration
collects large amounts of data on the railroad and rail traffic. This information is
divided into a variety of databases/systems, and it is not easy to get an overall picture
of what information is available. These challenges can be met by effectively using
Big Data [20].

25.4.5.5 Maintenance Analytics

The concept for Maintenance Analytics (MA) is based on three interconnected
time-lined phases, which aim to facilitate maintenance actions through an enhanced
understanding of data and information. The MA phases are (see Fig. 25.4) [21]: (i)
Maintenance Descriptive Analytics, (ii) Maintenance Predictive Analytics, and (iii)
Maintenance Prescriptive Analytics.
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Maintenance Descriptive Analytics

The maintenance descriptive analytics aims to answer:

• What has happened? The algorithm provides information about the state and
condition of the component. It identifies the failed items.

• Why has it happened? It explains the reason for failure or explain the current state
of the item,

• What is happening? Algorithm visualizes the current state,
• Why is it happening? Algorithm explains the reason why the event is taking place.

Maintenance descriptive analytics provides “now casting” of the physical state or
health of infrastructure or rolling stocks.

Here, access to data related to system operation, system condition, and expected
performance and threshold are important. Such solutions are expected to support
railway’s digital transformation journey and operations goals. Another important
aspect in order to understand the relationship of events and states during the descrip-
tive analytics is time and time frame associated with each specific time log. For this
phase, the availability of reliability data is necessary besides the data used in the
descriptive phase.

Maintenance Predictive Analytics

The maintenance predictive analytics aims to answer:
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• What will happen in the future? The algorithm identifies the components likely
to fail.

• When will it happen? The algorithm estimates the remaining useful life of the
component which is likely to fail.

• Whywill it happen?Most of the time predictive analytics also identifies the reason
for failure if enough and relevant data is available.

In this phase, the information about the component state from ‘Maintenance
descriptive analytics’ is used to arrive at the remaining useful life. For the success
of predictive analytics, availability of reliability data and context data is necessary
besides the data used in the descriptive phase. Furthermore, in order to predict
upcoming failure and fault, there is a need to provide business data such as planned
operation and planned maintenance of different items (rolling stocks) and different
section (infrastructure) to this phase. Predictive analytics gives information about
the future state of the system through forecasting.

Maintenance Prescriptive Analytics

The maintenance prescriptive analytics aims to answer the following:

• What needs to be maintained? The algorithm identifies the maintenance actions
needed for the identified nonperforming items that should be maintained or
replaced.

• When should it be maintained? Once an item is identified for maintenance, when
should it be taken out of operation for maintenance?

• How should it be maintained? What is the best possible means of maintenance?
It identifies and recommends different maintenance scenario or actions with
associated risks.

• Who should maintain it? In house or contractor? Maintenance prescriptive algo-
rithm can also identify whether it is cost-effective to perform the maintenance
action in the house or outsource it to contractorswith relevant data and information
is available.

• Where should it be maintained (specifically for rolling stocks)? The algorithm
should be able to identify the best possible workshop which can perform the
maintenance action. This is useful for maintenance of rolling stocks.

• What other components should be maintained together (e.g., opportunistic main-
tenance for infrastructure and rolling stocks)? In this phase, outcomes from
‘Maintenance Diagnostic Analytics’ and ‘Maintenance Predictive Analytics’ are
used.

In addition, in order to predict upcoming failure and fault, there is a need to
provide resource planning data and business data also. As described above, the
different phases of maintenance analytics are highly dependent on the availability of
a vast amount of data from various data sources. Maintenance analytics provides the
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foundation for eMaintenance platform for railway maintenance used in Sweden for
maintenance optimization.

25.4.5.6 eMaintenance

There is no standard definition of eMaintenance. We define it as a concept which
connects all the stakeholders, integrates their requirements, and facilitates optimal
decision-making on demand or in real time to deliver the planned and expected
function, capacity and services from the assets while minimizing the total business
risks [21].

It can also be defined as materialization of information logistics aimed to support
maintenance decision-making. eMaintenance solutions essentially combine infor-
mation, knowledge, and context model, as illustrated in Fig. 25.5. However, eMain-
tenance implies a wide range of tools, technologies, and methodologies aimed for
maintenance decision-making, including data analytics.

25.4.5.7 5G Communication

Development in 5G capability has the capability to facilitate automation of mainte-
nance decision and actions as a huge amount of data can be transferred and analyzed
in a fraction of time. The area of Industrial AI and more specifically transformative
maintenance technologies will see an accelerated development as 5G will facilitate
real-time data transfer making it possible to make decisions in real time the for
maintenance of railway systems.
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25.4.5.8 Industrial Internet of Things (IoT)

Industrial internet can be defined as the new and emerging technologies formanaging
interconnected machines and systems between its physical assets and computational
capabilities [23].

The Industrial Internet of Things (IIoT) is the use of Internet of Things (IoT)
technologies in manufacturing incorporating machine to machine communication,
big data analytics, harnessing of the sensor data, and robotics and automation
technologies that have existed in industrial settings for years.

The Industrial Internet starts with embedding sensors and other advanced instru-
mentation in an array of machines from the simple to the highly complex. This
allows the collection and analysis of an enormous amount of data, which can be
used to improve machine performance, and inevitably the efficiency of the systems
and networks that link them. Even the data itself can become “intelligent,” instantly
knowing which users it needs to reach.

The threemain components of this concept, namely intelligent devices, intelligent
systems, and digital instrumentation to industrial machines are the first step in the
Industrial Internet Revolution.

Cyber-Physical Architecture

Cyber-Physical Systems (CPS) is defined as transformative technologies for
managing interconnected systems between its physical assets and computational
capabilities. Thefive-levelCPS structure, namely the 5Carchitecture, provides a step-
by-step guideline for developing and deploying a CPS for manufacturing application
[23].

Connection: Acquiring accurate and reliable data from machines and their compo-
nents is the first step in developing a Cyber-Physical System application. The data
might be directly measured by sensors or obtained from controller or enterprise
resource planning (ERP) systems.

Conversion: Data-to-information conversion:Meaningful information to be inferred
from the data. In recent years, the extensive focus has been applied to develop these
algorithms specifically for prognostics and health management applications. By
calculating health value, estimated remaining useful life, etc., the second level of
CPS architecture brings context awareness to machines.

Cyber: The cyber level acts as a central information hub in IoT architecture. Infor-
mation is being pushed to it from every connected machine to form the machines’
network.

Cognition: ImplementingCPS upon this level generates a thorough knowledge of the
monitored system. Presentation of the acquired knowledge to expert users supports
the correct decision.
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Configuration: The configuration level is the feedback from cyberspace to physical
space and acts as supervisory control to make machines self-configure and self-
adaptive. This stage acts to apply the corrective and preventive decisions, which has
been made in the cognition level, to the monitored system.

IoT technology hasmade predictivemaintenancemore affordable and available to
railwaymaintenance engineers. By using the data that connectedmachines provide to
measure damage,wear and tear, and other indicators of operational success, operators
are gaining unprecedented insight into machine health and this, in turn, is changing
popular methods of maintenance. Equipment can be monitored and fixed remotely,
for example, with the potential capability to even repair itself. The combined use
of sensors, embedded electronics and analytics services, and cloud-based systems
result in increased productivity and a significant savings in maintenance costs [24].

25.4.5.9 Cloud and Edge Computing as Digital Enablers

Cloud computing is the delivery of computing services—including servers, storage,
databases, networking, software, analytics, and intelligence—over the Internet (“the
cloud”) to offer faster innovation, flexible resources, and economies of scale. The
term is generally used to describe data centers available to many users over the
Internet.

However, because of various limitations, i.e., computational complexity, cloud
computing has been overtaken by edge computing in IoT-based industrial applica-
tions. Intelligent and accurate resource management by artificial intelligence (AI) is
also of increasing interest. The coordination of AI with edge computing will remark-
ably enhance the range and computational speed of IoT-based devices in industry
[25].

An edge computing architecture that operates without the cloud is not to be
confused with local scenarios in which all data are processed on individual devices.
While such on-board computing can support critical decision-making in real time,
the device hardware is costly. Moreover, the ability of local configurations to support
operations such asmachine learning is often limited. Conversely, an AI-enabled edge
computing system in a factory could contextualize data from multiple machines
to detect and ultimately predict problems causing downtime. That doesn’t mean
deploying machine learning at the edge is necessarily easy, however. It “requires
more mature machine learning models and new ways to manage their deployments”
[26].

Most of the time, the flow of data will be bidirectional between the edge and
the cloud. While the cloud can foster the tracking of broad trends and second-order
effects such as changes in energy consumption or air quality, edge computing gives
local answers to local questions.

To give an example, Talgo (Spanish Train Manufacturer) has deployed telem-
atics and remote diagnostic systems in its newly manufactured train sets with edge
computing platforms. The systemworks, in part, by using the on-board computer that
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detects abnormal parameters and triggers trouble codes. From there, its communica-
tion system streams troubling operational data to train the health-monitoring center,
which can coordinate responses from relevant parties, such as repair shops, dealers,
and customer service agents.

25.4.5.10 Virtual Reality and Augmented Reality

Virtual Reality in Maintenance

Virtual reality (VR) is generally considered a natural extension to 3D computer
graphics and is nowmature enough to be used in industrial applications. VR, together
with up-to-date software systems, supports such industrial applications as design,
engineering, manufacturing, operations, and maintenance. The integration of virtual
reality and industrial operations will help develop a cost-efficient production system
with sophisticated maintenance management [27].

The functionality and acceptance of VM depend on the following issues:

• How the virtual maintenance activities help the maintenance engineer get a
cohesive view of maintenance issues;

• How the VM activities support the maintenance engineer in decision-making
processes;

• How the relevant supporting technologies can be applied to real mechanical
maintenance needs;

• How efficiently and comfortably the maintenance engineer can perform the
relevant tasks using the developed system.

Maintenance professionals have a lot to gain by capitalizing on the benefits of
virtual reality. It starts with training. Technicians can immerse themselves in their
future work environment to explore the site topology and become familiar with the
environment in which they will be working. They can practice the activities they will
need to perform, repeat them any number of times, and learn from their mistakes with
no risk of customer repercussions or danger. In a virtual world, errors can’t damage
equipment.

With virtual reality, technicians have a far better ability to understand the layout
and equipment at the customer site than they do by reviewing technical manuals
or topography of the railway network. Virtual reality can be used to simulate any
number of scenarios at the site as well as specific events and weather conditions such
as darkness, rain, and snow associated it difficult network landscape [28].

Augmented Reality (AR)

Augmented reality (AR) is an innovative technology used to supplement a real-world
environmentwith computer-generated sensory input. These virtual components seem
to coexist with real ones in the same space, enhancing the user’s perception of
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reality and enriching the information provided. There are many application areas for
AR, ranging from the engineering field to various aspects of everyday life. AR has
been defined as a human–machine interaction tool that overlays computer-generated
information on the real-world environment. It has three key features [29]:

• Combination of real and virtual objects in a real environment;
• Real-time interaction with the system, able to react to the user’s inputs;
• Geometrical alignment of virtual objects to those in the real world.

The strengths of AR are the following:

• Immersive system: Information is directly integrated into the real world;
• Immediate interpretation of information;
• Paperless ability to provide a large amount of knowledge;
• Possibility of integrating the system with other computer-aided devices;
• Faster procedures: The operator’s attention is not taken away from the real

environment when s/he is consulting procedural instructions.

With digitalization, application of AR is gradually becoming popular.

AR for Maintenance and Repair

Maintenance and repair activities represent a great number of AR applications; these
use various overlay methods and hardware. AR techniques have great potential in
remote maintenance applications, as they are capable of providing a mixed image
(virtual and real) to the worker in the field and remotely to the expert assistant. In
this context, work on an AR strategy for aiding the remote collimator exchange in
an energy particle accelerator explores whether and how virtual co-location based
on AR can be used to remotely support maintenance during space missions, wearing
a Head Mounted Display (HMD). AR remote maintenance sessions have also been
tested in the railway sector [29].

Augmented Reality for Training and Remote Maintenance

With its ability to provide remote instructions, AR is enabling new paradigms for
maintenance, including remote maintenance and maintenance customized to the
workers’ understanding and skills. AR technology can also facilitate the training
of maintenance workers by an equipment vendor, or even by other more experi-
enced workers. The training concept involves presenting a cyber-representation that
demonstrates how to perform the maintenance.

Virtual reality (VR) can be also used for training purposes in a similar context,
based on pre-recorded visual presentations of the task at hand. The use of AR for
training and remote maintenance is likely to expand in the coming years. The rising
complexity of industrial equipment andmachinerymakes it increasingly difficult and
more expensive to detect, troubleshoot, and repair failures.Maintenanceworkersmay
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struggle in an era of numerous product variants and configurations, particularly given
the technologically advanced capabilities that accompany most equipment. There
are already several vendors that offer enterprise-scale AR solutions for maintenance
tasks. In addition, some Industrial IoT solution providers (such as Thingworx.com)
bundle and offer AR as a unique selling proposition. The AR solution suggests
multiple applications, particularly to facilitate maintenance processes [30].

25.5 Transformative Technologies: Some Applications
and Examples from Railways

25.5.1 Digital Twins

A digital twin is a dynamic digital model of a physical asset or system. It uses real-
time data from sensors to continuously represent the physical reality of that asset
or system. A digital twin can be maintained throughout the life cycle and is easily
accessible at any time.

A digital twin can be defined as “a digital model capable of rendering state and
behavior of a unique real asset in (close to) real time.” It has five core characteristics
[31]:

• It connects to a single, real, and unique physical asset. When we observe a state
in the digital twin, it corresponds one-to-one with a potential observation on a
particular physical asset.

• It captures essential physical manifestation of the real asset in a digital format,
such as CAD or engineering models with corresponding metadata.

• It has the capability to render quantifiable measures of the asset´s state in (close
to) real time.

• It reflects basic responses to external stimuli (forces, temperatures, chemical
processes, etc.) in the present context.

• It describes the external operating context, such as wind, temperature, etc., within
which the asset exists or operates.

Apart from providing an estimate of remaining useful life of an asset or compo-
nents dynamically, digital twin can be useful for the prediction of future state of an
asset and related risk scenario.

These can be specific end-user applications for monitoring and control or legacy
applications for maintenance and asset management, or the data stream might feed
into data analytics and machine learning stacks for pattern recognition and decision
support [31].



25 Transformative Maintenance Technologies … 587

25.5.1.1 Digital Twin in Railways

A digital twin is a virtual replica of a physical asset, making it a vital element
of the digital rail solution. Because it is continuously updated, engineers can test
detailed what-if scenarios that help in the planning of enhancement and maintenance
programs.

Optimization of operational availability can reduce operating costs due to main-
tenance. A digital twin can display the state of the asset while it is running. Later, it
can be linked to IT systems to help streamline and optimize maintenance processes
and operational availability.

For each asset, engineers compile thousands of data points, specifically during
the design and manufacturing phases. These are used to build a digital model that
tracks and monitors an asset in real time, providing essential information throughout
the life cycle. It can provide early warnings, predictions, and even a plan of action
by simulating what-if conditions, thus keeping an asset in service longer [6].

25.5.1.2 Convergence of IT and OT to Create Railway Digital Twins

The information technology (IT) and operational technology (OT/operations) depart-
ments within a railway company have traditionally functioned somewhat indepen-
dently. OT has kept the trains running smoothly and the infrastructure in good
condition, while IT has managed business applications.

Railway leaders recognize that the operational data they use to support real-time
decision-making could create additional value for the company. But these data must
be merged with IT data in a meaningful way and made accessible across the orga-
nization. At the same time, IT needs to achieve the vision of a connected railway
by driving innovation and minimizing downtime. But to get there, IT needs the
knowledge and support of OT, as operations departments understand and control the
assets.

The technology and operation of railway assets are complex, but the adoption of
the Internet of Things (IoT) and its use with OT platforms enable the use of digital
twins to manage, monitor, and maintain assets. Digital twins connect complex assets
and their OT systems to an IT environment by capturing data tomonitor performance,
deterioration, and failure, as well as location, and safety compliance, for scheduling
and asset utilization.

Through data fusion, railway digital twins become virtual and digital representa-
tions of physical entities or systems. However, a railway clone created with IT and
OT convergence to forecast failures, demand, customer behavior, or degradation of
assets is not complete since it lacks engineering knowledge. This happens because
the digital engineering models developed during the engineering phase of railway
projects do not typically play a role in the operational phase.

Therefore, railway digital transformation demands that engineering technology
(ET) be included in the IT/OT convergence process as the importance of integrating
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product design increases. For that purpose, railway digital twins must be comple-
mented by other information to assess the overall condition of thewhole fleet/system,
including information from design and manufacturing, as this obviously contains the
physical knowledge of assets.

The integration of asset information throughout the entire life cycle is required to
make accurate health assessments, determine the probability of a shutdown or slow
down, and avoid black swans and other unexpected or unknown asset behaviors.
Moreover, the lack of data on advanced degradation makes the data-driven approach,
where IT and OT are only actors, vulnerable to such situations and ET is slowly
gaining entry to the convergence conversation, even though engineeringmodels often
remain stranded in information silos, inhibiting the ability to leverage this information
to optimize railway operations.

Despite these challenges, hybrid models comprising engineering knowledge and
data collected from the field will soon be part of digitization all over the world. In
short, the engineering technology (ET) of a railway asset, together with IT and OT,
will help operation and management departments forecast problems, conduct better
planning, and improve performance. Fortunately, it is now possible for companies to
merge their IT,OT, andET to enable asset performancemodeling to deliver actionable
intelligence for decision support [32].

25.5.1.3 Digital Transformation of Railways

The creation of smart, environment, and user-friendly mobility systems is a high
priority in the evolution of transport worldwide. Rail transport is recognized as a vital
part of this process. Meanwhile, radical advancement in the business environment,
facilitated by ICT technologies, requires the existing business models and strategies
adopted by rail operators to be brought up to date. The thorough understanding of the
concept of digital transformation is paramount in the development of rail transport
in the new economy.

Digitalization, as an ongoing process of convergence of the physical and virtual
worlds, is bound toward Cyber-Physical Systems (CPS) and is responsible for the
innovation and change in multiple sectors of the economy.

The main technologies and solutions which have accelerated digital transforma-
tion in the railway sector in recent years are

• Internet of Things (IoT),
• Cloud computing,
• Big Data analytics (BDA),
• Automation and robotics.
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25.5.2 Self-Maintenance

Self-maintenance is a new concept. Self-maintenance machines are expected to
be able to monitor, diagnose, and repair themselves to increase their uptime. One
approach to self-maintenance is based on the concept of functional maintenance.
Functionalmaintenance aims to recover the required function of a degradingmachine
by trading off functions, whereas traditional repair (physical maintenance) aims to
recover the initial physical state by replacing faulty components, cleaning, etc. The
way to fulfil the self-maintenance function is by adding intelligence to a machine,
making it clever enough for functional maintenance so that the machine can monitor
and diagnose itself. In other words, self-maintainability is appended to an existing
machine as an additional embedded reasoning system.

The required capabilities of a self-maintenancemachine (SMM) are the following:

• Monitoring capability: SMMs must have the ability to perform online condition
monitoring using sensor fusion.

• Fault judging capability: From the sensory data, the SMM can judge whether the
machine condition is in a normal or abnormal state.

• Diagnosing capability: If themachine condition is in an abnormal state, the causes
of faults must be diagnosed and identified to allow repair planning actions.

• Repair planning capability: The machine must be able to propose repair actions
based on the result of diagnosis and functional maintenance.

• Repair executing capability: The maintenance is carried out by the machine itself
without human intervention.

• Self-learning and improvement: When faced with unfamiliar problems, the
machine must be able to repair itself. If such problems recur, the machine will
take a shorter time to repair itself, and the outcome of maintenance will be more
effective and efficient.

Efforts to realize self-maintenance have been mainly in the form of intelligent
adaptive control, where investigation of control has been achieved using fuzzy logic
control. Self-maintenance requires the development and implementation of an adap-
tive artificial neuron–fuzzy inference system which allows the fuzzy logic controller
to learn from the data it is modeling and automatically produce appropriate member-
ship functions and the required rules. The controller must be able to handle sensor
degradation, and this leads to self-learning and improvement capabilities.

Another system approach to self-maintenance is to add a self-service trigger func-
tion to a machine. The machine self-monitors, self-prognoses, and self-triggers a
service request before a failure occurs. The maintenance task may still be conducted
by amaintenance crew, but the no gap integration of machine, maintenance schedule,
dispatch system, and inventorymanagement systemwillminimizemaintenance costs
and raise customer satisfaction [33].
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25.5.3 Unmanned Aircraft System Technology in Railway
Applications

UAS technology is having a powerful and transformative impact on the rail industry.
In railroad environments, UASs are particularly suitable for the following [34]:

• Structural monitoring, especially for critical assets like bridges and tunnels, and
for fault detection (i.e., diagnostics/prognostics).

• Environmental security monitoring, such as assessments of fire, explosions,
earthquakes, floods, and landslides along the track.

• Physical security monitoring, including detection of intrusions, objects stolen or
moved, graffiti, etc.

• Safety monitoring, for example, to early detect failures on track elements/devices
or obstacles on the track.

• Situation assessment and emergency/crisis management to monitor accident
scenarios and coordinate the intervention of first responders.

The use of UAS technology offers the following direct benefits for routine
inspection activities [34]:

• Reduction of risk to staff and people and infrastructure in the project area,
• Reduced planning cycle,
• More efficient work processes,
• More flexible, affordable verification tools,
• Higher quality data available in larger quantities at lower costs.

Whennatural disasters strike,many railway assets can be at risk. In such situations,
it is critical to determine which part of the railway needs repair prior to the movement
of trains. UASs can gather information on the condition of the track or bridges, as
well as the presence of debris on the right of way.

The aging of rail infrastructure poses challenges. Visual condition assessment
remains the predominant input to the decision-making process. Many railways use
machine-vision technology installed on rail-bound vehicles, but there are situations
in which inspectors on foot or in hi-rail vehicles assess the track’s surroundings. In
the case of high or steep slope embankments, UASs can collect detailed information
that could be missed by inspectors [34].

25.5.3.1 UAVs Suitable for Railway Applications

Two primary UAV types are available for railway operations: “rotary wing” aircraft,
and “fixed-wing” aircraft, shown in the lower portion.

Rotary wing UAVs share many characteristics with manned helicopters. Rather
than a continuous forward movement to generate airflow, these units rely on a lift
from the constant rotation of the rotor blades. There is no limit on how many blades
an aircraft has, but the average is between four and eight. Unlike fixed-wing units,
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rotary-wing units have the ability to vertically take off and land, so they can be
deployed virtually anywhere. This enables the aircraft to lift vertically and hover at
a specific location. These UAVs can move in any direction, hovering over important
areas, collecting the most intricate data. This ability makes them well suited for
inspections where precision manoeuvring is critical to the operation.

Fixed-wing UAVs are designed for higher speeds and longer flight distances.
This type of UAV is ideal for coverage of large areas, such as aerial mapping and
surveillance applications. It can often carry heavier payloads than a rotary UAV.
Fixed-wing UAVs glide efficiently, and the single fixed-wing drastically reduces the
risk of mechanical failure. The maintenance and repair requirements for these units
are often minimal, saving time and money. However, the current Beyond Visual Line
of Sight (BVLOS) regulations limit the utility of fixed-wing UAVs. Several railways
are using multi-rotor or hybrid vehicles that employ multiple rotors along with fixed
wings to facilitate short take-offs. Among the various types of UAVs, the one with
the highest number of units worldwide is the rotary-wing followed by the fixed-wing
[34].

The nano-type UAV is becoming prevalent in the UAS market space. It is a palm-
sized platform with a maximum take-off mass of less than 30 g. It has advanced
navigation systems, full-authority autopilot technology, digital data links, and multi-
sensor payloads. The operational radius for this type of platform is more than 1.5 km,
and it can be flown safely in strong wind. Future development is anticipated to yield
even smaller and more advanced nano-UAVs with high levels of autonomy. Cameras
are still the most common sensor used on a UAV.

25.5.4 Disruptive Technology

There is no standard definition of disruptive technologies, but usually, it is defined
as the technology that changes and disrupts and challenges the established business
models and practices. Examples are Uber car rental, etc. We define disruptive tech-
nology as the transformative technologies that are adopted by the industry because
of its ease of use, cost-effectiveness by use of new and emerging technologies.

25.6 Transformative Business Solution

25.6.1 Maintenance as a Service (MaaS)

Rail transportation is also experiencing another emerging trend raised in the last
years, the so-called servitization, a process of creating value by adding services
which involves a transition from product-centric where end user acquires the asset
and responsibility toward offerings to progressively increase the content of services.
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This implies the adoption of a more customer-centric approach, addressing concrete
customer needs with more tailored solutions instead of just products. These services
are closely related tomaintenance whenever equipment manufacturers offer the solu-
tion to their clients and they can be provided throughout the whole equipment life
cycle. Hence, the purpose of this chapter is to show the new role of maintenance
and new actors powered by the digitization and knowledge discovery with a focus
on Industry 4.0. This concept in transportation could be seen as a smart system
consisting of physical complex assets such as vehicles and infrastructure that are
highly connected and integrated.

The ability to collect and process large volumes of maintenance data in a cloud
can enhance maintenance capabilities and services. Such services are increasingly
provided for specific machinery or equipment and include:

• Predicting the lifetime of a product or providing insights on the optimal time for
maintenance;

• Providing context-aware information about service maintenance, including
manuals, videos, VR representations, and interactive support;

• Configuring IT and business information systems (e.g., ERP and asset manage-
ment systems) based on the results of the analysis;

• Providing in-depth statistics and reports about the operation of the equipment.

All these services can be delivered on-demand, when and where they are needed.
This gives rise to an entirely newparadigm for industrialmaintenance, “Maintenance-
as-a-Service.” In this paradigm, the equipment vendor is able to charge the plant
operator based on the actual use of maintenance services, rather than a flat service
fee associated with the equipment.

Maintenance-as-a-Service (MaaS) could become a game-changer in industrial
maintenance. It can motivate machine vendors to provide the best service while
providing versatile, reliable, and functional equipment. In the future, we will likely
see maintenance service revenues increasing.

Note that MaaS implies a bundling of machine maintenance in the broader pool of
customer services. In this direction, IT vendors (such as Microsoft) are integrating
maintenance functions with their customer relationship management (CRM) and
service platforms.

Early MaaS features are already provided by some equipment vendors. For
example, ThyssenKrupp Elevators come with a proactive maintenance program,
which predicts maintenance problems before they occur and notifies maintenance
engineers accordingly. MaaS is likely to extend to consumer equipment and goods
as well. For example, BMW, the German automotive manufacturer, is planning to
offer MaaS programs, which will let car owners know the best possible time for
maintenance, repair, and service activities [30].
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25.7 Concluding Remarks

A quick review of development in the railway sector shows that the railway sector
has embraced and aligned their strategic thinking toward assets wide application
of digital technologies and solutions for achieving excellence in their operations.
In that respect, application of Big Data analytics, machine learning, applications
of drone technology, robotics, etc., to facilitate the implementation of state-of-
the-art predictive maintenance technologies has been a dominant theme for future
investments to for ageing infrastructure and rolling stocks maintenance. The railway
sector has boarded the digital train and exploring means for the implementation and
exploitation of the new transformative technologies to integrate digital and physical
infrastructures to ensure robust and reliable railway assets.
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Chapter 26
AI-Supported Image Analysis
for the Inspection of Railway
Infrastructure

Joel Forsmoo, Peder Lundkvist, Birre Nyström, and Peter Rosendahl

Abstract The focus in this chapter is on the use of object detection and image
segmentation for railway maintenance using complex, real-world image-based data.
Image-based data offer the ability to collect data across large spatial areas in a user-
friendly manner, as stakeholders often have a basic and intuitive understanding of
image-based content. By using already existing videos shot from track measurement
vehicles traversing the railway network, it was possible to inspect the reindeer fence
lining the railway in northern Sweden. The chapter suggests a framework for the
costs and benefits of this type of analysis and adds some other possible applications
of the image analysis of these videos.

Keywords Image analysis ·Machine learning · AI · Railway · Reindeer fence ·
Cost-benefit analysis

26.1 Introduction

Infrastructure failures in the railway incur repair costs, as well as other costs, for
example, the costs of unpunctuality. Fencing is an infrastructure designed to keep
wildlife (and humans) off the track. In 2018 in Sweden, more than 7000 failures
labeled “animal on track” were reported by the railway. This includes animals that
died, were injured, or escaped unharmed. In addition to the harm done to animals,
the train can be damaged. This is of special concern in northern Sweden, where
large herds of semi-tame reindeer wander to find food and may be hit by trains
transporting either passengers or iron ore. For example, the train’s air cable can be
damaged causing the train to brake; the result may be delays or damaged wheels due
to heavy braking. Large costs could be reduced by faster detection of deviations on
the reindeer fence and better knowledge of how the fence degrades.

J. Forsmoo · P. Lundkvist · B. Nyström (B) · P. Rosendahl
Sweco, Box 50120, 97324 Luleå, Sweden
e-mail: birre_nystrom@hotmail.com

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2021
K. B. Misra (ed.), Handbook of Advanced Performability Engineering,
https://doi.org/10.1007/978-3-030-55732-4_26

597

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55732-4_26&domain=pdf
mailto:birre_nystrom@hotmail.com
https://doi.org/10.1007/978-3-030-55732-4_26


598 J. Forsmoo et al.

The railway infrastructure, including the reindeer fence, is largely measured
and inspected using manual, time-consuming approaches. Inspections are typically
carried out in pairs/groups by certified individuals because of the high-risk nature of
the work.

26.1.1 Deep Learning

Deep learning is a sub-category of machine learning and is often built on neural
network architecture [3]. A neural network aims to mimic human perception and
consists of one or more hierarchical layers extracting features in the data, with
increasing order of abstraction. One deep learning algorithm is YOLO.

26.1.2 YOLO (You Only Look Once) Object Detection

The YOLO algorithm is inspired by the human visual system, whereby complex
features and patterns can be identified and deduced at a glance [4]. YOLO predicts
what features of interest are in a given scene and where they are by predicting
bounding boxes using probabilities. The result is one or more bounding box for the
objects in a scene that an algorithm is trained to identify. In this case, the objects
were poles in the reindeer fence. YOLO was chosen for sake of its speed and its
detection of one object per box, although its real-time performance is not needed per
se. Traditional YOLO, with 24 convolutional layers, v3, was used.

26.1.3 Selecting Images

Rain, snow,mist, and reflected light can negatively impact the quality of the collected
video- and image-based data. Moreover, light conditions vary over the course of the
day and year. Hence, to meet the quality requirements of the project, i.e., the extent
of blurriness or contrast, images were manually selected.

26.1.4 Calculating Absolute Angle of Segmented Objects

To determine the absolute angle in degrees of a given fence pole, we applied a color
threshold. Depending on the time of the year and day, the reindeer fence is darker
than the background. Hence, we used a simple color-based threshold to segment out
the darker pixels in the given bounding box given by YOLO. Once the darker pixels
were segmented, a line was fitted to these pixels. The line could then be used to
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determine the absolute angle in degrees of a given reindeer fence pole by knowing
the line’s equation.

26.2 Image Analysis of Reindeer Fence

The image analysis of reindeer fence along the railway line used existing videos (with
2–3 m between images), shot from track measurement vehicles, often traveling at
the track section’s maximum allowed speed (up to 160 km/h). Track measurement
vehicles traverse the railway network, at intervals of 2 months or longer, depending
on the type of railway. The videos had to be converted and processed using the
following three steps:

1. Acquire data, i.e., video datasets (automatic).
2. Extract images from each video (automatic).
3. Discard superfluous and blurry images (manual).

The image-data extracted from the videos were then processed using a deep
learning and image-based workflow following four steps:

1. Manually label features of interest as bounding boxes to train the AI model.
2. Augment the labeled images using various augmentation workflows, such as

brighten, darken, contrast, and soften, to artificially produce a large training
database.

3. Use trained AI model to automatically detect features of interest.
4. Match features of interest across images taken at the same location at different

events in time and use the relationship between matched features to determine
change over time. Use a color-based threshold to segment out the pole from the
background in each bounding box. Fit a line to the segmented pole and calculate
the absolute angle in degrees.

The original version of the extracted images was used to label features of interest
using LabelIMG [6]. A rectangular bounding box was drawn around each visible
reindeer fence pole for each image, as shown in Fig. 26.1.

This process created a separate.xml-file (one for each image; a few hundred were
used) specifying where the labeled features were located for each image; the file
comprised the training data. When training data were created for each image and
object of interest, each image was augmented in terms of, for example, contrast and
brightness, as shown in Fig. 26.2. In this way, the training data created for each input
image could be used for each augmented version of that image—as the location of
objects of interest (i.e., poles) in the image did not change. Thus, the amount of
training data generated per unit time could increase significantly.

Once images were augmented in terms of brightness and contrast, and there were
training data for each version of the augmented images, the deep learning/AI model
was ready to be trained. We used a workflow based on TensorFlow and the YOLO
object detection framework to automatically draw a rectangular bounding box around
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Fig. 26.1 Rectangular bounding boxes drawn around each visible reindeer fence pole

probable features of interest, as shown in Fig. 26.3 [4]. First, the bounding boxes in
Fig. 26.3a were automatically created across the images. These bounding boxes were
combined with a probability map, as shown in Fig. 26.3b [4]. The bounding boxes
across the image and the probability map together formed the final location of the
detected objects, as shown in Fig. 26.3c. The two farthest away poles in Fig. 26.3c
cannot be detected. As these poles soon get closer to the camera in another image, it
was best to ignore the far most part of the images.

By using original images containing individual poles and artificially changing the
angle of a smaller part of the images, we created examples of poles at different angles
(absolute degrees compared to the original image). Figure 26.4 shows an example
of a single pole rotated to four different extents. The estimated differences in angle
(relative angle in degrees) between the single pole in the original image and the
four augmented smaller images are shown in Table 26.1. This scenario is arguably
comparable to the analysis of images taken at the same location at different points
in time.

In the next step, we segmented the identified objects of interest from the back-
ground. Once this was done, it was possible to fit a line to the segmented area. From
the fitted line, we could calculate the absolute angle of the line and, in turn, the
segmented object through the line’s equation. This is shown in Fig. 26.5.

26.3 Costs and Benefits

If benefits (the traffic) are considered static, we should strive to minimize the total
cost as follows:
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a

b

c

Fig. 26.2 Image augmentation methods used for all images; a shows the original image as captured
by the camera;b shows a darkened version of the same image; c shows a versionwhere the brightness
and contrast have been increased
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Fig. 26.3 YOLO object detection technique automatically creates bounding boxes throughout the
image in (a) alongside a probability map for the image in (b). The bounding boxes in (a) and the
probability map in (b) determine the final (likely) location of detected objects in (c)

Fig. 26.4 Duringwinter, each individual pole is identified (smaller images in the upper right corner)
together with the original image. The degrees in the pictures show the actual difference in the angle
of the slope between the pole in smaller images and the pole in the original image
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Table 26.1 The known angle (the amount an image has been artificially rotated) compared to the
estimated angle. The proposed method can be used with uncalibrated cameras or with cameras of
unknown specifications, such as focal length and sensor size

Method Actual rotation/angle (°) Estimated rotation/angle (°)

Uncalibrated camera, feature matching 3 3.6

12 12.2

24 24.8

40 39.3

Fig. 26.5 During winter, an individual pole is identified, together with its slope (green line). The
numbers represent the calculated angle of the slope
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Total cost = Unpunctuality cost+ Other operations cost+ Inspection cost

+ Preventivemaintenance cost (other than inspection cost)

+ Correctivemaintenance cost

The decision on whether to use a manual inspection or image analysis inspection
is not just a question of the cost of the inspection itself. For example, we might
save money on inspections by performing the image analysis inspection at the same
intervals as the more expensive manual inspection. Alternatively, we may shorten
the inspection interval, allowing earlier detection of failures and thus sooner repair.
Further, on densely trafficked lines, we must consider that manual inspection takes
train traffic capacity away from the track, and this makes delays more likely. So there
is a trade-off between maintenance and operation, as well as between preventive
and corrective maintenance. For example, the high cost of a fault may advocate
a shorter inspection interval. Of course, the slower the degradation and the more
likely the method of inspection is to detect the degradation, the longer the inspection
interval can be. Ultimately, data on degradation and costs are needed for optimization
decisions (see Lyngby et al. [2], who studied railway track).

26.3.1 Manual Inspections Versus Inspections Using Image
Analysis

Using image analysis and identifying leaning poles in reindeer fence as a complement
to ordinary inspections yields various benefits, the chief of which is cost saving.With
the help of image analysis, the parts of an inspection that aim to inspect the fence
and fence poles can be conducted at a faster pace, as the person doing the inspection
does not have to focus as much on the poles in the fence. Cost savings can also be
expected because there will be fewer accidents involving hit animals, i.e., reindeer,
on the track. The cost considerations include the following.

26.3.1.1 Cost of Accidents

As Fig. 26.6 shows, in 2012–2019, there were 3776 accidents involving hit reindeer
(in the northern district, where most reindeer live). On average, 1106 reindeer are
killed every year, with an average of 2.3 reindeer per accident.

Accidents involving hit and killed reindeer incur several costs. When an accident
has occurred, maintenance workers are called to the scene to clear the tracks and
make sure nothing else has been affected. When the accident happens at night, two
workers go out together, at the cost of 1000 SEK/h/worker. They use a vehicle at the
cost of 2500 SEK/h. Depending on the location of the accident, the time it takes to
get there varies; we can assume it takes about 6 h to get to the location and take care
of the animal/s. The compensation paid to the reindeer owner is 3000 SEK/reindeer.
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Fig. 26.6 Number of reindeer killed per year (dotted blue) and number of incidents involving hit
reindeer (solid orange)

26.3.1.2 Cost of Delays

Between 2012 and 2019, there were 256 accidents when reindeer were hit and traffic
was delayed. This resulted in 8207 min of delay in train traffic. The socio-economic
cost of a minute’s delay for a passenger train is 666 SEK/min and for a freight train
is 66 SEK/min [5]. Assuming affected trains are 50% passenger and 50% freight,
the cost of one minute’s delay is 366 SEK. On average, there is a delay of 32 min for
every accident involving reindeer on or around the track, whether they are hit or not.
Therefore, the cost of delay connected to one accident can be calculated as 11,712
SEK/accident. The average cost of the accident itself and its incurred delay is shown
in Fig. 26.7.

At times, reindeer are not hit, but their presence around the track still causes
delays. These delays can occur for several reasons; for example, speed limitations
may be set because of previous reindeer accidents or sightings. Collisionswithmoose
also happen. They cause, on average, longer delays, as a moose is a bigger animal
and causes more damage to the train. In some cases, the reindeer fence might hinder
a moose from crossing the track, although it is not designed to do so.

On the one hand, the benefit (lower cost) of having a well-maintained reindeer
fence might be greater than the cost of one accident with hit reindeer, multiplied by
their number. On the other hand, the benefit might be less, as even a well-maintained
reindeer fence is not a 100% guarantee that reindeer do not pass, and not all tracks
have a reindeer fence, although there has been a long-standing effort to install reindeer
fence in areas where reindeer accidents happen more frequently. In addition, there
may be other operations costs, such as outdoor life being hampered.

Another concern is unpunctuality, taken here as the delay along each section.
However, train traffic is planned with slack, so the train may reach the destination on
time anyway; i.e., there is no unpunctuality cost. Yet slack might mean the railway’s
capacity is not used to its full extent, and this is also a cost, albeit a hidden one.
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Fig. 26.7 Total cost per accident, calculated from a nighttime scenario with 6 h of corrective
maintenance and 2.3 reindeer killed. Vehicle cost is 2500 SEK/h, two maintenance workers cost
1000 SEK/h, and compensation to the reindeer owner is 3000 SEK/reindeer. The cost of delayed
traffic with an assumed 50/50 mix of passenger and freight trains at 32 min delay/accident is 366
SEK/min

26.3.1.3 Cost of Inspection

To keep reindeer away from the track, in northern Sweden, the railway has installed
850 km of reindeer fence on both the right and left sides of the track for 1600 km.
Inspection is performed once a year. Since the fence is not the only part of the
infrastructure inspected, the specific cost is difficult to quantify. However, it takes
approximately 150 min to inspect 10 km of track, including fence (3–4 km/h), at a
cost of 500 SEK/km. Therefore, it takes approximately 212 h to inspect all fencing,
not including the set time between inspections, the time it takes for the maintenance
worker to get to the fences, etc. The pace at which the inspector moves along the
track should be able to be increased if the fences were not included among the objects
subject to inspection. Sometimes, it is not known how often, the fence is inspected
from vehicles, lowering personnel cost but also reducing the quality of inspection.

Inspection by image analysis should only require the inspector to verify image
analysis results from the office desk. No performance measures, typically including
shares of misses (i.e., a leaning pole is not detected) and false alarms (a leaning pole
is incorrectly detected), were calculated in this study. However, to establish whether
the share of misses and false alarms are at acceptable levels, inspectors should be
tested. Specifically, they should look at images with poles and then asked to judge
whether the number of times the algorithm was mistaken is acceptable. One of the
factors complicating the design and evaluation of such a test is that a spurious missed
leaning pole may have no relevance if the adjacent leaning poles are detected, as the
missed polewill probably be detected by the inspector or, at the latest, bymaintenance
workers during repair.
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However, it is not clear whether the manual inspection can be entirely substituted,
as the stability of the poles should be tested by gently pushing them. Experience also
says that old poles tend to have loose cramps, and this is difficult to see in an image.
To more precisely calculate the cost, we should know how long it takes a skilled
inspector to judge from the pictures of poles using image analysis which poles should
be repaired (This likely requires judging the combined effect of several sloping poles;
such judgement tests might themselves be used to enhance future image analysis.)
An estimation of this work time is one minute per inspection remark. Assuming the
same number of remarks as today results in a cost of 8 SEK/km. Admittedly, this
only includes the inspection of reindeer fence, not all inspections. Yet inspection
quality might increase if inspectors focus on one kind of asset at a time.

26.3.1.4 Cost of Maintenance

The cost assessment of maintaining reindeer fence is 5500 SEK for isolated parts
(approximately 10 m). This includes the cost of personnel and transport to the
right position. For longer parts of the fence, the assessment is 230,000 SEK/km.
Hence, unplanned maintenance is roughly two times more expensive than planned
maintenance.

26.3.1.5 Cost and Benefits Summarized

From the numbers above, it is hard to quantify the differences between manual and
image analysis inspection because reindeer fences are often inspected simultaneously
with other assets. Nor is it clear whether all aspects of manual inspection can be
handled by image analysis, although the quality of image analysis inspection might
be higher thanmanual inspection, in some respects. Key parameters to consider when
making an informed decision on inspection methods are shown in Table 26.2, with
reindeer fence costs in the first row.

26.3.2 Avenues for Future Work

Future work should include training the deep learning model on more images of
higher quality and in more conditions, such as during summer or misty weather.
It would also be interesting to use cameras on ordinary trains as often as several
times a day, in order to better monitor the state of the infrastructure. This would
require a company to invest in cameras and administer them and the videos. Vehicle
suspension, quality of track, camera mounting, and the camera itself would all affect
image quality. A dedicated group of freight trains with similar characteristics and
a small number of personnel would likely be the best option if these trains travel
large parts of the railway network. At the moment, it is not possible to eliminate



608 J. Forsmoo et al.

Ta
bl

e
26

.2
Po

ss
ib
le
ap
pl
ic
at
io
ns

of
im

ag
e
an
al
ys
is
of

tr
ac
k
m
ea
su
re
m
en
tv

eh
ic
le
vi
de
os
,a
s
su
gg
es
te
d
by

a
gr
ou
p
of

ra
ilw

ay
ex
pe
rt
s

A
ss
et

in
sp
ec
tio

n
ne
ed

U
np
un
ct
ua
lit
y

co
st

O
th
er

op
er
at
io
ns

co
st

In
sp
ec
tio

n
co
st

Pr
ev
en
tiv

e
m
ai
nt
en
an
ce

co
st
(o
th
er

th
an

in
sp
ec
tio

n)

C
or
re
ct
iv
e

m
ai
nt
en
an
ce

co
st

Pe
ri
od

ic
ity

L
im

ita
tio

ns
of

im
ag
e
an
al
ys
is

of
tr
ac
k

m
ea
su
re
m
en
t

ve
hi
cl
e
vi
de
os

E
xa
m
pl
es

of
da
ta
to

co
m
pl
em

en
t

im
ag
e
an
al
ys
is

R
ei
nd

ee
r

fe
nc
e

Y
es
,m

ig
ht

be
ca
lc
ul
at
ed

fr
om

th
e
de
la
y
of

an
av
er
ag
e
in
ci
de
nt

in
vo
lv
in
g

re
in
de
er
,w

hi
ch

is
32

m
in

Y
es
,e
.g
.,

ow
ne
rs
of

de
ad

re
in
de
er

ar
e

pa
id

30
00

SE
K
/r
ei
nd

ee
r

U
p
to

50
0

SE
K
/k
m

fe
nc
e

fo
r
m
an
ua
l

in
sp
ec
tio

n,
ro
ug
hl
y
8

SE
K
/k
m

fo
r

se
m
i-
au
to
m
at
ed

in
sp
ec
tio

n
by

im
ag
e
an
al
ys
is

23
0,
00
0

SE
K
/k
m

fe
nc
e

55
0,
00
0

SE
K
/k
m

fe
nc
e

R
eg
ul
ar
ly
,

be
fo
re

re
in
-d
ee
r

m
ov
em

en
ts
in

sp
ri
ng

D
oe
s
no
ts
ee

th
e

ne
t

A
ss
et
re
gi
st
er

da
ta
,i
nc
lu
di
ng

th
e
po

si
tio

n
of

ga
te
s

Si
gh

tin
g

di
st
an
ce

fr
om

ro
ad

at
le
ve
l

cr
os
si
ng
s

Y
es
,t
ra
in

sp
ee
d

re
st
ri
ct
io
ns

m
ig
ht

be
im

po
se
d

To
o
sh
or
t

si
gh
tin

g
m
ig
ht

ca
us
e
ac
ci
de
nt
s

M
an
ua
l

in
sp
ec
tio

n
is

ab
ou
t1

0
m
in

of
w
or
k

R
eg
ul
ar
ly

in
hi
gh

su
m
m
er

D
oe
s
no
ts
ee

th
e

ro
ad

fr
om

th
e

ra
ilw

ay

Si
gh

tin
g
da
ta

fr
om

m
an
ua
l

in
sp
ec
tio

n

Sw
in
g
ba
r

he
ig
ht

Y
es
,r
oa
d

ve
hi
cl
es

m
ig
ht

te
ar

do
w
n
th
e

co
nt
ac
tw

ir
e,

ca
us
in
g
de
la
ys

A
cc
id
en
ts
to

ro
ad

tr
af
fic

In
sp
ec
te
d

to
ge
th
er

w
ith

th
e
he
ig
ht

of
th
e

co
nt
ac
tw

ir
e

A
dj
us
tr
oa
d,

sw
in
g
ba
r
or

co
nt
ac
tw

ir
e

C
le
ar

pl
ac
e
of

ac
ci
de
nt

an
d

re
pa
ir
co
nt
ac
t

w
ir
e

R
eg
ul
ar
ly

D
if
fic

ul
tt
o

id
en
tif
y
th
e

gr
ou
nd

le
ve
li
n

th
e
im

ag
es

(c
on
tin

ue
d)



26 AI-Supported Image Analysis for the Inspection … 609

Ta
bl

e
26

.2
(c
on
tin

ue
d)

A
ss
et

in
sp
ec
tio

n
ne
ed

U
np
un
ct
ua
lit
y

co
st

O
th
er

op
er
at
io
ns

co
st

In
sp
ec
tio

n
co
st

Pr
ev
en
tiv

e
m
ai
nt
en
an
ce

co
st
(o
th
er

th
an

in
sp
ec
tio

n)

C
or
re
ct
iv
e

m
ai
nt
en
an
ce

co
st

Pe
ri
od

ic
ity

L
im

ita
tio

ns
of

im
ag
e
an
al
ys
is

of
tr
ac
k

m
ea
su
re
m
en
t

ve
hi
cl
e
vi
de
os

E
xa
m
pl
es

of
da
ta
to

co
m
pl
em

en
t

im
ag
e
an
al
ys
is

Sw
itc

h
he
at
in
g

Y
es
,a
s
a
fr
oz
en

sw
itc

h
m
ig
ht

ca
us
e
de
la
ys

T
ra
in

tr
af
fic

co
nt
ro
lt
es
ts
th
e

sw
itc

h
pr
io
r
to

tr
ai
n

m
ov
em

en
ts

A
n
in
fr
ar
ed

ca
m
er
a
is

ne
ed
ed

C
le
ar

sn
ow

an
d

ic
e.
C
ha
ng

e
he
at
in
g

el
em

en
ts

In
th
e

be
gi
nn
in
g
of

th
e
w
in
te
r

se
as
on

A
n
IR

ca
m
er
a
is

ne
ed
ed

to
do

th
is

T
im

e
w
he
n

sw
itc

h
he
at
in
g

is
ac
tiv

e

Sw
itc

h
sn
ow

co
ve
rs

Y
es
,a

sw
itc

h
w
ith

ou
ts
no
w

co
ve
r
m
ig
ht

be
im

po
ss
ib
le
to

ac
tu
at
e

T
ra
in

tr
af
fic

co
nt
ro
lt
es
ts
th
e

sw
itc

h
pr
io
r
to

tr
ai
n

m
ov
em

en
ts

In
sp
ec
te
d

to
ge
th
er

w
ith

ot
he
r
tr
ac
k

co
m
po
ne
nt
s

C
le
ar

sn
ow

an
d

ic
e

B
eg
in
ni
ng
s
of

w
in
te
r
an
d

su
m
m
er

To
ch
ec
k
ev
er
y

tw
o
m
on

th
s
is

to
o
lo
ng

an
in
te
rv
al

D
at
es

w
he
n

sn
ow

co
ve
rs

ar
e
to

be
pu
ti
n

pl
ac
e
an
d

re
m
ov
ed
,

ac
co
rd
in
g
to

co
nt
ra
ct

G
au
ge
.

D
if
fe
re
nt

ki
nd
s
of

ob
je
ct
s

m
ig
ht

m
ak
e

th
e
ga
ug
e

na
rr
ow

er

Y
es
,c
au
se
d
by

co
nt
ac
tw

ir
e

po
w
er

ou
ta
ge

an
d/
or

bl
oc
ke
d

tr
ac
k

A
cc
id
en
ts
to

ro
lli
ng

st
oc
k.

L
an
d-
ow

ne
r

di
sc
us
si
on
s
an
d

co
m
pe
ns
at
io
n

In
cl
ud
ed

in
tr
ac
k
in

ge
ne
ra
l

C
le
ar

w
oo

d
be
fo
re

th
er
e
is
a

ri
sk

C
le
ar

tr
ee
s
th
at

ha
ve

fa
lle
n
or

m
ig
ht

fa
ll

R
eg
ul
ar
ly

an
d

ad
ho
c
(p
ri
va
te

fe
nc
es

to
o

cl
os
e
to

th
e

tr
ac
ks
,a
ft
er

st
or
m
s
th
at

m
ig
ht

ca
us
e

tr
ee
s
to

fa
ll)

D
oe
s
no
t

di
sc
ri
m
in
at
e

be
tw
ee
n
ha
rd

an
d
so
ft
ob
je
ct
s

A
ss
et
re
gi
st
er
s

w
ith

da
ta
fr
om

ve
hi
cl
es

m
ea
su
ri
ng

cl
ea
ra
nc
e

ga
ug
e.

Sa
te
lli
te

ph
ot
os (c
on
tin

ue
d)



610 J. Forsmoo et al.

Ta
bl

e
26

.2
(c
on
tin

ue
d)

A
ss
et

in
sp
ec
tio

n
ne
ed

U
np
un
ct
ua
lit
y

co
st

O
th
er

op
er
at
io
ns

co
st

In
sp
ec
tio

n
co
st

Pr
ev
en
tiv

e
m
ai
nt
en
an
ce

co
st
(o
th
er

th
an

in
sp
ec
tio

n)

C
or
re
ct
iv
e

m
ai
nt
en
an
ce

co
st

Pe
ri
od

ic
ity

L
im

ita
tio

ns
of

im
ag
e
an
al
ys
is

of
tr
ac
k

m
ea
su
re
m
en
t

ve
hi
cl
e
vi
de
os

E
xa
m
pl
es

of
da
ta
to

co
m
pl
em

en
t

im
ag
e
an
al
ys
is

N
oi
se

w
al
ls

C
om

po
ne
nt
s,

so
m
e
of

th
em

el
ec
tr
ic
al
ly

co
nd
uc
tiv

e,
fly

aw
ay

fr
om

th
e

no
is
e
w
al
l.

H
ow

ev
er
,n

o
de
la
ys

ha
ve

be
en

re
po
rt
ed

du
e
to

no
is
e
w
al
ls

In
cr
ea
se
d
no

is
e

to
th
e
pu

bl
ic
.

A
cc
id
en
ts
to

tr
es
pa
ss
er
s

Si
m
ila

r
an
d

si
m
ul
ta
ne
ou
s

w
ith

fe
nc
es

Fa
st
en

lo
os
e

co
m
po
ne
nt
s,

pa
in
t

C
le
ar

de
br
is
.A

la
rg
e
po
rt
io
n
of

fa
ilu

re
s
is

ca
us
ed

by
ac
ci
de
nt
s
an
d

sa
bo

ta
ge
,s
o

pr
ev
en
tiv

e
m
ai
nt
en
-a
nc
e
is

of
sm

al
lv

al
ue

A
d
ho
c

in
ve
nt
or
y
is

ne
ed
ed

no
w
,

as
th
er
e
ha
ve

be
en

no
in
sp
ec
tio

ns
of

no
is
e
w
al
ls
in

th
e
la
st
ye
ar
s

So
m
et
im

es
fe
nc
es

an
d
no
is
e

w
al
ls
ru
n
in

pa
ra
lle

l,
w
hi
ch

m
ay

m
ak
e
it

di
ffi
cu
lt
to

re
co
gn

iz
e
th
em

Si
gn
s

Y
es
,m

is
si
ng

si
gn
s
fo
r,
e.
g.
,

sp
ee
d
in
cr
ea
se

an
d
m
ax
im

um
tr
ac
tio

n
cu
rr
en
t

m
ay

ca
us
e
de
la
ys

M
an
ua
l

in
sp
ec
tio

n
m
ea
ns

w
al
ki
ng

th
e
di
st
an
ce

Pu
tu

p
ne
w

si
gn
s

Pu
tu

p
ne
w

si
gn
s.
O
nl
y
a

fe
w
fa
ilu

re
s
a

ye
ar

R
eg
ul
ar
ly
,a
d

ho
c
(e
.g
.,

ou
td
at
ed

si
gn
s

sh
ou
ld

be
re
m
ov
ed
)

T
he

tr
ac
k

m
ea
su
re
m
en
t

ve
hi
cl
es

do
no
t

tr
av
er
se

al
l

tr
ac
ks

in
sh
un
tin

g
ya
rd
s

A
ss
et
re
gi
st
er

da
ta
,d
at
a
on

pe
rf
or
m
ed

m
ai
nt
en
an
ce

ac
tio

ns
(e
.g
.,

th
at
a
si
gn

ha
s

be
en

re
po
rt
ed

as
re
m
ov
ed

by
th
e

m
ai
nt
en
an
ce

co
nt
ra
ct
or
)



26 AI-Supported Image Analysis for the Inspection … 611

in situ inspection of reindeer fences. However, since a reindeer fence is more varied
in its appearance than many other types of fences and other assets in the railway,
it is likely that image analysis would work well. To get a better understanding of
costs and benefits, future work should include estimations of how the downtime
of the fence (caused by not knowing the faults) relates to the number of accidents
involving hit reindeer. In addition, more of the assets inspected simultaneously with
the reindeer fence could be included in the estimations (see Table 26.2). Another
interesting possibility is to let the results of image analysis generate work orders for
maintenance personnel.

26.3.2.1 More Possible Applications of Image Analysis of Existing
Videos

A group of railway experts was asked to suggest more applications of image anal-
ysis of the available videos beyond the inspection of reindeer fence. Table 26.2
presents some possible applications, together with mostly qualitative descriptions of
the parameters.

As noted previously, it is difficult to determine the cost of inspection of one type
of asset, so the numbers for reindeer fence are approximations. Nevertheless, they
give an idea of the different costs and what can be gained by decreasing costs of
unpunctuality and other operation costs such as accidents, as well as how much
might be gained by inspecting the fence often, allowing operators to better plan
maintenance, thus lowering maintenance costs.

Table 26.2 suggests some of the proposed applications would fulfill a regular and
large need, while others are ad hoc or have small benefits. Interesting possibilities
include signs and switch snow covers; using the experiences from reindeer fence
they should be easy to implement.

26.4 Discussion and Conclusions

By using remotely analyzed video- and image-based material along with the railway
network, it is possible to identify railway infrastructure in need of maintenance auto-
matically and in a timely manner, thus reducing the number of in situ inspections by
trained personnel to identify actual and potential faults and risks. Early identifica-
tion of maintenance needs—including probable faults—should lead to a reduction
in urgent corrective maintenance and, in terms of reindeer fence, fewer animals on
the track, which, in turn, will lead to a reduction in the number of injured animals
and damaged trains.

Furthermore, image analysis of reindeer fence using existing video shots taken
from track measurement vehicles allows the poles of the reindeer fence to be distin-
guished and the angle of their slope to be compared over time, making image analysis
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of interest to maintainers. However, the resolution of the videos is too poor to distin-
guish the net between the poles, so the technique cannot yet be expanded to include
other details of the fence.

While manual inspection is regulated and widely used, it is prone to mistakes
because of fatigue, lack of transparency, and quality assurance measures. Until now,
the status of key railway infrastructure, such as reindeer fence, has been assessed
using resource-intensive manual approaches; inspectors often drive or walk along a
stretchof railway.With automateddata collection and analysis, decisions on themain-
tenance of critical railway infrastructure can be made remotely, and in situ inspection
and maintenance can be scheduled when and where needed, based on actual, up to
date information on the status of a stretch of railway [1]. This would reduce correc-
tive maintenance; maintenance tasks could be scheduled well in advance, improving
working conditions and reducing costs.

That said, a full cost-benefit analysis is difficult to carry out, as the results of
implementing image analysis inspections are not known beforehand. It is difficult
to determine how much manual inspection might be eliminated, how inspection
intervals might be changed, or how much downtime might be reduced.

Acknowledgements The authors thank JVTC for funding, Infranord for videos taken by the track
measurement vehicles and knowledgeable help to improve the images, and Strukton. The authors are
also grateful to their colleagues for their ideas and sharing their opinions on drafts of themanuscript.
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Chapter 27
User Personalized Performance
Improvements of Compute Devices

Nikhil Vichare

Abstract Over the last decade, personalization has been used widely in products
and services such asweb search, product recommendations, education, andmedicine.
However, the use of personalization formanaging performance on personal computer
devices such as notebooks, tablets, and workstations is rare. Performance optimiza-
tion on computing devices includes all aspects of the device capability such as
power and battery management, application performance, audio and video, network
management, and systemupdates. In each case, personalizationfirst involves learning
how the user uses the system along with the context of that experience. This is
followed by tuning the hardware and software settings to improve that experience
by providing individualized performance gains. This chapter discusses the need,
complexities, and methods used for performance personalization. A method and
case study of improving application performance using utilization data and a Deep
Neural Network is presented.

Keywords Performance personalization · Machine learning · Application
performance · Artificial intelligence · Edge inference · End-user computing

27.1 Introduction

Personalization is the process of tailoring a product, service, experience, or commu-
nication to the specific needs of the end user. Most consumers are familiar with the
personalization on the web, which is about delivering content (news, entertainment,
products, etc.) that is relevant to the user based on their past preferences and/or
other demographics data. Personalization in medicine provides an opportunity for
patients and healthcare providers to benefit from more targeted and effective treat-
ments, potentially deliveringmore healthcare gain and improved efficiency [1]. There
is a growing interest in personalized education and learning where recommender
systems can automatically adapt to the interests and knowledge levels of learners.
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These systems recognize the different patterns of learning style and learners’ habits
through testing and mining their learning activity [2]. The research firm Gartner
predicts [3] a 15% profit boost for those who successfully handle personalization in
eCommerce.

Personal computer devices such as notebooks (laptop), desktops, tablets, and
workstations allow a lot of customization at point of sale. Customers can select
between a wide variety of hardware and software configurations to build their own
personalized device. These customizations may include installing additional hard-
ware and/or accessories. Modern Operating Systems have several personalization
options such as language packs [4]. These options provide interfaces, menus, help
topics, and dialog boxes in the language of user’s choice. Other experiences and
themes available for personalization include backgrounds, settings, and menus.

Although there are many ways a hardware or software can be configured at point
of sale, there are very few methods to personalize the computing device for a user’s
specific workload.Workload is the amount of CPU,memory, storage, network, GPU,
and other resources required for execution.Workloadmay be comprised of processes
generated from a single application or multiple applications. This chapter will intro-
duce a method to personalize a computing device for user-specific workloads by
learning and characterizing the workload and using a Machine Learning model to
map the workload to system settings that provide a performance boost.

27.2 Personalized Performance Improvements

A computing device generally processes, compiles, stores, and/or communicates
information or data for business or personal use. Because technology and computing
needs vary between different users and applications, computing devices are designed
to serve awide variety of applications and user personas. Furthermore, at point of sale,
computing devices can be configured to be general-purpose or for a specific purpose
such as gaming, high-performance computing, financial transaction processing,
airline reservations kiosks, enterprise data storage, global communications, etc.

The same computing device can be customized to provide different levels of
performance by configuring the hardware settings orOperating System (OS) settings.
Figure 27.1 shows the methodology for performance personalization. A computing
devicemay serve one ormore experiences for the user. These user experiences include
optimal audio/video quality for conferencing and entertainment, video/graphics
performance (for games and graphics-based computations), battery life while trav-
elling, CPU and memory for faster computation while running applications, and
faster charging of batteries for users who need a runtime for next meetings or
service appointments. Often, the user may switch between these experiences or may
multitask with two or more experiences.

The first step for personalization is to understand and rank which experiences
are most valuable to the customer and can be optimized by changing the hard-
ware/software settings. The detection and ranking can be a complex task. In some
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Fig. 27.1 Method for
performance personalization

scenarios, a software application or survey may get direct feedback from the
customer. In commercial environments where the devices are managed by IT organi-
zations, the IT team may be aware of the device experiences valued by their users. In
the absence of direct feedback, data can be collected on system and application usage
to detect and rank the most frequent patterns. This may be accomplished with a pre-
trained supervised Machine Learning model that takes the system and application
data as input and detects and ranks the experiences.

Once the experience to be optimized has been identified, the next step is to collect
detailed data on the specific category of experience. This is needed because users
use computing devices for the same experience in different ways. For example, an
office user may use an audio subsystem for a conference call in a noisy environment
(which requires noise suppression),while a gamerwill need a fully immersive gaming
experience. Each experience category has its own set of best audio settings. Learning
and tuning to these differences is the key to personalization.

Learning the experience category requires data about how the experience is
utilized. The data along with labels of the category can be used to train a super-
vised ML (Machine Learning) model that can classify the experience categories.
Such a model can be deployed on the computing device by integrating it as part of
a performance application. Depending on the cost and complexity, the actual model
may reside on the device or may be hosted on the cloud. In either case, theMLmodel
needs to be managed, retrained, and updated as new data is available, which may
need significant changes to the data to ML pipeline [5]. In the absence of data or
labels to train a model, a rule-based system can be developed where the rules are
generated by experts in the domain.

A critical component of performance personalization is the mapping of the expe-
rience category with optimal hardware, software, and OS settings. This mapping can
be developed during the device development phase and updated as user experiences
evolve. Later in the chapter, a case study is presented that provides an example of
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building the experience category to optimal settings mapping. Once the experience
category is detected using anMLmodel or rule-based system, the optimal settings are
applied on the device to tune and improve the user’s personal experience. A mature
performance monitoring system will keep track of changes in user patterns to select
other experiences for optimization.

27.3 Personalized Application Performance Improvements

There have been several studies and implementations of workload characterizations
to understand workload intensity and patterns, especially for server-side web work-
loads for performance evaluations, capacity planning, and resource provisioning [6].
Specifically, to manage the cloud infrastructure, studies have focused on workload
pattern prediction using time-series analysis [7]. In other efforts,ML techniques have
been applied to tune the performance of large data centers by optimizing the memory
using prefetch [8, 9]. Similarly, characterization methods and case studies are avail-
able on understanding the characteristics of Big Data workloads for designing effi-
cient configurations and improving throughput [10]. Most of the work listed above is
focused on high-end servers and data centers. There has been alimited effort on auto-
matically (either using ML or other means) providing performance improvements
on devices used by individual end-users for their specific tasks and applications.

Computing devices are used with a range of software applications that performs
tasks such as word processing, business communication and email, video processing,
3D modelling and simulations, etc. Different applications leverage system resources
including hardware resources differently. Some applications may be multi-threaded
(allows multiples threads or sub-processes within the context of single process), and
some applications may be single-threaded. Some applications can benefit from a
faster CPU speed and others from faster Input–Output (IO) performance (e.g., due
to transactional access to storage). Certain applications may require more power and
hence need to be run when devices are connected to AC power. Others may need
strong network speeds to transfer data and computations back and forth from the
cloud.

An application may run in different modes, resulting in different workloads.
For example, a 3D modelling application working on a simple mechanical part
versus a complex aircraft design will result in different levels of utilization of the
CPU, graphics, memory, etc. Hence, learning and tuning the system settings to the
user’s specific application workload is important for getting the best performance.
Figure 27.2 shows the workflow to improve the performance of user’s application-
specific workload. As discussed in the previous section, the key components of
providing personalized improvements include (1) creating a model that can detect
the various workload types and (2) developing a mapping between the workload and
best settings to provide the performance improvements [11–13].
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Fig. 27.2 Application workload performance optimization workflow

27.3.1 Workload Classification Model Training

Each workload generates different levels of utilization stress on the computing
devices. This stress can be measured by monitoring the utilization of CPU, memory,
storage, graphics, network, etc. The utilization can be tracked at the system level
(across all applications and process running concurrently) and for the individual
processes spun by the application. Along with the utilization data, various thermal
and power sensors can be monitored to understand the correlating between utiliza-
tion and stress levels. If the device is powered by battery, the battery sensors related
to charge-level, current, voltage, and temperature can be included in the dataset. On
a typical notebook computer with a Windows OS, 1000+ variables can be tracked
to characterize the workload and device. These variables and the features extracted
from this data are the predictors’ variables (X) for the workload classification model.
Most computing devices go through extensive validation testing under different appli-
cation stresses. Devices in the gaming and workstation class are also tested using
the industry-standard benchmark tests. The workload features can be collected and
labelled during either of these test runs.

In some implementations of the workload classification, the solution developer
may be aware of the different types of workloads used by their users. For example,
a storage workload may be characterized by metrics such as read/write ratio, type of
operations (randomvs. sequential), distribution of block sizes, depth of IOoperations,
and use of cache. A grouping of these metrics can be used as a workload type and
hence as a label or response variable (Y ) for a supervised ML problem [14].

In other implementations, the solution developer may not have the knowledge of
the different workload types. In that situation, data can be collected from systems in
the lab where software application generating the workload is run on the computing
devices and the device and applications are instrumented to collect the utilization
data discussed earlier in this section. This data can be collected over a wide variety
of device configurations and SW applications. It can be further augmented with
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telemetry data from fielded devices if available. The data can be used with various
Unsupervised ML methods to find the naturally occurring workload clusters in the
data. This data-driven workload type identification can lead to discoveries of new
workload types that were not known to domain experts and solution developers.

Theworkload classificationmodel is then integrated and deployedwith the perfor-
mance personalization application. The deployment methods can vary based on the
overall software architecture utilized and the target audience of the performance
application. If workload classification models are hosted on a cloud infrastructure,
data from the user’s workload is transferred from individual devices and a classifi-
cation of the workload type is retuned back. In certain implementations, privacy or
security concerns may demand minimal or no data transfer outside the user’s device.
In those case, the classification model is fully integrated with the performance appli-
cation running the computing device. In both implementation scenarios, the models
must be managed using a model management engine that connects to the backend
ML pipeline for re-training the model offline and updating it for continuous use.

The entire process of tracking workload and device instrumentation data, feature
creation, and execution of ML models for scoring must be carefully architected and
developed to minimize the computing resources consumed on the user’s device.
When ML models are fully integrated with client applications, the actual inference
can be performed on the CPU or GPU (if available). The overall goal must be to have
none or minimal perceptible performance impact to the user for personalizing and
improving the performance.

To meet that goal, models that perform inference on the edge must be thoroughly
regularized to reduce the numbers of features used by the model. Reduced number
of features also results in less data collection and hence further reduces the resources
consumed on the user’s device.MLmodels are usually selected based on their perfor-
mance metrics such as accuracy or F1 scores for classification tasks and mean abso-
lute error for regression tasks. However, for edge inference, overall resource impact
of the model is also a key essential metric. The overall resource impact includes the
resources needed for data collection, model execution, and any processing of the
data before or after model execution. Software developers and data scientist need to
carefully balance both accuracy and performance-relatedmetrics formodel selection.

27.3.2 Workload Versus Best Settings Map

The next step involves creating a mapping of workload type and a set of hardware,
OS, and firmware settings that provide the maximum performance improvement for
that workload. Across computing devices, the HW and SW settings available for
tuning vary by the type of hardware, type of OS, firmware version, etc. For example,
certain CPUs may not have the capability to enable or disable hyperthreading which
allows parallelization of computing tasks. Similarly, some operating systemsmay not
have the Superfetch capability that allows the preloading of applications in memory
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to run faster. This leads to variations in the performance improvements that can be
achieved across configurations.

Across the different HW sub-systems like CPU, graphics, storage, memory and
network—over hundred different setting options can be set in two or more ways.
This creates a large number of combinations of system settings that can influence
the performance of the device and application. Several of these combinations can be
eliminated based on the domain expertise of conflicts between the setting themselves.
The rest have to be evaluated using actual testing and data. The mapping between
best settings and workload type can be developed by augmenting several sources of
information such a performance testing and industry benchmark studies.

One approach is to develop this map during the labelled data collection phase for
workload classification.When a specific workload type is executed on the computing
device, it runs with a set of system settings, during each run performance metrics
cans be tracked for evaluations. For instance, the metrics could quantify the time
to completion of the workload, the volume of workload executed, and metrics for
responsiveness. The tests are run iteratively by changing each (or a group of) system
setting and measuring the performance over a test run. It is recommended to run
multiple test runs for each setting to quantify and address the run to run variability on
the metrics. Once the mapping of workload versus most optimal settings is available,
it must be integrated with the performance application. As testing progresses on
newer device configurations and with the availability of new system settings, the
map can be updated either by updating the performance application or by client-cloud
architecture where the mapping is hosted on a cloud server.

27.3.3 Solution Workflow

In the last two sections, we discussed the methods to develop a workload classifica-
tion model and a mapping between workload type and optimal settings. These two
components are the essential features of the performance personalization applica-
tion that can be pre-installed on a computing device or downloaded and installed by
individual users or IT administrators. The first step is to select the application(s) that
need a performance boost. For general-purpose office users, these could be the most
frequently used applications. For users using special high-performance applications,
these applications could be selected by the user.

Once the application to be optimized is selected, the next step is to learn the type of
workload generated by that application. This is done while the user is using the appli-
cation. As the user uses the application to perform the intended tasks, the monitoring
service of the performance application tracks the system-level and process-level
utilization during this time. The learning period may continue for a few minutes to
several hours depending on the variations in the workload patterns over time. The
data collected during the application learning period is analyzed and transformed in
a manner consistent with the input to the workload classification model. The model
scores this data to output a workload type. The workload type is then matched with
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the best system settings from the map. The system settings changes are applied to
provide a performance improvement.

27.4 Application Performance Optimization Case Study

In this section, we discuss the implementation details of an application performance
optimization software. The implementation follows the methodology and workflow
presented in Sect. 27.3. The performance optimization software, in this case ismainly
targeted to workstation-class computing devices. These devices are high-powered
system designed to execute CPU and Graphics heavy applications. Prior to the devel-
opment of the ML-based performance optimization, end-users and HW/SW OEMs
would run various applications on the computing device and individually change the
system settings to get better performance. This association between best HW settings
and an application was typically created manually in a lab using benchmarks and
application analysis by engineers. A set of optimal system settings (also known as
profiles) were developed per application. However, this approach is not scalable to
support the wide variety of applications and a variety of workloads generated by the
same application (Fig. 27.3).

As explained in the previous section, the same application can generate various
type of workloads. Hence, what is needed is the ability to learn the applications work-
load profile without being explicitly programmed (i.e., using Machine Learning).
The profile is learned using the features of the applications workload related CPU,
memory, storage, etc. Over 1000+ variables can be tracked at a system and individual
process level in time-series. These variables are transformed to create features that
characterize the workload [11, 12] (Fig. 27.4).

Fig. 27.3 Association between application name and best system settings (Profile)

Fig. 27.4 Learned relationship between workload features and best profile
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27.4.1 Collection of Labelled Data and Optimal Profiles
Mapping

Data for training the workload classification model was collected on 50+ different
HW/SWconfigurations belonging toworkstation-classmachines. The configurations
have a mix of CPUs, storage, memory, and GPU technologies. Figure 27.5 shows
the process of data collection under different workload types. In this case study,
the number of workload types (Y ) was known prior to the project. There are 27
workload types which means the ML model has to classify among 27 classes. Each
data collection run consists of running a workload under a known set of system
settings (Z). While the workload is getting executed on the device, over 300+ system
and process variables are monitored in time-series. These time-series variables are
processed to extract features from the data (X) which are used as predictor variables
for the ML model.

Example of variables tracked in time-series include Utilization by core, Utiliza-
tion per thread, Processor queue length, # of logical cores on the system, Current
Hyperthreading setting, normalized CPU utilization by a thread—for all threads, IO
operations by the process (read bytes, write bytes, idle bytes), Memory utilization
by the process, Cache operations of the process, Time elapsed per process, Page
file utilization by the process, Memory-committed bytes, Process virtual bytes, IO
operations at physical and logical disk levels, etc.

The test run also tracks the performance metrics (P) for the workload. These
metrics are the direct measure of how fast and/or responsive the workload runs on
the device under those settings. Multiple runs are conducted for the same group of
workload and settings on a given configuration to capture the variability between
runs. More than ~200,000 h of data are collected over the various combinations of
configurations, settings, and workloads. The response variables collected over these
runs are used for training the workload classification model (X, Y ). The settings
and performance metrics are used to develop the mapping set resulting in the best
performance improvements (Z, P) [11].

Fig. 27.5 Data collection for model training and settings mapping
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27.4.2 Feature Extraction and Selection

Over 300 variables are collected in time-series. Each time variable is summarized
using various statistical descriptors such as mean, median, max, min, range, percent
of time at 0, and unique counts. Finally, the total number of features = each variable
X number of relevant descriptors. One of the goals is to build a parsimonious model
to reduce the resource consumption on the computing device. The data has predomi-
nantly numerical features but there were several categorial features for configuration
options and few dichotomous features for binary setting options. The categorical
features were encoded using one-hot encoding. The distribution and correlation
of all features was studied to understand the relationships. Figure 27.6 shows the
correlation matrix over selected variables.

Using the logistic regression framework, Variance Inflation Factor (VIF) is calcu-
lated to evaluate features with high VIF. For each feature xi, Ri is computed by
regressing the i-th feature on remaining features

VIFi = 1
(
1 − R2

i

) (27.1)

Fig. 27.6 Correlation matrix of select workload variables
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The above expression estimates how much variance of a coefficient is inflated
because of linear dependency with other predictors. VIF has a lower bound of 1.
Features with very high VIF > 20 were evaluated and some were removed from the
dataset.

27.4.3 Model Development

AMultilayer Perceptron (Deep Neural Network—DNN) was used to learn the rela-
tionship between the predictor features and the 27 storage workload patterns. Model
was trained using Tensor Flow and Keras [15] with Python as the scripting language.
A fully connected NN with dropout regularization was used to fit the data [16].

zLi =
dL∑

j=1

WL
i j a

L−1
j + bLi (27.2)

aL
i = σ L

(
zLi

)
(27.3)

where,

L is number of Layer of hidden units L = 1, 2,…, M + 1;
x j = a0j are input features into the network;
aL
i is the output of the Lth layer;
fi = aM+1

i are the output values of the final layer;
W weights;
b bias;
zLi is the o/p of the neuron before activation; and
σ L is the activation function of the Lth layer.

In this case, 2 activation functions were used. For the final layer that provides the
workload type, a Softmax layer is used:

t = ez
L

(27.4)

aL = ez
L

∑C
j=1 ti

(27.5)

where C = number of classes. In this case, C = 27 workloads. The above equation
normalizes the values of ai. Note

∑
ai = 1 (all probabilities should add up to 1).

For rest of the layers, Sigmoid and Rectified Linear Unit (ReLu) were used in
hyperparameter selection. The final model uses a ReLu:
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σ x = max(0, x) (27.6)

The whole network is trained by minimizing the supervised loss function:

C∑

i=1

L(yi , fi (x)) (27.7)

L(yi , fi ) = −yi log fi − (1 − yi ) log(1 − fi ) (27.8)

where yi is the labels (actual workloads) and fi is the network output.
The loss function was minimized using the Adam optimizer [17] implemented in

Keras [15].

27.4.4 Hyperparameter Evaluation

Hyperparameter selectionwas done in two stages. In the first stage, a candidatemodel
was selected that provides reasonably good accuracy on the test set. Using thismodel,
several parameters were evaluated individually, holding all other variables constant.
The performance metric for selecting the hyperparameter values is either model loss
or F1 score on the test set.

F1 = 2 × Precision ∗ Recall

Precision + Recall
(27.9)

where Precision is the ratio of true positive to the total predicted positive and Recall is
the ratio of true positive to total actual positive. Training timewas not used as ametric
for any evaluation. This section provides some insights into the hyperparameter
evaluation effort on this dataset (Table 27.1).

Based on the results of the first stage, the values of the 5 parameters above were
selected. These values were then used in stage 2 of hyperparameter search which
included a full grid evaluation.

Three methods were evaluated for initialization. There was no significant differ-
ence in performance among the three (all other variables held constant). He initializer
was selected for the final model. In the case of He, the weights are initialized keeping
considering the size of the previous layer. The weights are random, but the range
is different depending on the size of the previous layer of neurons. This provides
a controlled initialization which has been reported to provide faster and efficient
gradient descent [18]. He initializer also works better with the Relu activation used
in the model.

In the case of ReLu, He initializer draws samples from a truncated normal
distribution centered on 0 with a variance of
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Table 27.1 Hyperparameters
and values used in each stage

Stage Hyperparameter Values

1 Type of scaling Standard, Min–max,
Robust

1 Type of initializer Uniform, He Uniform,
Golrot Normal

1 Type of optimizer Gradient Descent, Adam

1 Activation function for
hidden layers

ReLu, Sigmoid

1 Batch size 64, 128, 256, 512, 1024

2 # of layers (includes o/p
layer)

2, 3

2 Neurons per layer 10, 20, 30, 35, 40, 45, 50,
100

2 Dropout rate 0.1, 0.2, 0.3, 0.4, 0.5

2 Learning rate 0.1, 0.01, 0.001

Var(Wi ) = 2

ni
(27.10)

where ni is the # of inputs to the tensor (Fig. 27.7).
Evaluating optimizers in detailed is a long time/compute resource-consuming

task. A high-level evaluation was performed using the reference model. The default
parameters from Keras were used to evaluate the F1 metric on Gradient. Among the
three different scaling methods used, min–max scaling offered the best performance
in terms of F1 score on the test dataset. For each variable, min-max scaling simply
scales using the following equation (Fig. 27.8):

Xscaled = X − Xmin

Xmax − Xmin
(27.11)

Fig. 27.7 Evaluation of initializers and optimizers
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Fig. 27.8 Evaluation of
feature scaling methods

The block size and type of activation function did not provide any significant
difference in terms of F1 score. In terms of the full grid search, four hyperparameters
(# of layers, neurons per layer, dropout rate, and learning rate for Adam optimizer)
were combined to create an exhaustive grid of values. Learning rate of 0.001 was
selected for the best F1 score and time to learn. The Fig. 27.9 below shows the
variations in the F1 scores after tenfold cross validation with various NN configs and
dropout rates.

Based on the figure the smaller networks with large drop-out rates (30 neurons per
layer + 0.5 dropouts) has the highest misclassifications. The figure does not show
smaller networks (10, 20 neurons per layer) evaluated that had the worst F1 scores.
Similarly, larger networks with 100 neurons did not improve the F1 over NN with
40 or 50 neurons per layer.

Fig. 27.9 Evaluation of network configs and dropout rates
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27.4.5 Regularization and Model Selection

Two methods were used for regularization—Dropout and Early Stopping. The
dropout rates of 0.1–0.5 in increments of 0.1 were evaluated in hyperparameter
search. Based on the dropout rate, the method randomly drops out neurons from the
network. This means the contribution to the activation of downstream neurons is
temporally removed on the forward pass and any weight updates are not applied to
the neuron on the backward pass. The theory is if neurons are randomly dropped out
of the network during training, that other neurons will have to step in and handle the
representation required to make predictions for the missing neurons. The effect is
that the network becomes less sensitive to the specific weights of neurons and results
in a network that is capable of better generalization and is less likely to overfit the
training data [19].

Dropout was implemented using the Dropout layer in Keras [15]. The same
dropout rate was applied to each layer.

aL
i = drop

⎛

⎝σ L

⎛

⎝
dL∑

j=1

WL
i j a

L−1
j + bLi

⎞

⎠

⎞

⎠ (27.12)

where drop(x) = 0 with a probability of dropout rate, else drop(x) = x.
For all runs during training, early stopping was used along with dropout for

regularization. Early stopping was implemented using the Early Stopping callback in
Keras [15]. The callback was set to monitor the loss over a patience of three values.
Patience is the number of epochs with no additional improvement after which the
training is terminated.

The training data for learning storage workloads was collected on ~50+ systems
with varying configuration. Multiple samples of data were collected from each
system. Such data is likely dependent on that particular configuration. Although
several variables related to the configuration of the machine are used as inputs to the
ML model, there are many more that cannot be accounted. In this work, machine id
was treated as a group identifier. In this case, wewould like to know if amodel trained
on a particular set of groups generalizes well to the unseen groups. To measure this,
we need to ensure that all the samples in the validation fold come from groups that
are not represented at all in the paired training fold.

This is implemented using the Group K-Fold feature in Scikit Learn [20]. It is
a K-fold iterator variant with non-overlapping groups. The same group will not
appear in two different folds. The number of distinct groups has to be at least equal
to the number of folds. Final model selection was done based on the results of
hyperparameter search and Group K-fold CV. The final model provided an F1 score
of 0.96 on a test set. The model has 2 hidden layers and an output Softmax layer and
has a total of 4267 trained parameters.
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27.4.6 Application Learning Windows

Characterizing the application workload on a user’s device can be a difficult process.
One of the main sources of the uncertainty is user behavior. For example, a user may
start the application learning process andmay head out for lunch. In this scenario, the
application is open and not running and the utilization variables of the application
are not useful for characterization. Smart thresholds are implemented to account for
lack of activity. Also, application workloads change over time, an application make
start by reading a large amount of data which generates storage and memory activity
which may be followed by several intense computations using CPU and GPU.

To account for these variabilities over time, the learning process is divided into
multiple phases. The application is learned over several fixed windows of time. For
each window, the data is collected, and the workload is classified along with the
probability of classification. The final classification is based on voting across the
windows [21]. Thus, using the methodology presented in Sect. 27.3 and a detailed
example in this section, a solution to provide performance improvements to user-
specific workloads can be developed on existing HW configuration.

27.5 Summary

The chapter provides an overview of the various personalization opportunities that
exist on computing devices to improve the performance for tasks and experiences
that are most important for the user. This type of personalization can be achieved by
using system usage data and Machine Learning methods to learn the experiences to
be personalized. A detailed methodology is presented to improve the performance of
applications selected by the end-user. The method works by further classifying and
characterizing the application workloads and tuning the hardware, OS, and firmware
settings in order to provide the best improvement possible on the given hardware
configuration. A detailed case study onworkstation devices presents the various steps
involved including a collection of labelled data, MLmodel training for classification
of workloads, mapping workloads to system settings, and deployment notes.
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Chapter 28
The Neglected Pillar of Science: Risk
and Uncertainty Analysis

Terje Aven

Abstract Science, in general, is built on two pillars: on the one hand, confidence,
obtained through research and development, analysis, argumentation, testing, data
and information, and on the other humbleness, acknowledging that the knowledge—
the justified beliefs—generated can be more or less strong and even erroneous. The
main thesis of the present conceptual work is that the latter pillar—humbleness—has
not been given the scientific attention it deserves. This pillar is founded on risk and
uncertainty analysis, but the fields of this type of analysis are weak, lacking authority.
The volume of research on risk and uncertainty analysis is small and the quality of
current approaches and methods is not satisfactory. A strengthening of the fields of
risk and uncertainty analysis is urgently and strongly needed. Several suggestions for
how to meet these challenges are presented, including measures to stimulate further
research on the fundamentals of these fields—and crossing established study borders,
and initiatives to be taken by relevant societies to increase the awareness of the issue
and deriving suitable strategies for how to develop risk and uncertainty analysis as a
distinct science.

Keywords Science · Risk analysis · Uncertainty analysis · Knowledge · Black
Swans

28.1 Introduction

Science tells us that smoking is dangerous. The evidence is strong; there is basically
no discussion about it. The scientific method has been used to prove that smoking has
severe negative health effects. A number of statistical models have been established,
linking lung cancer and smoking [e.g. 2, 3]. We also have strong phenomenological
knowledge about why smoking is having these effects.
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It is, however, not that many years since the statement that smoking is dangerous
was very much contested. In 1960, a survey by the American Cancer Society found
that not more than a third of all US doctors agreed that cigarette smoking was to
be considered “a major cause of lung cancer” [4]. As late as 2011, a research work
conducted by the International Tobacco Control Policy Evaluation Project in The
Netherlands showed that only 61% of Dutch adults agreed that cigarette smoke
endangered non-smokers [4, 5].

Science provides knowledge about the health effects of smoking, in the form
of statements such as “Smoking is dangerous” and “Smoking causes lung cancer”,
supported by statistical analysis. This statistical analysis is concerned about twomain
issues:

(a) What does it mean that smoking is dangerous? And that smoking causes lung
cancer?

(b) Uncertainty related to the correctness of these statements. How sure can we be
that these statements are correct?

Issue (a) is commonly answered by referring to a suitable statistical and risk
analysis framework. For example, a frequentist probability p may be introduced,
expressing the fraction of persons belonging to a special population (e.g. women of
a specific age group) that get lung cancer. By comparing estimates of this probability
for non-smokers and for smokers, and considering variations, for example, related to
the number of cigarettes per day and the duration of smoking, significant differences
can be revealed, justifying the statements.

Hence, the statements can be interpreted as saying, for example, that smoking
significantly increases the chances of getting lung cancer, where chance is understood
in a frequency manner. In this framework, uncertainty is dealt with using concepts
like variance and confidence intervals. Other frameworks exist, for example, the
Bayesian one, in which epistemic uncertainties of unknown quantities—such as
p—are represented by subjective probabilities expressing degrees of beliefs.

The smoking example demonstrates that communication of scientific findings is
challenging. The problems relate to both (a) and (b). Two main concerns have to be
balanced: the need to show confidence by drawing some clear conclusion (expressing
that smoking is dangerous) and to be humble by reflecting uncertainties. Standard
statistical frameworks as outlined above provide guidance on both (a) and (b) and
their interactions, but they have limitations; they cannot provide strict proof. They
can demonstrate correlation, but not causality. This has of course been used by the
cigarette manufacturers, who have disputed any evidence supporting the conclu-
sion that smoking is dangerous. The tobacco industry is powerful, and it has taken
a long time to convince people that smoking kills. In some countries, the severe
consequences of smoking have still not been acknowledged.

The present work is based on the conviction that there is also a problem in the
way the humbleness concern is understood and communicated; it is not only about
the propaganda from the tobacco industry. What does it really mean that we do not
know for sure that smoking or passive smoking is dangerous? If John smokes a few
cigarettes every day, will this actually cause him harm, given the fact that smoking
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makes him relax and feel good? How do we formulate and communicate this? The
risk and uncertainty analysis fields should provide authoritative answers but they do
not.

The risk and uncertainty analysis fields lack authority on fundamental concepts,
principles and terms. This can be traced back to the fact that these fields are not
broadly acknowledged as sciences. The volume of research and funding, as well as
the number of academic positions and programmes, is rather small. If, for example,
we compare the number of university professors in statistics with that in the risk field,
the result is astounding. There are in fact very few professors worldwide specifically
in the risk analysis field.

The consequences are rather limited scientific work directed at fundamental risk
and uncertainty analysis research, which, in its turn, has serious implications for the
quality of the humbleness dimension of science as described above.

A full risk and uncertainty analysis needs to capture at least these four types of
elements:

(1) Modelling of variation and other phenomena of the real world (this is often done
using probabilistic models)

(2) Representing and/or expressing epistemic uncertainties using probability, prob-
ability intervals, or another measurement tool

(3) Representing and/or expressing the strength of knowledge supporting the
judgements in (2)

(4) The potential for surprise relative to the available knowledge and judgements
made.

Current frameworks are basically limited to (1) and (2), and even for (2) there
is a lack of clarity on the fundamentals. To illustrate this, consider the use of prob-
abilities to represent/express epistemic uncertainties. In the literature these proba-
bilities are often used without interpretation or, if an interpretation is provided, it
is not really meaningful, as it mixes uncertainty analysis and value judgements; see
Sect. 28.3.2. Similar problems exist for probability intervals, reflecting imprecision;
see Sect. 28.3.2. The risk and uncertainty elements (3) and (4) have been given little
attention in the scientific literature, but they are critical for the proper understanding
and treatment of risk and uncertainty. These elements do not allow the same elegancy
as (1) and (2), in terms of mathematical and technical formulation and precision, but
are equally important. Statisticians and operations researchers usually work within a
quantitative mathematical framework, and (3) and (4) are outside the scope for these
categories of researchers.

For the smoking example, and seeing it from a historical perspective, all these
four types of elements are important and they have all been addressed to some extent.
However, most studies are founded on (1), although some also use (2). Today, the
knowledge strength is very strong, but, if we go back some years, it wasmuchweaker
and (3) and (4) were highly relevant aspects to consider.

The scientific work related to climate change is another current topic illustrating
this discussion. The international authority evaluating climate risk is the Intergovern-
mental Panel on Climate Change (IPCC). The panel has devoted considerable effort
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and competence to characterising climate risk and uncertainties [6–8]. However, the
conceptualisation and treatment of risk and uncertainties lack a proper foundation,
as demonstrated by Aven and Renn [9]. The IPCC evaluations cover, to a varying
degree and quality, the four elements (1)–(4). The panel seems to have developed
their approach from scratch, without really consulting the scientific community and
literature on risk and uncertainty analysis. For IPCC, this community and the liter-
ature have clearly not provided the authoritative guidance that could support it to
form its approach to risk and uncertainty. This demonstrates the point made above:
the fields and science of risk and uncertainty analysis are too weak to have an impact
on important scientific work such as climate change research. The result is a poor
IPCC conceptualisation and treatment of risk and uncertainties.

Another example is the ISO 31000 Guideline on risk management [10], which has
a strong impact on risk knowledge generation and decision-making. It suffers from
similar problems to those of the IPCC reports. The presentation of the fundamental
concepts of probability and risk lacks rigour and is not understandable [11, 12].

These are just examples, showing that the risk and uncertainty analyses are not
sufficiently developed to be able to provide authoritative scientific guidance. The
present work aims at pointing to this situation, clarifying what it is about and
discussing measures to improve it. Section 28.2 first reflects briefly on what science
means in general and for risk and uncertainty analysis in particular, to frame its further
discussion. Section 28.3 examines specific challenges in risk and uncertainty anal-
ysis, based on the elements (1)–(4) presented above. Section 28.4 investigates ways
of improving the current situation and strengthening the risk and uncertainty analyses
and the related fields and sciences. Finally, Sect. 28.5 provides some conclusions.

28.2 What is Science?

If we consult a dictionary, the first definition of science that is presented is of the
type: “The intellectual and practical activity encompassing the systematic study of
the structure and behaviour of the physical and natural world through observation and
experiment” [13]. This captures what is commonly referred to as natural sciences
(physics, chemistry, etc.). The idea can be extended to society, to basically cover
the systematic study of the world, as captured by this definition, “The observation,
identification, description, experimental investigation, and theoretical explanation
of phenomena” [14]. These dictionaries also link science to systematic knowledge
generation, and, combining the two types of definitions, we are led to systematic
studies of the world to gain knowledge.

However, such an understanding of science is narrow and would exclude many
fields, for example mathematics and statistics, and many broader science concepts
exist. The present work is based on Hansson [15], who argues that science (in the
broad sense) should be seen as the practice that provides us with the most epis-
temically warranted statements that can be made, at the time being, on subject
matters covered by the community of knowledge disciplines, i.e., on nature (natural



28 The Neglected Pillar of Science: Risk and Uncertainty Analysis 637

science), ourselves (e.g. psychology and medicine), our societies (social sciences),
our own physical constructions (e.g. technology and engineering), and our own
mental constructions (e.g. linguistics, mathematics and philosophy) [16].

A knowledge discipline generates knowledge in the form of warranted or justified
statements or beliefs. We can refer to the most warranted or justified statements or
beliefs as scientific knowledge. The justified belief that smoking is dangerous for
human health is a result derived from the knowledge discipline of medicine. It is
based on science.

There is not much discussion today about the validity of this belief that smoking
is dangerous. However, as discussed in Sect. 28.1, it has not always been like that. In
general, there is a battle regarding what are the most justified beliefs, a battle that to
a large extent is about power and institutions. There are different perspectives, ideas
and schools of thought arguing for their statements and beliefs. Deciding which are
the most justified beliefs is always contentious. Nonetheless, practice has shown that
the process of reaching these most warranted statements and beliefs works well. In
a longer perspective, the different knowledge disciplines move forward and make
developments and progress [17, 18].

Today, the climate change issue is a good example of this battle. The climate
knowledge disciplines have concluded that global warming takes place and is
extremely likely (greater than 95% probability) to be the result of human activity.
There is opposition to these views, it is indeed a battle, but these beliefs are those
supported by the majority of climate scientists, and they are strongly influencing the
political decision-making.

The statistical science provides knowledge on how to do the statistical analysis
in cases like these (smoking, climate change), but there are issues of importance for
the understanding and follow-up of the beliefs on smoking and climate change that
extend beyond this science, as discussed in relation to items (1)–(4) mentioned in
Sect. 28.1. These issues are addressed by the fields and sciences of uncertainty and
risk analysis. As discussed in Sect. 28.1 and will be further argued for in the coming
section, the knowledge produced by the uncertainty and risk sciences is too weak
to influence the climate sciences. The meaning of the above statement—“greater
than 95% percent” is not made clear in the IPCC documents, as explained in detail
by Aven and Renn [9]. There is a lack of precision on a fundamental concept for
reporting the scientific climate-change knowledge, which has serious implications
for the communication and trustworthiness of the findings. Ideas about risk are used
which risk researchers argue are unsuitable [9]. A serious lack of quality in the risk
and uncertainty treatment is observed. The thesis is that this is due to weak risk and
uncertainty analysis sciences.

Today, there is no broad acknowledgement of risk analysis (in the broad Society
for Risk Analysis (SRA) sense, covering risk assessment, characterisation, commu-
nication, management and policy) being a science itself, a distinct science. However,
it can be argued that the pillars for such a science exist [19] by including two different
types of knowledge generation for risk analysis [20]:
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(A) Risk knowledge related to an activity (interpreted in a broad sense, also covering
natural phenomena) in the real world, for example, the use of a medical drug,
the design of an offshore installation, or the climate.

(B) Knowledge of concepts, theories, frameworks, approaches, principles, methods
and models to understand, assess, characterise, communicate and (in a broad
sense) manage risk.

The (B) part is the specific one for risk analysis; no other science has (B) as its
subject matter. The (A) part is driven by other sciences, like medicine and physics,
and is supported by risk analysis and the (B)-generated knowledge.

Similar types of knowledge production can be defined by the field/science of
statistics [19]:

(A1) Knowledge related to an activity in the real world using statistical analysis;
(B1) Knowledge on concepts, theories, frameworks, approaches, principles,

methods and models for collecting, analysing, presenting, and interpreting
data.

Risk analysis uses statistics but covers many topics which are not addressed by
statistics, for example the role of the precautionary principle in risk management
[19]. For uncertainty analysis, we can make a similar knowledge production to that
for risk analysis, but as uncertainties always need to be seen in relation to what one
is uncertain about, uncertainty analysis will have basically the same elements as risk
analysis as defined by (A) and (B). It is common to focus on future consequences and
quantities in risk analysis, but the analysis also covers other types of quantities, and
uncertainty analysis can thus be considered a part of risk analysis in this sense. In
the following, we refer to the science of ‘risk and uncertainty analysis’ to highlight
that we cover this broad interpretation of (A) and (B).

28.3 Fundamental Challenges in Risk and Uncertainty
Analysis

In this section, the four elements referred to in Sect. 28.1 to be covered by a full
risk and uncertainty analysis are discussed. The purpose is to point to issues that are
essential for science, but for which risk and uncertainty analysis struggles to provide
appropriate support.

28.3.1 Modelling of Variation

Probability models are commonly used to model variation [21]. These models allow
for sophisticated probabilistic and statistical analysis. There is a broad acknowledge-
ment of the use of such models for these purposes. However, a probability model is
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a model and needs justification. In many cases, it cannot be meaningfully defined
and interpreted. Models are often simply assumed to exist in applications, and no
discussion about validity is performed.

To illustrate the problem raised, consider the important task of analysing rare
events with extreme consequences. To this end, a probabilistic framework is often
used, founded on the use of probability models. Reference is made to concepts like
heavy and fat distribution tails. However, we seldom see that this framework is
justified or questioned: is it, in fact, suitable for studying extreme event phenomena?

A probability model is a representation of variation in a population of similar
situations or units. The probability model reflects the fraction of situations or units
which have a specific property, also referred to as frequentist probabilities [22, 23].
The population considered is in practice always finite, but the model presumes an
infinite number of situations. The probability is a thought-construction obtained by
going from the finite state to the infinite.

A probability model is established based on reasoning, as for the binomial or
Poisson distributions, or by estimations based on observations. Both approaches
introduce uncertainties, as explained in the following.

If the probability model is based on reasoning, there will be a set of assumptions
on which the modelling is founded. For example, in the homogenous Poisson case,
the probability of an event occurring in a small interval (t, t + h) is approximately
equal to λh, for a fixed number λ, independent of the history up to t. Verifying such
assumptions is, however, in general difficult, as there may be little relevant data that
can be used to check them, in particular in the case of rare events. Estimations and
model validation using observations are applicable when huge data sets are available
but not when studying extreme events. The consequence is that the analysis simply
needs to presume the existence of the model and the results interpreted as conditional
on these assumptions. Thus, care has to be shown inmaking conclusions based on the
analysis, as the assumptions could cover or conceal important aspects of uncertainties
and risks.

To introduce a probability model, it needs to serve a purpose. The common argu-
ment used is that it allows for statistical inference, to apply the strong machinery
of statistics and Bayesian analysis, updating our knowledge when new information
becomes available [21]. For situations where variation is the key quantity of interest,
such models surely have a role to play, but, in cases of extreme events (events with
extreme consequences), variation is not really the interesting concept, as there is no
natural family of situations to which these events belong. Take major nuclear acci-
dents. For the industry, historical data are informative on what has happened and how
frequently. But will the development and use of a probability model to represent the
variation in the occurrences of such accidents lead to new and important insights? To
provide an answer to this question, let us review the potential purposes for developing
such a model:

(a) To predict the occurrence of coming events
(b) To show trends
(c) To present ‘true’ risk levels
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(d) To facilitate continuous updating of information about the risk levels.

Clearly, the use of such models does not allow for accurate prediction of occur-
rences, as the data are so few and the future is not necessarily reflected well by these
data. Hence (a) is not valid. We have to make the same conclusion when it comes
to (b) for the same reasons: meaningful trends cannot be established when the data
basis is weak. According to some risk perspectives, risk as a concept is closely linked
to the existence of probability models [24]. Consider the risk quantity defined by the
frequentist probability that a major nuclear accident occurs in a country in the next
year. As discussed above, giving this probability an interpretation is challenging,
as it requires the definition of an infinite population of similar situations to the one
studied. Anyway, it is unknown and needs to be estimated.With aweak data base, this
estimate could deviate strongly from the ‘true’ risk. Hence, (c) is also problematic.
Probability modelling is an essential pillar for using Bayesian analysis to systemati-
cally update the knowledge when new information becomes available. However, the
modelling needs to be justified for the results to be useful. As discussed above, the
problem is that it is often difficult to establish in a meaningful way an infinite popula-
tion of similar situations or units. There is always a need to formulate a hypothesis, as
knowledge generation is built on theory [25–27], but, in cases of rare events, broader
frameworks than high-level probabilistic modelling are required. Judgements of risk
for such events cannot be based on macro statistical data and analysis. More in-depth
analysis of risk sources, threats, barriers, consequences is needed, in other words,
more in-depth risk assessments.

Instead of considering probability models as a tool for modelling variation, it is
also common to think of them as representations of characteristics of the activity
or system, using terms like ‘propensity interpretation of probability’ and ‘logical
probability’. For the propensity interpretation, suppose we have a special coin; its
characteristics (centre of mass, weight, shape, etc.) are such that, when tossing the
coin over and over again, the head fraction will reach a number: the head propensity
of the coin. However, accepting the framework of the frequentist probability, i.e. that
an infinite sequence of similar situations can be generated, is practically the same
as accepting the idea of the propensity interpretation, as it basically states that such
a framework exists [22]. The propensity can be seen as a repeatable experimental
set-up, which produces outcomes with a limiting relative frequency, which is equal
to the frequentist probability [23].

The idea of the logical probability is that it expresses the objective degree of
logical support that some evidence gives to the event (a hypothesis being true). It is
believed that there is a direct link between evidence and the probability. However, this
idea has never received a satisfactory interpretation [28]. Using logical probabilities,
we are not able to interpret what a probability of say 0.1 means compared to 0.2. It
should, therefore, be rejected.
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28.3.2 Representing and/or Expressing Epistemic
Uncertainties

The future is unknown and many quantities are unknown—related to the past,
present or the future; thus, there are uncertainties, epistemic uncertainties. We lack
knowledge.

Let X be such a quantity. It can be a quantity in real life, for example, the time
to failure of a specific system, or it could be a model quantity like the occurrence
rate λ in the above Poisson model, the true quantity defined as the average number
of events occurring for the period considered if we could hypothetically repeat the
situation over and over again infinitely. Or it could be the model error Me = F −
h, where h is the true variation in a population being studied and F the probability
model used to model h.

Next, we would like to represent or express our uncertainty about the true value of
X. ‘We’ refers here to the analyst or any other person who conducts the judgements.
Let Q be such a representation or expression of uncertainty. Basically, there are two
ways of thinking in specifyingQ, giving it an interpretation and determining its value
in a concrete case:

(i) Use Q to express our uncertainties and degrees of beliefs about X, using the
available knowledge K. Thus, Q is subjective (or inter-subjective in the sense
that people can agree on the same Q value).

(ii) Seek to obtain an objective representation/transformation of the knowledge K
available, to Q.

Approach (i) is commonly implemented using subjective probabilities; hence
Q=P. The scientific literature on subjective probabilities is, however, rather chaotic,
in the sense that the earlier and historical interpretations of this probability are still
referred to, despite being based on unfortunate mixtures of uncertainty judgements
and value judgements (Aven 2013). If the science of uncertainty analysis offers this
type of interpretation, it is not surprising at all that it is not very much used in
practice. Consider the following example. We are to assign a subjective probability
for the event A that a specific hypothesis is true, for example, that global warming
is the result of human activity. Following common schools of thought in uncertainty
analysis, this probabilityP(A) is to be understood as expressing that 0.95 is “the price
at which the person assigning the probability is neutral between buying and selling
a ticket that is worth one unit of payment if the event occurs, and worthless if not”
(see e.g. SEP 2011, Aven 2013). Such an interpretation cannot and should not be
used for expressing uncertainty, as it reflects the assigner’s attitude to money [22, 29,
30]. If we are to be informed by the IPCC’s uncertainty judgements, we would not
like them to be influenced by these experts’ attitude to dollars. It is irrelevant for the
uncertainty judgement. Note that IPCC does not refer to this type of interpretation
of probability.

There are many other perspectives on subjective probabilities and one often
referred to is the Savage interpretation, based on preferences between acts; see
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Bedford and Cooke [31]. The idea is that the subjective probability can be deter-
mined based on observations of choices in preferences. However, as these prefer-
ences relate to money or other value attributes, the same problem occurs as above;
we do not produce pure uncertainty judgements but a mixture of uncertainty and
value judgements, which makes, for example, a statement like P = 0.95 impossible
to meaningfully interpret.

Fortunately, there exist a theory and meaningful operational procedures that can
be used to specify subjective probabilities as a pure measure of uncertainty [21, 30,
32]. A subjective probability of 0.95 is here interpreted as expressing that the assigner
has the same uncertainty and degree of belief in the event A occurring as randomly
drawing a red ball out of an urn which comprises 100 balls, of which 95 are red. This
way of understanding a probability was referred to by Kaplan and Garrick [33] in
their celebrated paper about risk quantification, but there are relatively few examples
of researchers and probabilists adopting this way of interpreting probability [22].
This is unfortunate, as it provides a simple, elegant and easily understandable basis
and theory for subjective probability. It is also common to refer to these probabilities
as ‘knowledge-based probabilities’ [22].

A subjective probability is personal, depending on the assigner and the knowl-
edge supporting the assignment. This fact has led scholars to look for alternative
approaches for representing or expressing the uncertainties, as the probability number
produced inmany cases has a weak basis. The probability assigned seems rather arbi-
trary and too dependent on the assigner. Scientific knowledge generation requires
more objective results, is a common way of reasoning. It motivates the alternative
approach (ii), an objective representation/transformation of the knowledge K avail-
able, toQ. There are differentways of obtaining such a representation/transformation,
but themost common is the use of probability intervals—also referred to as imprecise
probabilities. In the IPCC case, an interval probability of (0.95,1] is specified. This
does not mean that the probability is uncertain, as there is no reference to a ‘true’
probability; it simply means that the assigner is not willing to be more precise, given
the knowledge available. Hence the assigner expresses that his/her degree of belief
for the event to occur or the statement to be true, is higher than an urn chance of
0.95. His/her uncertainty or degree of belief is comparable with randomly drawing
a red ball out of an urn comprising 100 balls for which more than 95 are red. Betting
type of interpretations are also commonly used for interpreting interval probabili-
ties, but they should be rejected of the same reasons as given above for the subjective
probabilities.

Studying the literature related to the challenge of (ii), one soon realises that this
is indeed a rather confusing area of analysis and research. There are different theo-
ries: possibility theory, evidence theory, fuzzy set theory, etc., with fancy mathe-
matics, but the essential points motivating these theories are often difficult to reveal.
Interpretations of basic concepts are often missing.

The previous paragraphs are an attempt to clarify some of the issues discussed.
The aim of the alternative approaches is to obtain a more objective representation
of uncertainty, given the knowledge available. This is often misinterpreted as saying
that the representation is objective. Clearly, the objectivity here just refers to the



28 The Neglected Pillar of Science: Risk and Uncertainty Analysis 643

transformation from K to Q. Using P alone, it is acknowledged that there is a leap
from K to Q, which is subjective. With a probability interval, this leap is reduced
or eliminated. The knowledge K can, however, be strongly subjective, more or less
strong and even erroneous, for example, if it represents the judgement by one expert.

In practice it can be attractive to use both (i) and (ii). The former approach ensures
that the analysts’ and experts’ judgements are reported and communicated, whereas
the latter approach restricts its results to a representation of documented knowledge.

28.3.3 The Strength of the Knowledge K

Any judgement of uncertainty is based on some knowledgeK and this knowledge can
be more or less strong. How should this be reported? In the IPCC work, a qualitative
scale of confidence is used with five qualifiers: very low, low, medium, high and very
high, reflecting the strength of evidence and degree of agreement [6, 7]. The strength
of evidence is based on judgements of “the type, amount, quality, and consistency of
evidence (e.g., mechanistic understanding, theory, data, models, expert judgment)”
[7]. Consider the following statements from the IPCC [7]:

Ocean acidification will increase for centuries if CO2 emissions continue, and will strongly
affect marine ecosystems (with high confidence). ([7], p. 16) (28.1)

The threshold for the loss of the Greenland ice sheet over a millennium or more, and an
associated sea level rise of up to 7 m, is greater than about 1 °C (low confidence) but
less than about 4 °C (medium confidence) of global warming with respect to pre-industrial
temperatures. ([7], p. 16) (28.2)

There are no explicit uncertainty judgements of the form Q used in these cases.
But could not the first example (28.1) be interpreted as expressing that “Ocean acidi-
fication will increase for centuries if CO2 emissions continue, andwill strongly affect
marine ecosystems” is true with very high probability? Yes, such an interpretation
is reasonable, but, according to IPCC [6, p. 3], “Confidence is not to be interpreted
probabilistically”. How should we then interpret (28.1)? It is then even more difficult
to understand (28.2). For example, if “…is greater than about 1 °C…” is expressed
with low confidence, what does this statement really express? According to Aven and
Renn [9], the IPCC framework lacks a proper uncertainty and risk analysis founda-
tion, as the link between the strength of knowledge (level of confidence) andQ is not
clarified. In IPCC documents, Q is sometimes used (as in the 95% case mentioned
in Sect. 28.2), sometimes not [as in (28.1) and (28.2)].

The IPCC concept of confidence is based on the two dimensions, evidence and
agreements. The latter criterion needs to be implemented with care; if agreement is
among experts within the same ‘school of thought’, its contribution to confidence
is much less than if the agreement is built on experts representing different areas,
disciplines, etc. [12, 34].

Yet we find this criterion in most systems for assessing the strength of knowledge
and confidence, see for example Flage and Aven [35] and Aven and Flage [36] who
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establish a qualitative strength of knowledge scheme based on judgements of the
reasonability of assumptions made, the amount and relevance of supporting data
and information, agreement between experts, the understanding of the phenomena
studied, the degree of model accuracy, and to what degree this knowledge has been
examined (with respect to , e.g. signals and warnings, unknown knowns, etc.).

For a related qualitative scoring scheme for assessing the knowledge strength,
see the so-called NUSAP system (NUSAP: Numeral, Unit, Spread, Assessment, and
Pedigree) [37–43]. Also in this system, agreement is identified as a criterion, in fact
among both peers and stakeholders. Other criteria include the influence of situational
limitations, plausibility, choice space, sensitivity to views of analysts, and influence
on results.

As the IPCC case demonstrates, the scientific findings of climate change are
strongly intertwined with judgements of the strength of the knowledge supporting
these findings. Although there areweaknesses in the IPCC framework for uncertainty
and risk treatment, the use of confidence statements in the IPCC setting is a step in
the right direction. A lot of scientific work lacks this type of consideration. Results
have been and still are produced without stressing that these are conditional on some
knowledge and this knowledge could be more or less strong, and even erroneous.
Critical assumptions are commonly reported as an integrated feature of the results,
but more comprehensive knowledge considerations, as discussed in this section, are
seldom carried out. If we also include potential surprises relative to this knowledge,
as will be discussed in the coming section, they are even more seldom conducted.
The scientific literature on uncertainty and risk analysis has devoted little attention
to this type of issue, and there is no established practice on how to deal with them.

28.3.4 The Potential for Surprises

As discussed in Sect. 28.1, knowledge can be considered as justified beliefs. Hence
knowledge can be more or less strong and also erroneous. Experts can agree and the
data available can generate beliefs as formulated above in the IPCC case. Yet there
is a potential for surprise; the knowledge can be wrong.

Dealing with this type of risk is challenging, as it extends beyond the knowledge
available. Nonetheless, it is an essential component of science, of a type that forces
scientists to balance confidence with humbleness, as discussed in Sect. 28.1.

There are different types of surprises. One of the most important ones is unknown
knowns, as reflected by the origin of the black swanmetaphor. Before the discovery of
Australia, people in the Old World believed all swans were white, but then in 1697,
a Dutch expedition to Western Australia discovered black swans [44], a surprise
for us but not for people living there. The September 11 event is an example of
an unknown known. It came as a surprise to most of us, although, of course, not
to those planning the attack. By proper analysis, many unknown knowns can be
revealed, but in practice, therewill always be limitations, and surprises of this type can
occur. Unknown unknowns—events not known to anybody—are more challenging
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to identify, but fortunately, such events are rarer. Testing and research are generic
measures to meet this type of event, as well as a focus on resilience, signals and
warnings [45].

There is also a third category of surprises, it is of a different type. In this case,
the event is known but not believed to occur because of low-judged probability [45].
To illustrate the idea, think about an event A, for which a probability of 0.000001 is
assigned, given the knowledgeK, that is P(A|K)= 0.000001, or we could think about
a situation where an imprecision interval is instead specified: P(A|K) < 0.000001.
The point is that the probability is judged so low that the occurrence of the event is
ignored for all practical purposes. Now suppose the probability assignment is based
on a specific assumption, for example, that some potential attackers do not have
the capacity to carry out a type of attack. Given this assumption, the probability is
found to be negligible. Hence, if the event occurs it will come as a surprise, given the
knowledge available. However, the assumption could be wrong and clearly, with a
different knowledge base, the probability could be judged high, and the occurrence
of the event would not be seen as surprising.

An illustrating example is provided by Gross [46, p. 39]: In a power plant in the
USA in 2002, experts did not even think about the possibility of a special type of
leak (nozzle leak deposits could eat into carbon steel of the reactor vessel), before
workers discovered that boric acid had eaten almost all the way through the reactor
pressure vessel head [46, p. 39]. Similar surprises are reported in the oil and gas
industry [47].

This discussion relates to the fundamentals of risk assessments. Current practice
has to a large extent been based on a frequentist understanding of probabilities,
seeing probability judgements as reflecting states of the world. In this view, it is
believed that an event with an estimated probability will occur sooner or later: it
is like a physical law. However, this ‘destiny perspective’ on probability and risk
is not very meaningful or fruitful for assessing and managing risk in cases with a
potential for extreme outcomes and large uncertainties. Yet this type of thinking is
largely prevalent in university programmes, in particular in engineering and business.
The risk and uncertainty analysis sciences have not yet been able to challenge this
thinking in a way that has changed common practices.

28.4 How to Improve Science by Strengthening Risk
and Uncertainty Analysis

The topics discussed in Sect. 28.3 are all key ones in scientific work. Yet no author-
itative guidance exists on how to deal with them. The present work is based on the
conviction that this is a result ofweak risk anduncertainty analysis fields and sciences.
The topics are essential for understanding, for example, climate change, but, as the
IPCC reports document, current practice suffers. Unfortunately, the situation is not
expected to change in the near future, as the problem is a fundamental one. It takes
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time to build the necessary knowledge and a research community with institutions
that can change the current state. What is needed is—as for all sciences—a broad
recognition of being a science, as this in its turn creates a base for project funding,
training programmes at all levels and academic positions. Today, the fields of risk
and uncertainty analysis have some journals addressing the topics but few academic
positions and study programmes. Funding schemes typically lack categories for risk
and uncertainty analysis [16].

Authoritative guidancedoes notmean that there is noneed for research challenging
existing ideas. On the contrary, a basic feature of science is the continuous scrutiny of
current thinking, methods and models, to further improve these. The essential pillar
for such developments is that there is a strong fundamental research on “Knowledge
on concepts, theories, frameworks, approaches, principles, methods and models to
understand, assess, characterise, communicate and (in a broad sense) manage risk”,
as was referred to in Sect. 28.2 as the (B) part of the risk analysis science. This is,
however, lacking today. The volume of research on the generic topics of this type is
too small. There are scholars specifically working on (B) but not many on a world
basis, compared to, for example, statistics.

Fortunately, there is substantial research in areas which are close to (B). Prob-
ability theory and statistics have already been mentioned. In addition, there is a
considerable body of work on sensitivity analysis and uncertainty importance anal-
ysis, where the challenge is to identify the most critical and essential contributors
to output uncertainties and risk; see e.g. Borgonovo and Plischke [48]. This type
of analysis is useful in identifying critical assumptions and parameters, which is an
important task of a risk and uncertainty analysis. However, current research in this
area to a little extent covers issues related to knowledge strength and surprises (items
(3) and (4) listed in Sect. 28.1).

Another area to which considerable attention has been devoted is the use of alter-
native approaches to probability to represent or express uncertainties. Some scholars
argue that probability is the only tool needed to express uncertainties; it is acknowl-
edged that there could be elicitation and imprecision issues, but in principle, the
probability is perfect [30, 49]. However, this view is easily refuted for scientific
applications; see for example Flage et al. [50]. Two situations can be characterised
by the same probabilities: in one case the knowledge supporting the probability could
be weak, whereas in the other it could be strong. Should not this difference in knowl-
edge base be considered an integrated part of the uncertainty description? Yes, it
should. For the decision-makers—who are not normally the same as the assessors—
this difference is of course critical. The IPCC has acknowledged this need by the use
of the confidence scale.

There seems to be a growing number of people recognising the need to see beyond
probability to represent or express uncertainties. However, the rationale for this
and the solutions presented to replace probability are in many cases poor. Impre-
cision is mixed with uncertainty, and concepts are introduced without a meaningful
interpretation [50].

As discussed in Sect. 28.3.2, a probability interval (imprecision interval) is also
based on some knowledge, which comprises justified beliefs, which can be more



28 The Neglected Pillar of Science: Risk and Uncertainty Analysis 647

or less strong, or even erroneous. In much of the literature, it seems that authors
believe that the use of such intervals, relying either on possibility theory or more
generally evidence theory, represents an objective characterisation of uncertainties.
The transformation from K to Q is more objective, yes, but it does not eliminate the
subjectivity of K.

There is a considerable body of literature addressing uncertainties related to vague
statements like ‘few events’. A concept of fuzzy probability is introduced, with
detailed mathematical formalism. However, a proper interpretation of this concept
does not exist, and it is rejected by many authors [51, 31]: We cannot build a theory
on a concept for which we cannot explain what the difference in meaning is between,
say, 0.2 and 0.3. Yet a high number of papers are published using such probabilities.
The present author considers that these works mess up the fields and sciences of risk
and uncertainty analysis. Vague information can always be taken into account, but
the risk and uncertainty analysis should focus on quantities for which underlying
‘true’ values exist.

28.5 Conclusions

Climate change is important as it relates to our future life on our planet. If climate
change is mainly man-made, it has serious implications for how to confront this
change. Climate change knowledge and science are to provide us with the necessary
confidence for taking actions; our policies can be knowledge- and science-based.

Unfortunately, knowledge and science of this type are subject to uncertainties.
We are not able to accurately predict what will happen in the future; we face risks.
The best we can do is to characterise what will happen and related phenomena,
using risk and uncertainty characterisations. The quality of these characterisations is
thus essential. However, the fields and sciences producing the knowledge on how to
perform such characterisations and use them in a context ofmanagement, governance
and decision-making are relatively poor, as discussed in previous sections. This calls
for measures. This work considers the following to be the most urgent:

• More research on foundational issues for risk and uncertainty analysis, providing
the necessary pillars for risk and uncertainty analysis sciences. This can be stim-
ulated by initiatives, for example, taken by editors and board members of relevant
journals.

• More interactions between individual researchers, societies, associations, etc.,
dealing with different aspects of risk and uncertainty analysis, as well as other
related areas of performability (quality, reliability, security, safety, and main-
tainability). For example, risk analysis scientists can benefit from working more
closely with uncertainty analysis scientists, and vice versa.

• Relevant societies, associations, etc., to take responsibility for addressing founda-
tional issues for risk and uncertainty analysis, as for example the Society for Risk
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Analysis has done in developing a Glossary, and documents on Core Subjects and
Fundamental Principles of Risk Analysis [52–54].

• Societies, associations and renowned experts to raise their voice regarding the
need for and importance of strong and distinct sciences of risk and uncertainty
analysis.

• Relevant societies, associations, etc., to derive suitable strategies for how to
develop risk and uncertainty analysis as distinct sciences or a unified distinct
science.

The basic message from the present discussion is that there is a strong need for
the sciences of risk and uncertainty analysis, but they are not yet in a satisfactory
state, and substantial improvements are required. The author’s vision is that risk and
uncertainty analysis are broadly acknowledged as sciences per se, or an integrated
distinct science, and can provide strong support for the various application areas like
climate change, medicine and health, etc., on issues related to risk and uncertainty.
If this vision can be realised, the right balance between confidence and humbleness
can be achieved.
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Chapter 29
Simplified Analysis of Incomplete Data
on Risk

Bernhard Reer

Abstract A framework for simplified analysis of incomplete data on risk is
presented and illustrated in five feasibility case studies on road traffic and occupa-
tional safety. The Bayesian theorem is utilized for both structuring cases of incom-
plete input data and providing options for dealing with incompleteness. The appli-
cation of the framework requires the availability of an interval scale of an index of
prevention in a situation exposed to failure. A key parameter of the framework is
bounded in the range from 0 to 1 and represents the average degree of prevention (v)
in failure exposure situations for a given type of risk. The Bayesian structure of the
framework allows to verify an expert judgement for v by a quantitative evaluation of
failure events only meaning a quantitative evaluation of the variety of failure expo-
sure situations would not be necessary. Moreover, non-trivial comparisons between
different types of risks are possible. The loss of accuracy identified from the case
studies is assessed as a not satisfactory result. It is an open issue whether such inac-
curacy is inherent, when applying a common and simple model for data analysis
addressing various risk environments, or it can be reduced by a refined version of a
common model or by improved scaling.

Keywords Data analysis · Applied probability · Risk analysis · Bayesian
inference · Uncertainty · Variability · Performability · Feasibility study · Context
and failure

29.1 Introduction

Numbers for probabilities or rates concerning failure events are needed to inform
decisions in various areas such as risk assessment addressing complex production
and transportation systems. The performability of analyses to obtain such numbers is
often degraded because of the scarcity of input data and imperfect knowledge about
the relevant impacts.
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Table 29.1 Incomplete data on occupational accident rates and worker’s risk behaviour

Risk behaviour Violation and No
risk Compensation
effort (VCN)

Violation and risk
Compensation
effort (VC)

No Violation (VN) Total

Number of
accidents

? ? ? 31

Number of task
performances

? ? ? 336,000

Accident rate data from Rehhahn [1]; violation sub-division based on risk homeostasis theory [2].

As a hypothetical and simple example, let us assume a data analysiswith the objec-
tive to estimate for given steel production task the probability of an occupational
accident (e.g. getting burned) specific to the worker’s risk behaviour concerning:
violation from safety rules (e.g. not wearing hand protection device) and risk compen-
sation effort (i.e. working with increased caution in case of a violation). Initially,
however, the available data are incomplete as shown in Table 29.1.

Bayesian analyses—mostly in combination with expert judgment—provide
options to overcome the problem of incomplete data as presented in a large number
of publications (e.g. [3–5]). Respective applications show that rather sophisticated
work is required for data collection or evaluation, e.g. when applying the Gibbs
sampling procedure [6]. Component failure probabilities or rates and initiating event
frequencies are the subjects of the handbook on data analysis for probabilistic risk
assessment of nuclear power plants [7]. Human error probabilities (HEPs) have been
addressed a feasibility study on the employment of Bayesian methods by Hallbert
and Kolaczkowski [8]. In the context of safety in the chemical industry, Duijm and
Goossens [9] propose the utilization of the Bayesian theorem for the assessment of
failure probabilities of safety barriers in case of management deficiencies.

This chapter presents a framework serving to reduce the effort of data collection
and evaluation.Variables associatedwith theBayesian formula are used to distinguish
classes of incomplete input data, and simplifying assumptions are made serving a
rather fast generation of the output of interest. The basic concept of failure modelling
and inference is presented in Sect. 29.2. The purpose of Sect. 29.2 is to show the
mathematical background of the framework and to provide interpretations of the
parameters of the mathematical model.

Due to the simplifying assumptions made, the scope of the framework is limited
to applications with low accuracy standards in predicting failure probabilities (or
rates). This is often the case for failure exposure in environments associated with

• a variety of contextual factors on the one hand, and
• limited knowledge about the relevant factors and their impacts, lack of impact

data, variability of the impact or practical constraints to model a manageable
number of factors.

The sources of uncertainty characterized above are likely to arise for failure events
depending on human behaviour. As outlined by Dougherty [10], the factors affecting
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Table 29.2 Laboratory experiments addressing risk-taking behaviour

Risk-taking behaviour (RTB) Study pr(RTB) α

(I) Accepting a 0.001 probability
loss of 5000$ instead of paying 5$
to avoid it

(a) Kahneman and Tversky [12], 72
subjects

0.17 1.7E−08

(b) Slovic et al. [13], 36 subjects 0.72

(II) Accepting a 0.5 probability loss
of 1000$ instead of paying 500$ to
avoid it

(a) Kahneman and Tversky [12], 68
subjects

0.69 0.028

(b) Slovic et al. [13], 36 subjects 0.47

α—Probability that the decision to reject hypothesis H0{Pr(RTB(a)) = Pr(RTB(b))} is false

human decision-making depend strongly on the context, and the impact of the context
is not necessarily obvious. Consequently, the prediction of failures of type human
error is a typical field of applications with low accuracy standards as reflected in
the study by Kirwan et al. [11] on the validation of methods for HEP prediction:
validation criteria with respect to precision are defined in terms of factors of three
and ten in relation to an empirical HEP value.

Even underwell-defined laboratory conditions—meaning the subjects are isolated
to a wide extent from the various impacts expected in the real-life situations—
human behaviour is difficult to predict. Laboratory experiments addressing risk-
taking behaviour (RTB), for instance, indicate contradictory results as shown in
Table 29.2. For a low probability risk (RTB I) as well as for a high probability risk
(RTB II), the point estimate pr(RTB) (0.17 or 0.69, respectively) of the probability
of risk-taking behaviour observed in the study of Kahneman and Tversky [12] is
different from this point estimate (0.72 or 0.47, respectively) observed in the study
of Slovic et al. [13]. Assuming a binominal distribution (approximated by a normal
distribution) of the number of risk-taking subjects, (29.1) returns that each difference
is significant at least on a significance level of 5%.

α = 2 − 2�

⎛
⎜⎜⎝

∣∣∣ nRT(a)

n(a)
− nRT(b)

n(b)

∣∣∣
√

nRT(a)+nRT(b)

n(a)+n(b)

(
1 − nRT(a)+nRT(b)

n(a)+n(b)

)(
1

n(a)
+ 1

n(b)

)

⎞
⎟⎟⎠ (29.1)

In (29.1), n(a) and n(b) are a number of subjects in study (a) or (b), respectively,
nRT (a) and nRT (b) the number of risk-taking subjects in study (a) or (b), respectively,
Φ(…) the function of the cumulative standard normal distribution, and α the proba-
bility that the decision to reject theNull hypothesis (H0) of an equal RTB probability
(in both studies) is false. The equation is taken from the basic literature (e.g. [14]) of
statistical testing. Of course, the returned α value provides a coarse orientation only,
since the underlying assumption (binominal distribution of the number of risk-taking
subjects) is a strong simplification of the outcome of human decision-making and
thus associated with particular uncertainty. Especially for the high probability risk,
it might be reasonable to accept H0 on a significance level of 1%.
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Kahneman and Tversky [12] explain the results with the subjective weighting
of outcome probabilities: small loss probabilities are over-weighted (risk aversion),
while high loss probabilities are under-weighted. The risk-taking tendency towards
the low probability risk is explained by Slovic et al. [13] with the threshold theory
meaning a risk is neglected if the loss probability is below a certain value.

Failure events involving human behaviour are chosen here as the subjects of the
feasibility case studies presented in Sect. 29.3. The purpose of this section and the
main topic of this chapter is to illustrate how a simple but common model would
overcome the problem of incomplete input data in various types of risk environments
and to assess the loss of accuracy resulting from such kind of simplified data analysis.

29.2 Framework for Data Analysis

The framework is a high-level tool for the analysis of incomplete data. It guides to
coarsely estimate distribution characteristics of probabilities or rates concerning an
undesired event of interest. The undesired event is shortly denoted here as failure
(F). It could be a specific accident, a human error, a damage or the like.

29.2.1 Failure and Condition in the Light of the Bayesian
Theorem

Real-life situations comprise a variety of conditions under which a failure may occur,
and each condition represents a constellationof values or levels froma set of variables.
The selection of a limited set of variables to be addressed depends on the objective of
the data analysis and branch-specific expertise. In principle, such conditional aspects
of failure are represented by the Bayesian theorem and the related model of the total
probability. For conditions resulting from a set of variables with discrete levels, the
respective equations are

pC( j)|F = pC( j) pF |C( j)

pF
(29.2)

pF =
∑
C( j)

(
pC( j) pF |C( j)

)
(29.3)

where pC(j) is the probability of condition j, pF|C(j) the failure probability under this
condition, pC(j)|F the probability of condition j under the condition of a failure and
pF the total failure probability. All pC(j) values sum up to one:
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∑
C( j)

pC( j) = 1 (29.4)

According to the analysis objective in the example introduced in Table 29.1,
an occupational accident is the failure of interest, and the addressed conditions
correspond to the three discrete levels (VCN, VC, VN) defined for the variable risk
behaviour. Except for pF = 31/336,000, none to the quantities in (29.2) can be derived
directly.

29.2.2 Scaling and Discretization

The inference lines (presented in Sect. 29.2.6) assume that conditions are represented
on an interval scale with a limited number of discrete points. Each point represents
a prevention index (i) as a quantity; a high numerical value of it corresponds to a low
failure probability. Consequently, the input preparation comprises to transfer from
(29.2) through (29.4) presented above to (29.5) through (29.7) presented below.

pi |F = pi pF |i
pF

(29.5)

pF =
∑
i

(pi pF |i ) (29.6)

In (29.5) and (29.6), pi is the probability of a condition with a prevention index of
i, pF|i the failure probability under this condition, pi|F the probability of a condition
with a prevention index of i under the condition of a failure and pF the total failure
probability. All pi values sum up to one:

∑
i

pi = 1 (29.7)

Various approaches exist for the preparation of an index scale. Many practical
applications are based on the concepts ofPaired Comparison (c.f.: [5, 15, 16]),Multi-
Attribute Utility Theory (c.f.: [17, 18]) or Psychological Test Theory (c.f.: [19, 20]).
Implementation details associated with scaling are subjects of the research on HEP
assessment (e.g. [21]). Simplified examples of scaling are presented in Sect. 29.3.

Besides better transparency, the arguments for the use of a discrete scale are the
limited ability to estimate an exact value on a continuous scale related to failure
exposure in real-life situations, and incomplete knowledge about both the set and
the impact of prevention and risk factors. In other words, a continuous scale would
suggest a level of accuracy that is unlikely to achieve. A discrete scale is often entirely
adequate for the purpose of risk or reliability analysis and, considering the scarcity
of data, often necessary (c.f. [22], Chap. 6, p. 9).
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In continuation of the hypothetical Table 29.1 example, it is assumed that a teamof
occupational safety experts agrees—under consideration of the controversial discus-
sion (c.f. [23]) of validity of the risk homeostasis theory—on a simple scale of tree
points (0, 1, 2) with the prevention index assignments of i(VCN) = 0 for violation and
no risk compensation effort, i(VC) = 1 for violation and risk compensation effort, and
i(VN) = 2 for no violation when performing the task.

29.2.3 Parameterization

Parameterization concerns the specification—bymeans of a small number of constant
quantities denoted as parameters—of the functional relationship between the proba-
bilities (pF|i, pi|F , pi) of interest and the prevention index (i). Respective assumptions
made here about the types of functional relationships are listed and justified next.

1. Geometrical (exponential) relationship between pF|i and i:

pF |i = pF |0qi = ei ln q+ln pF |0 = pF |mq−(m−i) = e−(m−i) ln q+ln pF |m (29.8)

2. Binominal distribution of i:

pi =
(
m
i

)
vi (1 − v)m−i (29.9)

3. Binominal distribution of i under the condition of a failure:

pi |F =
(
m
i

)
wi (1 − w)m−i (29.10)

(29.9) and (29.10) are probability mass functions. The five parameters in (29.8)
through (29.10) are

(I) m as the size of a prevention index scale starting with i = 0;
(II) pF|0 or pF|m as the position calibration parameter of this scale, i.e. the failure

probability under the worst (i = 0) or best (i = m) condition, respectively,
covered by the scale;

(III) q as the gradient parameter of the geometrical model, which is as well the
gradient parameter for scale calibration;

(IV) v as the average degree of prevention, indicating (relatively) the average
position (ı̄ = vm) of the prevention index;

(V) w indicating (relatively) the average position (ı̄|F = wm) of the prevention
index under the condition of a failure.

Assumption 1 is typical for applications dealing with failure probabilities associ-
ated with increased uncertainties (c.f.: [24, 17, 15, 5]). As outlined in Sect. 29.2.5,
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assumption 1 is furthermore in line with the frequently used model of a log-normal
distribution of a failure probability.

Assumptions 2 and 3 are reasonable, since they imply assumption 1 because of
the Bayesian formula (29.5). The proof is presented below.

pF |i = pF pi |F
pi

=
pF

(
m
i

)
wi (1 − w)m−i

(
m
i

)
vi (1 − v)m−i

= pFwi (1 − w)m−i

vi (1 − v)m−i (29.11)

pF |(i+1) = pF p(i+1)|F
pi+1

=
pF

(
m

i + 1

)
wi+1(1 − w)m−(i+1)

(
m

i + 1

)
vi+1(1 − v)m−(i+1)

= pFwi+1(1 − w)m−(i+1)

vi+1(1 − v)m−(i+1)
(29.12)

q = pF |(i+1)

pF |i
=

pFwi+1(1−w)m−(i+1)

vi+1(1−v)m−(i+1)

pFwi (1−w)m−i

vi (1−v)m−i

= wi+1(1 − w)m−i−1vi (1 − v)m−i

wi (1 − w)m−i vi+1(1 − v)m−i−1 = (1 − v)w

(1 − w)v
= w − vw

v − vw
(29.13)

It can be seen from (29.13) that the gradient parameter q, defined as the quotient
pF|(i+1)/pF|i for i = 0 to i = (m − 1), is constant, i.e. it does not depend on i. It can
be seen as well that v > w is the condition for a decreasing trend (over i) of the
conditional failure probability.

To proceed with the hypothetical Table 29.1 example, it is assumed that a team of
occupational safety experts assesses that an observation (89% of the tasks carried
without violations of safety rules)—available fromanother, smaller sample—is appli-
cable to the sample (31 accidents per 336,000 tasks) in question. With pVN = p2 =
0.89 as input, resolving (29.9) would yield then v = 0.943 as the average degree of
prevention. Moreover, it is assumed that the team concluded from the review of the 31
accident reports that is not explicitly documented (due to several reasons including
liability) in each case whether a violation was involved but that is unlikely that
each of the accidents would have happened without a violation. The team concludes
therefore that the probability that no violation was involved under the condition of
an accident shall return from a formula suitable for zero-event data (c.f. [25]), i.e.
pVN|F = p2|F = 1 – 0.51/31 = 0.0221. With this estimate as input, resolving (29.10)
would yield w = 0.149 as the average degree of prevention under the condition of
an accident.
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29.2.4 Relation to the Probability-Generating Function

The parametrizations for the conditional failure probability pF|i in (29.8) and the
index probability pi in (29.9) imply for the total failure probability pF in (29.6):

pF =
m∑
i=0

pF |0qi

(
m
i

)
vi (1 − v)m−i (29.14)

=>
pF
pF |0

=
m∑
i=0

qi

(
m
i

)
vi (1 − v)m−i (29.15)

The expression on the right-hand side of (29.15) is equal to the probability-
generating function of the binominal distribution and can therefore be substituted
as shown in (29.16).

pF
pF |0

= (vq + 1 − v)m (29.16)

Substituting q in (29.16) by (29.13) yields

pF
pF |0

=
(
1 − v

1 − w

)m

(29.17)

In analogy, if pF|m (instead of pF|0) is used as parameter (II), the related equations
are

pF
pF |m

=
(
1

q
− v

q
+ v

)m

(29.18)

pF
pF |m

=
( v

w

)m
(29.19)

Insights on risk data analysis from the relationship in (29.17) are shown in
Fig. 29.1. Given the evaluation of failure events returns a high average degree of
prevention (w), a lowvalue of the relative total failure probability (pF /pF|0) is expected
only if the average degree of prevention in failure exposure situations (v) is very high.
If one relative position parameter (v or w) is known, the range of the other relative
position parameter can be bounded, e.g. if w = 0.5 is determined from the evalua-
tion of failure events, v (indicating the average index position, ı̄ = vm, of the failure
exposure situations) is expected between 0.5 and 1. The size (m) of the index scale
can be, by-and-large, interpreted as an indicator of the number of prevention oppor-
tunities, since a high number of m corresponds to a low value of the relative failure
probability.



29 Simplified Analysis of Incomplete Data on Risk 659

Fig. 29.1 Total to largest
failure probability ratio
(pF /pF|0) as a function of the
average degree of prevention
(v) for selected parameters of
the size of the prevention
index scale (m) and the
average degree of prevention
under the condition of a
failure (w)
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29.2.5 Relation to the Log-Normal Distribution

This section outlines how to derive the parameters of the geometrical–binominal
model expressed by (29.8) and (29.9) from a known log-normal distribution of the
failure probability of interest. This issue might be relevant if the data on the variation
of the failure probability allow to estimate the parameters of a log-normal distribution.

The log-normal distribution is commonly used for the quantification of the uncer-
tainty of a small failure probability treated as random variable Y. This means that
X = lnY has a normal distribution, which in turn would be suitable for the approx-
imation of a binominal distribution assumed in (29.9) for i, i.e. the realization of
random variable I (prevention index).

Equation (29.20) for the transformation yields from (29.8):

i = ln pF |i − ln pF |0
ln q

(29.20)

If ln pF|i is treated as a realization of randomvariableX, themean (μI ) and standard
deviation (σ I ) of I can be expressed as a function of the mean (μX ) and standard
deviation (σ X ) of X:

μI = μX − ln pF |0
ln q

= vm (29.21)

σ 2
I = σ 2

X

(ln q)2
= (1 − v)vm (29.22)

From (29.21) and (29.22), q returns from (29.23):
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q = e− σX√
(1−v)vm = e− σX

σI (29.23)

Given the requirement that themean of the log-normal distribution should be equal
to the total failure probability of the binominal–geometric model, pF|0 is derived from
(29.24):

pF |0 = eμX+0.5σ 2
X

(vq + 1 − v)m
(29.24)

The use of v = 0.5 serves to reduce the approximation error, and for a scale size
(m) of at least 5 the approximation error is within reasonable limits.

For comparing the geometrical–binominal model with the log-normal model, it
is convenient to calculate for each pF|i an exceedance probability pex,B(pF|i) corre-
sponding to a retransfer to the continuous and infinite scale of a log-normal distri-
bution. For this purpose, it is assumed that pi is an interval probability, the failure
probability for this interval is represented by the point estimate pF|i, and within this
interval 50% of pi corresponds to the exceedance of pF|i. With these assumptions, an
estimate of the exceedance probability returns from (29.25).

pex,B
(
pF |i

) = 0.5pi +
∑

pF | j>pF |i

p j

=
⎧⎨
⎩

0.5pi , i = 0

0.5pi +
i−1∑
j=0

p j , i > 0
(29.25)

In this equation, pi and pj are determined from (29.9).
The estimate from (29.25) can be compared with the exceedance probability

estimate (29.26) returning for pF|i from the log-normal distribution, where pF|i returns
from (29.8), with the parameters estimated in (29.23) and (29.24).

pex,L
(
pF |i

) = 1 − �

(
ln pF |i − μX

σX

)
(29.26)

For instance, a log-normal distribution of Y with a median of 0.0001 and an error
factor (EF) of 5 has the parameters μX = −9.210 (mean of X = lnY ) and σ X =
0.978 (standard deviation of X). For the (v = 0.5, m = 5) binominal distribution, the
parameters—returning from (29.23) and (29.24)—of the geometrical model (29.8)
are q = 0.417 and pF|0 = 9.05E−04. Figure 29.2 displays the comparison of the
estimates returned from (29.25) and (29.26). It can be seen that the approximation
has a fair accuracy.



29 Simplified Analysis of Incomplete Data on Risk 661

Fig. 29.2 Exceedance
probabilities calculated from
the (μX = −9.210, σX =
0.978) log-normal
distribution and
approximated by the (v =
0.5, m = 5) binominal
distribution linked with the
(q = 0.417, pF|0 =
9.05E−04) geometrical
model
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29.2.6 Inference Lines

The application of each inference line presented here requires that branch-specific
expertise yielded a prevention index interval scale with a known size m of at least
1 and with substantial descriptions—by means of prevention or/and risk factors—of
the scaling points.

In principle, three types of inference lines are of interest for risk analysis:

(A) Calibration of the index scale, i.e. estimation of the conditional failure
probability (pF|i) for each point (i) of it.

(B) Estimation of the total value (pF) and the distribution (over i) of the failure
probability.

(C) Prediction of the expected constellation of risk and prevention factors under
the condition of a failure (pi|F).

Table 29.3 illustrates the inference lines of type (A) for a set of situations with
incomplete input data. The related inference lines of types (B) and (C) would work
in a similar manner on the basis of the formula presented in Sects. 29.2.2 through
29.2.5.

With the additional estimates (pVN, pVN|F) presented in Sect.29.2.3, the input data
situation for the hypothetical Table 29.1 example would correspond to Table 29.3
line (A5), i.e. known are (i) pF = 31/336,000, (ii) pi(c) = pVN = p2 = 0.89 and (iii)
pi(a)|F = pVN|F = p2|F = 0.0221. The calculation of parameters w = 0.149 and v =
0.943 in steps (A5.1) and (A5.2), respectively, is documented so far in Sect. 29.2.3.
The scale calibration parameters returning from (A5.3) are q = 0.0105 and pF|0 =
0.0209. Finally returning from (29.8), the accident probabilities (per task) specific
to the worker’s risk behaviour are pF|0 = 2.09E−02 in case of violation and no risk
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Table 29.3 Inference lines for index scale calibration

Known input Desired output generation

(A1) Two different calibration points, pF|i(a),
pF|i(b)

(A1.1) Calculate:

q =
(

pF |i(a)

pF |i(b)

)1/(i(a)−i(b))

pF |0 = pF |i(a)q−i (a)

(A1.2) If pF or v or w is known,
calculate—based on (29.13) and (29.16)—for
validation the remaining parameters of the
geometrical–binominal model; e.g.

v = (pF /pF |0)1/m−1
q−1 = w/(q − qw + w)

w = vq/(1 − v + vq)

(A2) (i) Two different points of the exceedance
probability {pex(pF|a), pex(pF|b)}, and
(ii) one point (pi(c)) of the index distribution or
z values from paired comparisons or an index
mean estimate ı̄ obtained from a sample of
failure exposure situations

(A2.1) Calculate:

σX = ln
pF |a
pF |b

�−1(1−pex(pF |a))−�−1(1−pex(pF |b))

μX = ln, pF |a − σX�−1
(
1 − pex

(
pF |a

))
(A2.2) Determine v from

pi(c) =
(

m
i(c)

)
vi(c) (1 − v)m−i(c) or

v = (1 − �(zmax))
1/m or

v =−
i /m, respectively

(A2.3) Determine q from (29.23)
(A2.4) If pF is available, calculate pF|0 as in
(A3.4); else from (29.24)

(A3) (i) One calibration point (pF|i(a)), (ii) the
total failure probability pF and (iii) input (A2)
(ii)

(A3.1) Determine v as in (A2.2)
(A3.2) Calculate:

pi(a) =
(

m
i(a)

)
vi(a) (1 − v)m−i(a)

pi(a)|F = pi(a) pF |i(a)

pF
(A3.3) Determine w from

pi(a)|F =
(

m
i(a)

)
wi(a) (1 − w)m−i(a)

(A3.4) Calculate:

q = w−vw
v−vw

pF |0 = (vq + 1 − v)−m pF

(A4) (i) One calibration point (pF|i(b)), (ii) input
(A2) (ii) and
(iii) one point (pi(a)|F ) of the conditional index
distribution or a conditional index mean
estimate ı̄|F obtained from a sample of failure
cases

(A4.1) Determine v as in (A2.2)
(A4.2) Determine w from (A3.3), or

w = (ī |F)/m, respectively
(A4.3) Calculate:

pi(b) =
(

m
i(b)

)
vi(b) (1 − v)m−i(b)

pi(b)|F =
(

m
i(b)

)
wi(b) (1 − w)m−i(b)

pF = pi(b) pF |i(b)
pi(b)|F

(A4.3) Calculate q and pF|0 as in (A3.4)

(continued)
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Table 29.3 (continued)

Known input Desired output generation

(A5) (i) The total failure probability pF , (ii)
input (A2) (ii) or one calibration point (pF|i(b)),
and (iii) input (A4) (iii)

(A5.1) Determine w as in (A4.2)
(A5.2) Determine v as in (A3.2), or from

wi(b) (1 − w)m−i(b) pF/pF |i(b) =
vi(b) (1 − v)m−i(b) , respectively
(A5.3) Calculate q and pF|0 as in (A3.4)

compensation effort, pF|1 = 2.19E−04 in case of violation and risk compensation
effort, and pF|2 = 2.32E−06 in case of no violation. Note this result reflects as well
the occupational safety expertise hypothetically assumed here for the purpose of
illustration.

29.3 Feasibility Case Studies on Inference and Loss
of Accuracy

Diverse examples of risk data analysis are presented, in order to illustrate how
the framework would serve to deal with incomplete input data and to check the
loss of accuracy induced by the simple geometrical–binominal model presented in
Sect. 29.2. Tomeet the basic requirement for applying the inference lines, an approach
for simplified scaling is applied in each case study. The approach is outlined in
Sect. 29.3.1. A detailed illustration, covering each inference line from Table 29.3, is
presented in Sect. 29.3.2. Brief illustrations covering selected lines are presented in
Sects. 29.3.3, 29.3.4, 29.3.5 and 29.3.6.

29.3.1 Simplified Scaling

As presented in Sect. 29.3.6, the inference according to Table 29.3 requires the avail-
ability of a prevention index interval scale. To obtain such a scale for the illustration
of inference and loss of accuracy, a simplified variant of the Paired Comparisons
method is applied.

The result of a comparison between two conditions, say betweenC(k) andC(j), is
expressed by a pair-wise value denoted as ck:j, which can have three possible values
(1, 0.5, 0) according to the notation below.

• ck:j = 1 if the prevention index under C(k) is greater than under C(j),
• ck:j = 0.5 if the prevention index is equal under both conditions, or
• ck:j = 0 if the prevention index under C(k) is smaller than under C(j).
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The ck:j estimations carried out here (Sects. 29.3.2, 29.3.3, 29.3.4, 29.3.5 and
29.3.6) assume a level of branch-specific expertise that allows to reflect the ranking
of the conditional failure probabilities. From the set of pair-wise values (ck:j, j = 1,
…, nC) of the comparisons, the overall value (ck) for each conditionC(k) is calculated
as follows:

ck =
nC∑
j=1

ck: j (29.27)

In this equation, nC is the number of conditions. As the next step of the overall
evaluation, a so-called z value is calculated for each condition:

z(k) = �−1

(
ck
nC

)
(29.28)

The z value represents a point on an interval scale. It is up to the discretion of the
analyst to choose the zero point of such a scale.

As expressed in (29.29), two options are considered for the estimation of the size
(m) of the scale, in order to account for the uncertainty due to rounding. And finally,
each prevention index returns from (29.30).

m ∈ {zmax − zmin; [zmax − zmin]} (29.29)

i =
[
m

zk − zmin

zmax − zmin

]
(29.30)

In (29.29) and (29.30), zmin and zmax are the smallest or highest z value, respec-
tively, calculated from (29.28), […] the function that rounds up to the next highest
natural number, and […] the function that rounds to the nearest natural number.

29.3.2 Non-survival per Severe Work-Related Traffic Crash

29.3.2.1 Subject and Data

The first feasibility case study uses data from an analysis by Boufous andWilliamson
[26] of severe work-related traffic crashes in New South Wales, Australia, 1998–
2002. The data comprise 13,124 traffic crashes that resulted in injury or death. The
data concerning fatal outcome (non-survival), which is defined here as the failure
of interest, are compiled in Table 29.4. They are specified by the factors (i.e. levels
of the variables Gender and Status of Driving): GM (Male Gender), GF (Female
Gender), SD (on-duty Status of driving) and SC (Commuting Status of driving).
The data from [26] are the probability (pC) of each condition (C) generated by
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Table 29.4 Conditional fatality probability (pF|C) per severe work-related traffic crash, condition
probability (total: pCC; conditional: pCC|F ) and exceedance probability (pex(pF|C)); specific to GM
(Male Gender), GF (Female Gender), SD (on-duty Status of driving) and SC (Commuting Status
of driving)

Condition (C) GM SD GM SC GF SD GF SC Overall

pF|C* 2.84E−02 1.64E−02 5.47E−03 9.48E−03 1.80E−02

pC* 2.94E−01 4.44E−01 3.77E−02 2.24E−01 1

pC|F 4.65E−01 4.06E−01 1.15E−02 1.18E−01 1

pex(pF|C) 1.47E−01 5.16E−01 9.81E−01 8.50E−01

*From [26]. Reading example: For females driving on-duty (GF SD), the probability of non-survival
of a severe work-related traffic crash is 5.47E−03

these factors and the conditional fatal outcome probability (pF|C) per severe crash.
For the purpose of inference illustration, the table is completed by the conditional
probabilities (pC|F) calculated from (29.2) with input from (29.3), and the exceedance
probabilities (pex(pF|C)) calculated according to the first line of (29.25).

Table 29.5 presents the results of the paired comparisons and scaling. According
to the assumption in Sect. 29.3.1, the ck:j estimations reflect the pF|CC ranking shown
in Table 29.4. The impact of factors SD and SC depends on the gender, e.g. on-duty
status of driving (SD) is a risk factor for males, but a prevention factor for females.
From the z values, the prevention indices are calculated for a scale (starting with i =
0) with a size of m = 3.

Table 29.5 Paired comparisons and scaling (addressing the conditions defined in Table 29.4) for
non-survival (fatal outcome) per severe work-related traffic accident

ck:j

C(k)

C(j) GM SD GM SC GF SD GF SC

GM SD 0.5 1 1 1

GM SC 0 0.5 1 1

GF SD 0 0 0.5 0

GF SC 0 0 1 0.5

ck 0.5 1.5 3.5 2.5

z(k) −1.1503 −0.3186 1.1503 0.3186

i 0 1 3 2

Reading example: During on-duty driving, fatal outcome prevention per severe crash is more likely
for females (GF SD) than for males (GM SD), and the fatality prevention indices are 3 for females
and 0 for males, respectively
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29.3.2.2 Inference and Loss of Accuracy

Table 29.6 presents the results from applying inference lines (A1) through (A5)
addressing the data on non-survival of a severe work-related traffic crash. The loss
of accuracy is below a factor of 2 (compared with the observed values in Table 29.4)
in the prediction of both the conditional failure (fatality) probability (pF|C) and the
condition probability (pC). Figure 29.3 shows the loss of accuracy concerning pF|C
when applying inference line A2. Except for i = 1, the predicted values are within
the bounds of the 95% confidence intervals calculated by Boufous and Williamson
[26].

As shown in Sect. 29.2.5, the geometrical–binominal model represents approx-
imately a discretization of a log-normal distribution, which corresponds to a linear

Table 29.6 Inferences (according to Table 29.3), based on incomplete input data, for non-survival
(F) per severe work-related traffic crash

i 0 1 2 3

Inference line and
Input

Condition (C)
Output

GM SD GM SC GF SC GF SD

(A1)
pF|0, pF|3, pF

pF|i (q = 0.54) 2.84E−02 1.64E−02 9.48E−03 5.47E−03

pi (v = 0.34) 2.94E−01 4.44E−01 2.24E−01 3.77E−02

pi|F (w = 0.29) 4.65E−01 4.06E−01 1.18E−01 1.15E−02

pex(pF|i) 1.47E−01 5.16E−01 8.50E−01 9.81E−01

(A2)
pex(pF|(GM SD)),
pex(pF|(GF SD)), p0

pF|i (q = 0.54) 3.14E−02 1.71E−02 9.28E−03 5.04E−03

pi (v = 0.43) 1.82E−01 4.18E−01 3.19E−01 8.12E−02

pi|F (w = 0.29) 3.53E−01 4.39E−01 1.82E−01 2.52E−02

pex(pF|i) 9.11E−02 3.91E−01 7.59E−01 9.59E−01

(A3)
pF|0, p0, pF

pF|i (q = 0.67) 2.84E−02 1.91E−02 1.29E−02 8.66E−03

pi (v = 0.43) 1.82E−01 4.18E−01 3.19E−01 8.12E−02

pi|F (w = 0.34) 2.88E−01 4.44E−01 2.28E−01 3.91E−02

pex(pF|i) 9.11E−02 3.91E−01 7.59E−01 9.59E−01

(A4)
pF|0, p0, p0|F

pF|i (q = 0.67) 2.84E−02 1.91E−02 1.29E−02 8.66E−03

pi (v = 0.43) 1.82E−01 4.18E−01 3.19E−01 8.12E−02

pi|F (w = 0.34) 2.88E−01 4.44E−01 2.28E−01 3.91E−02

pex(pF|i) 9.11E−02 3.91E−01 7.59E−01 9.59E−01

(A5)
p3, p3|F , pF

pF|i (q = 0.55) 3.34E−02 1.83E−02 1.00E−02 5.47E−03

pi (v = 0.41) 2.04E−01 4.28E−01 2.99E−01 6.96E−02

pi|F (w = 0.28) 3.78E−01 4.34E−01 1.66E−01 2.12E-02

pex(pF|i) 1.02E−01 4.18E−01 7.81E−01 9.65E−01

Reading example: With pF|0 = pF|(GM SD) = 2.84E−02, p0 = pGM SD = 2.94E−01 and pF =
pF = 1.80E−02 as inputs, inference line (A3) predicts for females driving on-duty (GF SD) a
non-survival probability per work-related severe crash of pF|3 = 8.66E−03
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Fig. 29.3 Conditional failure probability (failure = fatal outcome per severe work-related traffic
crash) calculated from data [26] and from geometrical − binominal modelling (inference line A2)

relationship between the conditional failure probability on a log scale and the z value,
i.e. z(pex)= Φ−1(pex), of its exceedance probability, where pex is calculated from the
pi values (i.e. the predicted pC values). Consequently, the loss of accuracy is reflected
by the deviation from the linear relationship, as shown in Fig. 29.4. Except for pF|1,
the data-based points fit the linear relation quite well. However, Chi2 testing indicates
that the deviation between observation and prediction is significant concerning both
the number of cases (exposures) and the number of failures (fatal outcomes).

29.3.3 Non-survival per Motorcycle Accident

Accident severity for motorcyclists in large French urban areas in the year 2003 is
addressed in a study by De Lapparent [27]. 6348 accidents are evaluated. Severity
per accident is quantified by means of four discrete classes: No Injury, Slight Injury,
Severe Injury andFatal Injury. The impact variables concerning groups of individuals
involved in the accidents are Age (of the motorcyclist), Gender (of the motorcyclist)
and Engine Capacity (of the motorcycle). The non-group relevant variables include
theDay Time,Helmet Wearing (data assessed as unreliable in [27]) and the Collision
(e.g. with a bicycle) if any. The results of the study include conditional probabilities
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Fig. 29.4 Exceedance probability z value of the conditional failure probability (failure = fatal
outcome per severe work-related traffic crash) calculated from data [26] and from geometrical −
binominal modelling (inference line A2)

(denoted as “posterior probabilities”) of severity specific to levels of the group vari-
ables (Age, Gender, Engine Capacity) as shown in Table 29.7 for Fatal Injury. The
related condition probabilities are not presented in the paper [27].

The second illustration of inference and loss accuracy addresses the conditional
fatality probabilities in Table 29.7. Paired comparisons are carried out as explained
in Sect. 29.3.1. From the resulting z values, the prevention indices are calculated for a
scale (starting with i= 0) with a size ofm= 3. Table 29.8 presents both the condition
assignments to the scale and the results from applying inference lines (A1) and (A2).
The loss of accuracy is below a factor of 2.5 in the prediction of the conditional
failure (fatality) probability (compared with the observed pF|C values in Table 29.7).
The check of accuracy for the condition probabilities is degraded, since pC values are
not presented by De Lapparent [27]. However, the portion (about 1.6%) of accidents
involving females (GF) with small motorcycles (ES) predicted by line (A1) deserves
discussions, since it would yield an absolute number of 100 accidents only, and it
is unlikely that a fatality probability (pF|(GF ES)) of 0.001 (per accident) has been
empirically derived on the basis of 100 accidents only. However, it is possible that
the probability of 0.001 is based on an extrapolation (from Bayesian Gibbs sampling
in [27]). Nevertheless, line (A2) produces for i = 3 a result that would better comply
with an empirical calculation of pF|(GF ES).

29.3.4 Teen Driver Night-Time Fatality per Young Resident

The third case study uses data from a study [28] on teen driver fatality per young
resident collected from 410 US state years. In Table 29.9, the data for night-time
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Table 29.8 Inference according to Table 29.3 lines (A1) and (A2), based on incomplete input data
for non-survival (F) per motorcycle accident

i 0 1 2 3

Condition (C) AM GM EL AL GM ES AL GF EL AL GF ES

AL GM EL AM GF EL AM GF ES

AM GM ES AH GM ES AH GF ES

Line and input Output AH GM EL AH GF EL

(A1)
pF|0 , pF|3, pF

pF|i (q = 0.44) 1.20E−02 5.24E−03 2.29E−03 1.00E−03

pi (v = 0.25) 4.21E−01 4.22E−01 1.41E−01 1.58E−02

pi|F (w = 0.13) 6.64E−01 2.91E−01 4.26E−02 2.07E−03

(A2)
pex(pF|(AM GM EL)),
pex(pF|(AL GF ES)),
p3

pF|i (q = 0.37) 2.37E−02 8.75E−03 3.23E−03 1.19E−03

pi (v = 0.5) 1.25E−01 3.75E−01 3.75E−01 1.25E−01

pi|F (w = 0.27) 3.89E−01 4.32E−01 1.59E−01 1.96E−02

Table 29.9 Conditional night-time teen driver fatality probability (pF|C) per young resident;
specific toQG (GoodQuality of graduated driver’s license programs), QF (Fair Quality of graduated
driver’s license programs), LI (Law of graduated driver’s license Implemented) and LM (Law of
graduated driver’s license (still) Missing)

Condition (C) QG LI QG LM QF LI QF LM Total

Number of state years of the data* 15 72 96 227 410

pF|C* 6.13E−05 9.41E−05 9.26E−05 1.02E−04 9.70E−05

pC 3.66E−02 1.76E−01 2.34E−01 5.54E−01 1

PC|F 2.31E−02 1.70E−01 2.23E−01 5.83E−01 1

*From Morrisey et al. [28]

are specified by the factors (variable levels) QG (Good Quality of graduated driver’s
license programs), QF (Fair Quality of graduated driver’s license programs), LI
(Law of graduated driver’s license Implemented) and LM (Law of graduated driver’s
license (still) Missing). The condition probabilities in Table 29.9 are calculated from
the numbers of state years of the data.

Due to the tiny pF|C difference between conditions QG LM and QF LI, the risk
for each is assessed as equal in the paired comparisons. From the resulting z values,
the prevention indices are calculated for a scale (starting with i = 0) with a size of
m= 2. Table 29.10 presents the results from applying inference line (A5). The loss of
accuracy is below a factor of 1.5 (compared with the observed values in Table 29.9)
in the prediction of both the conditional teen driver fatality per young resident (pF|C)
and the condition probability (pC). The deviation would be greater than a factor of
2, if m = 3 (instead of m = 2) is used as the scale size.
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Table 29.10 Inference
according to Table 29.3 line
(A5) based on incomplete
input data (p2, p2|F , pF ) for
teen driver fatality per young
resident

Condition (C) QF LM QG LM QG LI

QF LI

i 0 1 2

pF|i (q = 0.76) 1.07E−04 8.09E−05 6.13E−05

pi (v = 0.19) 6.54E−01 3.09E−01 3.66E−02

29.3.5 Crash per Driver Kilometre

From a Dutch travel survey (47,502 drivers, 4324 crashes of any severity), Langford
et al. [29] investigated the crash rate by driver kilometre (km) as a function of five
levels of the age of the driver and three levels of the driver’s practice (concerning
the annual distance driven). In the fourth case study presented here, these data
are pooled for simplification as shown in Table 29.11. From the z values obtained
from paired comparisons, the prevention indices are calculated for a scale (starting
with i = 0) with a size of m = 2.

Table 29.12 presents the results from applying inference line (A3). The loss of
accuracy is below a factor of 1.5 (compared with the observed values in Table 29.11)
in the prediction of both the conditional crash rate per driver km (pF|C) and the
condition probability (pC). However, the loss of accuracy would be greater than a
factor of 2, if m = 3 (instead of m = 2) is used as the size of the scale.

Table 29.11 Conditional crash rate per driver kilometre (pF|C); specific to AE (Extreme Age of
the driver: younger than 20 or older than 74 years), AN (Non-extreme Age of driver: from 20 to
74 years), PL (Little driving Practice: 3000 km or less per year) and PE (Extended driving practice:
>3000 km per year); pooled from the data presented in [29]

Condition (C) AE PL AE PE AN PL AN PE Total

pF|C 5.30E−05 1.38E−05 2.79E−05 6.33E−06 1.05E−05

pC 1.43E−02 2.53E−02 1.55E−01 8.05E−01 1

Table 29.12 Inference
according to Table 29.3 line
(A3) based on incomplete
input data (p0, pF|0, pF ) for
crash rate per driver km

Condition (C) AE PL AE PE AN PE

AN PL

i 0 1 2

pF|i (q = 0.37) 5.30E−05 1.96E−05 7.28E−06

pi (v = 0.85) 1.43E−02 2.10E−01 7.75E−01
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29.3.6 Accident per Task in Steel Production

Rehhahn [1] investigated occupational accident data for various tasks in steel produc-
tion. For block pull-off, the most dangerous task, 31 accidents (e.g. getting burned
by contact to heated equipment) per 336,000 task performances were observed in the
first year of the investigation. The observations of a subset of 7126 performances of
various steel production tasks (not only block pull-off) identified that 11% of them
were carried out with violations (e.g. not wearing hand protection device) of safety
rules; such violation behaviour is shortly denoted here as risk-taking behaviour.
Rehhahn attributes each accident to a violation and calculates therefore a rate of one
accident per 1200 block pull-off tasks carried out with a violation; this rate returns
from 31/(0.11× 336,000). After improvements in the design of work conditions [e.g.
replacing the hanging pliers by ones with self-inhibition (of uncontrolled pending
movements)], it was observed that the number of accidents for this task reduced from
31 to 14 per year. The related data for the fifth case study on inference and accuracy
are presented in Table 29.13. The value for pF|(RA DP) matches Rehhahn’s [1] implicit
assumption of no accident in case of risk-avoiding behaviour (i.e. compliance with
safety rules). A point estimate suitable for a sample with no failure (c.f. [25]) has
been used for the calculation of this value:

pF |(RA DP) = 1 − 0.51/((1−pRT)nDP) = 1 − 0.51/((1−0.11)336000) = 2.32E − 06
(29.31)

No further specification of the data for the condition with improved design of
work conditions (DI) is presented byRehhahn [1]. Consequently, accuracy is checked
against the data as they are. From the z values obtained from paired comparisons,
the prevention indices are calculated for a scale (starting with i = 0) with a size of
m = 2.

Table 29.14 presents the results from applying inference line (A3). The loss of
accuracy is below a factor of 2 (compared with the observed values in Table 29.13)
in the prediction of both the conditional accident probability per block pull-off task
in steel production (pF|C) and the condition probability (pC).

Table 29.13 Conditional accident probability (pF|C) per steel production task (block pull-off);
specific to RT (Risk-Taking behaviour), RA (Risk-Avoiding behaviour), DP (Poor Design of work
conditions) and DI (Improved Design of work conditions). Source [1], except pF|(RA DP), estimated
from (29.31)

Condition (C) RT DP RA DP DI Total

pF|C 8.39E−04 2.32E−06 4.17E−05 6.80E−05

pC 5.50E−02 4.45E−01 5.00E−01 1



29 Simplified Analysis of Incomplete Data on Risk 673

Table 29.14 Inference according to Table 29.3 line (A3) based on incomplete input data (p0, pF|0,
pF ) for accident per block pull-off task in steel production

Condition (C) RT DP DI RA DP

i 0 1 2

pF|i (q = 0.0656) 8.39E−04 5.50E−05 3.61E−06

pi (v = 0.765) 5.50E−02 3.59E−01 5.86E−01

29.4 Conclusions

The framework presented here provides options for the generation of probabilities
concerning failures of interest in cases of incomplete input data. Its key features for
achieving this goal are (a) utilizing the Bayesian theorem for both structuring cases
of incomplete input data and providing options to overcome this problem; (b) scaling
on the basis of branch-specific expertise regarding prevention and risk factors; and
(c) discretization and parameterization.

Five diverse types of risk (as summarized in Table 29.15) are addressed to illus-
trate how the framework serves inference in case of incomplete input data. The risks
concern failure events mainly influenced by human behaviour in complex trans-
portation and production systems. The related prevention factors with potential from
improvements are quality of training, practice, risk-avoiding behaviour and design
of work conditions (if applicable). Of course, there are interrelations, e.g. the quality
of training can influence the individual risk behaviour.

A key parameter returning from inference represents the average degree of preven-
tion (v) in failure exposure situations. The parameter is bounded in the range from
0 to 1. This parameter serves non-trivial comparisons between risks and provides
insights into the potential for the reduction of the average risk as shown in Fig. 29.5.
For instance, the average night-time teen driver fatality per young resident has a
promising margin for improvement by forcing prevention factors, since v is small,
and the average risk is reducible by factor of 1.5.

Due to its bounded range, from 0 to 1, the average degree of prevention could be
a suitable subject of expert judgement. As illustrated in Fig. 29.6, the advantage of
the Bayesian structure of the framework is that such a judgement can be verified or
falsified by the quantitative evaluation of failure events only meaning a quantitative
evaluation of the variety of failure exposure situations would not be necessary. For
instance, an expert assesses for the fatality permotorcycle accident an average degree
of prevention of v = 0.6; this would correspond to a conditional average degree of
prevention of w = 0.4 for an index scale (of any size) calibrated by q = 0.437. If
a quantitative evaluation of a sample of fatality cases returns (via (A4.2) in Table
29.3) w � 0.4, this assessment (v = 0.6) would be debatable. However, given a
scale calibrated with the dominant involvement of a factor with a very strong impact
(e.g. risk-avoiding behaviour for the prevention of an accident in steel production),
w = 0.1 would be in line with the estimate of v = 0.6. In turn, a small value of
the scale calibration parameter q is an indicator of such dominant involvement. The
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Table 29.15 Summary of geometrical–binominal inference and loss of accuracy

Average risk (pF ) Prevention factors Average
degree of
prevention
(v)

m q Loss of
accuracy due
to
simplification
and
incomplete
input data

1.8E−02 fatality per
severe work-related
traffic crash

Female gender 0.433 3 0.543 <Factor 2

1.7E−03 fatality per
motorcycle accident

Female gender. Small
engine capacity.
Daylighta. Collision
with small mobile
mass (pedestrian,
bicycle or other
motorcycle)a

0.251 3 0.437 <Factor 2.5

9.7E−05 night-time
teen driver fatality per
young resident

Law of graduated
driver’s license
implemented. Good
quality of graduated
driver’s license
programs

0.191 2 0.758 <Factor 1.5

(X) 1.05E−05 crash rate
per driver km

Extended driving
practice (>3000 km
per year).
Non-extreme age of
driver (from 20 to
74 years)

0.881 2 0.371 <Factor 2

(�) 6.80E−05 accident
rate per block pull-off
task in steel production

Risk-avoiding
behaviour
(compliance with
safety rules).
Improved design of
work conditions

0.765 2 0.066 <Factor 2

aNot explicitly addressed in inference illustration due to missing data, but significant according to
[27]

conclusion is that it would be desirable to develop a prevention index interval scale
with a calibration parameter q not much smaller than 0.5.

The points marked in Figs. 29.5 and 29.6 correspond to the risks summarized in
Table 29.15. The non-trivial interpretations outlined in the preceding two paragraphs
are visible from these figures, which in turn represent the application of the simple
framework outlined in Sect. 29.2.

However, loss of accuracy in the prediction of probabilities of conditions—
concerning the constellations of risk and prevention factors—and conditional failure
probabilities is the price to pay for such kind of attractive features when applying a
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Fig. 29.5 Total to largest
(for a given scale) failure
probability ratio (pF/pF|0) as
a function (29.16) of the
average degree of prevention
(v) for diverse values of the
index scale size (m) and the
gradient parameter (q) for
prevention index scale
calibration

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

p F
/p

F|
0

Average degree of preven�on (v) 

m=3, q=0.543 m=3, q=0.437
m=2, q=0.758 m=2, q=0.371
m=2, q=0.066

Fig. 29.6 Total (v) and
conditional (w) average
degree of prevention for
diverse values of the gradient
parameter (q) for prevention
index scale calibration

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Av
er

ag
e 

de
gr

ee
 o

f p
re

ve
n�

on
 if

 fa
ilu

re
 (w

) 

Average degree of preven�on (v) 

q=0.543 q=0.437

q=0.758 q=0.371

q=0.066

common and simple model instead of applying branch-specific and more sophisti-
catedmodels (like logistic regression or Gibbs sampling). The feasibility case studies
carried out here for different types of risk indicate that overestimations or under-
estimations, respectively, by a factor of 1.5 through 2.5 are expected. This is not
satisfactory, although large uncertainties are expected in predicting the elements of
risks influenced by human behaviour (see Table 29.2 in the introduction). It is an
open issuewhether such inaccuracy is inherent, when applying a common and simple
model for data analysis addressing various risk environments, or it can be reduced
by a refined version of a common model or by improved scaling.
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Chapter 30
Combining Domain-Independent
Methods and Domain-Specific
Knowledge to Achieve Effective Risk
and Uncertainty Reduction

Michael Todinov

Abstract The common domain-specific approach to reliability improvement and
risk reduction created the false perception that effective risk reduction can be
successfully delivered solely by using methods offered by the specific domain.
In standard textbooks on mechanical engineering and design of machine compo-
nents, for example, there is no mention of general methods for improving relia-
bility and reducing the risk of failure of engineering products. Accordingly, the
chapter demonstrates the benefits from combining domain-independent methods
and domain-specific knowledge for achieving effective risk and uncertainty reduc-
tion. In this respect, the chapter focuses on the domain-independent methods for
reducing risk based on segmentation and algebraic inequalities and demonstrates
that combining these methods with domain-specific knowledge helps to identify
new simple and effective solutions in such mature fields like strength of compo-
nents, kinematic analysis of mechanisms and electrical engineering. The meaningful
interpretation of algebraic inequalities led to the discovery of new physical properties
of electrical circuits and mechanical assemblies. These properties have never been
suggested in standard textbooks and research literature covering the mature fields of
electrical and mechanical engineering which demonstrates that the lack of knowl-
edge of domain-independent methods for reducing risk and uncertainty made these
properties invisible to domain experts.
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30.1 Introduction

While reliability and risk assessment are truly domain-independent areas, this cannot
be stated about the equally important areas of reliability improvement and risk
reduction. For decades, the reliability and risk science failed to appreciate and
emphasise that reliability improvement, risk reduction and uncertainty reduction
are underpinned by general principles that work in many unrelated domains.

As a consequence, methods for measuring and assessing reliability, risk and
uncertainty were developed, not domain-independent methods for improving reli-
ability, reducing risk and uncertainty which could provide direct input to the
design process. Indeed, in standard textbooks on mechanical engineering and
design of machine components [1–10], for example, there is no mention of generic
(domain-independent) methods for reliability improvement and risk and uncertainty
reduction.

It needs to be pointed out that even the available methods for measuring and
assessing reliability and risk cannot always be fully implemented in the design for
the obvious reason that for new products and processes reliability data are simply
unavailable.

In the rare cases where reliability data for the components and parts building the
systems are available, they are relevant for a particular environment and duty cycle
and their mechanical application to another environment and duty cycle, as experi-
ence has shown, is of highly questionable value. The lack of predictive capability
of the existing reliability tools caused many engineers to lose faith in the tools and
discard them as not adding real value to their work.

Why is engineering design so slow in exploiting the achievements of the relia-
bility and risk science to improve reliability and reduce risk? This is certainly not
due to the complexity of the reliability improvement and risk reduction methods.
In this respect, the contrast with the complex generic mathematical methods for
stress analysis, kinematic and dynamic analysis of solid bodies and fluids is striking.
Thesemathematical modellingmethods are penetrating all aspects of the engineering
design.

The problem is that the current approach to reliability improvement and risk
reduction almost solely relies on knowledge from a specific domain and is conducted
exclusively by experts in that domain. This creates the incorrect perception that
effective risk reduction can be delivered solely by using methods offered by the
specific domain, without resorting to a general risk reductionmethods and principles.

This incorrect perception resulted in ineffective reliability improvement and risk
reduction across the entire industry, the loss of valuable opportunities for reducing
risk and ‘repeated reinvention of the wheel’. Current technology changes so fast
that the domain-specific knowledge related to reliability improvement and risk
reduction is outdated almost as soon as it is generated. In contrast, the domain-
independent methods for reliability improvement, risk and uncertainty reduction are
higher order methods that permit application in new, constantly changing situations
and circumstances.
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The development of the domain-specific, physics-of-failure approach for reli-
ability improvement [11] has been prompted by the deficiencies of the data-
driven approach. Although the physics-of-failure approach was very successful
in addressing the underlying causes of failure and eliminating failure modes, it
contributed to the widespread view among many reliability practitioners that only
physics-of-failure models can deliver real reliability improvement.

It is necessary to point out that building accurate physics-of-failure models of
the time to failure is not always possible because of the complexity of the phys-
ical mechanisms underlying the failure modes, the complex nature of the environ-
ment and the operational stresses. Physics-of-failure modelling certainly helps, for
example, to increase the strength of a component by conducting research on the
link between microstructure and mechanical properties of the material. However,
this approach requires arduous and time-consuming research, special equipment
and human resource. More importantly, physics-of-failure models are not capable
of capturing principles and invariants underlying reliability improvement and risk
reduction in unrelated domains. Despite their success and popularity, physics-of-
failure models cannot transcend the narrow domains they serve and cannot be used
for improving reliability and reducing risk in unrelated domains.

A central theme in the new domain-independent approach for reliability improve-
ment and risk reduction introduced in [12] is the concept that risk reduction is under-
lined by common domain-independent principles which, combined with knowledge
from the specific domain, are capable of generating effective risk-reducing solutions.

The domain-independent methods do not rely on the availability of past failure
data or detailed knowledge of the underlying mechanisms of failure. As a result,
they are particularly well suited for developing new designs, with unknown failure
mechanisms and failure history. In many cases, these methods reduce risk at no extra
cost or at a relatively small cost.

Establishing universally accepted theoretical principles for risk assessment
requires a common definition of risk, valid in unrelated domains of human activity
[13]. Similarly, establishing universally accepted theoretical principles for risk and
uncertainty reduction goes through formulating domain-independent principles for
reducing risk and uncertainty, valid in unrelated domains of human activity. Estab-
lishing the risk research as a mainstream science requires solid and universally
accepted theoretical principles for the two fundamental components of risk manage-
ment: risk assessment and risk and uncertainty reduction. The domain-independent
principles and methods for risk and uncertainty reduction:

• Add value to decisions related to reliability improvement, risk and uncertainty
reduction.

• Provide key input to the design process by improving the reliability of the designed
product rather than measuring its performance only.

• Provide effective risk and uncertainty reduction across unrelated domains of
human activity. Avoid loss of opportunities for reducing risk and ‘reinvention
of the wheel’.
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• Deeply impact the current understanding of available methods and techniques for
risk and uncertainty reduction.

It is important to point out that the domain-independent methods for reliability
improvement and risk and uncertainty reduction are not a substitute for the domain-
specific approach for risk reduction. Combined with knowledge from the specific
domain, the domain-independent methods and principles help to obtain superior
solutions. Accordingly, this chapter demonstrates that combining domain-specific
knowledge fromdifferent areas of engineeringwith the domain-independentmethods
of the algebraic inequalities and segmentation leads to reliability improvement and
uncertainty reduction.

30.2 Method of Segmentation to Improve Reliability
and Develop Light-Weight Design

The underlying idea of the method of segmentation is to prevent failure modes and
reduce the vulnerability to a single failure, by dividing an entity into a number of
distinct parts. A large number of applications of the domain-independent method of
segmentation have already been presented in [12].

There are numerous cases where design-engineers have control over the points
of application of external loads. For the simply supported beam with length a in
Fig. 30.1a, the concentrated load F is applied in the middle and results in a bending
momentM(x). The maximum bending moment M1,max is attained at x = a/2 and is
equal to M1,max = Fa/4 (Fig. 30.1b). Segmenting the concentrated load F into two
loads with magnitude F/2 (Fig. 30.1c) reduces the maximum bending moment three
times, from M1,max = Fa/4 to M2,max = Fa/12 (Fig. 30.1d). The reduction of the
bending moment reduces the bending stress in the beam and increases its resistance
to overstress failure.

Fig. 30.1 Reducing the risk of overstress failure of a beam by segmenting the external concentrated
load F
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Fig. 30.2 Reducing the risk of overstress failure of a shaft by segmenting the external concentrated
torque T

In some design applications (e.g. in motorsport design), the focus is often on
obtaining a light-weight design, not on increasing the resistance to overstress failure.
A light-weight design translates directly into enhanced performance, reduced fuel
consumption and reduced emissions. As a result of the segmented external load and
the reduced tensile stresses from bending in Fig. 30.1, the cross section of the loaded
beam can be reduced which results in a light-weight design.

Indeed, the bending stress σb in a beamwith a circular cross section with diameter
d is given by the well-known formula [14]: σb = 32M/(πd3) where M is the
bending moment acting in the particular section. Reducing the bending moment 3
times by preserving the bending stress σb, results in a significant reduction of the
cross-sectional diameter of the beam. From σb = 32M/(πd3) = 32(M/3)/(πd3

1 ),
the diameter of the light-weight design is evaluated to be d1 = 0.693 d, which, for a
uniform cross section, results in volume of the material per unit length of the beam
equal to π(0.693d)2/4 = 0.48× πd2/4. As a result, the light-weight design carries
the same bending stress σb with only 48% of the material of the original beam. The
weight saving from segmenting the loading force is impressive.

The load segmentation also improves reliability and results in light-weight designs
in the case of a concentrated external torque (Fig. 30.2a).

Segmenting the concentrated torque T into two torques of magnitude T /2 reduces
themaximum shear stress from τmax = 16T/(πd3) along the lengthAB in Fig. 30.2a,
to τmax,1 = 8T/(πd3) along the section CB in Fig. 30.2c. Similarly, preserving the
same shear stress τmax along the sections AC and CB yields the light-weight design
in Fig. 30.2e with reduced cross section along the section CB.

These simple solutions for reducing the stresses in loaded structures, based on
segmentation of external concentrated loads, have never been suggested in stan-
dard textbooks in the mature fields of stress analysis and strength of components
[1, 2, 5, 14–16].

A primary objective of the topology optimisation of structural design is removing
and redistributing a material in specified design spaces, for specified loads,
constraints and boundary conditions so that a light-weight design is attained while
preserving the required functionality. No solutions based on a segmentation of
external loads have been suggested in the literature related to topological optimi-
sation [17] despite that segmentation of external loads often leads to light-weight
designs.
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This shows that the lack of knowledge of the domain-independent method of
segmentation made it invisible to the domain experts that segmentation of external
loads can be used to reduce significantly the internal stresses in loaded structures
and develop light-weight designs.

30.2.1 Improvement of Reliability of Computations

The next application of chain-rule segmentation to reduce the risk of computational
errors is related to differentiating a very complex function f (t) with respect to the
parameter t.

The complex function f (t) is first presented as a composition of nested continuous
functions

f (t) = f (ϕ1(ϕ2(. . . ϕn(t))))

where f (ϕ1), ϕ1(ϕ2), ϕ2(ϕ3), . . . , ϕn(t) are simpler differentiable functions.
Consequently, the derivative d f (t)/dt can be found by applying the chain rule

for differentiation:

d f (t)

dt
= d f

dϕ1
× dϕ1

dϕ2
× . . . × dϕn

dt

The reduction of the risk of computational errors comes from the circumstance
that each of the derivatives, d f/dϕ1, dϕ1/dϕ2, . . . , dϕn/dt , is much easier to evaluate
than the derivative d f (t)/dt .

Consider an example from kinematics analysis of mechanisms. The mechanism
whose kinematics is to be analysed incorporates three sliders B, D and E (Fig. 30.3).
Sliders B andDmove along the x-axis while slider E moves along the axis ET, which

Fig. 30.3 A mechanism whose kinematics is analysed
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is perpendicular to the x-axis and at a distance d from the origin O of the coordinate
system Oxy.

The crank OA rotates in the clockwise direction, with a uniform angular velocity
of ω = 1.5 rad/s and subtends an angle ϕ with the horizontal x-axis which varies
within the interval [0, 2π ]. Note that the angle CDE is not fixed and varies as the
links CD and ED rotate around the pin joint D. The values of the parameters fully
specifying the mechanism are as follows: OA = r = 0.35m; AB = a = 0.65m;
AC = b = 0.50m; CD = m = 0.80m; DE = t = 0.75m and d = 1.3m.

The point of interest is the velocity of slider E.
Denoting xD = OD yE = T E and applying trigonometry yields

sinψ = r sin ϕ/a (30.1)

cosψ =
√
1 − sin2 ψ (30.2)

xD = b cosψ − r cosϕ +
√
m2 − (a + b)2 sin2 ψ (30.3)

yE =
√
t2 − (d − xD)2 (30.4)

Substituting expressions (30.1) and (30.2) in (30.3), followed by substituting
expression (30.3) in (30.4) expresses yE as a function of the crank angle ϕ and
by using the relationship ϕ = ωt , yE can also be expressed as a function of the
time t. Once yE has been presented as a function of time, it can be differentiated to
obtain the velocity vE of slider E: vE = dyE (t)/dt . However, this approach requires
differentiating a very complex expression. During this process, the likelihood of
making an error is very high. The risk of computational error can be reduced greatly
if the method of segmentation is applied, by using the chain rule for differentiation.
As a result, the initial problem of determining vE = dyE (t)/dt is replaced by the
simpler problem of determining the three derivatives:

vE = [dyE/dxD] × [dxD/dϕ] × [dϕ/dt] (30.5)

Indeed,

dyE
dxD

= d − xD√
t2 − (d − xD)2

(30.6)

dxD
dϕ

= − br2 sin ϕ cosϕ

a2
√
1 − (r/a)2 sin2 ϕ

+ r sin ϕ

− (a + b)2r2 sin ϕ cosϕ

a2
√
m2 − (a + b)2(r/a)2 sin2 ϕ

(30.7)
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Fig. 30.4 Velocity vE
(Continuous line) and
displacement yE (Dashed
line) of point E on slider E

dϕ/dt = ω (30.8)

The velocity and displacement of slider E, as a function of the crank angle ϕ

in radians, are shown in Fig. 30.4 with a continuous and dashed line, respectively.
To test the chain-rule segmentation method, the velocity of slider E has also been
calculated by using numerical differentiation.

vE,i ≈ yE,i − yE,i−1

h
× ω (30.9)

where h = 0.001 rad is a small step of the crank angle, yE,i and yE,i−1 are the
displacements of point E corresponding to crank angles ϕi and ϕi−1, i = 1, . . . , n.

The velocity dependence obtained from the numerical differentiation and the
velocity dependence obtained from the chain-rule segmentation coincide.

In the literature related to kinematic analysis of mechanisms [18–20], no solu-
tions based on segmentation through the chain rule have been suggested, despite
that segmentation based on the chain rule clearly leads to a significantly reduced
likelihood of errors. The lack of knowledge of the domain-independent method of
segmentation made it invisible to domain experts in the mature field of kinematic
analysis of mechanisms that chain-rule segmentation yields a significantly reduced
likelihood of computational errors.
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30.3 Reducing Risk and Uncertainty by Using Algebraic
Inequalities

In textbooks on reliability engineering [21–25] and in papers related to risk, reliability
and uncertainty, there is a lack of discussion related to reducing risk and uncertainty
by using algebraic inequalities. This is a surprising omission considering the power
of algebraic inequalities in reducing risk and uncertainty and the existence of a
significant number of publications covering the theory of algebraic inequalities [26–
32]. It was only recently that some applications of the domain-independent method
of algebraic inequalities for reducing risk and uncertainty have been presented in
[12, 33].

A formidable advantage of the algebraic inequalities is their capacity to reduce
aleatory and epistemic uncertainty and produce tight upper and lower bounds related
to uncertain reliability-critical design parameters such as material properties, dimen-
sions, loads and component reliabilities.Algebraic inequalities are capable of ranking
systems, processes and decisions in terms of reliability in the absence of any knowl-
edge related to the values of the reliability-critical parameters. In addition, algebraic
inequalities can be interpreted in a meaningful way and this interpretation can be
attached to real systems and processes. This yields not only to uncertainty reduction
but also to the discovery of new fundamental properties of systems and processes.

By establishing tight bounds related to properties and parameters, algebraic
inequalities can be applied to improve the robustness of designs, by complying them
with the worst possible variation of the output parameters. As a result, a number of
failure modes can be avoided.

30.3.1 Ranking Systems with Unknown Reliability
of Components

Often, the reliabilities of the components building the system are unknown and the
epistemic uncertainty associated with the reliabilities of the components building the
system translates into epistemic uncertainty related to which system is superior.

An important way of using inequalities to improve reliability and reduce risk is to
derive and prove an algebraic inequality which ranks systems performance. For two
competing systems (a) and (b), built on components whose reliabilities are unknown,
the steps for establishing which system is superior can be summarised as follows.

• For each of the competing systems, build the reliability network from its functional
diagram.

• By using methods from system reliability analysis, determine the reliabilities Ra

and Rb of the systems or the probabilities of system failure Fa ,Fb.
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Fig. 30.5 Two competing
systems with different
topology, built with the same
type of components

Fig. 30.6 The reliability
networks of the systems
from Fig. 30.5

• Subtract the reliabilities of the competing systems or the probabilities of system
failure and prove any of the inequalities: Ra −Rb > 0, Ra −Rb < 0, Fa −Fb > 0,
Fa − Fb < 0.

• Select the system with superior reliability or the system with the smaller
probability of failure.

Consider two systems with different topologies, including the same type of valves
(denoted by X, Y and Z) shown in Fig. 30.5. The valves are working independently
from one another and all of them are initially open. The question of interest is which
system is more reliable with respect to the function ‘stopping the flow of fluid in the
pipeline’. The signal for closing is issued to all valves simultaneously.

Figures 30.6a and b represent the reliability networks of the systems from
Fig. 30.5a and b, correspondingly. The reliability values x, y and z characterising the
separate valves are unknown. The only available information about the reliabilities
of the valves are the obvious constraints: 0 < x < 1; 0 < y < 1; 0 < z < 1.

Expressing the probabilities of failure characterising the competing systems as a
function of the unknown reliabilities of the valves yields

Fa(x, y, z) = (1 − x2)(1 − y2)(1 − z2) and Fb(x, y, z) = (1 − xyz)2

Ranking the systems’ performance consists of proving Fa(x, y, z)−Fb(x, y, z) <

0 or Fa(x, y, z) − Fb(x, y, z) > 0. Proving Fa(x, y, z) − Fb(x, y, z) < 0, for
example, is equivalent to proving the inequality

(1 − x2)(1 − y2)(1 − z2) < (1 − xyz)2 (30.10)

To prove inequality (30.10), it suffices to prove the inequality√
(1 − x2)(1 − y2)(1 − z2) < (1 − xyz) or the equivalent inequality
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√
(1 − x2)(1 − y2)(1 − z2) + xyz < 1 (30.11)

Indeed, if inequality (30.11) is true, inequality (30.10) follows from it by squaring
both sides of the inequality

√
(1 − x2)(1 − y2)(1 − z2) < 1 − xyz. The squaring

operation will not change the direction of the inequality because 0 < x < 1; 0 <

y < 1; 0 < z < 1, and the following quantities are positive: (1 − xyz) > 0,
(1 − x2)(1 − y2)(1 − z2) > 0 .

To prove inequality (30.11), a combination of a substitution technique and a
technique based on proving a simpler, intermediate inequality will be used.

Because the reliability ri of a component is a number between zero and unity, the
trigonometric substitutions ri = sin αi where αi ∈ (0, π/2) are appropriate. Making
the substitutions: x = sin α; y = sin β and z = sin γ for the reliabilities of the
components, transforms the left side of inequality (30.11) into

√
(1 − x2)(1 − y2)(1 − z2) + xyz = cosα × cosβ

× cos γ + sin α × sin β × sin γ (30.12)

Next, the positive quantity cosα×cosβ×cos γ +sin α×sin β×sin γ is replaced
by the larger quantity cosα × cosβ + sin α × sin β. Indeed, because 0 < cos γ < 1
and 0 < sin γ < 1, the inequality

cosα × cosβ × cos γ + sin α × sin β

× sin γ < cosα × cosβ + sin α × sin β (30.13)

holds. If the intermediate inequality cosα×cosβ + sin α× sin β ≤ 1 can be proved,
this will imply the inequality

cosα × cosβ × cos γ + sin α × sin β × sin γ < 1 (30.14)

Since cosα ×cosβ + sin α × sin β = cos(α −β), and cos(α −β) ≤ 1, we finally
get

cosα × cosβ × cos γ + sin α × sin β × sin γ < cosα × cosβ

+ sin α × sin β = cos(α − β) ≤ 1

from which inequality (30.11) follows.
Inequality (30.11) has been proved and from it, inequality (30.10) follows. The

system in Fig. 30.5a is characterised by a smaller probability of failure compared
to the system in Fig. 30.5b, therefore, the system in Fig. 30.5a is the more reliable
system.
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30.3.2 Inequality of Negatively Correlated Random Events

There is another, alternative way of using algebraic inequalities for risk and uncer-
tainty reduction which consists of moving in the opposite direction: starting from
existing abstract inequality and moving towards the real system or a process. An
important step in this process is creating relevant meaning for the variables entering
the algebraic inequality, followed by ameaningful interpretation of the different parts
of the inequality which links it with a real physical system or process.

Consider m independent events A1, A2, . . . , Am that are not mutually exclusive.
This means that there are at least two events Ai and A j for which P(Ai ∩ A j ) �= ∅.
It is known with certainty, that if any particular event Ak of the set of events does not
occur (k = 1, . . . ,m), then at least one of the other events occurs. In other words,
the relationship

P(A1 ∪ . . . ∪ Āk ∪ . . . ∪ Am) = 1

holds for the set of m events.
Under these assumptions, it can be shown that the following inequality holds

P(A1) + P(A2) + . . . + P(Am) > 1 (30.15)

This inequality will be referred to as the inequality of negatively correlated events.
To prove this inequality, consider the number of outcomes n1, n2, . . . , nm leading

to the separate events A1, A2, . . . , Am , correspondingly. Letndenote the total number
of possible outcomes. From the definition of inversely correlated events, it follows
that any of the n possible outcomes corresponds to the occurrence of at least one
event Ai . Since at least two events Ai and A j can occur simultaneously, the sum of
the outcomes leading to the separate events A1, A2, . . . , Am is greater than the total
number of outcomes n:

n1 + n2 + . . . + nm > n (30.16)

This is because of the condition that at least two events Ai and A j can occur
simultaneously. Then, at least one outcome must be counted twice: once for event
Ai and once for event A j . Dividing both sides of (30.16) by the positive value n does
not alter the direction of inequality (30.16) and the result is the inequality

n1/n + n2/n + . . . + nm/n > 1 (30.17)

which is inequality (30.15).
Consider the reliability networks in Fig. 30.7, of two systems. Despite the deep

uncertainty related to the components building the systems, the reliabilities of the
systems can still be ranked, by a meaningful interpretation of the inequality of
negatively correlated events.
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Fig. 30.7 Ranking the
reliabilities of two systems
with unknown reliability of
components

The power of the simple inequality (30.15) can be demonstrated even if only two
events A1 ≡ A and A2 ≡ B̄ are considered. Event A1 ≡ A stands for ‘system (a) is
working at the end of a specified time interval’ while event A2 ≡ B̄ stands for ‘system
(b) is not working at the end of the specified time interval’ (P(B̄) + P(B) = 1)
(Fig. 30.7). The conditions of inequality (30.15) are fulfilled for events A and B̄
related to the systems in Fig. 30.7.

Indeed, if event B̄ does not occur, this means that system (b) is working. This can
happen only if all components 4, 5 and 6 in Fig. 30.7b are working, which means
that system (a) is working. As a result, if event B̄ does not occur then event A occurs.
Conversely, if event A does not occur then at least one of the components 4, 5, 6 in
Fig. 30.7a does not work, which means that system (b) does not work (the event B̄
occurs). At the same time, both events can occur simultaneously (P(A ∩ B̄) �= 0).
This is, for example, the case if components 1, 2, 3 are in working state at the end of
the time interval (0, t) and component 5 is in a failed state.

The conditions of inequality (30.15) are fulfilled, therefore

P(A) + P(B̄) > 1 (30.18)

holds, which is equivalent to

P(A) > 1 − P(B̄) = P(B)

As a result, it follows that P(A) > P(B) irrespective of the reliabilities
r1, r2, r3, r4, r5, r6 of components (1–6) building the systems. The meaningful inter-
pretation of the inequality of negatively correlated events helped to reveal the intrinsic
reliability of competing design solutions and rank these in terms of reliability, in the
absence of knowledge related to the reliabilities of their building parts.

In other cases, knowledge about the age of the components is available which can
be used in proving the inequalities related to the system reliabilities. For example, it
is known that the functional diagrams of the competing systems are built with three
valves (A, B and C) with different ages. Valve A is a new valve, followed by valve
B with an intermediate age and valve C which is an old valve. If the reliabilities of
the valves are denoted by a, b and c, the reliabilities of the valves can be ranked:
a > b > c and this ranking can be used in proving the inequalities related to the
reliabilities of the competing systems [12].
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30.3.2.1 Meaningful Interpretation of an Abstract Algebraic Inequality

While the proof of an algebraic inequality does not normally pose problems, the
meaningful interpretation of an inequality is not a straightforward process. Such an
interpretation usually brings deep insights, some of which stand at the level of a new
physical property/law.

Consider the abstract algebraic inequality

(x1 + x2 + . . . + xn) ≥ n2
(

1

1/x1 + 1/x2 + . . . + 1/xn

)
, (30.19)

which is valid for any set of n non-negative quantities xi .
A proof of Inequality (30.19) can be obtained by transforming the inequality to

the classical Cauchy–Schwarz inequality

(a1b1 + a2b2 + . . . + anbn)
2 ≤ (a21 + a22 + . . . + a2n)(b

2
1 + b22 + . . . + b2n)

(30.20)

which is valid for any two sequences of real numbers a1, a2, . . . , an and
b1, b2, . . . , bn .

Note that the transformation ai = √
xi (i = 1, . . . , n) and bi = 1/

√
xi (i =

1, . . . , n), substituted in the Cauchy–Schwarz inequality (30.20) leads to inequality
(30.19).

Appropriate meaning can now be attached to the variables entering inequality
(30.19) and the two sides of the inequality can be interpreted in various meaningful
ways.

A relevant meaning for the variables in the inequality can be created, for example,
if each xi stands for ‘electrical resistance of element i’. The equivalent resistances
Re,s and Re,p of n elements arranged in series and parallel are given by [34]

Re,s = x1 + x2 + . . . + xn (30.21)

Re,p = 1

1/x1 + 1/x2 + . . . + 1/xn
(30.22)

where xi is the resistance of the ith element (i = 1, . . . , n). In this case, expression
(30.21) on the left side of the inequality (30.19) can be meaningfully interpreted as
the equivalent resistance of n elements arranged in series. The expression (30.22), on
the right side of inequality (30.19), can be meaningfully interpreted as the equivalent
resistance of n elements arranged in parallel. Inequality (30.19) now expresses a new
physical property: the equivalent resistance of n elements arranged in parallel is at
least n2 times smaller than the equivalent resistance of the same elements arranged
in series, irrespective of the individual resistance values of the elements. Equality is
attained for x1 = x2 = . . . = xn .
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It needs to be pointed out that for resistors of equal values, the fact that the equiv-
alent resistance in parallel is exactly n2 times smaller than the equivalent resistance
of the resistors in series is a trivial result, easily derived and known for a long period
of time [35].

Indeed, For the resistanceofn resistors arranged in series x1 = x2 = . . . = xn = r ,
the value nr is obtained from Eq. (30.21), while for the same n resistors arranged
in parallel, the value r/n is obtained from Eq. (30.22). As can be seen, the value
r/n is exactly n2 times smaller than the value nr . However, the bound provided by
inequality (30.19) is a much deeper result. It is valid for any possible values of the
resistances.The bound given by inequality (30.19) does not require equal resistances.

The meaning created for the variables xi in inequality (30.19) is not unique and
can be altered. Suppose that xi in inequality (30.19) stands for electrical capacity.
The equivalent capacitances Ce,p,Ce,s of n capacitors arranged in parallel and series
are given by [34]:

Ce,p = x1 + x2 + . . . + xn (30.23)

and

Ce,s = 1

1/x1 + 1/x2 + . . . + 1/xn
(30.24)

correspondingly, where xi is the capacitance of the ith capacitor (i = 1, . . . , n).
The expression (30.23) on the left side of inequality (30.19) can now be meaning-
fully interpreted as the equivalent capacitance of n capacitors arranged in parallel.
The expression (30.24) on the right side of inequality (30.19) can be meaningfully
interpreted as the equivalent capacitance Ce,s of n capacitors arranged in series.
Inequality (30.19) now expresses another physical property: the equivalent capaci-
tance of n capacitors arranged in parallel is at least n2 times larger than the equivalent
capacitance of the same capacitors arranged in series, irrespective of the values of
the individual capacitors.

Suppose that another meaning for the variables xi in Inequality (30.19) is created,
for example, each xi now stands for the stiffness of the elastic element i(i = 1, . . . , n)

Consider the equivalent stiffness ke,s of n elastic elements in series and the equivalent
stiffness ke,p of n elastic elements in parallel. The stiffness values of the separate
elastic elements, denoted by x1, x2, . . . , xn , are unknown. The equivalent stiffness
of n elastic elements in series is given by the well-known relationship:

ke,s = 1

1/x1 + 1/x2 + . . . + 1/xn
(30.25)

and for the same elastic elements in parallel, the equivalent stiffness is

ke,p = x1 + x2 + . . . + xn (30.26)
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Now, the two sides of inequality (30.19) can be meaningfully interpreted in
the following way. The expression (30.25) on the right-hand side of the inequality
(30.19) can be interpreted as the equivalent stiffness of n elastic elements arranged
in series. The left side of inequality (30.19) can be interpreted as the equivalent
stiffness of n elastic elements arranged in parallel. The inequality now expresses a
different physical property: the equivalent stiffness of n elastic elements arranged in
parallel is at least n2 times larger than the equivalent stiffness of the same elements
arranged in series, irrespective of the individual stiffness values characterising the
separate elements. These are examples of different physical properties derived from
a meaningful interpretation of a single abstract algebraic inequality.

The considered examples illustrate new physical properties predicted from inter-
preting a correct algebraic inequality which give the basis for the principle of non-
contradiction: If a correct algebraic inequality permits meaningful interpretation
that can be related to a real process, the process realization yields results that do not
contradict the algebraic inequality.

Further details regarding the principle of non-contradiction will be presented
elsewhere.

Inequality (30.19) is domain-independent. It provides tight bounds for electrical
and mechanical properties. At the same time, the uncertainty associated with the
relationship between the equivalent parameters characterising elements arranged in
series and parallel (due to the epistemic uncertainty related to the values of the
building elements) is reduced.

These properties have never been suggested in standard textbooks and research
literature covering the mature fields of mechanical and electrical engineering, which
demonstrates that the lack of knowledge of the domain-independent method of
algebraic inequalities made these properties invisible to the domain experts.

30.4 Conclusions

1. The benefit from combining the domain-independent method of segmentation
with domain-specific knowledge in strength of components was demonstrated in
reducing the risk of overstress failure by segmenting concentrated external loads.
It was demonstrated that the domain-independent method of segmentation also
achieves light-weight design.

2. The capability of the chain-rule segmentation to reduce the risk of computa-
tional errors has been demonstrated in the area of kinematic analysis of complex
mechanisms.

3. The domain-independent method of algebraic inequalities has been used to
reduce uncertainty, reveal the intrinsic reliability of competing designs and rank
these in terms of reliability, in the absence of knowledge related to the reliabilities
of their building parts.

4. The meaningful interpretation of an algebraic inequality led to the discovery of
new physical properties.
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Thus, the equivalent resistance of n elements arranged in parallel is at least n2

smaller than the equivalent resistance of the same elements arranged in series,
irrespective of the resistances of the elements.
Another physical property discovered by a meaningful interpretation of an alge-
braic inequality is that the equivalent capacity of n capacitors arranged in series
is at least n2 times smaller than the equivalent capacity of the same capacitors
arranged in parallel, irrespective of the actual capacities of the separate capacitors.

5. The inequality of negatively correlated random events was introduced and its
meaningful interpretation was used to reveal the intrinsic reliability of competing
design solutions and to rank them in the absence of knowledge related to the
reliabilities of the building parts.

6. The domain-independent method of segmentation and the domain-independent
method based on algebraic inequalities combined with knowledge from specific
domains achieved effective risk reduction solutions.
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Chapter 31
Stochastic Effort Optimization Analysis
for OSS Projects

Yoshinobu Tamura, Adarsh Anand, and Shigeru Yamada

Abstract It is very important to produce and maintain a reliable system structured
from several open-source software, because many open-source software (OSS) have
been introduced in various software systems. As for the OSS development paradigm,
the bug tracking systems have been used for software quality management in many
OSS projects. It will be helpful for OSS project managers to assess the reliability
and effort management of OSS, if many fault data recorded on the bug tracking
system are analyzed for software quality improvement. In this chapter, we focus
on a method of stochastic effort optimization analysis for OSS projects by using
the OSS fault big data. Then, we discuss the method of effort estimation based on
stochastic differential equation and jump-diffusion process. In particular, we use the
OSS development effort data obtained from fault big data. Then, deep learning is used
for the parameter estimation of jump-diffusion process model. Also, we discuss the
optimal maintenance problem based on our methods. Moreover, several numerical
examples of the proposed methods are shown by using the effort data in the actual
OSS projects. Furthermore, we discuss the results of numerical examples based on
our methods of effort optimization.
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31.1 Introduction

Many open-source software (OSS) are embedded in many software systems and
services. Also, most software systems have used any OSS components because of
quick delivery, standardization, cost reduction, etc. Then, many software reliability
growth models for OSS systems have been actively proposed in the past (Yamada
[1]—Zhou [2]).

This chapter discusses the flexible effort predictionmodels based on deep learning
considering the Wiener process and AI for the complexed several external factors
of OSS development project. In particular, we discuss the flexible jump-diffusion
process model. Then, it is difficult to make a decision about the unknown parameters
of flexible jump terms in the proposedmodels because of the complexity in likelihood
function included in themultiple distributions based on theWiener process and jump-
diffusion one. In this chapter, the methods of deep learning and maximum likelihood
are used as the parameter estimation methods based on AI for our models.

Moreover, several numerical examples based on the actual fault big data on the
projects of OSS are shown by using the flexible effort prediction models proposed
in this chapter. Then, numerical illustrations of parameter estimation based on
deep learning are shown. Finally, we show that the proposed flexible effort predic-
tion models will be useful to predict the total developmental effort and optimal
maintenance time of OSS developed under the open-source project.

31.2 Flexible Effort Estimation Model

We discuss stochastic maintenance effort modeling of jump-diffusion processes to
control the OSS project operation. Let X(t) be the cumulative OSS maintenance
effort expenditures up to time t |(t ≥ 0) in the operation. X(t) is the real values
continuously. Then, X(t) gradually grows with the OSS project operation. By using
stochasticmodeling technique of classical software reliabilitymodels (Yamada [3]—
Kapur [4]), we consider the following equation considering the OSS maintenance
effort:

dX(t)
dt = b(t){a − X(t)}, (31.1)

where b(t) is the effort expenditure rate of the OSS project at time t . The parameter
a in Eq. (31.1) means the expected cumulative maintenance effort of OSS expended
for the specified version.

We expand Eq. (31.1) to the following stochastic differential equation process
(Arnold [5]—Yamada [6]) with Brownian motion:

dX(t)
dt = {b(t) + cn(t)}{a − X(t)}, (31.2)
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where c is added as a positive value meaning a level of the irregular continuous fluc-
tuation, and n(t) a standardized Gaussian white noise. Then, Eq. (31.2) is extended
to the following stochastic differential equation process of an It ô type:

dX(t) =
{
b(t) − 1

2
σ 2

}
{a − X(t)}dt + c{a − X(t)}dω(t), (31.3)

where ω(t)means a one-dimensional Wiener process. ω(t) can be represented as the
white noise n(t).

The jump term is inserted to the stochastic differential equation process model
of Eq. (31.3) by considering the unexpected irregular situation at time t with many
external complicated project factors. The process of jump diffusion is obtained as
follows:

dX j (t) =
{
b(t) − 1

2
c2

}{
a − X j (t)

}
dt,

+ c
{
a − X j (t)

}
dω(t) + d

{
Nt (λ)∑
i=1

(Ji − 1)

}
, (31.4)

where a Poisson point process with frequency λ at time t is represented as Nt (λ), i.e.,
the number of jumps, and λ the rate of jump. Ji means the range of i-th jump. We
assume that ω(t), Nt (λ), and Ji are mutually independent. Moreover, the increasing
rates of OSS maintenance effort for b(t) are shown as

b(t)
.=

dC∗(t)
dt

α − C∗(t)
, (31.5)

Ce(t) = α
(
1 − e−βt

)
, (31.6)

Cs(t) = α
{
1 − (1 + bt)e−βt

}
. (31.7)

In this chapter, b(t) is assumed to be the intensity functions in Eqs. (31.6) and
(31.7) from nonhomogeneous Poisson process (NHPP) models as the OSS effort
expenditure function of our model, where a

.= α is the expected cumulative number
of latent faults (the total amount of maintenance effort), and b

.= β the detection rate
per fault (the effort consumption rate) in terms of software reliability growth models.

Based on It ô’s formula (Tamura [7]), X j∗(t) in Eq. (31.4) can be derived as

X je(t) = a

[
1 − exp

{
−bt − cω(t) −

Nt (λ)∑
i=1

log Ji

}]
, (31.8)
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X js(t) = a

[
1 − (1 + bt)exp

{
−bt − cω(t) −

Nt (λ)∑
i=1

log Ji

}]
. (31.9)

Moreover, we extend the existing jump-diffusion process models obtained from
Eq. (31.4) to the following time-delay jump-diffusion processes:

dX f j (t) =
{
b(t) − 1

2
c2

}{
a − X f j (t)

}
dt + c

{
a − X f j (t)

}
dω(t)

+ d

{
Nt (λ1)∑
i=0

(J 1
i − 1)

}
. (t ≥ 0) (31.10)

dX f j (t) =
{
b(t) − 1

2
c2

}{
a − X f j (t)

}
dt + c

{
a − X f j (t)

}
dω(t)

+ d

{
Nt (λ1)∑
i=0

(J 1
i − 1)

}
+ d

⎧⎨
⎩

Nt ′ (λ2)∑
i=0

(J 2
i − 1)

⎫⎬
⎭,

(
t ≥ 0, t ′ ≥ t1

)
(31.11)

where Nt (λ1) and Nt ′ (λ2) are Poisson point processes with parameter λ1 and λ2 at
each operation time (t ≥ 0) and

(
t

′ ≥ t1
)
, respectively. Moreover, J 1

i and J 2
i are i-th

jump ranges in each operation time (t ≥ 0) and
(
t ′ ≥ t1

)
, respectively. We assume

that Nt (λ1), Nt (λ2), J 1
i , and J 2

i are mutually independent in this chapter.
From It ô’s formula (Tamura [7]), the solution of Eqs. (31.10) and (31.11) can be

obtained as follows.
In the cases (t ≥ 0):

X f je(t) = a

[
1 − exp

{
−bt − cω(t) −

Nt (λ1)∑
i=1

log J 1
i

}]
, (31.12)

X f js(t) = a

[
1 − (1 + bt) · exp

{
−bt − cω(t) −

Nt (λ1)∑
i=1

log J 1
i

}]
. (3.13)

In the cases
(
t ≥ 0, |t ′ ≥ t1

) :

X f je(t) = a

⎡
⎣1 − exp

⎧⎨
⎩−bt − cω(t) −

Nt (λ1)∑
i=1

log J 1
i −

Nt ′ (λ2)∑
i=1

log J 2
i

⎫⎬
⎭

⎤
⎦ (31.14)

X f js(t) = a

⎡
⎣1 − (1 + bt) · exp

⎧⎨
⎩−bt − cω(t) −

Nt (λ1)∑
i=1

log J 1
i −

Nt ′ (λ2)∑
i=1

log J 2
i

⎫⎬
⎭

⎤
⎦.

(31.15)



31 Stochastic Effort Optimization Analysis for OSS Projects 701

Considering the time delay over t2|(t2 ≥ t1), we can formulate the flexible jump-
diffusion process models as follows:

X f je(t) = a

⎡
⎣1 − exp

⎧⎨
⎩−bt − cω(t) −

K∑
k=1

Ntk (λk )∑
i=1

log J k
i

⎫⎬
⎭

⎤
⎦, (31.16)

X f je(t) = a

⎡
⎣1 − (1 + bt)exp

⎧⎨
⎩−bt − cω(t) −

K∑
k=1

Ntk (λk )∑
i=1

log J k
i

⎫⎬
⎭

⎤
⎦, (31.17)

where t k |(k = 1, 2, · · · , K )means k-th specific time for major version upgrade, and
K is the number of the major version upgrades of OSS (Tamura [8]—Tamura [9]).

31.3 Optimal Maintenance Problem Based on Flexible
Effort Estimation Models

It is well known that the development cycle of OSS project is proceeded as follows:

1. Upload of OSS,
2. The usage of OSS by users,
3. The record of bug contents on the bug tracking system, and
4. The modification and development of OSS.

Then, we assume that the maintenance of OSS is the major version upgrade from
a standpoint of developers. On the other hand, we assume that the maintenance of
OSS means the reboot and the software shift in the new version from a standpoint of
OSS users. In fact, the maintenance of OSS means the project operation associated
with the OSS system halt from a standpoint of OSS users. Our method will be useful
for both sides: the developer and users to assess the maintenance time.

Considering the characteristics of several version upgrade of OSS, it is interesting
for the software developers to predict and estimate the time when we should stop
project operating in order to maintain the OSS system efficiently. We formulate the
total effort based on flexible jump-diffusion process model by using the classical
software release problems. We define the following parameters in terms of effort:

r1 : the importance rate of effort per unit time during OSS operation,
r2 : the fixing cost per fault during OSS operation,
r3 : the maintenance cost per fault during OSS operation.

Then, the software efforts in the operation can be formulated as

φe
1(t) = r1t + r2X f je(t), (31.18)
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φs
1(t) = r1t + r2X f js(t). (31.19)

Also, the software effort expenditures after the maintenance of cloud software
system are represented as follows:

φe
2(t) = r3X f jre(t), (31.20)

φs
2(t) = r3X f jrs(t). (31.21)

From the above equations, the total software maintenance effort expenditures are
given by

∅e(t) = φe
1(t) + φe

2(t), (31.22)

∅s(t) = φs
1(t) + φs

2(t). (31.23)

The optimum maintenance time t∗ is obtained by minimizing ∅e(t) and ∅s(t) in
the above equations.

31.4 Steps of Parameter Estimation

We apply a method of maximum likelihood to the estimation of unknown parameters
a, b, and c. In particular, it is very difficult to make a decision about the unknown
parameters of jump terms in our models because of the complexity in likelihood
function included in themultiple distributions based on theWiener process and jump-
diffusion one. Several estimation methods for jump parameters in jump-diffusion
process model have been proposed by several specified researchers (Tamura [8]).
However, there are no effective methods of such parameter estimation. We discuss
the estimation method of parameters in terms of jump terms. Then, the algorithm
of deep learning is used in order to estimate the jump parameters of the discussed
model.

As an example, we assume that our jump-diffusion process models include the
parameters λ1 and λ2 for Yt and Yt ′ , similarly, μ1, μ2, τ1, and τ2 for J 1

i and J 2
i

in Eqs. (31.16) and (31.17). Then, the set parameters J in terms of λ1, μ1, and
τ1 are estimated by a deep learning algorithm in case of (t ≥ 0). Similarly, the set
parameters J ′ in terms of λ2, μ2, and τ2 make a decision by using the deep learning
algorithm in case of

(
t ′ ≥ t1

)
. We apply a deep feedforward neural network as the

algorithms of deep learning in order to learn the OSS fault big data on bug tracking
systems.Weapply the following input data sets in termsof each unit on the input layer.
Then, the unknown parameters as the objective variable are given as the parameter
set J in terms of λ1, μ1, and τ1. The following nine items as explanatory variables
are set to the units of input layer:
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• Opened and Changed date, time
• Product name
• Component name
• Name of version
• Nickname for Reporter
• Nickname for Assignee
• Status of faults
• Operating system
• Level of severity

We show the steps of parameter estimation in our method as follows:

Step 1 The method of maximum likelihood is used for the parameters a, b, and c.
Step 2 Then, the data used in the method of maximum likelihood is the cumulative

maintenance effort.
Step 3 The unknown parameters included in Nt (λ∗) and J ∗

i of the jump terms are
estimated by using deep learning.

Step 4 Then, the data used in the method of deep learning is the fault big data
structured by nine items as explanatory variables. The fault big data sets
have 10,000 fault lines. The weight parameters are learned by using the past
actual learning data. Moreover, the output values are estimated by using the
learned weight parameters and testing fault data. Furthermore, the output
values are used as the estimated parameters included in Nt (λ∗) and J ∗

i of
jump terms.

31.5 Numerical Examples

The Apache HTTP server (The Apache Software Foundation [10]) is well known as
OSS. We show several numerical examples based on our method by using the fault
big data of Apache HTTP server.

Figure 31.1 is the estimated cumulative OSS operation effort based on the expo-
nential effort prediction model by using deep learning. The long-dash line shows the
start line of version 4.1.31 major-version-upgraded from version 3.x line. Moreover,
the dot-dash line shows the start line of beta version 7.0.0 major-version-upgraded
from version 6.x line. After 1826 days, we found that the jump becomes as shown in
Fig. 32.1. Similarly, Fig. 31.2 shows the estimated cumulative OSS project operation
effort based on S-shaped type effort prediction model by using deep learning. From
Fig. 31.2, we find that the S-shaped effort prediction model given by Eq. (31.17) fits
better than the exponential type effort prediction model given by Eq. (31.16) for the
actual data sets. In our method, we estimate the unknown parameters of jump terms
based on the deep learning by using the data sets until version 4.1.31. Moreover, the
unknown parameters of jump terms are estimated by using the data sets from version
4.1.31 to beta version 7.0.0.
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Fig. 31.1 The estimated cumulative OSS project operation effort based on exponential type effort
prediction model by using the deep learning
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Fig. 31.2 The estimated cumulative OSS project operation effort based on S-shaped type effort
prediction model by using deep learning
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Fig. 31.3 The estimated cumulativeOSSproject operation effort expenditures based on exponential
type effort prediction model by using deep learning
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Fig. 31.4 The estimated cumulative OSS project operation effort expenditures based on S-shaped
type effort prediction model by using deep learning
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Fig. 31.5 The estimated cumulative software effort based on exponential type effort prediction
model by using deep learning

Similarly, Figs. 31.3 and 31.4 show the estimated cumulative OSS project opera-
tion effort expenditures based on exponential type effort prediction model by using
deep learning, and the estimated cumulative maintenance effort expenditures based
on S-shaped type effort prediction model by using deep learning, respectively. In
particular, the data sets of specified phases are estimated by deep learning inFigs. 31.3
and31.4. FromFigs. 31.3 and31.4,we found that the estimates basedondeep learning
can show for each phase in detail.

Moreover, we show the estimated cumulative software effort based on exponential
type and S-shaped type effort prediction models by using deep learning in Figs. 31.5
and 31.6, respectively. In Figs. 31.5 and 31.6, the blue line means the estimated
sample paths after the end of actual data sets. From blue lines of Fig. 31.5, we find
that the characteristic of jump noise becomes large as the progress of operation. On
the other hand, we find that the trend of jump noise changes with the progress of
operation from Fig. 31.6. Finally, Fig. 31.7 shows estimated J k

i in case of X f je(t)
and X f js(t) by using deep learning. We can understand the trend of jump noise from
Fig. 31.7.

31.6 Concluding Remarks

This chapter focuses on the stochastic maintenance effort optimization based on the
jump-diffusion process and deep learning forOSS projects. The optimalmaintenance
time depends on the cumulative software effort expenditures under the operation. In
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Fig. 31.6 The estimated cumulative software effort based on S-shaped type effort prediction model
by using deep learning
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this chapter, we have discussed the method of OSS project effort analysis based on
deep learning considering the irregular situations with jump term from the trends
of several OSS version upgrade. It is difficult for us to estimate the many parame-
ters of jump terms because of the complicated stochastic processes. Then, we have
discussed several methods of parameter estimation based on deep learning in order
to comprehend the trends of OSS version upgrade in our effort prediction models.
The proposed parameter estimation methods will be useful as the estimation method
considering the progress trends with OSS version upgrade.
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Chapter 32
Should Software Testing Continue After
Release of a Software: A New Perspective

P. K. Kapur, Saurabh Panwar, and Vivek Kumar

Abstract Software reliability is a highly active and thriving field of research. In the
past, various software reliability growth models have been suggested to analyze the
reliability and security of the software systems. The present chapter seeks to focus
on analyzing the software release policy under different modeling frameworks. This
study discusses both the conventional policy where testing stop time and software
release times coincide and the modern release time policy wherein software time-
to-market and testing termination time are treated as two distinct time-points. The
modern release policy represents the situation in which the software developers
release the software early to capture maximummarket share and continue the testing
process for an added period to maximize the reliability of the software product. In
addition, the concept of change-point with two different schemes is addressed in the
present study. Change-point indicates the time-point at which the model parameters
experience a discontinuity in time. In one scenario, the change-point is considered
occurring before the release of the software and in the second scenario, the release
time is treated as a change-point for the tester’s fault detection process. The study
further provides numerical illustrations to test the different release time policies and
analyze the practical applicability of the optimization problem to minimize the cost
function and maximize the reliability attribute.
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32.1 Introduction

Software systems are logical instructions that control the function of hardware in the
digitalized domain [1]. The tremendous involvement of the software system in the
day-to-day human activity has spawned the importance of delivering a reliable and
assured software system in the market. The reliability of the software products has
turned into an essential attribute of the system quality. In software reliability engi-
neering, reliability is defined as the probability of failure-free operation of a system
for a given period in an intended environment [2]. According to ISO/IEC 9001,
quality is stated as the effectiveness of a software system to conform to requirements
[3]. As reliability is an important aspect of software quality, the evaluation of soft-
ware reliability is necessary for the current software production process. Software
reliability is enhanced by carefully debugging the faults present in the source code
of the software system [4].

The principal aim of software producers is to achieve a desirable level of reliability
and satisfy the users to attain long-term earnings and strengthen the brand value in
the market for a protracted period. To debug the underlying defects, the software
goes through a comprehensive testing process prior to its commercial release. Based
on the data of defects encountered during the testing phase, the software reliability
can be predicted using suitable Software Reliability Growth Models (SRGMs) [5].
SRGMs are analytical models that explain the failure observation and defect identi-
fication phenomena during the software testing and debugging phases. The accurate
prediction of software failure using SRGMs can help software engineers to devise
proper quality support and steady resource planning [6].

In software engineering literature, the development of reliability growth models
has been a long-standing study for researchers and practitioners. The majority of
the SRGMs are parametric models based on the Non-homogenous Poisson Process
(NHPP). In NHPP-based reliability growth models, the mean value function is
applied to calculate the expected number of defects detected, isolated, and corrected
from the software system at any point in time [5]. The first contribution to SRGM
was made by Goel and Okumoto [7] who have developed the model under the funda-
mental assumption that the discovery of defects follows an exponential path. Later,
Yamada et al. [8] considered the failure observation phenomenon to have an S-shaped
growth pattern. Thereafter, various analytical studies have been carried out to develop
plausible software reliability prediction tools [9–13]. Many authors have extended
the conventional models either by adding new dimensions (e.g., test coverage or
testing efforts) [14–16] or by relaxing some of the assumptions (e.g., incorporating
the concept of imperfect debugging or change-point) [17–22].

In the past, several models have also been proposed focusing on assessing the
optimal release time of the software system. The release time of software products
depends on many attributes, viz., size, reliability level, the competence of devel-
opers, testing environment, user requirements, software development cost, market
opportunity cost, warranty cost, risk, etc. Users require fast deliveries, an inexpen-
sive product with high quality. On the contrary, software producers aim at delivering
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a reliable product to its clients with low development cost and high-profit margins.
Thus, software analyst needs to find a trade-off between these conflicting objectives
of user’s requirements with that of software producers. The problem of evaluating
optimal software release time and testing termination time complying both users
and developer’s requirements are generally known as Software release time deci-
sions (SRTD). As every firm has limited testing resources for software development,
project developers need to examine when to stop the testing process and when to
deliver the software to its users. The early delivery of the software will reduce the
development cost and provide competitive advantages but insufficient testing may
result in the user’s disappointment and may impede the goodwill of the company.
Nevertheless, prolong testing without releasing the software may escalate the devel-
opment cost and leads to market opportunity loss. Consequently, software release
time and testing stop time forms a complex problem.

As release time decisions are a comprehensive part of software development,
several studies have been conducted by various researchers in the past to suggest
plausible release time policy. These optimization problems are formulated by using
different techniques depending on the model parameters and application taken into
consideration. Okumoto and Goel [23] formulated two basic optimal release time
problems, one with an objective of minimizing the total software development cost
and another with an aim of maximizing the reliability function. Later, Yamada and
Osaki [24] developed the constrained cost minimization and reliability maximization
release time problems.Kapur andGarg [25] examined the release time planning using
testing effort-based reliability growth models. In addition, several studies have been
carried out for determining the optimal release planning for successive releases of a
software product.

In addition, few academicians have planned the optimal release time for software
systems based on the criterion that testing stop time and software release time should
be treated as two separate decision variables [26–31]. These studies are based on
the strategy of delivering the software early to clients and continuing the testing
process in the user environment to upgrade the overall reliability and quality of the
software. The advantage of such practises is that it facilitates software producers to
avoid market manipulation by the competitors. Moreover, continued testing in the
operational phase will support developers to achieve the desired level of product
reliability. The focus of this chapter is to study and analyze different classes of
Software Release Time Decisions (SRTD) using different optimization techniques.
The practical applicability of various release time policies is further established in
the present chapter.

32.2 Assumptions

The various SRGMs described in the present study are based upon the following
assumptions:



712 P. K. Kapur et al.

1. The fault removal process is modeled using a Non-Homogenous Poison Process
(NHPP)

2. Faults causing failure are removed as soon as they are detected.
3. Software consists of a finite number of faults.
4. All the faults are removed perfectly without generating any additional faults.
5. During post-release testing phase, some proportion of the remaining faults are

detected by the testing team and some are detected by users and reported to the
testing team.

6. After detecting the faults, customers immediately report it to the testing team for
rectification.

7. The cost of providing the patch or updates to users for fault rectification is
negligible.

32.3 Unified Approach

In general, the software reliability model states that the fault detection at any instant
of time is directly proportional to the remaining number of defects present in the
software, i.e.,

dm(t)

dt
= h(t)(a − m(t)) (32.1)

where h(t) denotes the hazard rate function or conditional probability of a software
failure because of the fault present in the system given that no failure has occurred
due to that fault before time t. Mathematically, the conditional probability or hazard
rate function h(t) can be described as

h(t) = f (t)

1 − F(t)
(32.2)

where F(t) represents the non-decreasing cumulative probability function of fault
removal by time t and f (t) denotes the non-cumulative distribution function of
software failure.

Thus, the instantaneous failure observation at any time t can be expressed using
the following differential equation:

dm(t)

dt
= f (t)

1 − F(t)
(a − m(t)) (32.3)

The above differential equation can be solved to get a closed-form solution by
using the initial condition, at t = 0,m(0) = 0 and F(0) = 0:

m(t) = aF(t); t ≥ 0 (32.4)
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Equation (32.4) represents the expected number of defects identified by time t
where distribution function F(t) can take different functional forms.

32.4 Software Release Time Decisions

Software release time determination in the testing phase is a typical application of
software reliabilitymodels. The prior evaluation of software release time is important
for developers to reduce the dual losses related to both early and late releases. The
optimization problem of determining the optimal time of software release is mainly
formulated based on goals set by the management in terms of cost, reliability, failure
intensity, etc. subject to constraints.

32.4.1 Conventional Release Time Decisions

The software release time problems have been studied in many different ways and
using different methodologies. The traditional release time decision is based on an
implicit assumption that the formal testing stops completely at the time of release of
the software.After release, the task of identifying software bugs is shifted to the users,
and bugs are identified and fixed only if they cause problems to users. Figure 32.1
depicts the software lifecycle under two phases. Following are somemost commonly
used release time policies.

32.4.1.1 Unconstrained Release Time Decisions

Since the earlier work, the release time determination primarily focused on cost
minimization or reliability maximization problems. In software engineering litera-
ture, Okumoto and Goel [23] were the first to develop optimal release time policy.
They have proposed two unconstrained problems (a) cost minimization and (b) relia-
bility maximization. According to their study, the total expected cost incurred during
testing and operational phases is expressed as

Fig. 32.1 Different phases
of software lifecycle under
conventional release time
policy

0 T
Testing Phase Operational 

Phase

Software release time 
& testing stop time

Testers  
meticulously 

perform the fault-
detection process

lcT

Users are reporting 
software failures to 

the testing team
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C(T ) = C1T + C2m(T ) + C3(m(Tlc) − m(T )) (32.5)

In the cost model given in Eq. (32.5), T is the release time of the software system,
C1 denotes the testing cost per unit time, C2 represents the cost of debugging a fault
in the testing phase, and C3 signifies the cost of debugging a fault in the operational
phase. Moreover, m(T ) denotes the expected number of faults detected by time T
following exponential distribution function, i.e.,

m(T ) = a(1 − e−bt) (32.6)

Equation (32.6) describes the mean value function of exponential SRGM [7].
The focus of the optimization problemwas onminimizing the cost function. Thus,

the first release time policy (Policy 1) is simply unconstrained minimization problem
of expected cost function:

Policy 1: MinimizeC(T ) = C1T + C2m(T )

+ C3(m(Tlc) − m(T )) (32.7)

The release time is obtained by differentiating the cost function with respect to
time, T and computing the time-point where the first derivative is zero based on the
method of calculus. However, the aim of simply minimizing the cost attribute for
evaluating the release time is solely a developer-oriented policy. The consideration of
a client’s requirement of high quality and a secure software system cannot be ignored
while determining the software release time. Accordingly, Okumoto and Goel [23]
developed another release time policy (Policy 2) wherein the aim is to maximize the
reliability function of the software products, i.e.:

Policy 2: MaximizeR(x|T ) = e−[m(T+x)−m(T )] (32.8)

where x is a small time duration; R(x|0) = e−m(x) and R(x|∞) = 1.
The reliability is a necessary attribute of the software system that affects the

optimal decisions involved with software release time and testing stop time. Reli-
ability function is defined as a probability of failure-free operation performed by
the software with desirable output in a specific period under certain environmental
conditions [32]. Itmay be noted that software producers do not have infinite resources
to carry on the immeasurable testing process for achieving the maximum reliability
function with value 1. Therefore, companies specify a desirable level of reliability
(say, R0) and release the software when aspiration level of reliability is achieved
regardless of the cost incurred.

Numerical Example
The fault count data of Tandem Computers software projects [33] is obtained to esti-
mate themodel parameters.By applying the nonlinear least square (NLLS) regression
method, the estimated result of the model parameters is a = 130.30 and b = 0.083.
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Furthermore, the cost parameters are considered as C1 = $100, C2 = $10, and
C3 = $50. The software lifecycle is further assumed to be Tlc = 3 years. On
solving the Policy 1 using these parameters, the optimal release time is obtained as
T∗ = 17.65 weeks with minimum cost C(T∗) = $4272.46 and the reliability level
achieved is 0.0909. Such an optimal result cannot be accepted by the software engi-
neers because at the release time extremely low reliability is achieved. Now, consider
the Policy 2 that aims at maximizing the reliability function of the software system
at the release time with minimum reliability aspiration level of R0 = 0.80. Then, the
optimal release time is obtained as T∗ = 46.27 with $6035.64 budget consumption.
When testing cost increases to C1 = $500, then total budget consumed is $24547.53
to achieve 0.80 level of reliability at software release time. Thus,when only reliability
is considered as an objective function, then no check is given on the budget allocated
for testing. Consequently, results from Policy 1 and 2 suggest that unconstrained
optimization of either cost minimization or reliability maximization is insufficient
to ascertain the optimal release time decisions.

32.4.1.2 Constrained Release Time Decisions

The release time policy suggested by Okumoto and Goel [23] was either uncon-
strained cost minimization or unconstrained reliability maximization problem. In
view of this, Yamada and Osaki [24] discussed the constrained optimization problem
to calculate the software release time. They developed the optimization model with
the aim of cost minimization under reliability aspiration constraint (Policy 3) and
optimization model with the aim of reliability maximization under cost constraint
(Policy 4), i.e.

Policy 3: MinimizeC(T ) (32.9)

Subject to : R(x|T ) ≥ R0 (32.10)

Policy 4: MaximizeR(x|T ) (32.11)

Subject to : C(T ) ≤ Cb (32.12)

whereC(T ) is the expected software development cost,R0 is the predefined reliability
level, and Cb is the total budget available for testing the software. The release time
policy is based on three SRGMs, namely, exponential, modified exponential, and
S-shaped SRGM.

Numerical Example
The exponential SRGM-based release time decision is evaluated by considering the
example of Tandem Computers. The estimated values of parameters are a = 130.30
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and b = 0.083. The cost parameters are taken as C1 = $100, C2 = $10, and
C3 = $50, and reliability aspiration level as R0 = 0.8. According to Policy 3, the
optimal software time-to-market is T∗ = 46.26 weeks with minimum cost C(T∗) =
$6041.08. Now, if the per unit testing cost changes to C1 = $500, then the optimal
result is T∗ = 46.26 weeks with minimum cost C(T∗) = $24515.64. Again if
R0 = 0.85, then T* = 50.08 weeks and C(T*) = $26424.63. Now, for deducing the
release time using Policy 4, the total budget is considered as Cb = $6000 with cost
parameters as C1 = $100, C2 = $10, and C3 = $50, then optimal result is T* =
49.811 weeks and achieved reliability level is R*= 0.7939. If the allocated budget is
Cb = $80, 000 with cost parameters as C1 = $500, C2 = $10, and C3 = $50 then
optimal result is T* = 39.245 weeks and achieved reliability level is R* = 0.6707.

32.4.2 Recent Release Time Decisions

The reliability aspiration level of the device dictates that testing should continue until
all faults are identified and removed. However, prolong testing without releasing the
software may cause excessive development cost and loss in market share due to the
competitive environment. Therefore, the recent release time decisions are based on
the principle that software release time and testing stop time should be treated as two
separate decision variables. In the succeeding sections, the generalized framework
to determine the optimal release and testing stop time of software under reliability
and budgetary constraints are discussed.

32.4.2.1 Release Time Decision When Software Time-to-Market
and Testing Stop Time Are Different Time-Points

Based on the concept of post-release testing practiced in the software industry, Kapur
et al. [30] proposed a software scheduling policy wherein the benefits of early soft-
ware release with continued testing for a specific period in the operational phase
has been examined. The prime advantage of early delivery of software is to have a
competitive edge, while prolong testing in the user environment ensures high soft-
ware reliability. Moreover, in the operational phase, the efficiency of the testing
is improved as both testers and users meticulously identify faults in the system.
According to the present release time policy, the software lifecycle is divided into
three phases: pre-release testing phase [0, τ ], post-release testing phase [τ,T ] and
operational phase [T ,Tlc] as depicted in Fig. 32.2. Furthermore, mean value function
for fault detection phenomenon in these phases is subsequently described.

Phase 1: Pre-release Testing Phase [0, τ ]
In this phase, testing team rigorously identify faults lying latent in the software
system. Thus, using the unified approach, themean value function for faults identified
by testers is given as
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mpre(t) = aFpre(t); 0 ≤ t ≤ τ (32.13)

whereFpre(t) denotes the cumulative distribution of fault detection during pre-release
testing phase. When fault identification function follows an exponential distribution
function, then

mpre(t) = a(1 − e−bt) (32.14)

where a is the initial faults present in the system; b is the rate parameter of exponential
distribution.

Phase 2: Post-Release Testing Phase [τ,T ]
It is considered that the software is released for the commercial purpose at time τ

and testing continues for an extra period [τ,T ]. During this phase, the faults are
identified simultaneously by both the testing team and the end users. However, the
efficiency of the testers in detecting the faults is higher compared to the users. This
is because of the varied proficiency and testing skill differences between the two
groups. Additionally, the intensity of testing depends on the time spent on testing
per day. Usually, the time spent by users on the software is lower than the testing
team whose only intention of using the software is to debug faults. Let F∗

post(T − τ)

and F∗∗
post(T − τ) be the failure observation function of testers and users during post-

release testing phase. Then, the expected number of faults identified during this phase
can be expressed as

mpost(t − τ) = (a − mpre(τ ))

t−τ∫

0

f ∗
post(x)F̄

∗∗
post(x) dx

+ (a − mpre(τ ))

t−τ∫

0

F̄∗
post(x)f

∗∗
post(x)dx; τ < t ≤ T (32.15)

mpost(t − τ) = m∗
post(t − τ) + m∗∗

post(t − τ); τ < t ≤ T (32.16)
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wherem∗
post(t−τ) andm∗∗

post(t−τ) denotes the faults identified by the testing team and
the users, respectively; f ∗

post(x) and f
∗∗
post(x) represents the non-cumulative distribution

function of tester’s and users fault detection process, respectively: F̄∗
post(x) = 1 −

F∗
post(x), and F̄

∗∗
post(x) = 1−F∗∗

post(x). In Eq. (32.15), the integral in the first component
describes the probability of faults being detected by the testers and not by the users
and similarly, the integral in the second denotes the probability of failures observed
by the users and not by the testers. When exponential SRGM is used to model the
failure observation phenomenon, then

m∗
post(t − τ) = ae−bτ

(
1 − e−(b+b′)(t−τ)

)(
1
/
1 + r

)
(32.17)

m∗∗
post(t − τ) = ae−bτ

(
1 − e−(b+b′)(t−τ)

)(
r
/
1 + r

)
(32.18)

where 1
/
1 + r is the conditional probability of fault detection in the second phase

by the testing team; b′ is the fault detection rate of users.

Phase 3: Operational Phase [T ,Tlc]
After the testing process is stopped at T, the faults are detected only by the users
who report it to the testing team. The software testers then rectify the faults and send
a patch to its users to update the system. The expected number of faults detected
during this phase is given as

mop(t − T ) = (a − mpre(τ ))

⎛
⎝1 −

⎛
⎝

T−τ∫

0

f ∗
post(x)F̄

∗∗
post(x)dx

+
T−τ∫

0

F̄∗
post(x)f

∗∗
post(x)dx

⎞
⎠
⎞
⎠Fop(t − T );T < t ≤ Tlc (32.19)

where Fop(t − T ) denotes the fault detection function of users during the opera-
tional phase. Using exponential distribution function, the expected number of defects
identified by the users is given as

mop(t − T ) = ae−bτ e−(b+b′)(T−τ)(1 − e−b′′(t−T )) (32.20)

where b′′ is the rate parameter of user detection function in the operational phase.
Furthermore, to evaluate the two decision variables, namely, software release

time and testing stop time, the cost functions that influence the optimal decision are
considered in the optimization problem. Costs functions: testing cost, market oppor-
tunity cost, and software debugging cost during three phases have been identified as
major cost components.
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Testing cost: It includes the cost of resources such as CPU hours consumed and
workforce involved in the testing and execution of the software system. As per the
software engineering literature [16], the cost of testing is assumed as a linear function
of testing duration.

Market Opportunity Cost: It involves the loss incurred by the firm due to the delay
in themarket entry of their software product.Market opportunity cost is an imperative
factor that reflects the manipulation of the market by competitor firms. As per prior
studies [27], the cost function is assumed a quadratic function of the software release
time.

Faults Debugging Cost during Pre-release Testing Phase: It comprises the
resources consumed by the testing team in removing the faults identified during
this phase. This cost function is directly dependent on the number of faults detected
[23].

Faults Debugging Cost during Post-release Testing Phase: It includes the cost
associated with faults debugging after software release but before testing termination
time. It is worth noting that when the software is in the user environment, various
unanticipated cost components such as liability costs, user disapproval cost, revenue
losses, and indirect costs due to damaged reputation increase the overall debugging
cost. This cost component is linearly dependent on the faults identified by both the
testers and users during this phase.

Faults Debugging Cost during Operational Phase: It comprises the resources
consumed in debugging the faults reported by the users during the operational phase.

Thus, the overall cost function for the present release policy is given as

C(τ,T ) = C1T + C2τ
2 + C3mpre(τ ) + C4m

∗
post(T − τ)

+ C5m
∗∗
post(T − τ) + C6mop(Tlc − T ) (32.21)

where C1 is the testing cost per unit time; C2 denotes the release time-dependent
market opportunity cost; C3 and C4 are the cost of debugging a fault detected by the
testing team in the pre-release and post-release testing period, respectively; C5 and
C6 signifies the debugging cost of a fault reported by the customer in the post-release
and post-testing period, respectively.

Going ahead, the reliability function of the software system can be defined.
Reliability is the necessary attribute that influences the optimal decisions involved
with software release time and testing termination time. The conditional reliability
function is defined as [2]:

R(x|t) = e−[m(t+x)−m(t)] (32.22)

where R(x|0) = e−m(x) and R(x|∞) = 1.
So, the reliability at release time τ is given as
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R(x1|τ) = exp(−(m(τ + x1) − m(τ ))) (32.23)

The expected number of faults identified by time (τ + x1) is expressed as

m(τ + x1) = aF1(τ ) + a(1 − Fpre(τ ))⎛
⎝

τ+x1−τ∫

0

f ∗
post(x)F

∗∗
post(x) dx +

τ+x1−τ∫

0

F
∗
post(x)f

∗∗
post(x)dx

⎞
⎠ (32.24)

Hence, the reliability function at τ is given as

R(x1|τ) = exp

⎛
⎝−a(1 − Fpre(τ ))

⎛
⎝

τ+x1−τ∫

0

f ∗
post(x)F̄

∗∗
post(x)dx

+
τ+x1−τ∫

0

F̄∗
post(x)f

∗∗
post(x)dx

⎞
⎠
⎞
⎠ (32.25)

Likewise, the reliability attribute at testing termination time, T is given as

R(x2|T ) = exp(−(m(T + x2) − m(T ))) (32.26)

The expected number of faults detected by time (T + x2) is given as

m(T + x2) = m(T ) +
⎡
⎣a(1 − Fpre(τ ))

⎛
⎝1 −

⎛
⎝

T−τ∫

0

f ∗
post(x)F̄

∗∗
post(x)dx

+
T−τ∫

0

F̄∗
post(x)f

∗∗
post(x)dx

⎞
⎠
⎞
⎠
⎤
⎦Fop(T + x2 − T ) (32.27)

where m(T ) = aFpre(τ ) + a(1 − Fpre(τ ))

(
T−τ∫
0

f ∗
post(x).F

∗∗
post(x) dx

+
T−τ∫
0

F
∗
post(x)f

∗∗
post(x)dx

)

Therefore, reliability function can be re-written as

R(x2|T ) = exp

⎛
⎝−
⎡
⎣a(1 − Fpre(τ ))

⎛
⎝1 −

⎛
⎝

T−τ∫

0

f ∗
post(x)F

∗∗
post(x) dx
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+
T−τ∫

0

F
∗
post(x)f

∗∗
post(x)dx

⎞
⎠
⎞
⎠
⎤
⎦Fop(T + x2 − T )

⎞
⎠ (32.28)

Consequently, the optimal release time policy (Policy 5) of minimizing the total
cost function subject to reliability requirement and budgetary constraint can be stated
as

Policy 5:

MinimizeC(τ,T ) = C1T + C2τ
2 + C3mpre(τ ) + C4m

∗
post(T − τ)

+ C5m
∗∗
post(T − τ) + C6mop(Tlc − T ) (32.29)

Subject toR(x1|τ) ≥ R0,R(x2|T ) ≥ R1 andC(τ,T ) ≤ Cb (32.30)

Numerical Example
To gain a better insight into the above cost model, we presented a numerical using the
first release data set of Tandem computers [33]. The parameter values of exponential
SRGM is a = 130.30 and b = 0.083. It is further assumed that the fault detection
rate of testers is the same in both the testing phases. The efficiency of the users in
identifying faults is low as compared to the testing team. Consider b′ = rb as the
combined fault detection rate of the customers, where r is the ratio of fault detection
rate under user’s usage with respect to testers testing in the second phase [τ,T ].
Besides fault identification rate of users in the third phase, [T , Tlc] is b′′ = sbwhere
s is the ratio of fault detection rate under user’s usage with respect to developers
testing in this phase. It may be noted that s ≥ r because in the third phase user’s base
is increased; therefore, the chance of failure observation by the customer in the third
phase is more.

To obtain the optimal result, following values of model parameters is considered:
r = 0.5, s = 0.6, Tlc = 100, C1 = $50, C2 = $5, C3 = $25, C4 = $350,
C5 = $25, C6 = $350, x1 = 0.1, x2 = 0.1, R0 = 0.80, R1 = 0.85, and Cb =
$15000. The optimal result of Policy 5 using the abovementioned parameter values
is τ = 20.23 weeks, T = 40.48 weeks and C(τ,T ) = $10, 342.63. However,
when no post-testing is considered, that is, testing is stopped as soon as software
is released, then the cost function becomes C(τ ) = C1τ + C2τ

2 + C3mpre(τ ) +
C4mop(Tlc − τ). The optimal result in such a case is: τ = T = 28.11 weeks and
C(τ ) = $12490.11. From the aforementioned results, it is evident that minimum cost
is attained when post-testing is considered, i.e., it is more beneficial for a company
to release software early and continue the testing process for an added period in
the operational phase. The convexity plot of the objective function with and without
post-release testing is illustrated using Fig. 32.3a and 32.3b, respectively. In addition,
Table 32.1 summarizes the phase-wise description of failure observation.
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Fig. 32.3 a Convexity plot of cost function with post-release testing. b Convexity plot of cost
function without post-release testing

Table 32.1 Phase-wise fault detection description under policy 5

Lifecycle phase Mean value function Number of faults identified

Pre-release testing phase [0, τ ] mpre(τ ) 105.89 (106 approx.)

Post-release testing phase [τ, T ] Total mpost(T − τ) 22.35 (22 approx.)

Tester m∗
post(T − τ) 14.90 (15 approx.)

User m∗∗
post(T − τ) 7.45 (7 approx.)

Post-testing phase [T , Tlc] mop(Tlc − T ) 1.85 (2 approx.)

32.4.2.2 Release Time Decision by Incorporating Change-Point
and Post-Release Testing

Shrivastava et al. [34] proposed a release policy by incorporating the change-point
concept in the software failure observation phenomenon. It has been established in
the prior literature that developers intensify their testing strategy after certain time-
point to attain the desired level of reliability early. The time instance at which fault
detection rate alters due to change in the testing strategy is known as change-point.
For modeling, the mean value function of fault detection, the software lifecycle is
divided into four phases as illustrated in Fig. 32.4.

Phase 1: Pre-release Testing Phase before Change-point [0, δ)

As described in the earlier section, during this period testers meticulously identify
any faults lying dormant in the software system. The differential equation for failure
observation phenomenon under this phase can be stated as

dmpre_1(t)

dt
= fpre_1(t)

1 − Fpre_1(t)

(
a − mpre_1(t)

); 0 ≤ t ≤ δ (32.31)
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where Fpre_1(t) is the cumulative distribution function of the testers and δ represents
the change-point. On solving above equation under the initial condition t = 0,
mpre_1(t) = 0, following mean value function is obtained:

mpre_1(t) = aFpre_1(t); 0 ≤ t < δ (32.32)

Now, if the fault detection phenomenon follows a logistic distribution function
(Kapur et al. [1]), then mean value function becomes

mpre_1(t) = a

(
1 − e−b1t

1 + β1e−b1t

)
; 0 ≤ t < δ (32.33)

where b1 and β1 are parameters of logistic distribution function.

Phase 2: Post-release Testing Phase after Change-point [δ, τ ]
After change-point, δ is the rate of fault detection by the testing teammodifies. Thus,
the differential equation for fault identification during this phase becomes

dmpre_2(t − δ)

dt
= fpre_2(t)

1 − Fpre_2(t)

(
a(1 − Fpre_1(δ)) − mpre_2(t − δ)

); δ < t ≤ τ

(32.34)

where Fpre_2(t) is the distribution function for fault detection after change-point.
Above equation can be further solved under the boundary condition, i.e., at t =
δ, mpre_2(t − δ) = 0 , to get the following closed-form solution:

mpre_2(t − δ) = a
(
1 − Fpre_1(δ)

)[
1 −

(
1 − Fpre_2(t)

)
(
1 − Fpre_2(δ)

)
]
; δ < t ≤ τ (32.35)

Using logistic distribution function to model the fault detection phenomenon,
mean value function of failure observation after change-point becomes
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mpre_2(t − δ) = a

(
1 −

(
1 − e−b1δ

1 + β1e−b1δ

))⎛
⎝1 −

1 −
(

1−e−b2 t

1+β2e−b2 t

)

1 −
(

1−e−b2δ

1+β2e−b2δ

)
⎞
⎠; δ < t ≤ τ

(32.36)

where b2 is the rate parameter and β2 is the learning parameter of tester’s fault
detection function after change-point δ.

Phase 3: Post-release Testing Period [τ, T ]
During this phase, both users and testers are observing software failures. Therefore,
the expected number of faults identified in post-release testing phase will be the sum
of faults detected by the testers and reported by the users. However, the debugging
of faults is done by the testers alone. After successfully rectifying the failure, the
testing team sends a patch to its users to update their software system. It is considered
that a fixed portion say λ, of the remaining faults from the previous phase will be
detected by the testers and remaining (1-λ) will be identified by the users who then
immediately report it to the developers for correcting it. Thus, the expected number
of faults detected during this phase by testers and users, respectively, is given as

m∗
post(t − τ) = λ(a − m(τ ))F∗

post(t − τ); τ < t ≤ T (32.37)

m∗∗
post(t − τ) = (1 − λ)(a − m(τ ))F∗∗

post(t − τ); τ < t ≤ T (32.38)

where m(τ ) = mpre_1(δ) + mpre_2(τ − δ) is the expected number of faults debugged
during the pre-release testing phase; F∗

post(t − τ) and F∗∗
post(t − τ) is the cumulative

distribution function of testers and users, respectively, during the post-release testing
phase.

Phase 4: Post-testing Stop Time Phase [T , Tlc]
When developers stop the testing process at time T, the task of fault detection entirely
shifts to the users. Therefore, in the post-testing phase, clients may encounter failure
due to undetected faults from the previous phases and will report it to the testing team
for removal. This process of fault detection will continue until the end of the software
lifecycle. Thus, the instantaneous fault detection by users in this phase becomes

dmop(t − T )

d(t − T )
= fop(t − T )

1 − Fop(t − T )

(
a − m3(T ) − mop(t − T )

); T < t ≤ Tlc

(32.39)

where m3(T ) = mpre_1(δ) + mpre_2(τ − δ) + m∗
post(T − τ) + m∗∗

post(T − τ) denotes
the expected number of faults detected by time T.

On further solving Eq. (32.39) using the initial condition, t = T , mop(t−T ) = 0,
the following solution is obtained:
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mop(t − T ) = (a − m3(T ))Fop(t − T ); T < t ≤ Tlc (32.40)

Besides, the cost components involved in the present optimal policy is given as

C(τ,T ) = C1T + C2τ
2 + C3mpre_1(δ) + C4mpre_2(τ − δ) + C5m

∗
post(T − τ)

+ C6m
∗∗
post(T − τ) + C7mop(Tlc − T ) (32.41)

where C1 is the testing cost per unit time; C2 denotes the release time-dependent
market opportunity cost; C3 and C4 are the cost of debugging a fault detected by
the testing team in the pre-release testing period before and after the change-point,
respectively; C5 and C6 signifies the debugging cost of a fault detected by the tester
and user respectively in the post-release testing period; C7 represents the cost of
removing the fault reported by the user during post-testing period.

Mathematically, the optimization problem for the cost minimization problem
under the budgetary constraint (Policy 6) is stated as

Policy 6:

MinimizeC(τ,T ) = C1T + C2τ
2 + C3mpre_1(δ) + C4mpre_2(τ − δ)

+ C5m
∗
post(T − τ) + C6m

∗∗
post(T − τ) + C7mop(Tlc − T ) (32.42)

Subject toC(τ,T ) ≤ Cb (32.43)

where Cb is the total budget available to the software firm for software development.

Numerical Example
The actual failure data of Tandem computers from the testing period is used to
estimate the parameter of the described reliability growth model. The change-point
for this data occurs at the 8th week of the testing period. The parameter estimation is
carried out using nonlinear regression performed using SPSS software. The estimated
value of parameters are a = 104, b1 = 0.02, b2 = 0.2, β1 = 1.2, and β2 =
2.1. Furthermore, it is assumed that the fault detection rate of tester’s increases by
50% after software release, i.e., the hazard rate after τ will be b2

1+β2e−b2 t
+ 1

2
b2

1+β2e−b2 t

= 3
2

b2
1+β2e−b2 t

and the corresponding distribution function will be F∗
post(t − τ) =(

1 −
(

1+β2

β2+eb2(t−τ)

)3/2)
. Besides, it is assumed that the failure observation rate of

clients is 40% of that of the tester’s fault detection rate, i.e., hazard rate will be
2
5

(
b2

1+β2e−b2 t

)
and the corresponding distribution function will be F∗∗

post(t − τ) =(
1 −

(
1+β2

β2+eb2(t−τ)

)2/5)
. Moreover, the user’s distribution function of fault detection

remains same in the post-testing phase, i.e., F∗∗
post(t − τ) = Fop(t − T ).

In addition, cost parameters considered for the given optimization problem is
C1 = $100, C2 = $10, C3 = $40, C4 = $70, C5 = $70, C6 = $150, C7 = $200
and CB = $15000. Also, the efficiency of testers in identifying the faults is more
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Fig. 32.5 Convexity plot of
the cost function

Table 32.2 Phase-wise faults detection description under policy 6

Lifecycle phase Mean value function Number of faults detected (Approx.)

Pre-release phase mpre_1(δ) 8 (by testers before change-point)

mpre_1(τ − δ) 65 (by testers after change-point)

Post-release phase m∗
post(T − τ)

m∗∗
post(T − τ)

17 (by testers after release and before testing stops)

m∗∗
post(T − τ) 6 (reported by users for removal)

Post-testing phase mop(Tlc − T ) 8 (reported by users for removal)

as compared to the users, i.e., λ = 0.6. The optimal result of Release Policy 6
obtained using the above parameter values is τ = 12 weeks, T = 25 weeks with
minimum cost as C(τ,T ) = $13023. The pictorial representation of the objective
function of Policy 6 is presented in Fig. 32.5. Additionally, Table 32.2 summarizes
the phase-wise description of the number of faults detected in the software by testers
and users.

32.4.2.3 Release Time Decision When Change-Point and Release Time
Coincides

Kapur et al. [28] developed the failure observation phenomenon by considering
software release time and testing stop time as two distinct time-points. According to
their approach, software lifecycle is categorized into three phases: pre-release testing
phase, post-release testing phase, and post-testing phase. Figure 32.6 illustrates the
different phases of software lifecycle.

The modeling framework describing the fault detection process under different
phases of software lifecycle is provided below.
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Fig. 32.6 Different phases
of failure occurrence
phenomenon

0 T lcT
Pre-release 

testing phase
Field-testing 

phase
Post-testing 

phase

Software time-
to-market

Testing 
termination time

Testers are 
performing the fault-

detection process

Both testers & users 
are performing the 

fault-detection 
process

Users reporting 
faults to the 

testers 

Phase 1: Pre-release Testing Period [0, τ )

The differential equation describing the instantaneous fault detection during pre-
release testing period is given as

dmpre(t)

dt
= fpre(t)

1 − Fpre(t)

(
a − mpre(t)

)
(32.44)

where Fpre(t) is the cumulative distribution function of fault detection by the testing
team before change-point τ.

On solving Eq. (32.44), using the boundary condition at t = 0, mpre(t) = 0,
following closed-form solution representing the expected number of faults identified
by time t is obtained:

mpre(t) = aFpre(t); 0 ≤ t < τ (32.45)

Equation (32.45) describes the mean value function of failure observation in pre-
release testing phase.

Furthermore, the fault detection function is considered to follow an S-shaped
curve. Therefore, the NHPP-based SRGM model with delayed S-shaped curve is
used to represent the fault identification process with distribution function [8], i.e.,

mpre(t) = a
(
1 − (1 + b1t)e

−b1t
)

(32.46)

where b1 is the rate parameter of developers’ fault detection rate before change-point
τ.

Phase 2: Field Testing or Post-release Testing Phase [τ, T ]
During this phase, both testing team and clients are detecting remaining defects in the
system that left undetected in the previous phase of the software lifecycle. Let λ be
the proportion of the remaining faults identified by the developers during post-release
phase and (1 − λ) be the failures reported by the users in this phase. Therefore, the
expected number of faults detected by the developers during this phase is expressed
as
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dm∗
post(t − τ)

dt
= f ∗

post(t)

1 − F∗
post(t)

(
λa(1 − Fpre(τ )) − m∗

post(t − τ)
)
; τ < t ≤ T

(32.47)

where F∗
post(t) is the cumulative distribution function of fault detection by the testing

team after change-point τ ; m∗
post(t − τ) denotes the expected number of faults

identified by the testers in post-release testing phase.
The solution of the Eq. (32.47) can be obtained by solving it using the initial

condition t = τ, m∗
post(t − τ) = 0:

m∗
post(t − τ) = λa

(
1 − Fpre(τ )

)
⎡
⎣1 −

(
1 − F∗

post(t)
)

(
1 − F∗

post(τ )
)
⎤
⎦; τ < t ≤ T (32.48)

Equation (32.48) describes the mean value function of defects identified by
the testing team during post-release testing phase. Now, the differential equation
expressing the instantaneous failure observation by the clients in this phase is given
as

dm∗∗
post(t − τ)

d(t − τ)
= f ∗∗

post(t − τ)

1 − F∗∗
post(t − τ)

(
(1 − λ)a(1 − Fpre(τ )) − m∗∗

post(t − τ)
)

(32.49)

where F∗∗
post(t) is the cumulative distribution function of fault detection by users;

m∗∗
post(t − τ) denotes the expected number of faults identified by the users in post-

release testing phase.
Using the boundary condition, t = τ, m∗∗

post(t − τ) = 0,F∗∗
post(t − τ) = 0,

Eq. (32.51) can be solved to get the following mean value solution:

m∗∗
post(t − τ) = (1 − λ)a

(
1 − Fpre(τ )

)
F∗∗
post(t − τ); τ < t ≤ T (32.50)

Equation (32.50) provides the mean value function of faults detected by the users
in the post-release testing phase. If failure observation phenomenon follows a delayed
S-shaped curve then,

m∗
post(t − τ) = λa(1 + b1τ)e−b1τ

[
1 −

(
1 + b2t

1 + b2τ

)
e−b2(t−τ)

]
; τ < t ≤ T

(32.51)

where b2 is the defect detection parameter for tester’s after change-point τ.

m∗∗
post(t − τ) = (1 − λ)a(1 + b1τ)e−b1τ

(
1 − (1 + b3(t − τ))e−b3(t−τ)

); τ < t ≤ T
(32.52)
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where b3 is the users’ rate parameter of fault detection function.

Phase 3: Post-testing Period [T , Tlc]
After the testing has been stopped at time T, the users may still encounter failure
due to undetected faults. Thus, during post-testing period, users report the failure to
the testing team for correction. The fault detection rate of users remains the same
as that in the previous phase. Accordingly, the differential equation for the failure
observation phenomenon during this phase becomes

dmop(t − T )

d(t − τ)
= f ∗∗

post(t − τ)

1 − F∗∗
post(t − τ)

(
A − mop(t − T )

); T < t ≤ Tlc (32.53)

where A = a(1−Fpre(τ ))
(
1 − λ

{
1 − (1−F∗

post(T ))
(1−F∗

post(τ ))

}
− (1 − λ)F∗∗

post(T − τ)
)
denotes

the amount of unidentified faults from the previous phases of software lifecycle.
Equation (32.53) can be further solved using the initial condition, t = T , mop(t−

T ) = 0 to obtain the following solution:

mop(t − T ) = a(1 − Fpre(τ ))

⎛
⎜⎜⎜⎝
1 − λ

⎧⎨
⎩1 −

(
1 − F∗

post(T )
)

(
1 − F∗

post(τ )
)
⎫⎬
⎭

−(1 − λ)F∗∗
post(T − τ)

⎞
⎟⎟⎟⎠

[
1 −

(
1 − F∗∗

post(t − τ)

1 − F∗∗
post(T − τ)

)]
; T < t ≤ Tlc (32.54)

Equation (32.54) describes the expected number of faults identified by the users
in post-testing period. Now, if the failure observation phenomenon follows delayed
S-shaped distribution function, then

mop(t − T ) = a(1 + b1τ)e−b1τ

⎛
⎜⎝ 1 − λ

[
1 −

(
1 + b2T

1 + b2τ

)
e−b2(T−τ)

]

−(1 − λ)
(
1 − (1 + b3(T − τ))e−b3(T−τ)

)

⎞
⎟⎠

(
1 −

(
1 + b3(t − τ)

1 + b3(T − τ)

)
e−b3(t−T )

)
(32.55)

Going ahead, Table 32.3 summarizes the functional form of major cost compo-
nents, which are essential to evaluate the software release time and the testing
duration.

Thus, the overall cost function is expressed as

C(τ,T ) = C1T + C2τ
2 + C3mpre(τ ) + C4m

∗
post(T − τ)

+ C5m
∗∗
post(T − τ) + C6mop(Tlc − T ) (32.56)



730 P. K. Kapur et al.

Table 32.3 Cost components
for the optimization problem

Cost components Cost function

Testing cost Ctesting(t) = C1T

Market opportunity cost Cmarket_opp(t) = C2τ
2

Faults debugging cost during
pre-release testing phase

Cphase_I (t) = C3mpre(τ )

Faults debugging cost during
post-release testing phase

CPhase_II (t) = C4m∗
post(T −

τ) + C5m∗∗
post(T − τ)

Faults debugging cost during
post- testing phase

CPhase_III (t) =
C6mop(Tlc − T )

Optimal Release Time Decisions Using MAUT
Multi-attribute utility theory is a well-established methodology to solve the opti-
mization problem concerningmultiple factors with a conflicting objective function to
provide the best solution [35]. In software engineering, the MAUT has been progres-
sively used to assess the trade-off between the conflicting factors for developing the
optimal release time policies [36]. Kapur et al. [29] considered two vital attributes,
namely, cost and reliability functions to evaluate the optimal software release time
and testing termination time. This technique comprises the following four steps.
Step 1: Selection of Suitable Attributes

The release time strategy should be computed based on crucial attributes. These
attributes must be measurable and have practical relevance. The prime concern of
software engineers is to deliver a reliable and secure software system to its clients.
Thus, reliability is the important attribute that influence the optimal decision of soft-
ware release. Thus, the first attribute included in the proposed optimization problem
is

MaximizeR(x|τ,T ) = e−[m(τ+x1)−m(τ )]−[m(T+x2)−m(T )] (32.57)

where x1 and x2 are small time durations; m(τ + x1) and m(T + x2) denotes the
expected number of faults detected by time (τ + x1) and (T + x2), respectively.

The mean value function of fault detection in small interval [τ, τ + x1] is given
by

m(τ + x1) − m(τ ) = λa
(
1 − Fpre(τ )

)[
1 −

(
1 − F∗

post(τ + x1)

1 − F∗
post(τ )

)]

+ (1 − λ)a
(
1 − Fpre(τ )

)
F∗∗
post(τ + x1 − τ) (32.58)

Similarly, the mean value function of fault detection in small interval [T , T + x2]
is given as
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m(T + x2) − m(T ) = a
(
1 − Fpre(τ )

)
⎛
⎝1 − λ

⎧⎨
⎩1 −

(
1 − F∗

post(T )
)

(
1 − F∗

post(τ )
)
⎫⎬
⎭

− (1 − λ)F∗∗
post(T − τ)

)[
1 −

(
1 − F∗∗

post(T + x2 − τ)

1 − F∗∗
post(T − τ)

)]
(32.59)

The second critical attribute for strategic release time decision is the cost function.
The determination of cost budget is essential for the software producers to develop
good quality software at minimal cost. Therefore, cost function for the given problem
is given as

MinimizeC = C(τ, T )

Cb
(32.60)

where C(τ,T ) = C1T + C2τ
2 + C3mpre(τ ) + C4m∗

post(T − τ) +C5m∗∗
post(T − τ) +

C6mop(Tlc − T ) and Cb is the total budget allocated for fault debugging process.

Step 2: Elicitation of SAUF for each Attribute

Utility functions are employed to describe the goal of each attribute. Single Attribute
Utility Function (SAUF) gives the aspiration level of management for each attribute.
Two most commonly used SAUF functional forms are linear and exponential. For
the present problem, linear function is applied to represent the utility function for
both attributes. The elicitation of SAUF for each attribute is carried out based on
the management decision. This process requires a subjective assessment and may
not be specifically precise. The utility function of two attributes, namely, reliability
and cost function are expressed as

u(C) = lc + ucC and u(R) = lr + mrR (32.61)

Additionally, the utility function is bounded with the best, u(ybest) = 1 and the
worst, u(yworst) = 0 value. Furthermore, the bounds are calculated based on the
management and decision-maker’s aspirations:

(a) For the reliability function, minimum 60% of the faults should be detected and
maximum of 100% must be identified.

(b) For the cost function, theminimumbudget prerequisite is 90%and themaximum
requirement is 100%.

Therefore, the bounds for these attributes is Cworst = 0.9, Cbest = 1, Rworst = 0.6
and Rbest = 1. Under these boundary conditions, the SAUF for the two attributes
takes the following functional form:

U (C) = 10C − 9 andU (R) = 2.5R − 1.5 (32.62)
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Step 3: Estimation of Weight Parameters

The weight or scale parameter describes the relative importance of an attribute over
another. For deciding which attribute should be given priority, the lottery method or
management’s discretion is taken into consideration when the number of attributes
is less. For the present study, the weight has been allotted on the management’s
judgment. The value of the weight parameter lies between zero and one, where
the value closer to 1 denotes the higher significance. Moreover, the sum of weight
parameters should be equal to 1, i.e., Wr + Wc = 1. For the present problem, the
weight given by the software development management to the reliability attribute is
Wr = 0.6 and consequently weight assigned to cost attribute is Wc = 0.4.

Step 4: Formulation of MAUF

Finally, the Multi-attribute Utility Function (MAUF) is developed by arithmetically
summing all the Single Attribute Utility Functions (SAUF) using the weight param-
eters. Therefore, the MAUF (U) (Policy 7) for the proposed framework is expressed
as

Policy 7:

MaximizeU (R,C) = WrU (R) − WCU (C) (32.63)

where Wr + Wc = 1 where U(R) and U(C) represent the single utility functions
for reliability and cost attribute, respectively. In the present study, the focus of the
software producers is tomaximize the overall utility function. Therefore, the utility of
the cost attribute is multiplied by a negative sign to synchronize it with the reliability
attribute and to obtain themaximum value of theMAUF. After substituting the values
from previous steps, the MAUF function can be re-written as

MaximizeU (R,C) = 0.6 × (2.5R − 1.5) − 0.4 × (10C − 9) (32.64)

where wR + wc = 1 and C(τ, T )
/
Cb ≤ 1

Numerical Example
In this section, the practical applicability of the proposed problem is illustrated
through an example by using the actual fault discovery data. The parameters of
the pre-release testing phase are estimated by fitting the model to the actual data of
the second release of Tandem computers [33]. The estimated parameter values are
a = 127.3989 and b1 = 0.241689.Besides, it has been considered that the efficiency
of testers in detecting the defects increases by 50% after the change-point. Therefore,
the fault detection rate of testers during post-release testing phase is b2 = 0.3625335.
In addition, the ability of customers in identifying the fault is less as compared to the
testers. Therefore, the fault detection rate of users is taken as 60% of that of devel-
opers, i.e., b3 = 0.1450134. The rest of the model parameter values are set based on
the previous studies: C1 = $100, C2 = $16, C3 = $40, C4 = $70, C5 = $120,
C6 = $150, Cb = $23, 500, x1 = 2, x2 = 2, λ = 0.6, and Tlc = 100 weeks
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Table 32.4 Optimal results Release policies U (τ*,T*) τ* (in weeks) T* (in weeks)

Recent release
time policy

0.844 10.231 16.864

Traditional release
time policy

0.727 12.500 –

The formulated MAUF (Policy 7) is solved using the parameter values to obtain
the optimal results. Besides, the developed release time policy is compared with
the traditional release time policy with no post-release testing. Under conventional
release time decision, reliability attribute is

MaximizeR(x|τ) = e−[m(τ+x1)−m(τ )] (32.65)

where τ is the software release time as well as testing stop time under conventional
release time policy.

In addition, the cost attribute under traditional release time policy takes the
following functional form:

MinimizeC = C(τ )
/
Cb (32.66)

whereC(τ ) = C1τ +C2τ
2+C3mpre(τ )+C6mop(Tlc−τ) is the total cost components

associated with software development.
The optimal results for both release time policy are summarized in Table 32.4. The

concavity plot of the utility functions under two release time policies is provided in
Figs. 32.7a, b. It is evident from the findings that maximum utility is attained when
post-release testing is performed. To maximize the reliability of the system with
the aim of minimum cost consumption, it is suggested that firms should expedite the
software release for commercial use but continue to conduct the testing process in the
field environment for a specific period.By following themodern release time strategy,
the company benefits in two ways. Firstly, by speeding up the software release, they
will be able to avoid the manipulation of the market by their competitors. Secondly,
the continuous testing process in the user environment with better efficiency and the
client’s contribution to failure observation improves the reliability of the software
system and thus satisfies the customer requirements.

32.5 Concluding Remarks

In today’s highly competitive market, every firm seeks to attain maximum market
share by satisfying the client’s requirement of a high-quality software system. There-
fore, the reliability of software products holds vital importance for software engi-
neers. Moreover, delivering the software on time with minimum development cost is
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Fig. 32.7 a Utility function plot under recent release time policy. b Utility function plot under
traditional release time policy

imperative for developers to avoidmanipulation of themarket by its competitors. The
release time decisions are examined using either continuous- or discrete-timemodels.
The former kind makes use of the execution time (i.e., CPU time) or calendar time
to express the software failure observation phenomena. The second category utilizes
the number of test cases (i.e., computer test run) executed as a unit for measuring the
testing process. The focus of this chapter is to discuss various release time polices
carried out using continuous-time models and are suggested by the researchers and
practitioners from the past many decades. In this study, the Software Release Time
Decisions (SRTD) are classified under two categories, specifically, conventional or
traditional release time policy and recent or modern release time policy. Earlier, soft-
ware producers followed a policy of terminating the testing process as soon as the
software is released for commercial purposes. However, according to a new perspec-
tive on software release time, software should be released early to capture the market
and continue the testing process for an additional period to improve the reliability
of the systems. In this chapter, seven release time polices are described using the
numerical illustration. The practical application of all the release polices is estab-
lished by fitting the model to the real-life failure data. Findings of optimal release
policies 5, 6, and 7 indicate that it is beneficial for a firm to follow recent release
time decisions to maximize the reliability of the system and minimize the overall
cost function.
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Chapter 33
Data Resilience Under Co-residence
Attacks in Cloud Environment

Gregory Levitin and Liudong Xing

Abstract The virtualization technology, particularly virtual machines (VMs) used
in cloud computing systems have raised unique security and reliability risks for
cloud users. This chapter focuses on the resilience to one of such risks, co-residence
attacks where a user’s information in one VM can be accessed/stolen or corrupted
through side channels by a malicious attacker’s VM co-residing on the same phys-
ical server. Both users’ and attackers’ VMs are distributed among cloud servers
at random. We consider different users’ data protection policies with the aim to
make the data resilient to the co-residence attacks, including data partition with
and without replication of the parts, and attack detection through the early warning
mechanism. Probabilistic models are suggested to derive the overall probabilities
of an attacker’s success in data theft and data corruption. Based on the suggested
probabilistic evaluation models, optimization problems of obtaining the data parti-
tion/replication policy to balance data security, data reliability, and a user’s overheads
are formulated and solved, leading to the optimal data protection policy to achieve
data resilience. The possible user’s uncertainty about the number of attacker’s VMs
is taken into account. Numerical examples demonstrating the influence of different
constraints on the optimal policy are presented.
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33.1 Introduction

Cloud computing systems are vulnerable to co-resident attacks (CRAs) [1, 2].
Empowered by the virtualization technology, a cloud system provides on-demand
services to its users through constructing and running virtual machines (VMs). VMs
from different cloud users may be hosted on the same physical server, raising secu-
rity and reliability concerns. Specifically, a malicious cyber attacker may launch a
CRA through co-locating its VM with a target user’s VM; a side channel can then
be built between these VMs to enable unauthorized access or corruption of user’s
data. Intuitively, the VM co-residence probability, thus the data theft and corruption
probabilities are decreasing functions of the number of cloud servers. Therefore,
these probabilities can be negligibly small for large-scale cloud systems or cloud
services involving a large number of physical servers. However, the CRA success
probability can become significantly large for cloud systems dedicated to an institute,
like private and community clouds that may contain only a few to a couple of dozen
physical servers [3, 4]. In this case, certain mitigation mechanisms are desired to
make data resilient to CRAs. Various mechanisms have been suggested, including
for example schemes based on side-channel handling [5, 6], malicious VM detection
[7, 8], VM migrations [9], VM allocations [10], virtual private cloud [11], the game
theory [1, 12]. Refer to Section II of [13] for a review of the existing CRAmitigation
techniques. Based on our work in [14–18], this chapter presents data resilience tech-
niques utilizing the data partition with or without replication to combat the negative
effects of CRAs. Further, attack detection through the early warning mechanism is
investigated to enhance the data resilience to CRAs.

Note that cyber and physical resilience has received significant research attentions
in the past decade [19–23]. Resilient techniques against different hazards such as
malicious cyberattacks (e.g., distributed denial of service attack, insider attack) [24,
25], natural disasters (e.g., hurricanes, earthquakes) [26, 27], and human errors [28,
29] have been proposed. This chapter focuses on the resilience to one particular
type of cyberattacks that is the CRA. Different from the existing CRA mitigation
techniques that either requires amodification to the cloud architecture or actions from
the cloud service providers [13], the resilience techniques presented in this chapter are
based on data partition and replication and can be easily implemented from the cloud
user’s perspective. The problem of optimal data partition and replication balancing
the information survivability/reliability and security was addressed in [30] with the
restrictive assumption that all the data parts are located in the same server. This
chapter extends the single-server model to the case of cloud systems with distributed
servers where data parts may be allocated to VMs hosted on different servers, and
each data part (replica) can be attacked only if the user’s and attacker’s VMs co-reside
on the same server.

The remainder of this chapter is arranged as follows: Sect. 33.2 focuses on
modeling and optimizing the data partition policy to balance data theft and data
corruption threats caused by CRAs. Section 33.3 discusses data resilience based
on data replication in clouds subject to dynamic CRAs. Section 33.4 considers the
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combined data partition and replication policy. Section 33.5 models and optimizes
the data protection policy based on data partition coupledwith attack detectionmech-
anism. Section 33.6 summarizes the chapter and discusses threats to validity of the
model and future research directions.

33.2 Balancing Theft and Corruption Threats by Data
Partition

Consider a cloud system with n servers. To store or process data a user sends a
service request to the cloud resource management system (RMS), which responds
to the request by creating a VM and allocating it to an available cloud server. To
protect the data against being stolen by malicious attackers, the data partition policy
can be adopted [14]. The data is assumed to be useful only in its integrity. With the
partition, data is divided into multiple separate blocks (corresponding to different
VMs) and stored in different places. To access the data an attacker must get access
to all the blocks. Thus, the partition can enhance the data security (decrease the data
theft probability). However, the partition may lower the data reliability because if
any block is corrupted the entire data becomes useless to its user. Therefore, it is
crucial to design the number of blocks used in the data partition policy. More blocks
can make data theft more difficult, but data corruption easier. In this section, the
optimal data partition policy is investigated, which aims to strike a balance between
data theft and data corruption probabilities.

33.2.1 System and CRA Model

Auser divides the sensitive data into k non-overlapped blocks and sends k requests to
the RMS to construct k VMs (one for each data block). These VMs are referred to as
user’s VMs (UVMs) hereinafter. The UVMs are then allocated to available servers
randomly and freely. It is assumed that the RMS chooses any server with equal
probability. Note that due to technical reasons or budget constraints, the maximum
value of k can be specified.

To get access to theUVMs, an attacker sendsm requests containingmalware to the
same RMS. The RMS cannot distinguish malicious requests from normal requests; it
simply responds by constructingmVMs (one for eachmalicious request). TheseVMs
are referred to as attacker’s VMs (AVMs) hereinafter. The AVMs are also randomly
allocated among the n available servers. In the case of any AVM co-locating with a
UVM in the same cloud server, a side channel may be established by this AVM to
the co-resident UVM, enabling unauthorized accesses to the user’s data.

There are two possible types of AVMs allocations among servers: free alloca-
tion (FA) and different servers allocation (DSA). Under the FA, one server may be
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Fig. 33.1 Example of free VMs allocation leading to a failed data theft CRA

assigned any number of AVMs ranging from 0 to m; the AVMs may be allocated to
from 1 to min(n, m) servers. Under the DSA, the RMS allocates the m AVMs to m
different servers. Since the DSA can guarantee that the AVMs reside on the maximal
number of cloud servers, it is more beneficial to the attacker from the perspective
of the co-residence probability; it may, however, increase the chance to expose the
attacker’s malicious intention. Unlike legitimate users who are ready to be checked,
the attacker may try to avoid attracting attention. In this case, the attacker may prefer
the FA policy for the AVMs allocation.

Figure 33.1 illustrates an example of free VMs allocation in a cloud systemwhere
the data theft attack fails because not all the UVMs co-reside with at least one AVM.

In the case of any UVM co-residing with at least one AVM on the same physical
server, the probabilities that in this server the AVMs succeed to corrupt and steal
the UVM data are u and v, respectively. When all the servers use the same data
protection measures, the event of attacker’s success in building the side channel and
accessing data is common for all servers where UVMs and AVMs co-reside; if an
AVM succeeds to build the side channel, it happens in all servers. When the servers
use individual independent protection measures, the data corruption/theft events for
different servers are independent. We assume that probabilities u and v are the same
in all the servers and independent of the number of UVMs and AVMs residing on
the same physical server. However, values of v and u are not necessarily equal. For
example, u > v takes place in cases where an attacker penetrates to certain encrypted
data and corrupts it, but cannot decrypt the data and thus steal it; u < v takes place
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in cases where the data is write protected, making data corruption far more difficult
than data theft.

33.2.2 Probabilities of Data Theft and Corruption

Consider the model with n cloud servers, k UVMs and m AVMs. Among n cloud

servers there exist

(
n

h

)
different groups of h servers, where 1 ≤ h ≤ min(n, k). For

each h-server group, applying the inclusion–exclusion principle [16], the number of
possible allocations where any server belonging to the group hosts at least one UVM
and no servers not belonging to the group host UVMs is

h−1∑
i=0

(−1)i
(
h

i

)
(h − i)k . (33.1)

Thus, the probability that exactly h out of n servers host UVMs is given by (33.2),
where nk is the number of possible ways to allocate k UVMs among the n available
servers.

q(n, k, h) = n−k

(
n

h

)
h−1∑
i=0

(−1)i
(
h

i

)
(h − i)k . (33.2)

Consider a h-server group hosting the UVMs (1 ≤ h ≤ min(n, k)). In the case of
the free AVM allocation, according to the inclusion–exclusion principle, the number
of AVM allocations where AVMs co-reside with UVMs in a fixed subset of x servers
selected from the h-server group is

x∑
i=0

(−1)x−i

(
x

i

)
(n − h + i)m . (33.3)

Thus, the conditional probability that AVMs and UVMs co-reside in exactly x
cloud servers given that the UVMs are allocated among a fixed set of h cloud servers
is given by (33.3), where nm is the number of possible ways to allocate m AVMs
among the n servers under the FA policy.

g(n,m, h, x) =
⎧⎨
⎩ n−m

(
h
x

)
x∑

i=0
(−1)x−i

(
x
i

)
(n − h + i)m if x ≤ min(h,m),

0, otherwise.
(33.4)
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In the case of the DSA policy, the total number of the possible AVM allocations

is

(
n

m

)
and the conditional probability that UVMs and AVMs co-reside in exactly

x servers given that the UVMs are distributed among a fixed set of h servers is

g(n,m, h, x) =
⎧⎨
⎩

(
h
x

)(
n − h
m − x

)(
n
m

)−1

if x ≤ min(m, h)

0, otherwise.
(33.5)

As the case of the DSA is relatively rare, below we consider only the more
computationally complicated FA case.

With q(n, k, h) and g(n, m, h, x), the total probability that AVMs and UVMs
co-reside in exactly x cloud servers can be computed as (33.6), where h runs from x
(when UVMs and AVMs co-reside in all h = x servers) to its maximum value min(n,
k) and x cannot exceed the total number of servers n, or the total number of UVMs
k, or the number of AVMs m.

p(n, k,m, x) =
⎧⎨
⎩

min(n,k)∑
h=x

q(n, k, h)g(n,m, h, x), x ≤ min(n, k,m)

0, otherwise
(33.6)

Having (33.6) the probability that at least one UVM co-resides with AVMs can
be obtained as

w(n, k,m) = 1 − p(n, k,m, 0)

=
min(n,k)∑
h=1

(
n

h

)(
1 −

(
1 − h

n

)m)(
h−1∑
i=0

(−1)i
(
h

i

)(
h − i

n

)k
)

. (33.7)

and the probability that all the UVMs co-reside with AVMs is

z(n, k,m) =
min(n,k)∑
h=1

q(n, k, h)g(n,m, h, h)

=
min(n,k)∑
h=1

(
n

h

)(
h−1∑
i=0

(−1)i
(
h

i

)(
h − i

n

)k
)(

h∑
i=0

(−1)i
(
h

i

)(
1 − i

n

)m
)

.

(33.8)

When the data protection for all servers is common, all AVMs co-residing with
UVMs either succeed to get access or not simultaneously. As the probability of data
corruption in all co-resident UVMs is u, the overall probability that AVMs corrupt
user’s data in at least one server (i.e., the data corruption probability) is
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Fig. 33.2 Data theft probability f (n, k, m, v) for v = 0.8, n = 30 under common and individual
data protections

s(n, k,m, u) = u · w(n, k,m). (33.9)

As the probability of data theft in all co-resident UVMs is v, the overall probability
that AVMs succeed in stealing user’s data (all UVMs co-reside with AVMs and the
data theft succeeds) is

f (n, k,m, v) = v · z(n, k,m). (33.10)

In the case of individual independent protections in different servers, when AVMs
andUVMsco-reside in exactly x cloud servers, the conditional probability thatAVMs
succeed in corrupting UVM data in at least one of the servers is 1-(1-u)x. Thus, the
overall data corruption probability can be obtained as

s(n, k,m, u) =
min(n,k,m)∑

x=1

p(n, k,m, x)(1 − (1 − u)x )

=
min(n,k)∑
h=1

q(n, k, h)

min(h,m)∑
x=1

g(n,m, h, x)(1 − (1 − u)x ). (33.11)

The probability that all UVMs co-reside with AVMs and the attack succeeded in
all the co-resident servers (i.e., the data theft probability) is

f (n, k,m, v) =
min(n,k,m)∑

h=1

q(n, k, h)g(n,m, h, h)vh . (33.12)
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Figure 33.2 illustrates examples of the data theft probability f (n, k, m, v) for v
= 0.8, n = 30 and two types of protections. It can be observed that f (n, k, m, v)
increases with m but decreases with k. Indeed, as the number of UVMs k increases,
the probability that AVMs co-reside with all the UVMs (data theft) reduces; as the
number ofAVMsm increases, the probability thatAVMs co-residewith all theUVMs
increases. The individual data protection provides better data defense and lower
data theft probability than the common data protection. These results are intuitive:
penetrating one common protection is much easier than penetrating x individual
protections in x different servers.

33.2.3 Optimal Data Partition Policy

In the case of the number of AVMs m being known, the optimization problem

k = argmin
k

f (n, k,m, v) subject to s(n, k,m, u) < s∗. (33.13)

aims to determine the number of data blocks k minimizing the data theft probability
(i.e., maximizing the data security) subject to meeting a certain level of data corrup-
tion probability s*. Note that the value of the maximum allowable data corruption
probability s* can be specified, for example, based on the formal requirement of
military or government applications. However, in some practical scenarios, the value
of s* may be unspecified before investigating data security and reliability issues. In
this case, the optimal solutions for different values of s* may be obtained for the
tradeoff analysis of data corruption and theft probabilities, as demonstrated in this
section.

In the case of the number of AVMsm being uncertain but with known range [mmin,
mmax] and distribution μ(l) = Pr(m = l) formmin ≤ l ≤ mmax, the optimization
problem is formulated as

k = argmin
k

mmax∑
l=mmin

μ(l) f (n, k, l, v)subject to
mmax∑

l=mmin

μ(l)s(n, k, l, u) < s∗. (33.14)

The optimization problems of (33.13) and (33.14) can be solved using the brute-
force approach, which enumerates all possible integer values of k in a given range.

Figures 33.3, 33.4 and 33.5 demonstrate the optimal value of k and corresponding
values of s (data corruption probability) and f (data theft probability) as functions
of s* for u = 0.1 and v = 0.8 under the case of individual and independent data
protection in different servers.

Two values (10 and 50) for the number of servers n are considered. Three cases
for m are considered: m = 10, m = 30, and the case when m is uncertain with the
uniform distribution in the range (10, 30). It can be observed that the optimal value
of k increases as n increases, and decreases as m increases. The minimum value of
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Fig. 33.3 Optimal value of k and corresponding values of f and s as functions of s* for u = 0.1, v
= 0.8, and m = 10 with individual independent data protection in different servers

Fig. 33.4 Optimal value of k and corresponding values of f and s as functions of s* for u = 0.1, v
= 0.8, and m = 30 with individual independent data protection in different servers

s* so that constraint s < s* can be met decreases with n and increases with m. The
minimum values of f decrease with n and increase with m.

Figure 33.6 presents the optimal value of k as a function of u for different n
with s* = 0.1 and m being uniformly distributed in the range (10, 30) for the case
of individual independent data protection in different servers. With an increase in
the corruption success probability u the number of data blocks (UVMs) should be
reduced to keep the value of corruption probability within the specified limit s < 0.1.
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Fig. 33.5 Optimal value of k and corresponding values of f and s as functions of s* for u = 0.1, v
= 0.8, and uncertain m with individual data protection in different servers

Fig. 33.6 Optimal value of
k as a function of u and n for
s* = 0.1 and m with uniform
distribution in the range (10,
30) and individual
independent data protection
in different servers

This reduction should be more considerable when the number of servers is low and
the co-residence probability is high.

Figure 33.7 demonstrates the values of f corresponding to the optimal k for five
different values of v (1, 0.8, 0.6, 0.4, 0.2) and two different values of n (30, 50).
Since the data corruption probability is not dependent on v (the constraint in problem
(33.14) can be met for a certain value of k for any value of v), the optimal value of k is
not dependent on v. However, as demonstrated in Fig. 33.7, the data theft probability
f is strongly dependent on v. As probability u increases, the number of UVMs k for
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Fig. 33.7 Minimal value of f as a function of u and v for s* = 0.1, n = 30, 50 and m uniformly
distributed in the range (10, 30) for the case of individual independent data protection in different
servers

which the overall data corruption probability still satisfies the constraint decreases,
causing an increase in f .

33.3 Data Resilience to Dynamic CRAs by Data Replication

Different from the study in the previous section that assumes static CRAs, this section
considers attacks that are random and constitute a stochastic process. Instead of
using the data partition, this section models the data replication policy where a user’s
information is replicated k times and stored on different VMs to reduce the chance
of data corruption by attackers.

We assume that CRAs (requests to create AVMs) constitute a nonhomogeneous
Poisson process with a time-varying attack rate a(t). Thus, the probability that m
CRAs occur in time interval [0, t) is

π(t, a,m) = 1

m! exp
⎧⎨
⎩−

t∫
0

a(x)dx

⎫⎬
⎭

⎛
⎝ t∫

0

a(x)dx

⎞
⎠

m

. (33.15)

In the case of a(t) ≡ A (a constant), we have a homogeneous Poisson attack
process and the probability in (33.15) becomes

π(t, A,m) = exp{−At}
m! (At)m . (33.16)
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For a given number of attacksm, the static data corruption probability (reliability)
and data theft probability (security) can be evaluated using (33.11) and (33.12),
respectively. The two functions are swapped because under the data replication tech-
nique the data reliability can be achieved as long as one of the replicas is not corrupted
(resembling the data security under the data partition); the data security is achieved
only when all the replicas are not compromised (resembling the data reliability under
the data partition).

With π(t, a,m) and the static data reliability s(n, k, m, v) and security f (n, k, m,
v) evaluated for any number of attacks m, the dynamic data reliability and security
can be obtained as

R(n, k, t) = 1 −
∞∑

m=1

π(t, a,m) f (n, k,m, v), (33.17)

and

�(n, k, t) = 1 −
∞∑

m=1

π(t, a,m) s (n, k,m, u), (33.18)

respectively.
As m increases, π(t, a,m) defined in (33.15) converges to zero. Hence, the

summation in (33.17) and (33.18) should be conducted until π(t, a,m) ≤ ε (a
predefined small value). ε = 10−8 is used in the example below to provide a desired
precision for R(t) and Θ(t) obtained.

Figure 33.8 demonstrates values of R(t) and Θ(t) for n = 30 servers, k =
10 UVMs/replicas, u = 0.03, v = 0.8, and three different constant attack rates a(t) =
A = 1, 3, or 5. It can be observed that as mission time t increases, both R(t) and �(t)
converge to constant values, and as the attack rate A increases, the convergence rate
increases. However, the values to which R(t) and �(t) converge are not dependent
on the attack rate. Indeed, as time proceeds, the number of AVMs increases causing
the probability of any UVM co-locating with at least one AVM to approach 1. In
this case, the data theft and corruption probabilities are not dependent on the number
of AVMs anymore; they only depend on the number of servers hosting UVMs, and
probabilities v and u.

In the case of the attack rate being time-varying, for example, a(t) = c + gt,
according to (33.15) we have π(t, a,m) = 1

m! exp{−(c + 0.5gt)t}((c + 0.5gt)t)m .
Figure 33.8 presents examples of R(t) and �(t) for the cloud system with the
same parameters but three different cases of increasing attack rates. As parameter g
increases, the same convergence behavior can be observed.

Similar to the optimization study in Sect. 33.2.3, with the data reliability and
security functions, optimal decisions can be made about time during which the user’s
data can be stored in the cloud and about the dynamic change of the number of data
replicas while achieving a balance between data reliability and security.
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Fig. 33.8 �(t) and R(t) for n = 30, k = 10, u = 0.03, v = 0.8 and different attack rates a(t)

33.4 Data Resilience by Combined Data Partition
and Replication

As shown in Sect. 33.2, the data partition makes the theft difficult as an attacker
must get access to all the k blocks to steal the information. On the other hand, the
information is corrupted and becomes useless to its user if the attacker succeeds in
corrupting any of the blocks. To decrease the data corruption probability (or enhance
the data reliability), yi replicas can be created for each data block i (1 ≤ i ≤ k). With
the combined data partition and replication, the attacker must destroy all yi replicas
of any block i to corrupt the information; the attacker should get access to at least
one replica of each data block to steal the information.

More data blocks make information theft harder, but data corruption easier; more
replicas for each blockmake data corruption harder, but data theft easier. The optimal
solution should strike the balance between data corruption and theft probabilities.

33.4.1 Data Theft and Corruption Probabilities

Consider the case when the data protection for all servers is common. To access the
full data, an attacker has to get access to at least one replica for each data block, in
particular, one out of yi UVMs storing replicas of the i-th block for i = 1,…, k. For
any fixedm and the data partition-replication policy� = (k, y1, …, yk), the data theft
probability can be obtained as



752 G. Levitin and L. Xing

f (n,�,m, v) = v
k∏

i=1

w(n, yi ,m). (33.19)

where w(n, yi, m) can be evaluated using (33.7).
To corrupt the data, the attacker must get access to all UVMs that contain all

replicas of at least one block. Thus, the data corruption probability is

s(n,�,m, u) = u

(
1 −

k∏
i=1

(1 − z(n, yi ,m))

)
. (33.20)

where z(n, yi, m) can be evaluated using (33.8).

33.4.2 Optimal Data Partition-Replication Policy

Under the data partition-replication policy � = (k, y1, …, yk), the user’s overhead is

O(�) = c
k∑

i=1

yi , (33.21)

where c is the overhead of creating one VM,
k∑

i=1
yi gives the total number of UVMs

created under the policy �.
The optimal data partition-replication policy� is determined by solving themulti-

objective optimization problem formulated in (33.22).

� = arg min
�

{ f (n,�,m, v), s(n,�,m, v), O(�)}
subject to 1 ≤ k ≤ kmax, 1 ≤ yi ≤ ymax for i = 1, . . . , k, (33.22)

where k and yi (i = 1, …, k) are integer variables, kmax denotes an upper limit of the
number of blocks the original data can be separated into, and ymax denotes an upper
limit of the number of replicas that can be made for any data block. kmax and ymax

can be decided based on specific data structure and are typically known in advance.
For uncertain m with a known distribution μ the problem (33.22) takes the form

� = arg min
�

{ f (n,�, μ, v), s(n,�, μ, v), O(�)}
subject to 1 ≤ k ≤ kmax, 1 ≤ yi ≤ ymaxfor i = 1, . . . , k,

where
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f (n,�, μ, v) = v
mmax∑

l=mmin

μ(l)
k∏

i=1

w(n, yi , l),

s(n,�, μ, u) = u
mmax∑

l=mmin

μ(l)

(
1 −

k∏
i=1

(1 − z(n, yi , l))

)
. (33.23)

The multi-objective optimization problems (33.22), (33.23) are usually solved in
practice as one of the following constrained single-objective optimization problems:

min f (n,�, μ, v) s. t .s (n,�, μ, u) ≤ s∗, O(�)

≤ O∗, 1 ≤ k ≤ kmax, 0 < yi ≤ ymaxfor i = 1, . . . , k; (33.24)

min s(n,�, μ, u) s. t. f (n,�, μ, v) ≤ f ∗, O(�)

≤ O∗, 1 ≤ k ≤ kmax, 0 < yi ≤ ymaxfor i = 1, . . . , k; (33.25)

minO(�) s. t. s(n,�, μ, u) ≤ s∗, f (n,�, μ, v)

≤ f ∗, 1 ≤ k ≤ kmax, 0 < yi ≤ ymaxfor i = 1, . . . , k. (33.26)

To obtain the solutions of these problems one can use any optimization algorithm,
which minimizes a single criterion

F = η fmax( f (n,�, μ, v) − f ∗, 0)
+ ηsmax(s(n,�, μ, u) − s∗, 0)
+ ηOmax(O(�) − O∗, 0). (33.27)

When f ∗ = 0, ηs � η f , ηO � η f , the problem min F reduces to (33.24);
when s∗ = 0, η f � ηs, ηO � ηs , it reduces to (33.25); and when O∗ = 0, ηs �
ηO , η f � ηO , it reduces to (33.26).

Table 33.1 demonstrates examples of solutions to the optimization problem
(33.24) for s* = 0.05, n = 30, v = 0.2, u = 0.6, c = 1, kmax = 10, and ymax =
10.

Different overhead constraints are considered for different values of m. For
example, in the case of m being uncertain and uniformly distributed in the range
(10, 30), the optimal partition-replication policy for overhead constraint O* = 20 is
(2, 4, 4) meaning two data blocks and four replicas of each data block; forO* = 40 is
(6, 7, 5, 6, 6, 6, 6) meaning six blocks, seven replicas of the first block, five replicas
of the second block, and six replicas for each of the remaining four data blocks.

It can be observed from Table 33.1 that with an increase in the number of AVMs
m the optimal number of data blocks decreases, which is necessary to meet the
constraint s(n,�, μ, u) <0.05 when the co-residence probability increases.
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Table 33.1 Examples of solutions to optimization problem (33.24)

Overhead constraint O s f �
m = 10

5 ≤ O* ≤ 7 5 0.0125 0.0383 2, 3, 2

12 ≤ O* ≤ 14 12 0.0059 0.0485 4, 4, 3, 3, 2

15 ≤ O* ≤ 18 15 0.0042 0.0422 5, 3, 3, 3, 3, 3

23 ≤ O* ≤ 26 23 0.0023 0.0469 7, 4, 4, 3, 3, 3, 3, 3

32 ≤ O* ≤ 35 32 0.0014 0.0498 9, 5, 4, 4, 4, 3, 3, 3, 3, 3

36 ≤ O* ≤ 50 36 0.0011 0.0483 10, 4, 4, 4, 4, 4, 4, 3, 3, 3, 3

m = 30

5 ≤ O* ≤ 13 5 0.0397 0.0412 1, 5

14 ≤ O* ≤ 50 14 0.0396 0.0486 2, 6, 5

10 ≤ m ≤30

5 ≤ O* ≤ 7 3 0.0336 0.0473 1, 3

8 ≤ O* ≤ 20 8 0.0330 0.0496 2, 4, 4

36 ≤ O* ≤ 43 36 0.0325 0.0498 6, 7, 5, 6, 6, 6, 6

44 ≤ O* ≤ 50 44 0.0324 0.0499 7, 8, 6, 6, 6, 6, 6, 6

33.5 Systems with Attack Detection by Early Warning

To enhance the resilience of data fromCRAs, attack detection using the earlywarning
agents [18, 31] can be implemented. Specifically, the cloud RMS attaches an early
warning agent (EWA) to each VM. The EWA aims to detect the attempts of AVMs
to create side channels, and then inform other UVMs in the case of an attack being
detected. Thus, the attack fails as long as at least one EWA can detect the attack
before AVMs access all the k UVMs. It is assumed that the attack detection and data
theft events in different servers are independent.

Both the time TD required by any EWA to successfully detect the attack and the
timeTA required by theAVM to have access to data of co-resident UVMs are random,
respectively, following known distributions with pdf s f D(t) and f A(t). It is assumed
that these times are identical for all the servers and independent of the number of
UVMs and AVMs co-locating on the same server. We also assume that the CRA
attacks (request to create AVMs) constitute a Poisson process with constant rate A.

33.5.1 Evaluating Data Theft Probability

We start considering competing data theft and attack detection processes in cloud
system with data partition from the first co-residence event (FCE) when the first
of AVMs is allocated by the RMS in the server containing UVM. It is assumed
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that the co-resident AVM starts creating the side channel to steal the data (occurs)
immediately after the FCE (at time 0).

The probability q(n, k, h) that after random allocation of k UVMs, they are located
in h out of n servers is determined in (33.2). Given all the UVMs are located in h
specific servers, theAVMscreated in the cloud systemafter the FCEmust be allocated
in each of the remaining h-1 servers to get access to all UVMs. If in time t the number
of newAVMscreated after the FCE in the cloud ism, the probability that all remaining
UVMs co-reside with newly created AVMs in all h-1 remaining servers is g(n, m,
h-1, h-1) (see eq. (33.4)). The total probability that all UVMs co-reside with AVMs
given that m AVMs are created after the FCE is (similar to eq. (33.8))

z̃(n, k,m) =
min(n,k)∑
h=1

q(n, k, h)g(n,m, h − 1, h − 1). (33.28)

Given the attack rate A, the probability π(t, A,m) that m attacks happen in time
interval [0, t) is determined in eq. (33.16). Having the functions π(t, A,m), q(n, k,
h), and g(n, m, h-1, h-1) one can obtain the probability that during time t since the
FCE the attacker succeeds to get its AVMs co-residing with all the UVMs as

ψ(n, k, A, t) =
min(n,k)∑
h=1

q(n, k, h)

∞∑
m=h−1

π(t, A,m)g(n,m, h − 1, h − 1). (33.29)

The attack is successful if AVMs co-reside with all the UVMs in time t after the
FCE, and time t + TA required for completing the data theft from all UVMs is less
than the time TD required for detecting the attack after the FCE. Hence, the data theft
success probability is

�(n, k, A) =
dmax∫

dmin

min{tD ,αmax}∫
αmin

ψ(n, k, A, tD − tA) f A(tA) fD(tD)dtAdtD. (33.30)

where dmin, dmax are minimum, maximum possible realizations of TD, and αmin, αmax

are minimum, maximum possible realizations of TA.

33.5.2 Optimal Data Partition-Protection Policy

Cloud providers suggest different data protection options and different types ofEWAs
at different prices to users. Let cA(i) denote the cost of using data protection option i
on each UVM, and f A(i, t) be the AVM data access time pdf under protection option
i. Let cD(j) denote the cost of using EWA type j on each UVM, and f D(i, t) be the
attack detection time pdf under EWA type j. Let cU denote the cost of constructing
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Table 33.2 Parameters of available data protection and EWA options

Option dmin dmax dmean dσ cD αmin αmax αmean ασ cA

1 10 50 15 10 15 5 30 10 4 5

2 10 50 12 10 22 7 30 12 4 11

3 10 40 10 8 34 7 33 15 5 19

4 7 40 10 8 61 7 38 18 6 31

5 7 30 9 6 75 9 40 22 6 54

a single UVM. In the case of k data blocks corresponding to k UVMs with data
protection option i and EWA type j, the total cost of constructing and defending the
UVMs is

C(i, j, k) = k(cA(i) + cD( j) + cU ). (33.31)

The optimization problem solved in this section is formulated in (33.32), which
determines values of i, j, and k minimizing the total cost subject to meeting a desired
level of data theft probability.

minimizeC(i, j, k)s.t. �(i, j, k) ≤ �∗ (33.32)

where �* is the maximum allowed level of data theft probability. The brute-force
enumeration can be used to solve the problem.

Table 33.2 presents parameter values for a casewhere the available data protection
andEWAoptions provide truncated normal distributions ofTAwith parameters (αmin,
αmax, αmean, ασ ) and TD with parameters (dmin, dmax, dmean, dσ ). The costs under
each option are also presented in Table 33.2. The single UVM creation cost is cU=12.
The attack rate is A = 1.

Table 33.3 presents some example solutions to (33.32) for different values of n (the
number of servers) and different data security requirements �*. It can be observed
that when n is small (n = 10), the user should prefer the most costly and effective
protection andEWAoptions,whereaswhenn=20 inexpensive options are preferable
and the desired data security requirement can be met through increasing the number
of UVMs.When n increases further, fewer UVMs and less costly data protection and
EWA options can be utilized because as the number of servers increases, the AVM
and UVM co-residence probability decreases. Hence the overall user cost C reduces
as n increases, as shown in Fig. 33.9. The sensitivity of the cost to the value of n
increases as �* decreases (the required data security level increases).
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Table 33.3 Examples of optimal data protection and detection policies

n �* Protection option EWA option k � C

10 0.02 5 5 3 0.01257 423

0.005 5 5 5 0.00425 705

0.001 5 5 10 0.00098 1410

0.0005 5 5 15 0.00047 2115

20 0.02 5 5 2 0.01587 282

0.005 5 5 3 0.00433 423

0.001 5 5 5 0.00062 705

0.0005 4 5 7 0.00049 826

50 0.02 1 1 4 0.01551 128

0.005 2 1 5 0.00408 190

0.001 1 1 7 0.00095 224

0.0005 1 1 8 0.00043 256

100 0.02 1 1 3 0.01439 96

0.005 1 1 4 0.00262 128

0.001 1 1 5 0.00055 160

0.0005 2 1 5 0.00039 190

Fig. 33.9 User cost C as
functions of the number of
cloud servers and threshold
of the data theft probability
�*
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33.6 Summary and Conclusions

This chapter presents different data resilient techniques based on data partition, data
replication, combined data partition and replication, and data partition coupled with
attack detection/EWAs to combat CRAs in the cloud systems. The data theft prob-
ability (security) and data corruption probability (reliability) are evaluated using
probabilistic models. Under the different data resilience techniques, the optimal data
protection policy is investigated to balance data reliability, data security, and user’s
overhead. The cases where the number of attacker’s VMs is fixed or uncertain with
given distribution aswell as the dynamic attackswith the number ofAVMs increasing
in time are considered.

It should be noted that some assumptions made in the suggested models can affect
their validity. First, it is assumed that theVMsare distributed among the servers totally
at random. In fact, the RMS can distribute the VMs according to a predetermined
schedule or based on cost, energy consumption, or load balance considerations.
However, in some cases, when the cloud management decides to use specific subsets
of servers, it may be still assumed that within this subset the VMs are randomly
distributed. It is also assumed that the probabilities of data theft and corruption as
well as the probability of attack detection do not depend on servers hosting the VMs.
In practice, different servers may have different protections and attackers can use
different types of AVMs, which results in different attack detection probabilities.
However, using the corresponding probabilities averaged over the servers’ and VMs
population, one can obtain some realistic estimate of influence of the number of VMs
and EWAs on the expected losses. Relaxing the assumptions discussed above and
extending the model should be a subject of further research.

Besides data reliability, data security and user’s overhead are considered in this
work, other criteria (such as data accessibility, energy efficiency, response time, and
throughput) [32, 33] might be critical to the cloud service performed and can be
considered to make the analysis and optimization more realistic and thorough.

Notation

n Number of servers in the cloud computing system
k Number of UVMs created by cloud RMS
m Number of AVMs created by cloud RMS
v, u Probability of AVM’s success in stealing, corrupting data of UVM

residing in the same server
q(n, k, h) Probability that exactly h out of the n servers host UVMs
p(n, k, m, x) Probability that any UVM and AVM co-reside in x out of the n servers
g(n, m, h, x) Conditional probability that in x servers AVMs co-reside with UVMs

given UVMs reside in h servers
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w(n, k, m) Probability that at least one of UVMs co-resides with AVMs when k
UVMs and m AVMs are randomly distributed among n servers

z(n, k, m) Probability that all UVMs co-reside with AVMs when k UVMs and m
AVMs are randomly distributed among n servers

s(n, k, m, u) Probability that AVM succeeds in corrupting user’s data in at least
one out of n servers given that k UVMs and m AVMs are created and
AVM succeeds in corrupting UVM residing in the same server with
probability u

f (n, k, m, v) Probability that AVMs steals the entire user’s data given that k UVMs
and m AVMs are created in cloud system having n available servers
and AVM succeeds in stealing the data of UVM residing in the same
server with probability v

A Attack (request to create AVMs) rate
π (t, A, m) Probability that m attacks happen in time interval [0, t)
z(n, k, A, t) Probability that during time t since the FCE the attacker succeeds to

get its AVMs co-residing with all the UVMs
TD Random time needed by EWA for detecting the attack
TA Random time needed by AVM to gain access to data of co-resident

UVMs
f D(t), f A(t) pdf of attack detection TD, TA
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Chapter 34
Climate Change Causes
and Amplification Effects with a Focus
on Urban Heat Islands

Alec Feinberg

Abstract Global Warming has man-made root causes and amplification effects. As
reliability engineers, we know that without understanding real root causes, you may
not be addressing the main part of a problem. This will be a key issue in this chapter
as the global warming emphasis has been on CO2 reduction. Therefore, our focus in
this chapter will be to look at a key root cause that is not currently being addressed
enough often termed Urban Heat Islands (UHI) effect. This is the heat created from
cities and their area coverage. We will focus on this primarily because at the present
time, the International Panel on Climate Change (IPCC), the world’s governing body
on the subject, is not providing any guidance on “albedo” goals similar to the way
they have made suggestions for CO2 reduction. This is important as most countries
look to the IPCC for guidance and it is the author’s opinion that UHI do provide a
reasonable contribution to global warming, as well as it is known that they cause
health-related problems from their excess heat.

Keywords Global warming · Urban heat islands · Greenhouse gas · Impermeable
surfaces · Hydro-hotspots · Hotspots

34.1 Introduction

Before we delve into this subject, in this section, we will address the primary
mechanisms associated with climate change root causes and amplification effects
summarized in Table 34.1.

In climate change, it makes sense to talk about two dates. In this chapter, we will
look at 1950 to present day (2019–2020).

As Table 34.1 shows, population is a key driver in expanding urban heat islands,
roads, and greenhouse gases. This means that population increase is the main root
cause and its growth is directly correlated to globalwarming.Most people are familiar
with how well the greenhouse gas CO2 is correlated to population growth and
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Table 34.1 Global warming cause and effects

Global warming causes → Population → Expanding urban heat islands
(uhi), roads & increases in greenhouse gas

Global warming feedback amplification effects
→

Water Vapor Feedback, Land Albedo Change
Due to Cities & Roads, Ice and Snow—Albedo
Feedback, Lapse Rate Feedback, Cloud
Feedback, etc.

Urban heat Island amplification effects → UHI Solar Heating Area (Building Areas), UHI
Building Heat Capacities, Humidity Effects,
and Hydro-Hot Spots, Reduced Wind Cooling,
Solar Canyons, Loss of Wetlands, Increase in
Impermeable Surfaces, Loss of
Evapotranspiration Natural Cooling.

global warming temperature. In this chapter, we will demonstrate the same type
of correlation for UHI growth. The population since 1950 has increased by a factor
of 3.

Population is the main driver

• 1950 2,580 Million
• 2019 7,800 Million
• Three times greater than 1950

The population growth rate is currently about 1.2% per year and has varied as
high as 2.1% in the 1960s and early 1970s. This is shown in Appendix.

34.1.1 Global Warming Root Causes

One interesting point is that more than half of the world’s population now lives in
urban areas. Therefore, right away, we see that cities are one key suspect causes of
man-made global warming. This is included in our table under Urban Heat Islands
and Roads.

Urban Heat Islands (UHI): Typically, cities are roughly 1–4°C warmer than
surrounding rural areas (Fig. 34.1). Thus, the temperature profile mimics that of
an island. We are all familiar with how hot pavements can get on a sunny day due
to solar heating. This makes cities really a hot spot place to live. So, this is the
first concept we need to understand. Climatologists including the Intergovernmental
Panel on Climate Change (IPCC) have recognized that cities are much hotter than
the rural areas often called Urban Heat Islands (UHI) effect. This is due to their
low albedo absorbing effect of cities. Furthermore, it is found that cities in humid
climates are even warmer than the cities in dry climates [1]. Therefore, humidity
provides an amplification effect. We discuss how some authors have found that 1/3–
1/2 of global warming is due to UHI [2–6]. This is supported by the author as well
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Fig. 34.1 Urban heat island
profile

in an modeling [7–9] which is presented here. One might ask why climatologists
(specifically the IPCC) have not called for regulations on albedo (higher reflectivity)
city design requirements compared to their CO2 emissions effort in global meetings.
As we mentioned, this will be discussed in the chapter.

Population also drives Greenhouse (GH) gases.

Greenhouse gases can be thought of as blankets on your bed, you need enough to
keep you warm, but too many can get too hot. The main GH gases are

• Water vapor (H2O, 25,000 PPM), CO2 (414 PPM), Methane (CH4), Ozone (O3)

Water vapor is the most abundant GH gas with a high value of around 50,000 ppm
and an average value of very roughly 25,000PPM [10, 11], while CO2 was around
300 PPM in 1950 and at the end of 2019 has increased to 414 PPM. The other GH
gases are less influential. The increase in CO2 is what climatologists point to as the
main reason for global warming.

• We note that GH gases do not absorb sunlight which is often referred to as short-
wave (SW) electromagnetic radiation; so sunlight is essentially transparent to all
of the GH gases.

• However, when the Earth absorbs sunlight, it re-radiates Infrared (IR) which is
referred to as the longwave (LW) electromagnetic radiation (heat) or IR radiation.
IR radiation is in a different part of the spectrum. Therefore, this radiation given off
as heat has a longwavelength compared to the shortwavelengths found in sunlight.
In this area of the spectrum, the greenhouse gases can absorb LW radiation. GH
gases absorb a certain long wavelength, and then re-emit this radiation of the
same long wavelength in arbitrary directions, some back to Earth and some to
outer space.

34.1.2 The Root Causes Result in Warming Since 1950

These root causes and amplification effects create warming. Before we explain the
amplification effects, let’s look at the temperature data. How dowe know that climate
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Fig. 34.2 NOAA [9] global land and ocean november temperature anomalies 1880–2019

change is occurring? It is logical not to trust just one data set. The data signs of global
warming are

• Surface thermometers—climatologists look at surface thermometers from across
the globe and take the averages. The reported temperature rise is about 1.6°F from
1950 to 2019.

• Satellite temperatures support temperature increases
• Ice is melting
• Ocean heat is increasing about the same rate as atmospheric temperatures
• Sea levels are rising

Figure 34.2 obtained fromNOAA, 2019 [12] shows the warming trend from 1880
to 2019. The crossover warming period is usually considered to occur around 1950.
The average temperature change may be summarized

• A 0.95°C rise corresponds to a 1.7°F rise since 1950 to the beginning of 2020
• 1950 average temperature of 57°F
• 2019–2020 average temperature of 58.73°F

34.1.3 Proof the Global Warming is Due to Man

We know there are many skeptics that global warming is due to mankind. Everyone
agrees on the fact that our Earth is warming. But a few people will claim it is a natural
trend. The best illustration that it is unnatural is to look at the warming over the last
20,000 years and observe the trend.

We can immediately see from Fig. 34.3 that the warming occurring at present day
has never been observed before, even since human civilization started (Holocene
area on the graph) and is totally different, unlike any other warming trend. This
unfortunately is pretty much irrefutable evidence that warming is due to mankind.
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Fig. 34.3 Irrefutable evidence that global warming is due to mankind

34.2 Global Warming Feedback Amplification Effects

Climate feedback is similar to electrical engineering operational amplifier feedback
gain. As the root cause warms the planet, we get a number of feedbacks such as sea
ice and snow melting. In this section, we will review some of the major feedback
problems.

34.2.1 Water Vapor Feedback

In climate change, one of the key issues is that warmer air causes air to expand so it
can hold more water vapor. Thus, the root causes, UHI and greenhouse gases, create
warmer air which in turn unfortunately cause one of the most problematic climate
feedback mechanisms. The main problem is that warmer air

• Increases the specific humidity and decreases % Relative Humidity (RH). Both
of these facts are illustrated in Fig. 34.4a, b. Moisture content in the atmosphere
is a major concern since water vapor is known to be the most potent of all the
greenhouse gases. Therefore, when evaporation does not all go into clouds, some
of it is held in the atmosphere, it becomes a major amplification feedback effects
simply because as mentioned above, water vapor is itself a potent GH gas.

The amount of global warming created by water vapor feedback is thought to be
a factor of 2.

The percent of global warming created by this feedback is close to that of CO1.
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Fig. 34.4 a Increasing
specific humidity b decrease
trend in % relative humidity
(Warmer air holds more
moisture) graph by NOAA
climate.gov [12],
Fdez-Sevilla [13]

(a)

(b)

34.2.2 Global Warming Due to Arctic Sea Ice Loss

While the Antarctic is relatively stable in the amount of sea ice, the arctic sea ice is
currently melting at an alarming rate. The primary root cause is:

• Loss of albedo (reflectivity) from a decreasing amount of snow and ice.

Albedos and rough area estimates are provided in Table 34.2. Albedo [14] is the
solar reflectivity of objects. This is illustrated in Table 34.2. For example, ice is 0.6
which is 60% reflective and 40% absorbing. If an area of ice melts, then it likely
becomes part of the open ocean having an albedo of 0.06 or 94% absorbing a factor
of 10 more shortwave radiation (see Table 34.2). This global warming feedback is
troubling in the last two decades; the sea ice loss is about 12.85% per decade [15].
Fortunately, the Arctic areas receive only about 40% as much solar radiation [16]
reducing the feedback effect.

• Feinberg [7] using an albedo model showed that this change may result in about
0.15°C of global warming. As global warming is close to 1°C this represents about
15% of the problem.

34.2.3 Quantifying Global Warming

To get a crude estimate of global warming and its feedback, some suggested values
can be provided. Feinberg [7] illustrated that if greenhouse gases were responsible
for 40% of global warming, then Table 34.3 illustrates some examples.
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Table 34.2 Albedo of
different surfaces and
estimated areas

Surface % of Earth Area Albedo (0–1)

Water type 71

Sea Ice 15 0.66

Open ocean 56 0.06

Land Type 29.006

Roads (0.04) 0.09 0.04

Urban cov (0.12) 0.316 0.12

Forest (0.17) 3.3 0.17

Forest (snow) 5 0.81

Grass lands (0.26) 3.7 0.26

Grass lands snow 7 0.81

Desert (0.4) 9.6 0.4

Sum % of earth area 100.006

Weighted earth

Clouds (0.47) 60 0.472

Table 34.3 Some crude
estimate of global warming

Warming
component

Percent of GW % of GW root cause

Urbanization 1.9–22% 4.6%–43%

Greenhouse gases
(40%)

40.00% 95%–57%

Sea ice melting
feedback

15%

Water vapor
feedback

42%–51%

X-Other) 1.5% to -24%

We note that X-Other is other feedbackmechanisms such as cloud coverage, snow
melting, lapse rate, etc. Cloud coverage can cause negative feedback which reverses
some of the global warming trends as cloud albedo reduces shortwave radiation onto
the Earth’s surface. Note that Urbanization creates an albedo effect that increases
shortwave radiation absorption and longwave radiation also warming the Earth. Note
in the last column shows the percent of the root cause for global warming. We see
that Urbanization can be quite problematic, which leads us to the next topic. The
large variation associated with this value is related to the difficulty in estimating how
much land has been urbanized and the estimate for what is described below as UHI
amplification values.
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34.3 UHI Additional Amplification Effects

Urban heat islands have amplification effects that extend the effective area. From
Table 34.1,we see that there are threemainUHI amplification effects due to humidity,
heat capacity, and hydro-hot spots.

• The humidity amplification effect: This effect has been observed. For example,
Zhao et al. [1] noted that UHI temperature increases in daytime �T by 3.0°C in
humid climates but decreases by 1.5°C in dry climates. They noted that such
relationships imply UHI will exacerbate heat wave stress on human health in wet
UHI climates. One explanation is how heat dissipates through convection which
is more difficult in humid climates. Another explanation is that warmer air holds
more water vapor. This can increase local specific humidity so that there could be
local greenhouse effects.

• The heat capacity and solar heating area amplification effect: This effect
contributes to the day–night UHI cycle. In most cities, it is observed that daytime
atmospheric temperatures are actually cooler compared to night. For example,
in a study by Basara et al. [17] in Oklahoma city UHI, it was found that at just
9 m height, the UHI was consistently 0.5–1.75°C greater in the urban core than
the surrounding rural locations at night. Further, in general, the UHI impact was
strongest during the overnight hours and weakest during the day. This inversion
effect can be the result of massive UHI buildings acting like heat sinks, having
giant heat capacities, and storing heat in their reservoir via convection as solar
radiation is absorbed during the day. This occurrence often reduces the UHI day
effect, but at night, buildings cool down, giving off their stored heat that increases
local temperatures to the surrounding atmosphere. This effect increases with city
growth as buildings have gotten substantially taller since 1950 [18].

• The hydro-hots pot amplification effect: This effect is not well addressed. Atmo-
spheric moisture source is a complex issue due to Hydro-Hot Spots (HHS). HHS
occur when buildings are hot due to sun exposure. Then, during precipitation
periods, the hot evaporation surfaces increase localized water vapor as warm air
holds more moisture. This increase in local greenhouse gas could blanket city
heat and increase infrared radiation during these periods, providing another UHI
humidity amplification source.

• Reducedwind cooling and solar canyons: InUHI, reducedwind is a known effect
due to building wind friction that inhibits cooling by convection. Tall buildings
also create solar canyons and trap sunlight, reducing the average albedo, although
some benefits occur from shading. In general, both have the effect of amplifying
the temperature profile of UHI.

The main problem is the difficulty in figuring out a way to quantify the above
amplification effect. For the interested reader, the Feinberg [7] paper provides two
estimates.
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34.4 The Problem with the IPCC Guidelines and Our
Focus in This Chapter

The International Panel on Climate Change (IPCC) report SYR_AR5 [19] guidelines
are to meet a goal of less than 2°C rise. This to be achieved by focusing on CO2

reduction:

Multi-model results show that limiting total human-inducedwarming to less than 2°C relative
to the period 1861–1880with a probability of > 66%would require total CO2 emissions from
all anthropogenic sources since 1870 to be limited to about 2900 Gt CO2 when accounting
for non-CO2 forcing as in the RCP2.6 scenario, with a range of 2550–3150 Gt CO2 arising
from variations in non-CO2 climate drivers across the scenarios considered byWGIII. About
1900 [1650–2150] GtCO2 were emitted by 2011, leaving about 1000 GtCO2 to be consistent
with this temperature goal.

The main contention of this author is that there are no albedo guidelines for cities
and roads similar to what is said regarding CO2. As we have stated, UHI must be
a source of global warming. The question is, by how much? Therefore, our focus on
this chapter is primarily on UHI. We will see there is a need to

– Raise awareness that UHI are the root cause of global warming and many other
local effects

– Have the IPCC and world leaders to set Albedo guidelines for Cities & Roads
– Have the IPCC and world leaders to have guidelines for Zero Population Growth
– Have the IPCC and world leaders to set more guidelines for Eco-Friendly Urban

Design
– Have governments to measure city hot spots and find ways to mitigate them in

each city such as taxing buildings with low albedos
– Recommend an agency like NASA be tasked with finding applicable solutions to

cool down UHI.

34.4.1 Lack of Albedo Guidelines for UHI Similar to CO2

If UHI are likely significantly contributing to global warming, as such, it would be
important to have both CO2 and albedo goals for cities and roads. Even if UHI are not
significant contributors on a global scale, they definitely are problematic to human
health due to the increased warming in cities from the UHI effect. That is, it makes
sense that we need to increase the reflectivity of our cities and roads to slow down the
warming trend and possibly reverse some of the global warming as we show below in
our albedo solar model. The knowledge that UHI may be causing significant issues
to global warming was pointed out as early as 2007 by McKitrick et al. [3]. We will
discuss this in the next section. We see that this poses a major risk. For example,
even if the IPCC is 99% confident that global warming is only formed CO2, the risk
can be quantified as follows:
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• Risk = Probability of Failure x Severity
• Risk Quantification:

– If you are a 99% GW is only caused by CO2 (Prob. of Fail = 1%)
– Severity = World Population 7.7 × 109

• GW Risk = 1% × 7.7 Billion People = 77 Million People
• This has been the risk where the IPCC has failed to address UHI global warming

issues
• Conclusion: Better Safe than Sorry!

Unfortunately, the IPCC is really the only group capable ofmaking suchguidelines
that would help on a global scale with the UHI albedo climate problems because they
are the global climate leaders tasked with this responsibility.

34.5 Some Key Publications on How Much Do UHI
Contributes to Global Warming?

There havebeen agoodhandful of keypapers (besides the author’s recent publication)
on UHI and their findings have shown anticipated significance to global warming.
Here is a list of some key papers:

• In 2007, McKindrick and Michaels published a highly controversial paper [3].
Their research showed that UHI may be causing as much as half of the global
warming from the period they studied from 1999 to 2005. They used gridded
Earth Temperature stations in their assessment. This paper became a major issue
through the years with many IPCC authors andMckindrick has strongly defended
his work on his website. I suggest that you go to his website to research his
responses and his additional publications that he made in defending his work.

• Huang & Lu [6], Yang et al. [5], UHI China Studies: “Our results on the relative
contribution of the UHI to climate warming are consistent with previous studies.
Ren et al. [4] found that urbanization-induced warming for Beijing (Wuhan) was
significant and accounted for 80.4% (64.5%) of the warming over 1961–2000
and 61.3% (39.5%) of the warming over 1981–2000…. The warming rate due to
the UHI and its contributions to the climate warming in the fifth report of the
IPCC can still be regarded as conservative in the urban agglomeration region.
Some studies [6] have suggested that “significant” contribution of urbanization
to temperature changes might be comparable to that of GHG emission for
metropolises and large cities.”

• Yang, Hou & Chen China Study 2011 [5]: “For metropolises and large cities
in east China, the significant contribution of urbanization to temperature change
may be comparable to that of GHG concentration…. The increasing divergence
between urban and rural surface temperature trends highlights the limitations of
the response policy to climate change; these policies focus only onGHG reduction
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Fig. 34.5 a Natural aggregates (USGS 1900–2006) [20] correlated to U.S. population growth
(World Bank 2018) b Natural aggregates correlated to global warming (NASA 2020) [21]

….Policymakersneed to address the impact of landuse suchasurbanization and
deforestation on climate change in addition to that of GHG emissions. Serious
measures for broadening the range of management strategies beyond GHG
reductions and a land-based mitigation framework should be included in the
scheme for mitigating climate change.”

34.6 Correlation Assessment of Urban Heat Islands
to Global Warming

Often, people refer to correlation assessments as proof of events occurring. This is
especially true for CO2. It is easy to Google CO2 correlation to population growth
and to global warming. We see correlations are helpful. But keep in mind while they
are necessary, they are typically not a sufficient condition to prove what is occurring.
For example, we can just as easily show correlations to UHI. Figure 34.5 shows the
correlation of Cities and Road building material (called natural aggregates) to U.S.
population growth and to Global warming. After all, it is the building materials that
get hot from solar radiation.

Now as we said it is necessary but it’s not sufficient condition that cities and
roads contribute significantly to global warming. We now need some more scientific
proof as in Sect. 34.4. In the next sections, we will approach this issue from a novel
perspective.

34.7 How Much Area Do UHI and Their Urban Areas
Cover?

Many climatologist have the contention that UHI effects are basically only of local
significance. This is most likely related to urban area estimates. For example, IPCC
[22] AR5 report references Schneider et al. [23] study that resulted in urban coverage
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of 0.148%of the Earth. This seemingly small area tends to dismiss the contention that
the UHI effect can play a large scale role in global warming. Furthermore, estimates
of how much land has been urbanized vary widely in the literature. For example, a
GRUMP [24] found 0.783% of the Earth had been urbanized.

We see that surface area land approximations vary widely whichmakes prediction
difficult and is one of the main reasons for the variability shown in Table 34.3.

34.8 Urbanization Surface Area Amplification Factors

Authors have found that the UHI effect has what is called a footprint area effect
that is larger than the UHI and its coverage itself. This is due to all the amplification
factors shown inTable 34.1. Therefore, the temperature of theUHI effectively extends
beyond the area of land that is covered by the core and its urbanization. For example,
Zhang et al. [25] found the ecological footprint of the urban land cover extends
beyond the perimeter of urban areas, and the footprint of urban climates on vegetation
phenology they found was 2.4 times the size of the actual urban land cover. In a more
recent study by Zhou et al. [26], found that the “footprint” of UHI effect, including
urban areas, was 2.3 and 3.9 times of urban size for the day and night, respectively.

From the items in Table 34.1, we see that the Amplification Factor (AF) is some
function of all the components listed

AFUHI for 2019 = f
(
BuildArea × BuildCP × Rwind × LossEvtr × Hy × Scanyon

)

(34.1)

In a recent study by Feinberg [7], he was able to illustrate how this factor likely
varies from 3.1 to 8.4. If we established a reference year such as 1950, this means
that any new area would effectively be amplified by this factor which would affect
the heat over the amplified area.

34.9 UHI Global Warming Estimates

There have been numerous studies on UHI effects. We have discussed the key publi-
cation in Sect. 34.4. This included the McKitrick and Michaels [3] paper that half
of the global warming trend from 1979 to 2002 is caused by UHI. We also noted
that research in China [6] indicates that UHI effects contribute to climate warming
by about 30%. There is an apparent pushback as the handful of papers have been
unsuccessful in getting the world leaders (including IPCC authors) to date onmaking
city albedo guidelines similar to what they have established for CO2.

A simplistic feasibility model has its strength in

• Supporting estimate from these authors
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• Corrective action assessment using “what if” scenarios for changes to the albedo

In a recent paper by the author [7, 8], a nominal coverage area found by Schneider
[23] and the worst case by GRUMP [24] was used. Both estimates were on data taken
mainly from satellites around 2000. Then we extrapolated up to 2019 and down to
1950. The area amplification climate factor as discussed in the footprint section
was then applied. The compiled results were inserted into a Weighted Amplification
Albedo Solar Urbanization (WAASU) Model (from Feinberg 2020 [7]) with the
results in Table 34.3 that

• Urbanization likely has contributed to global warming between 1.9% and 22%
with the large variable due to uncertainty in area estimates. Furthermore, urban-
ization contributes to feedback so as a root cause it contributes almost two times
this, 4.6%–43% of the global warming temperature rise.

We see these results vary widely as estimates on what percent of the Earth is
urbanized also vary by a large amount along with the difficulty in estimating ampli-
fication factors, as this result is also based on UHI amplification effects. There are
also global amplification effects due to feedback issues such as albedo decrease due
to ice and snow melting, and an increase in specific humidity due to the fact that
warm air holds more moisture. The increase in water vapor is considered to double
the warming. If we use just this effect, then the Feinberg [7] results yield an increase
of about 3–27% of global warming due to Urbanization. Note that this somewhat
supports the finding of these other authors from a totally different perspective using
an albedo model and estimating feedback temperature rises (see Table 34.3).

34.10 Basics Physics of Global Warming

Understanding global warming physics is not that complicated. We can provide a
brief overview of what climatologists call the Earth’s Energy Budget (EEB). This
is a common term that one can easily lookup. In general, when sunlight shines on
the Earth, energy absorbed by the sun that warms the Earth, this energy is the main
concept for the EEB. The important aspect of this is the fact that we can make
assessments without taking into account the Greenhouse Gas (GHG) effect. This
allows what portion is just due to the albedo effect. Here, we can understand how
much heating is created by the sun’s power absorption. This really helps to make
things simple. The amount of solar power that falls on the Earth is well established
and is given by 1361 W/m2. This is shown in Fig. 34.6.

However, we need to take into account that only half of the Earth is illuminated
at any time and that the Earth is spherical so we lose another half so this factor is a
quarter shown in the formula. Then the EEB formula for sun absorption is

PEDergyBudget = 1361W/m2{0.25 × 1 − Albedo) = σT 4 (34.2)
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Fig. 34.6 Showing the
power of the sunlight falling
on the earth with its 1950
albedo of 30%

Table 34.4 IPCC Earth’s energy budget values (Hartmann et al., 2013)

IPCC Item Incident and reflected
radiation (W/m2)

Albedo % Absorbed (W/m2)

Earth 100/340 29.4118 240 = 340 × (1−.294)

Atmosphere & clouds 76/340 22.3529 79

Earth surface albedo 24/340 7.0588 161

This is the shortwave radiation incoming that is absorbed by the Earth, must be
equal to the longwave radiation that leaves the Earth when we are in equilibrium.
Equilibrium is a difficult term in global warming as there is transient warming occur-
ring all the time. That is, the world stopped for a moment so no increase in GHGs or
building construction, for example, warming would still increase due to the transient
effects such as snow and ice melting. However, at some point, we would establish a
new equilibrium. The table 34.4 is taken from an IPCC report [27] on the EEB.

In Table 34.4, we see that the albedo of the Earth is 29.4118%, this is close to the
30% (Albedo Science Direct) shown in Fig. 34.6. We are concerned with the energy
the Earth absorbs. You might notice the σT4 term on the RHS of Eq. 34.2. This is
the Stefam-Boltzmann formula. That is, once we solve for the absorbed power on
the LHS of the equation, we can convert that to the Earth’s average temperature
by solving for T. Here, σ is a constant and is given by σ = 5.670367 × 10−8 W.
m−2·K−4. Notice that if you multiply 1361 by 0.25 in Eq. 34.2, we obtain about 340
Watts/m2 shown in the table.

34.11 Physics of Global Temperature for 1950

We are now in a position to use Eq. 34.2 to estimate the Earth’s energy budget power
absorbed and temperatures. For the 1950 power absorbed using Eq. 34.2, we have
for an albedo of 30%

PEnergyBudget 1950 = 1361W/m2{0.25 × 1 − 0.30) = 238.15W/M2 (34.3)

We see this value is close to the 240W/m2 shown in the IPCC Table 34.4. Nowwe
need to convert this to temperature. What we use is the Stefam-Boltzmann formula
also shown in Eq. 34.2 as
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PEnergyBudget = σT 4 Stefam-Boltzmann Formula,

where σ = 5.6, 70, 367 × 10−8W.m−2 · K−4 (34.4)

Inserting values and solving for temperature T, we find the

T1950 = (PEFB/σ)1/4 = (
238.15/5.6, 70, 367 × 10−8

) = 284.58
◦
K

∼ −1.43
◦
F

(−18.572
◦
C

)
(34.5)

This is fairly cold because we have not introduced any greenhouse gases. What
greenhouse gases do is allow the sun’s rays to pass through to the Earth. We know
about 70% of the sun’s power is absorbed and 30% reflected. That is according to the
IPCC Table about 100 W/m2 is reflected by clouds, the atmosphere, and the Earth.

That is fromTable 0.294118× 340W/m2 incoming is reflectedwhich is 100W/m2

shown in the IPCC table. Furthermore, the remaining 240 W/m2 is absorbed with 79
by the atmosphere and clouds, and 161 W/m2 by the Earth.

The absorb sun rays turn into infrared radiation which is a different area of the
electromagnetic spectrum, then the greenhouse gases in this area of the spectrum can
absorb this energy and re-emit it. Some back to Earth and some to outer space.

If for example, 147.74 W/M2 of the 238.15 W/M2 power given off is re-emitted
back toEarth (about 61.6%) then the total power absorbed by theEarth is 384.9W/m2.

T1950 = (PEEB/σ)1/4 = (
384.91/5.670367 × 10−8

) = 287
◦
K ∼ 57

◦
F

(−13.89
◦
C

)

(34.6)

This shows the temperature in 1950.

34.11.1 Global Warming Due to One-Fifth Percent Albedo
Change

What if in 2019 urbanization caused the reflectivity of theEarth to drop by 0.2%?This
would reduce the IPCC albedo from 29.4118 to 29.3519. We can use the equation

%GW = {
(P/σ)0.252019 − (P/σ)0.251950

}
/0.95

◦
C (34.7)

where P = 340 W/m2 x (1-Albedo) and we note that there is about a 0.95°C global
temperature increase since 1950.

Inserting this value, we find

%GW = 5.7% (34.8)

T2020 − T1950 = 0.057 × 0.95
◦
C = 0.068

◦
C (34.9)
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Therefore, this calculation indicates that

• UHI are responsible for 5.7% of global warming.

This is basically how one can estimate the effect related to albedo change. Unfor-
tunately, the albedo of the Earth is hard tomeasure due to cloud coverage as well even
more difficult to assess the effect of urbanization. In the Feinberg [7] model though,
it is possible to make such assessments. In a similar manner, theWAASUmodel only
was able to assess a maximum contribution of about 15% of global warming from
urbanization (Table 34.3) compared with the McKitrick and Michaels [3] contention
that half of the global warming trend from 1979 to 2002 is caused by UHI.

34.12 Implication of Ignoring the Urbanization Effect
on Global Warming

We find that both CO2 and UHI global warming estimates are very difficult to make.
It puts climatologists in a difficult spot. Currently, it is clear that the IPCC authors
do not account in their reports the radiation forcing due to urbanization change that
this author could find. Therefore, their models, which are likely highly complex and
computer-driven are built to match current day warming trends, having numerous
adjustable parameters. One can see the difficulty of incorporating something like
a WAASU model which incorporates amplification factors along with their CO2

predictions. However, such an addition should be considered.
The underlying truth is that, if they do not add in the urbanization factor, this

makes the CO2 estimates even more inaccurate. What we can say is that they are
likely both significant and both need to be addressed. Unfortunately, global warming
models do not account for UHI. This adds risk. We have pointed out that numerous
authors including this one have found that the UHI effect is at least partly responsible
for global warming trends. There are partially easily implemented solutions like cool
roofs for example that are not being used to a large degree. However, cities for the
most part are continuing to use absorbing colors in roofs, roads, and designswith non-
reflective architecture with other mitigating methods as well as not being addressed
on a global scale. This is highly risky if it turns out the McKitrick and Michael’s [3]
estimates along with other such authors including this one are correct. It means we
are going to do everything that we can in terms of corrective action. Therefore, it
would be very helpful if the IPCC and its authors would start to work on this part
of global warming in their models and add it to their guidelines. We provide further
suggestion and conclusion at the end of this chapter.
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34.13 Highly Evaporation Surfaces and Rainwater
Management HHS Feedback Mechanisms

In this section, we briefly review UHI-related global warming issues by summa-
rizing issues with the aid of Figs. 34.7a, b. Figure 34.7a which shows HHS from
Highly Evaporating Surfaces (HES) feedback and Fig. 34.7b illustrates Rain Water
Management (RWM) feedback contributions to global warming.

Figure 34.7a shows HHS–HEHS feedback that may be summarized:

• Low albedo cities and roads emitting infrared radiation (IR), increased warming
(approx. 1/3)

• Precipitation occurs, followed by evaporation ofHHS–HESmoisture, lower%RH
increase specific humidity Greenhouse gas in the warmed city area

• Local heat amplification, less local cooling with increased specific humidity
amplifies heat index

• Local warming radiates heat increasing Global warming (with the 1/3 estimate)
• Evaporation increases in cities and ocean primarily from UHI and roads creates

lower %RH and higher specific humidity globally along with CO2 increase
creating more humidity issues

Figure 34.7b Shows HHS–RWM feedback that may be summarized:

• Higher temperature stormwater is collected off of HHS buildings, streets, and hot
cars

• A large percentage is drained to nearby rivers, lakes, or ocean
• Warmer air allows for an increase in specific humidity
• The impermeable city building and roads have replaced vegetative land creating

a lost area that would have stored cooler water in soil keeping the land moist with
less generated heat compared to HHS runoff.

• This increases land dryness and can mean less land evaporation and more ocean
rain since precipitation often follows evaporation areas as discussed below.

(a) (b)

Fig. 34.7 a HHS–HES feedback view of contribution to global warming, b HHS rainwater
management (rwm) high-temperature water cycling in climate change [28]



780 A. Feinberg

• The RWM is often warmer from HHS activity raising stormwater temperatures
from hot city buildings and street cycling each year billions of gallons of rainwater
to local streams, lakes, and ocean contributing to local surface water temperature
increases depending on location. These runoffs affect atmosphericwarming trends
and GH gases.

34.14 Some Data Information on Rainwater Management
(RWM) Trends

Another important aspect not addressed by the IPCC is high-temperature stormwater
runoff. Rainwater management is an important factor in UHI as it too can influ-
ence global warming trends and should be included in their reports. It can also
impact where it rains. Rain sometimes follows local evapotranspiration. Apart from
precipitation, evapotranspiration is the major component in the hydrologic budget.

When it rains in a city, much of the land in urban areas is covered by pavement
or asphalt. These impermeable surfaces in urban cities commonly estimated around
55% runoff, with 30% for evapotranspiration, 10% shallow soil infiltration, and 5%
deep soil infiltration. Water temperatures from runoffs are often hotter due to HHS.
For example,

• TheNewYork Environment Report, in 2014 [29], “Every year, old sewers flooded
by stormwater release more than 27 billion gallons of untreated sewage into New
York Harbor.”

• Fry [30] reported that in February California estimated that 18 trillion gallons
of rain in February alone had most of the water going to the Pacific Ocean. The
article goes on to point out the LA dept. of water captured 22 billion gallons of
water during the recent storm.

• In August 2001, rains over Cedar Rapids, Iowa, led to a 10.5 C rise in the nearby
streamwithin one hour, which led to the killing of fishes. Similar events have been
documented across the American Midwest, as well as Oregon and California [10]

• Sydney Paper reported [31] “Every year around 132 billion gallons of
stormwater—enough to fill Sydney Harbor—runs from Sydney to the sea.”

It is of course very difficult to tell the global thermodynamic influences of
higher temperature water cycling. However, it does extend the cities global warming
footprint.

Australia might be a good extreme example, on the Sydney–Melbourne South-
East side, the Tasman Sea is about 1–2 deciles range warmer [32] than the Southwest
coast of Australia and about 5 deciles range warmer that the far southwest coast. This
might in part be an example of cyclic ocean heating. We tend to think of the ocean
as an infinite temperature sink, but over 70 years of cycling, it can take a toll, and
perhaps this is somewhat of what we are seeing on the Sydney—Melbourne side and
coastal issues.
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34.14.1 Some Data Information on RWM Causing Dry Day
Increases

As an example of the importance in losingwetland (water storage), Cao et al. [33] did
a study on wetland reduction in China and correlation to drought with the following
conclusion:

• “The wetland distributions and areas of the five provinces of southwestern China
in the 1970s, 1990, 2000 and 2008 show that the total reduction of wetland area
was 3553.21 km2 in the five provinces of southwestern China from 1970 to 2008,
accounting for about 17%of thegroundarea, and thus the average annual reduction
area is about 88.83 km2. The reduction rate was comparatively fast from 2000
to 2008 with an average annual reduction of 329.31 km2. The changes to the
wetland area show a negative correlation with temperature (i.e. wetland decrease,
increase in temperature), and a positive correlation with precipitation (i.e. wetland
decrease, precipitation decrease).”

Hirshi et al. [34] did the following study:

• “We analyzed observational indices based on measurements at 275 meteoro-
logical stations in central and southeastern Europe, and on publicly available
gridded observations. We find a relationship between soil-moisture deficit, as
expressed by the standardized precipitation index, and summer hot extremes in
southeastern Europe. This relationship is stronger for the high end of the distribu-
tion of temperature extremes. We compare our results with simulations of current
climate models and find that the models correctly represent the soil-moisture
impacts on temperature extremes in southeastern Europe, but overestimate them
in central Europe.”

In Hirshi et al. [34] study, they observed a negative linear relationship between
wetland decrease and dry days increase.

Wetland issues are recognized by the IPCC in Chap. 2 [27] 2019, “warming trends
over dry lands are twice the global average [35]. However, there is little connection
to UHI rainwater runoff being dumped into oceans and this in part causing some of
the dry lands.”

34.15 Conclusions and Suggestions

From our review of data and its analysis presented, it is our opinion that the IPCC
guidelines focused solely on CO2 reduction appear not to be enough to stop global
warming trends from occurring. Our conclusion is that the albedo reduction of UHI is
needed to help stop global warming anomalies. This will also reduce HHS contribu-
tion to atmospheric moisture issues. Of course, we also feel more studies are needed
to assess these impacts such as better estimates of global UHI solar surface areas.
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Below we provide suggestions and corrective actions related to albedo and HHS
reduction that includes:

• Creating new IPCC goals to include and recognize albedo forcing the issue of
UHI and roads

• Recommending changes for the albedo of roads and cities to reducing HHS and
the area effect dramatically, i.e. paint roads and building with reflective colors
(have minimally albedo requirements, 0.25–0.5)

• Sugawara et al. [36] estimate UHI have an albedo of about 0.12, while Feinberg
[7] found that this must increase to 0.2 in order to evenly offset the warming
increase

• Mandating future albedo design requirements of city and roads
• Roads to be more HHS eco-friendly
• Recommendation for cars to be more reflective. Here, although worldwide cars

likely do not embody much of the Earth’s area, recommending that all newly
manufactured cars are higher in reflectivity (e.g., silver or white) would help raise
awareness of this issue similar to electric cars that help improve CO2 emissions

• Thoroughly assess and making goals for rainwater management issues including
evapotranspiration and rainwater runoff allowed temperatures released into
streams, rivers, lakes, and oceans

• Requiring negative population growth to reduce increase HHS–HES surfaces and
fossil fuel use

• Improve HHS–HES irrigation to soil
• Improving vegetation in runoff areas
• Adopting Low-Impact Development in city planning and improvements for

design approach aiming tomimic naturalizedwater balanceswith semi-permeable
surfaces

• Requiring severe HHS–RWM changes to reduce runoff into the ocean worldwide
that can cause loss of wetlands and local increase in dry days and an increase in
evaporation rates

• Providing new studies on albedo and humidity forcing from UHI to better under-
stand their effects, address conflicts with CO2 theory. Providing updated UHI
radiative forcing contribution to GW. Provide a modern microclimate doubling
experiment if possible to verify doubling claims.

Appendix

Figure 34.8 shows a plot of the world population growth rate that varies from about
2.1–1.2%. This is used to make a growth rate estimate of urban coverage.
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Fig. 34.8 Population growth rate by year from 1960 to 2018 (World Bank 2018) [37]
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Chapter 35
On the Interplay Between Ecology
and Reliability

Ali Muhammad Ali Rushdi and Ahmad Kamal Hassan

Abstract This chapter attempts to enhance the interplay between the ecology and
reliability fields by employing Boolean-based reliability language and techniques to
quantify ecological metrics related to connectivity and redundancy. We emphasize
the question of connectivity in models of probabilistic networks as a common area
of interest for both fields. The chapter borrows techniques from mainstream relia-
bility theory to treat a prominent problem of ecology, namely that of survivability
(of a species), defined here as the probability of successful migration of a certain
organism escaping from critical source habitat patches and seeking refuge in specific
destination habitat patches via heterogeneous deletable ecological corridors, possibly
with uninhabitable stepping stones en route. This problem might be reformulated in
contexts other than that of migration, including those of (a) dynamics of metapop-
ulations, colonization, or invasion, (b) gene flow, (c) spread of infectious diseases,
epidemics, or pandemics, and (d) energy transfer within food webs. Indicators of
network connectivity in classical reliability theory are probabilities that might be
designated according to the set of source nodes and the set of destination nodes as
one to one, one to many, many to many, or all to all. Our present notion of surviv-
ability (of a species) is also a probability of connectivity, now measured from any
node (among many nodes) to any node (among many nodes). We explore methods
for computing the survivability (of a species) by adapting switching-algebraic tech-
niques that are usually employed in the reliability field. In addition to this survivability
metric, we comment on some other connectivity indicators that are currently used in
ecology. We stress two recent contributions to the ecology literature, one employing
analogy with electric circuit theory, and another concerning the most reliable (or
minimum-lag) dispersal paths.
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Keywords Habitat patch · Ecological corridor · Stepping stone · Survivability of
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35.1 Introduction

This chapter employs a perspective and a methodology of system reliability in
handling the ecological problem of survivability (of a specific species), i.e. the
problem of computing the probability that the concerned species migrates success-
fully between various habitat patches through imperfect heterogeneous ecological
corridors and perfect stepping stones.We compute this survivabilitymeasure through
a minimal adaptation of the techniques used in system reliability evaluation. The
chapter represents a modest contribution to ongoing attempts for achieving a prof-
itable interplay between ecology and reliability. Constructive interactions and unifi-
cations are sought between these two branches of science, with an ambitious goal
of creating a new interdisciplinary paradigm that fruitfully exploits similarities and
common interests shared by the reliability and ecology disciplines, as well as inherits
strengths and capabilities possessed by any of them. To this end, ecologists are
encouraged to become more knowledgeable about essential reliability measures
and techniques that are significant to ecology. Similarly, reliability practitioners
are advised to acquaint themselves with ecology problems that are amenable to
solution by reliability techniques and to seek familiarity with ecological indicators
that measure connectivity and redundancy. We confine ourselves herein to the issue
of connectivity, which might be singled out as the most prominent common thread
between reliability and ecology. In fact,we dealwith a single problemof connectivity,
but this problem has a multitude of beneficial interpretations.

From an ecology perspective, the issue of landscape connectivity is of paramount
importance, since it is a decisive factor for the survival of a species in its habitat,
wherein the species normally secures its basic needs (food, water, shelter from
weather and predators, a breeding place, etc.) The literature abounds with ecolog-
ical definitions for landscape connectivity, as well as with metrics for measuring it
[1–17]. Taylor et al. [2] define landscape connectivity as “the degree to which the
landscape facilitates or impedes movement among resource patches,” while With
and King [3] define it as “the functional relationship among habitat patches owing
to the spatial contagion of habitat and the movement responses of organisms to
landscape structure.” According to Tischendorf and Fahrig [4], these definitions
indirectly or implicitly support the notion that connectivity is dependent on both
species and landscape. Common approaches of predicting landscape connectivity
metrics include deducing landscape pattern indexes, individual-based movement
simulations, analytic measures such as those based on graph theory or on least cost
path models, as well as models utilizing a purported analogy of certain ecological
parameters with the electric circuit quantities of current, voltage, and resistance [18].
Notable among the metrics suggested for landscape connectivity is the survivability
metric, which is presented herein and is directly borrowed from reliability theory.
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This metric, introduced earlier in [19–21] under the name of ‘survival reliability’
employs minimal realistic assumptions to produce effective predictions and expla-
nations. It was first introduced by Jordán in his seminal work [22], which is based
on the use of a metapopulation landscape graph; whose nodes stand for perfect
patches and whose edges represent identical corridors that can be deleted indepen-
dently. Though the work in [22] attempted to apply reliability theory in the study
of landscape connectivity, its tools were limited to those of elementary probability.
Later work in [19–21] generalized the work in [22] by relaxing the assumption of
equal corridor deletion probabilities, and by employing advanced tools and extended
measures of Boolean-based reliability theory.

We are using the term ‘survivability’ herein to denote the probability that the
species evades extinction through successful migration, thereby surviving harsh
conditions in its local environment. This usage is in line with the general utiliza-
tion of the term ‘system survivability’ [23–30], defined in [24] as “the ability of a
network to withstand and recover from failures,” and more precisely in [26] as “the
system’s ability to continuously deliver services in compliancewith the given require-
ments in the presence of failures and other undesired events.” The main issue here is
that critical services in a system (such as a telecommunication network) should be
continuously provided even during undesirable events like criminal attacks, earth-
quakes, floods, hurricanes, other natural disasters, or network own failures. If we
view a species as a system, then its survivability would mean that it continues its
normal existence as a living organism despite adverse and detrimental events in the
surrounding environment.

To set the stage for our work in this chapter, we note that many populations of
species in nature are fragmented: they consist of local or insular populations occu-
pying separate isolated habitat patches [31], which are surrounded by less suitable
or uninhabitable areas where the species is almost absent or virtually non-existent.
An important ecological phenomenon is the migration of the species from its orig-
inal habitat patch, which might influence population stability, population cycles, and
density and other demographic, genetic, and behavioral variables [32]. In fact, such
migration might be the only way for a species to avoid the threat of local extinction
in a critical habitat patch, whose conditions are moving in the direction of becoming
totally impossible for living and breeding. Throughout this chapter, we will make
frequent reference to the following ecology terms [33–35]:

• Habitat patch: a discrete areawhere the local population of a specific speciesmay
survive and continue to breed and obtain necessary resources for a long term. In
our current migration problem, there are some source habitat patches (with critical
conditions), in which the species is threatened by imminent local extinction, and
there are some destination habitat patches (with favorable conditions), in which
the speciesmight seek refuge so as to secure its survivability (as a species). Habitat
patches are called simply “habitats” by the seminal paper on migration reliability
by Jordán [22]. However, other prominent ecologists use this term in a general
sense to refer to the whole ecological network and employ the narrow-sense term
“habitat patch” for fragments or parts of the whole network.
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• Stepping stone: a relatively small place that helps the local population of the
pertinent species achieve its goal of migration to a safer or more prosperous
habitat patch. A stepping stone is not considered inhabitable for the species;
it allows temporary or transitory residence but it is not suitable for long-term
survival. Besides source and destination habitat patches, stepping stones serve as
nodes in the graph representation of the migration problem.

• Ecological corridor: a physical area which connects patches (habitat patches and
stepping stones) and makes migration possible for the given species between the
source and destination habitat patches. However, a corridor supports short-term
(rather than long-term) survival for the concerned species. Ecological corridors
have many beneficial functions such as minimizing extinction and supporting
biodiversity, but they also occasionally have detrimental effects such as spreading
diseases. Corridors serve as edges or links in the graph representation of the
migration problem.

The problem considered in this chapter might be reformulated in many ecological
contexts other than that of migration of species, including those of (see, e.g. Hock
& Mumby [16]):

(a) Metapopulations, which depict a wide variety of models describing a group of
spatially separated local populations of the same species that are connected by
colonization or invasion. Growth, development, and change within the whole
metapopulation are stimulated and influenced by colonization and extinction of
the sub-populations. A metapopulation might be stable, though its constituent
populations possess finite lifespans. Immigrants from a sub-population experi-
encing a population boom might re-colonize an open habitat (whose original
population has gone extinct), or they may join a too small population, thereby
rescuing it from imminent local extinction,

(b) Gene flow (allele flow), which is the transfer (through interbreeding) of genetic
variation (subtle differences in DNA sequences among individuals) from one
population of a species to a different one. Such transfer introduces new alleles
(gene forms) to the genetic information or gene pool of the receiving population,

(c) Infectious diseases, epidemics, or pandemics, which are spread by pathogenic
microorganisms, such as bacteria, viruses, parasites, or fungi. Models of
transmission of such microorganisms from one host to another might mimic
migration models, and

(d) A food web (a consumer-producer system), which constitutes an intercon-
nection of all the food chains (what-eats-what relations) in a single ecosystem.
Again, the migration model can be used to study the transfer of nutrients and
energy from their source in producers (typically green plants) throughherbivores
to multiple levels of carnivores.

For space limitation, we will not give much background of the system reliability
techniques that we use herein for the computation of survivability of species, though
we will provide a detailed and expository treatment for the examples considered.
The reader might consult any of the available excellent treatises on system reliability
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[36–38] or refer to some of our earlier papers on the present topic [19–21]. Here, it
might suffice to say that we will employ switching algebra (usually known as two-
valued Boolean algebra) by utilizing the indicator variables for probabilistic events
instead of the events themselves [41]. Our work starts in the switching or Boolean
domain, wherein an expression for the indicator variable of a successful migration
is obtained as a switching function of the indicator variables of corridor successes.
Subsequently, our work moves from the Boolean domain to the probability domain
through the use of the real transform (also known as the probability transform) [39,
40], which is a probability expression of survivability as a multi-affine function of
corridor reliabilities. We observe that probability formulas are considerably simpli-
fied when probabilistic events in union are mutually exclusive (their indicators are
disjoint) and/or when intersected events or their indicators are statistically indepen-
dent. Attempting to make the most of this observation, many efficient algorithms
have been written for converting the switching expression for the indicator variable
of system success into a special form that we call a probability-ready expression
(PRE). This expression is a switching formula enjoying the advantageous property
that it is directly convertible, on a one-to-one basis, to the corresponding probability
transform, which stands for a reliability or survivability expression. For a PRE to
enjoy such a desirable property, it must possess two characteristics [41–43], which
are in accordance with our aforementioned observation:

(a) ‘Disjointness’ (that all Oared terms (products) are mutually exclusive or
disjoint), a characteristic of paramount importance in system reliability, since
it can be induced via procedures generalizing the Reflection Law in switching
algebra [41], and

(b) ‘Independence’ (that all ANDed terms (sums) are statistically independent), a
characteristic that cannot be deliberately created, butmight be enhanced through
choosing between success and failure expressions, and that should be preserved
once observed to exist. This characteristic is not overly stressed in the study
of general networks, but it should be noted well and taken care of in ecology
networks, which are frequently of parallel or almost-parallel logical structures,
and usually involve products of independent expressions that should preferably
not be multiplied out. We emphasize that it is not necessary to look always at
success expressions since it might be of advantage to look at the problem from
a failure perspective. In fact, it is better to look at the failure of a structure of
better redundancy (parallel or almost parallel) and to consider the success of a
structure of poorer redundancy (series or almost series).

The conversion from a PRE to a probability expression is trivially achieved by
replacing switching variables by their probabilistic expectations, AND operations
by arithmetic multiplications, and OR operations by arithmetic additions.

For space limitations also, we do not address herein the simple survivability
problem that arises in an ecological network with a single source habitat patch
and a single destination habitat patch. Techniques for handling this problem are
the old techniques used to handle two-terminal (source-to-terminal or st) reliability
in classical reliability theory [36–45]. These techniques can, in a sense, be viewed
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as advanced (usually Boolean-based) applications of probability theory. In fact, it is
clear that the migration problem had not been attacked by ecologists via methods
beyond that of elementary probability (see, e.g. Jordán [22] and Hock & Mumby
[16]).

The organization of the rest of this chapter is as follows. Section 35.2 lists
our assumptions, and notation pertaining to the ecology and reliability domains.
Sections 35.3 and 35.4 treat ecological networks with several source habitat patches
and/or several destination habitat patches. Section 35.3 demonstrates that the surviv-
ability analysis in an ecological network that has several such habitat patches with
paths sharing no edges in common reduces to the reliability analysis of several ecolog-
ical networks each having a single source habitat patch and a single destination habitat
patch (i.e. to standard source-to-terminal reliability problems). Section 35.4 deals
with the problem of networkswith several source habitat patches and/or several desti-
nation habitat patches with paths that share some edges in common. This problem
is similar to (albeit with a subtle difference from) the problem of broadcast relia-
bility in classical reliability theory, which considers connectivity from one node to
all the nodes in a set of other nodes. The problem in Sect. 35.4 considers connectivity
from at least one node among the nodes in a given set of nodes to at least one node
among the nodes in a set of other nodes. The problem is solved via enumeration
of cutsets, pathsets, partitioned groups of paths. This enumeration reveals certain
particular features that are specific to ecology networks. The problem is solved once
more by a divide-and-conquermethod relying on the Boole–Shannon expansion. The
symbolic survivability–unsurvivability expressions obtained herein are all checked
via the exhaustive tests set by [42]. Section 35.5 investigates survivability poly-
nomials when the assumption of corridor heterogeneity is relaxed. Section 35.6
concludes the chapter and points out new directions for further research with a stress
on the warranted utilization of more reliability techniques in ecology.

35.2 Assumptions and Notation

35.2.1 Assumptions

• We consider one particular organism or species of very general unspecified
characteristics.

• Initially, the pertinent species is in a critical habitat patch, in which it is immi-
nently threatened by local extinction. To avoid this fate, it attempts migration to
one out of a few potential perfect destination habitat patches with favorable condi-
tions. Along the way, it traverses imperfect heterogeneous corridors and perfect
uninhabitable stepping stones.

• Corridors are considered ‘soft edges’ or boundaries that are permeable to
emigrating or dispersing individuals of the organism. Permeability of an edge
means that a good proportion of potential emigrants can reach the patch boundary
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and then cross over it. By contrast, other patch boundaries are impenetrable so
that dispersing individuals virtually never cross due to physical or psychological
barriers (see, e.g. Stamps et al. [32]).

• Each of the corridors is in one of two states, either good (permeable) or failed
(deleted or destroyed), and themigration process is also in one of two states, either
successful or unsuccessful.

• Corridor states are statistically independent.

35.2.2 Notation

N Number of ecological corridors in the investigated network, n ≥ 0.
X i Success of corridor i= indicator variable,which reveals that the pertinent

species successfully migrates through that corridor = a switching (two-
valued Boolean) random variable that takes only one of the two discrete
values 0 and 1; (Xi = 1 if and only if corridor i is permeable (good),
while Xi = 0 if and only if corridor i is deleted or destroyed (failed)).

X̄i Failure or deletion of corridor i = indicator variable, which denotes that
the concerned species fails to migrate through corridor i, where X̄i = 0
if and only if corridor i is good, while X̄i = 1 if and only if corridor i is
deleted/destroyed. The success Xi and the failure X̄i are complementary
variables (X̄i = 1 − Xi ).

X A vector of n indicator variables denoting corridor successes, X = [X1

X2… Xn]T .
S(X) Indicator variable for the successful migration of the pertinent species,

called migration success or network success. Its complement S̄(X) is
called migration or network failure.

Pr[…] Probability of the event […].
E[…] Probabilistic expectation of the random variable […].
qi, pi Reliability and unreliability of corridor i. Both qi and pi are real values

in the closed real interval [0.0,1.0]. These two variables usually have the
opposite meanings in reliability circles, where pi refers to reliability and
qi denotes unreliability.

Pi A random switching variable denoting the success of minimal path i
(indicating an irredundant connection between the source habitat patch
and a destination one. This is a prime implicant of the migration success
S. It is a conjunction of the successes of corridors en route. A minimal
path does not subsume any other path.

C j A random switching variable denoting the failure of minimal cutset j
(indicating that the source habitat patch is disconnected irredundantly
from all destination habitat patches). This is a prime implicant of the
migration failure S̄. It is a conjunction of failures of corridors belonging
to the cutset. A minimal cutset does not subsume any other cutset.

qi Pr[Xi = 1] = E[Xi] = 1.0−pi.
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q Avector of n elements representing the corridor reliabilities, q= [q1 q2…
qn]T .

p A vector of n elements representing the corridor unreliabilities= 1.0−q,
where 1.0 is a vector of n elements each equal to 1.0.

R(q),U(q) Survivability and unsurvivability of the species. Both R(q) and U(q) are
real values in the closed real interval [0.0,1.0]. For convenience,we retain
for these two quantities the conventional notation for system reliability
and unreliability.

R(q) Pr [S(X) = 1] = E[S(X)] = 1 − U(q)

35.3 Networks with Several Source/Destination Habitat
Patches with Paths Having no Edges in Common

When the ecological network under consideration has several source/destination
habitat patches with paths sharing no edges in common, then it is obvious that
this network comprises several independent sub-networks. The success of any of
these sub-networks depicts the connectivity of an individual source habitat patch to
an individual destination habitat patch and hence is statistically independent of the
successes of other sub-networks. Each of these successes is evaluated herein (via any
of the standard techniques for st reliability) and used as the success of an equivalent
single composite edge connecting the original source habitat patch to the original
destination habitat patch. The original overall network is a logically parallel structure
(albeit not a physical parallel one) of the constituent sub-networks (each replaced
by its equivalent single composite edge). In fact, this network is characterized as
having a success equal to the ORing of the successes of these equivalent edges. More
economically, it is characterized as having a single minimal cutset so that its failure
is easily expressed as the failure of this cutset, i.e. as a conjunction (ANDing) of
the equivalent edge failures. Solving the present problem should be done in terms of
failure rather than success, with care to avoid the tempting habit of multiplying out
products of independent sub-expressions.

For example, let us consider the small ecological network in Fig. 35.1a, which is
essentially similar to networks in [19–22]. Sub-networks of this network (involving
paths to different destination habitat patches) do not share edges in common. This
network is equivalent to the one in Fig. 35.1b, where the edge successes SA − SD are
directly evaluated in terms of pertinent link or corridor successes. Now, Fig. 35.1b
shows that the network has a single minimal cutset (i.e. it is a logically parallel
structure). The network failure is exactly the failure of this cutset, namely

S̄ = SA ∧ SB ∧ SC ∧ SD. (35.1)

Equation (35.1) expresses the network failure S̄ as the ANDing of statistically
independent sub-expressions. We preserve statistical independence by keeping these
sub-expressions in factored form and avoiding to multiply them out. We now write
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(a)

(b)

Fig. 35.1 aA toy landscape network that has only one source habitat patch but multiple destination
habitat patches with source–destination paths that share no edges in common, b Replacing each
individual sub-network to produce an equivalent network, which is a logically parallel structure that
has a unique minimal cutset marked in red

these sub-expressions, initially in minimal form, simply by inspecting the pertinent
sub-networks in Fig. 35.1a. Since the expression for S̄ will be a Probability-ready
expression (PRE) if these sub-expressions are PRE, we convert each of them from
its minimal form to a PRE form (when the two forms differ) as follows:

SA = X1 ∨ X2 ∨ X3 = X1 ∨ X1
(
X2 ∨ X2X3

)
. (35.2)

SB = X4 X7 ∨ X5 X8 ∨ X4 X6 X8 ∨ X5 X6 X7

= X4 X7 ∨ (
X4 ∨ X4X7

)
(X5 X8 ∨ (

X5 ∨ X5X8
)

(
X4 X6 X8 ∨ (

X4 ∨ X4X6 ∨ X4 X6X8
))
X5 X6 X7))

= X4 X7 ∨ X5 X8
(
X4 ∨ X4X7

) ∨ X4X5X6X7X8 ∨ X4X5 X6 X7X8 (35.3)

SC = X9 X10 ∨ X11 X12 = X9 X10 ∨ X11 X12
(
X9 ∨ X9X10

)
. (35.4)

SD = X13. (35.5)
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We have tried to give the reader a glimpse of how to conceptually convert a sum-
of-products expression into a PRE by disjointing its products. In a sum (ORing) of
products, we apply the Reflection Law repeatedly by adding every product comple-
mented as a multiple for its succeeding products. The complemented product could
be written as the sum (ORing) of its complemented literals according to DeMorgan’s
law. However, we again apply the Reflection law repeatedly within this sum so as to
render it disjoint. Of course, this disjointing scheme is rather inefficient as it generates
many unwarranted multiplications and vanishing terms. Actually, one may resort to
any of the more efficient variations of this scheme [41]. Another issue here is that
we might avoid the disjointing effort entirely if we observe that the complement of
a sub-expression is already a PRE. For example, in (35.2) we obtained the disjoint
subexpression SA = X1 ∨ X1

(
X2 ∨ X2X3

)
, which corresponds to the unsurviv-

ability of sub-network A as E
{
SA

} = p1 + q1(p2 + q2 p3). However, if we note that
SA = X1 ∧ X2 ∧ X3 is a PRE as is, we might skip the task of disjointing and simply
get E

{
SA

} = 1 − q1q2q3, which is not only easier to obtain but also more compact.
Equations (35.1)–(35.5) transform now directly to the unsurvivability expression

U = p13(1 − q1q2q3)(p4 p7 + p5 p8(q4 + p4q7) + p4q5 p6q7 p8 + q4 p5 p6 p7q8)

× (p9 p10 + p11 p12(q9 + p9q10)). (35.6)

In short, we stress that the survivability analysis of an ecological network that
has paths (between source and destination habitat patches) that share no edges in
common reduces to the survivability analysis of several ecological networks each
having a single source habitat patch and a single destination habitat patch (i.e. to
standard st reliability problems).

35.4 Networks with Several Source/Destination Habitat
Patches with Some Shared Edges Among
Source–Destination Paths

This section deals with an ecological network that has several source/destination
habitat patches such that there are some shared edges among the source–destination
paths. Such a network can be analyzed via a variety of ways. We explore herein the
methods of (a) enumeration of minimal cutsets (which minimally destroy connec-
tivity from source habitat patches to destination habitat patches), (b) enumeration of
minimal pathsets (which minimally ensure connectivity from source habitat patches
to destination habitat patches), and (c) Boole–Shannon Expansion of the network
success or failure with respect to the successes or failures of some edges (preferably
the shared edges). To expose and compare the various methods, we introduce a small
ecological network in Fig. 35.2a. This is one of the simplest possible examples for
our current purpose since it has merely a single source habitat patch and only two
destination habitat patches. Hopefully, this toy example might trigger work on larger
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(a) (b)

(c) (d)

(e) (f)

Fig. 35.2 a A toy landscape network with one-to-any-out-of-many survivability, b–e Enumeration
of the minimal cutsets for a successful migration in the network in (a), f A cutset that is not minimal,
being a superset of the minimal cutset in Fig. 35.2c

more sophisticated networks and ultimately lead to the formulation of algorithmic
solutions of the problem in the general case.

Startingwith themethod of cutset enumeration,we use Figs. 35.2b–e to enumerate
all the minimal cutsets for the considered network, which turn out to be four. Of
course, none of these minimal cutsets is a subset or a superset of another, which
means that their failures are only partially overlapping so that none of these failures
totally covers another. Figure 35.2b illustrates the first of these cutsets, showing that
its failure is a conjunction of the failures of its two partitions

C1 = (
X3 X5 X6

) ∧ (
X1 X7 X8

) = X1 X3 X5 X6 X7 X8. (35.7)

Here,C1 is the ANDing of failures for the two vertex cutsets of the two destination
habitat patches. Likewise, Fig. 35.2c shows the second cutset and asserts that its
failure is

C2 = X2 X3 X4 X7. (35.8)
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Clearly, C2 is the failure of the vertex cutset of the source habitat patch. We might
alternatively viewC2 as a cutset that surrounds simultaneously all destination habitat
patches and all stepping stones. Now, Fig. 35.2d portrays the third cutset and declares
that its failure is

C3 = X2 X3 X5 X7 X8. (35.9)

Wemight interpretC3 to be the failure of a purported “vertex cutset” that surrounds
the source habitat patch in conjunction with stepping stone 1 under the assumption
that these two patches constitute a single node. Figure 35.2e displays the fourth and
final cutset, and identify its failure as

C4 = X1 X3 X4 X6 X7 (35.10)

Note that C4 has an interpretation analogous to that of C3, namely that it is the
failure of a purported “vertex cutset” that surrounds the source habitat patch in
conjunction with stepping stone 2 under the assumption that they constitute a single
node.

Thorough investigation reveals that there are no more minimal cutsets. However,
Fig. 35.2f is used to propose a fifth potential minimal cutset. This purported cutset
surrounds separately (a) destination habitat patch I in conjunction with stepping
stone 1 and (b) destination habitat patch II in conjunction with stepping stone 2. This
claimed cutset is a superset of the minimal cutset in Fig. 35.2c. In fact, it is not a
minimal cutset since its failure

C5 = (
X6 X3 X4 X8

) ∧ (
X6 X2 X7 X8

) = X2 X3 X4 X6 X7 X8, (35.11)

subsumes that of the second cutset C2 = X2 X3 X4 X7. Here, subsumption means
literal-set containment [41], i.e. the set of literals in C2 is contained as a subset in the
set of literals of C5. A well-known consequence of the subsumption relation is that
the subsumed term C2 absorbs the subsuming term C5 when ORed together [41],
namely

C2 ∨ C5 = C2, (35.12)

This absorption suggests that during (algorithmic) cutset enumeration, the analyst
does need to take pains avoiding the inclusion of non-minimal cutset failures such as
C5 in an expression for S̄. Such an inclusion does not make the resulting expression
a wrong one. It only causes this expression to be longer, but it yields the same PRE
result since PRE generation includes a mechanism for detecting and absorbing any
subsuming terms. The final expression for the overall network failure is

S̄ = X3 X7
(
X2 X4 ∨ X2 X5 X8 ∨ X1 X4 X6 ∨ X1 X5 X6 X8

)
, (35.13)
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where we factored out the product X3 X7 and used an arrangement with shorter terms
ahead of longer ones, which is more likely to produce a more compact PRE. In fact,
the resulting PRE might be written via any disjointness procedure [41] as

S̄PRE = X3 X7(X2 X4 ∨ X2X4X5 X8 ∨ X1X2X4 X6 ∨ X1X2X4X5 X6 X8)

(35.14)

This PRE is transformed, on a one-to-one basis, to the unsurvivability expression

U = p3 p7(p2 p4 + p2q4 p5 p8 + p1q2 p4 p6 + p1q2q4 p5 p6 p8). (35.15)

In our second solution method, we express system success S as the ORing of
the minimal paths for the network in Fig. 35.3. First, we observe that a minimal
path connects the source habitat to one of the destinations without traversing the
other destination. Therefore, we partition system success into two sums of products,
namely

(a) (d)

(b) (e)

(c) (f)

Fig. 35.3 Enumeration of all the minimal paths for a successful migration in the network in
Fig. 35.2a. Paths (a), (b), and (c) are from the source habitat to destination I, while Paths (d),
(e), and (f) are from the source habitat to destination J only
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S = SI ∨ SJ , (35.16)

where SI is the disjunction of all minimal paths from the source habitat to destina-
tion habitat I that do not pass through destination J. These paths are portrayed in
Fig. 35.3a–c, and their terms are ORed to express SI as

SI = X3 ∨ X2X6 ∨ X4X5. (35.17)

Likewise, SJ is the disjunction of all minimal paths from the source habitat to
destination habitat J that do not pass through destination I. These paths are displayed
in Fig. 35.3d–f, and their ORing produces the following expression for SJ

SJ = X7 ∨ X1X2 ∨ X4X8. (35.18)

We stress that the two expressions SI and SJ are neither independent nor disjoint.
They would have been statistically independent (with the corresponding sets of paths
being disjoint), had it not been for the shared edges 2 and 4. It is remarkable that
we do not include in SI the path X5X7X8 that connects the source habitat to the
destination I through J since such a path (though a minimal path for I individually)
is not a minimal path for I and J collectively. This is because the term X5X7X8

subsumes the term X7 (a minimal path in SJ ) and would be absorbed by it if they
both were to appear in (SI ∨ SJ ). Now, we substitute (35.17) and (35.18) into (35.16)
and arrange terms so that those with fewer literals appear earlier than ones with more
literals. Hence, we obtain

S = X3 ∨ X7 ∨ X2X6 ∨ X1X2 ∨ X4X5 ∨ X4X8. (35.19)

A corresponding equivalent PRE is

SPRE = X3 ∨ X7X3 ∨ X2X6X3 X7 ∨ X1X2X3 X7 X6 ∨ X4X5X3 X7(X2 ∨ X1 X2 X6)

= X4X8X3 X7(X2 ∨ X1X2X6)X5, (35.20)

The expression (35.20) is directly convertible, on a one-to-one basis to the
survivability expression

R = q3 + q7q3 + q2q6 p3 p7 + q1q2 p3 p7 p6 + q4q5 p3 p7(p2
+ p1q2 p6) + q4q8 p3 p7(p2 + p1q2 p6)p5. (35.21)

Looking at failure rather than success, we can devise an alternative way of
obtaining (35.13) by expressing S̄ as the complementation of (35.16), i.e.

S̄ = SI ∧ SJ , (35.22)
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where SI and SJ are the failures to connect the source habitat to destination habitat
I alone and destination habitat J alone, respectively. These are given by direct graph
enumeration, or preferably in factored form by complementation of (35.17) and
(35.18) as

SI = X3 X5 X6 ∨ X2 X3 X5 ∨ X3 X4 X6 ∨ X2 X3 X4 = X3
(
X2 ∨ X6

)(
X4 ∨ X5

)
,

(35.23)

Sj = X1 X7 X8 ∨ X2 X7 X8 ∨ X1 X4 X7 ∨ X2 X4 X7 = X7
(
X2 ∨ X1

)(
X4 ∨ X8

)
.

(35.24)

We now perform the ANDing of (35.23) and (35.24) to obtain (35.13) after
factoring out the product X3 X7 and absorbing subsuming terms, or preferably to
obtain its equivalent factored form through ‘intelligent multiplication.’

S̄ = X3 X7
(
X2 ∨ X1 X6

)(
X4 ∨ X5 X8

)
, (35.25)

Equation (35.25) leads immediately to the following PRE and corresponding
unsurvivability

S̄PRE = X3 X7
(
X2 ∨ X1X2X6

)(
X4 ∨ X4X5 X8

)
, (35.26)

U = p3 p7(p2 + p1q2 p6)(p4 + p5q4 p8). (35.27)

We now explore the possibility of improving the path set solution (35.21) to obtain
one of computational complexity comparable to that of the cutset solution (35.27).
We obtain the following partially factored expression of system success through
complementation of both sides of (35.25)

S = X3 ∨ X7 ∨ X4(X5 ∨ X8) ∨ X2(X1 ∨ X6). (35.28)

Equation (35.28) might be obtained directly by inspecting the network’s graph,
provided we avoid the exhaustive enumeration of the individual paths that was done
in Fig. 35.3, and instead enumerate groups of minimal paths as shown in Fig. 35.4.
The success expression can now be converted into PRE form, with care taken not to
spoil the form of partial factoring therein by using the techniques in [41, 46], namely

SPRE = X3 ∨ X3
(
X7 ∨ X7(X4

(
X5 ∨ X5X8

) ∨ X2
(
X1 ∨ X1X6

)(
X5 X8 ∨ (

X5 ∨ X5X8
)
X4

))
. (35.29)

This PRE can be transformed immediately to the following survivability expres-
sion (which is slightly better than (35.21) but not competitive to (35.27))
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(a) (b)

(c)

Fig. 35.4 Enumeration of groups of minimal paths for a successful migration in the network in
Fig. 35.2a: a Direct paths from the source to one of the destinations, b Paths via the first stepping
stone (SS-1), c Paths via the second stepping stone (SS-2)

R = q3 + p3(q7 + p7(q4(q5 + p5q8) + q2(q1 + p1q6)(p5 p8 + (q5 + p5q8)p4))).
(35.30)

Finally, we explore a method based on the Boole–Shannon Expansion (BSE) of
the ecological network success with respect to the successes of a few edges [41].
This Boolean-domain method is a divide-and-conquer technique, which is effective
and fast in generating a PRE from the outset. It amounts to an application of the Total
Probability Law [47, 48] in the probability domain, and is effectively the same as the
Factoring theorem [49, 50] in the graph domain. If the expansion is performed about
successes of all edges that are shared in the source-destination paths, the original
network is replaced with several sub-networks, each of which has no edges common
among paths and hence is solved directly as in Sect. 35.2.

A single BSE application means that the switching function S(X) (representing
migration success) is expanded about one of its arguments Xi (representing corridor
success) as [41]

S(X) = (X̄i ∧ S(X|0i )) ∨ (Xi ∧ S(X|1i )). (35.31)

Here, function S(X) is expressed in terms of its two subfunctions S(X|0i ) and
S(X|1i ), which represent the Boolean quotients, subfunctions or ratios S(X)/X̄i and
S(X)/Xi , and are obtained by assigning the expansion variable Xi the two values 0
and 1, respectively in the function S(X). In our current case, we expand themigration
success S (twice) with respect to the successes X2 and X4 of the two common edges
(for paths from the critical habitat to the two destinations), namely
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S = (X̄2 X̄4 ∧ (
S/X̄2 X̄4

)
) ∨ (X̄2X4 ∧ (

S/X̄2X4
)
)∨

(
X2 X̄4 ∧ (

S/X2 X̄4
)) ∨ (X2X4 ∧ (S/X2X4)) (35.32)

The four Boolean quotients in (35.32) denote network success subject to the four
combinations that each of corridors 2 and 4 is shorted (perfect) or open (failed). They
are obtained from the sub-networks resulting subject to these four combinations as

S/X̄2 X̄4 = X3 ∨ X7, (35.33)

S/X̄2X4 = X3 ∨ X7 ∨ X5 ∨ X8, (35.34)

S/X2 X̄4 = X3 ∨ X7 ∨ X1 ∨ X6, (35.35)

S/X2X4 = X3 ∨ X7 ∨ X5 ∨ X8 ∨ X1 ∨ X6. (35.36)

Substituting (35.33)–(35.36) into (35.329), we obtain an expression that can be
immediately reduced to (35.28). Each of the expressions in (35.33)–(35.36) has a
PRE complement. Therefore, we can replace (35.32) by its expectation (using the
abbreviation pij = pi p j )

R = p2 p4(1 − p3 p7) + p2q4(1 − p3 p7 p5 p8) + q2 p4(1 − p3 p7 p1 p6)

+ q2q4(1 − p3 p7 p5 p8 p1 p6) = p2 p4(1 − p37) + p2q4(1 − p37 p58)

+ q2 p4(1 − p37 p16) + q2q4(1 − p37 p58 p16). (35.37)

The various unsurvivability and survivability expressions obtained in this section
vary in the competitiveness of their computational complexity. The numbers ofmulti-
plications in the expressions (35.15), (35.21), (35.27), (35.30), and (35.37) are 14,
21, 7, 10 and 14, respectively. Table 35.1 demonstrates that the five expressions are
equivalent since each of them passes the test for correctness in Rushdi [39]. We
observe that each of these expressions is a multi-affine function in its arguments (an
algebraic function depicting a straight line relation in each of the arguments) and
that each expression has a correct “truth table.” Note that all R expressions share the
same ‘truth table’ which is identical to the genuine truth table of the corresponding
S and SPRE expressions, and is line-wise complementary to the ‘truth tables’ of the
correspondingU, S̄ and S̄PRE expressions. A full truth table of eight variables would
have 28 = 256 lines, while the much-reduced version given in Table 35.1 has 10
‘lines’ only,which correspond to the sixminimal paths togetherwith the fourminimal
cutsets, with the (−) entries in the table depicting “don’t-cares.” To understand what
the table does, consider the ‘line’ C2 = X2 X3 X4 X7. This line assigns 0 to each of
q2, q3, q4, and q7 and leaves q1, q5, q6, and q8 unspecified, and hence it covers 24 =
16 truth table lines. For this ‘line,’ Eq. (35.15) reduces to an identity (equal to 1) in
the four variables q1, q5,q6, and q8, namely
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Table 35.1 A compact “truth table” for the complete verification of the multi-affine formulas U in
(35.15) or (35.27), and R in either of (35.21), (35.30), or (35.34)

Line Depicts q1 q2 q3 q4 q5 q6 q7 q8 U R

P1 = X3 – – 1 – – – – – 0 1

P2 = X7 – – – – – – 1 – 0 1

P3 = X2X6 – 1 – – – 1 – – 0 1

P4 = X1X2 1 1 – – – – – – 0 1

P5 = X4X5 – – – 1 1 – – – 0 1

P6 = X4X8 – – – 1 – – – 1 0 1

C1 = X1 X3 X5 X6 X7 X8 0 – 0 – 0 0 0 0 1 0

C2 = X2 X3 X4 X7 – 0 0 0 – – 0 – 1 0

C3 = X2 X3 X5 X7 X8 – 0 0 – 0 – 0 0 1 0

C4 = X1 X3 X4 X6 X7 0 – 0 0 – 0 0 – 1 0

U = (1)(1)((1)(1) + (1)(0)p5 p8 + p1(0)(1)p6 + p1(0)(0)p5 p6 p8), (35.38)

while Eq. (35.27) reduces to an identity (equal to 0) in these four variables, namely

R = 0 + (1)(0 + (1)(0(q5 + p5q8) + 0(q1 + p1q6)(p5 p8 + (q5 + p5q8)(1)))).
(35.39)

Each of the expressions (35.15), (35.21), (35.27), (35.30), and (35.37) is a
symbolic expression and hence can be used in computing several measures of clas-
sical reliability such as (a) the region of useful redundancy (computed via equation
solving) [51], (b) the life expectancy or mean-time-to-failure (MTTF) (computed
via integration), and (c) various importance measures (computed via differentiation
or differencing) [52]. An interesting finding is that the MTTF of a classical land-
scape network of an appropriate configuration and a sufficient number of redundant
corridors can be made more than double that of a single corridor [19].

In passing, we remark that a prominent metric of landscape connectivity (reported
by Hock & Mumby [16]) concerns the most reliable (or minimum-lag) dispersal
paths. The analysis to obtain thismetric is quite related to (andmuch simpler than) our
current analysis, as it pertains to the enumeration of all minimal paths and the compu-
tation of the success of each path as a product of the successes of its links. The network
in Fig. 35.3 has six paths of path successes and path reliabilities, given respectively by
{X3, X7, X2X6, X1X2, X4X5, X4X8} and {q3, q7, q2q6, q1q2, q4q5, q4q8}. The paths
have time lags that are inversely proportional to their reliabilities. The metricM used
in [16] is the maximum value among the six path reliabilities, i.e.

M = Max{q3, q7, q2q6, q1q2, q4q5, q4q8}. (35.40)

This metric sets a lower bound on our survivability metric R above, since
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R ≥ M. (35.41)

This result asserts that while measures that are currently used in ecology still
avoid the somewhat more involved computations of reliability theory, they gain
such an advantage by settling down for approximate less encompassing values.
To supplement the result in (35.41), we suggest the utilization of the concept of
duality to deduce an upper bound of R in a similar fashion as well. We note that the
aforementioned network has four cutsets whose failures are given by

{X1 X3 X5 X6 X7 X8, X2 X3 X4 X7, X2 X3 X5 X7 X8, X1 X3 X4 X6 X7}.
(35.42)

Hence, we can obtain a lower bound on the unsurvivability metric U, which
corresponds to an upper bound on the survivability metric R, namely

1 − R = U ≤ Max{p1 p3 p5 p6 p7 p8, p2 p3 p4 p7, p2 p3 p5 p7 p8, p1 p3 p4 p6 p7}.
(35.43a)

R ≥ Min{1 − p1 p3 p5 p6 p7 p8, 1 − p2 p3 p4 p7, 1 − p2 p3 p5 p7 p8, 1 − p1 p3 p4 p6 p7}.
(35.43b)

We advocate the combined use of (35.41) and (35.43b) to establish a range for
the possible value of the survivability R. If this range is tight enough, then we have
established a simple and fast method of approximating R.

35.5 The Case of All Corridors Having the Same
Probability of Deletion

This section deals with the i.i.d. case when all corridor unreliabilities are equal to the
same value p. In this case, the unsurvivability U for our first network in Fig. 35.1a is
obtained from Eq. (35.6) as

U = −2p13 + 11p12 − 19p11 − 3p10 + 46p9 − 44p8 + 12p6, (35.44)

While its value for our second network in Fig. 35.2a is obtained from any of
Eqs. (35.15), (35.21), (35.27), (35.30) and (35.37) as

U = p8 − 2p7 − p6 + 2p5 + p4. (35.45)

Figure 35.5 displays plots of the survivability polynomials (35.44) and (35.45)
versus corridor unreliability p. Each of the two plots is a type III curve that lies
entirely below the simplex line p versus p for p ∈ (0.0, 1.0). Each plot depicts a
case of total redundancy, for which the region of useful redundancy extends over
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Fig. 35.5 Plots of two
survivability polynomials
versus corridor unreliability

the entire doubly open-ended unit interval (0.0, 1.0). The two plots intersect once
within this interval. Both networks secure high species survivability (with the first
surpassing the second) for highly reliable corridors. For poor corridor reliability, the
species survivability in each network deteriorates, with a performance of the first
network becoming inferior to that of the second.

35.6 Conclusions and Potential Future Work

This chapter dealt with the migration problem in ecology by computing the surviv-
ability of the migrating species in the somewhat involved situation when there are
definitely several source/destination habitat patches connected with paths that share
some edges (corridors). The species survivability under these circumstances was
identified with the connectivity from at least one node within a specified set of nodes
to at least one node within another specified set of nodes. Survivability (so defined)
differs slightly frombroadcast reliability in classical reliability theory,which is equiv-
alent to connectivity from one node to all nodes among a specified set of nodes. This
concept of survivability is useful in a variety of ecological contests other than that
of migration. It is more suitable than broadcast reliability in many other contexts as
well. In fact, it should be the measure to use in communication systems when the
sent signal forwarded to a set of potential receivers is required to reach at least one of
these receivers. An obvious example of this is the situation of a sinking ship, which
sends a distress SOS signal (widely believed to stand for Save-Our-Ship) to all ships
around it. Sailors aboard the sinking ship are likely to be rescued if the SOS signal is
received by any of the surrounding ships. Another related example in telemedicine
applications arises when surgeons operating on a patient need immediate advice from
one out of several experts.
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Work in this paper is based on a few simplifying assumptions, whose partial relax-
ation might lead to useful extensions in a variety of ways. Modeling accuracy would
improve if we assume that the stepping stones (which act as intermediate nodes in
the graph) are not perfect. The present analysis assumes that corridor reliabilities are
specified exactly and deterministically. A more realistic analysis should take uncer-
tainty into consideration [21, 52], for example, by employing a doubly stochastic
model that assigns probabilistic rather than deterministic values to corridor prob-
abilities of success. Alternatively, these probabilities might be generated by fuzzy
logic, instead of being assigned crisp values [53]. The current notion of dichotomy
can be generalized by using multiple rather than binary states for the system and its
components [54].

The concept of mere connectivity obviously does not correspond exactly to (or
exactly capture the essence of) the ecological notion of corridor permeability, and
might be enhanced by considering capacity as another corridor attribute, thereby
leading to amore encompassingmodel of a capacitated orflownetwork [55–57]. Such
a network might mimic any type of many engineering networks such as computer,
transportation, or telecommunication networks, but it should adhere to ecological
requirements and constraints. Algorithms written for these engineering networks
might be adapted or tailored to ecological networks bymaking the most utilization of
specific features of these latter networks such as their being logically almost-parallel
structures.We expect the capacitated networkmodel of the ecological notion of land-
scape connectivity to be a serious competitor to the now-dominating electric-circuit
model. Both models are probabilistic (rather than deterministic), and both model
organism movement via a ‘through’ quantity (flow or electric current). However, the
electric-circuit model makes use of an ‘across’ quantity (electric voltage) without
identifying an ecological counterpart of exactly the same physical nature. In fact,
an ‘across’ quantity should not be specified in absolute terms (only the ‘difference’
of its values at two points matter). Moreover, when the ‘across’ quantity is divided
by the associated ‘through’ quantity, it should give some measure of impedance
or resistance, and when these two quantities are multiplied together, energy should
emerge.

The availability of the present reliability-borrowed techniques in ecology is
expected to facilitate the handling of problems of design of ecological corridors
at various scales. Since these corridors are mainly intended as a means of ensuring
long-term wildlife conservation and biodiversity persistence, the life expectancy of
the overall landscape network should be a major concern, and the corridors them-
selves should not be species specific but are to be designed for multiple species, with
some emphasis on fragmentation-sensitive species for which corridors are likely to
be proposed.
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