
Notes on Numerical Fluid Mechanics
and Multidisciplinary Design 147

Marianna Braza
Kerry Hourigan
Michael Triantafyllou   Editors

Advances in Critical Flow 
Dynamics Involving 
Moving/Deformable 
Structures with Design 
Applications
Proceedings of the IUTAM Symposium 
on Critical Flow Dynamics Involving 
Moving/Deformable Structures 
with Design Applications, June 
18–22, 2018, Santorini, Greece



Notes on Numerical Fluid Mechanics
and Multidisciplinary Design

Volume 147

Founding Editor

Ernst Heinrich Hirschel, Zorneding, Germany

Series Editor

Wolfgang Schröder, Aerodynamisches Institut, RWTH Aachen, Aachen, Germany

Editorial Board

Bendiks Jan Boersma, Delft University of Technology, Delft, The Netherlands

Kozo Fujii, Institute of Space & Astronautical Science (ISAS), Sagamihara,
Kanagawa, Japan

Werner Haase, Hohenbrunn, Germany

Michael A. Leschziner, Department of Aeronautics, Imperial College, London, UK

Jacques Periaux, Paris, France

Sergio Pirozzoli, Department of Mechanical and Aerospace Engineering,
University of Rome ‘La Sapienza’, Roma, Italy

Arthur Rizzi, Department of Aeronautics, KTH Royal Institute of Technology,
Stockholm, Sweden

Bernard Roux, Ecole Supérieure d'Ingénieurs de Marseille, Marseille CX 20,
France

Yurii I. Shokin, Siberian Branch of the Russian Academy of Sciences, Novosibirsk,
Russia

Managing Editor

Esther Mäteling, RWTH Aachen University, Aachen, Germany



Notes on Numerical Fluid Mechanics and Multidisciplinary Design publishes
state-of-art methods (including high performance methods) for numerical fluid
mechanics, numerical simulation and multidisciplinary design optimization. The
series includes proceedings of specialized conferences and workshops, as well as
relevant project reports and monographs.

More information about this series at http://www.springer.com/series/4629

http://www.springer.com/series/4629


Marianna Braza • Kerry Hourigan •

Michael Triantafyllou
Editors

Advances in Critical Flow
Dynamics Involving
Moving/Deformable
Structures with Design
Applications
Proceedings of the IUTAM Symposium
on Critical Flow Dynamics Involving
Moving/Deformable Structures with Design
Applications, June 18–22, 2018, Santorini,
Greece

123



Editors
Marianna Braza
Institut de Mécanique des Fluides de
Toulouse, UMR 5502-CNRS-INPT-UPS
Toulouse, France

Michael Triantafyllou
Department of Mechanical Engineering
Massachusetts Institute of Technology
Cambridge, MA, USA

Kerry Hourigan
Department of Mechanical
and Aerospace Engineering
Monash University
Clayton, VIC, Australia

ISSN 1612-2909 ISSN 1860-0824 (electronic)
Notes on Numerical Fluid Mechanics and Multidisciplinary Design
ISBN 978-3-030-55593-1 ISBN 978-3-030-55594-8 (eBook)
https://doi.org/10.1007/978-3-030-55594-8

© Springer Nature Switzerland AG 2021
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-55594-8


Preface

Critical Flow Dynamics Involving Moving/Deformable Structures
with Design Applications

Co-chaired by Marianna Braza, Kerry Hourigan and Michael Triantafyllou

Progress in understanding turbulence and flow control is enabling scientists to
improve aerodynamic/hydrodynamic performance by reducing drag, increasing lift
or thrust and reducing noise under critical conditions that may result in massive
separation, strong vortical dynamics, amplification of harmful instabilities (flutter
and buffet) and flow-induced vibrations. These topics have been among the prin-
cipal objectives of the IUTAM Symposium held in Santorini Island, Greece, from
June 18 to 22, 2018.

Theory together with large-scale simulations and experiments has shown new
features of turbulent flow in the boundary layer over bodies and in thin shear layers
immediately downstream of separation. A new insight was provided in the structure
of turbulent–non-turbulent (TNT) and turbulent–turbulent (TT) interfaces regarding
these critical phenomena. Spontaneous and artificially generated fluctuations were
proved able to affect the turbulent flow and these interfaces, and to modify the
vortex dynamics leading to reduction of noise and drag. Electromechanical actua-
tion and energy conversion were shown to be highly effective for the analysis and
optimization of the fluid–structure interaction, and a variety of physical mecha-
nisms were investigated thanks to the use of novel smart actuators to affect
morphing.

This symposium investigated a combination of new insights into turbulent flow
interacting with actively deformable structures, leading to new ways of adapting
and controlling the body shape and vibrations, to respond to these critical
conditions.

Furthermore, the symposium topics included “smart,” bio-inspired methods
together with new dynamically controlled aerodynamic and hydrodynamic shapes
in order to attenuate the harmful effects and to increase performance and safety, by
considering also critical conditions like gusts.

v



Progress in these areas is receiving a great deal of impetus from international
research groups, especially stimulated by major contracts related to this topic,
involving key multinational industrial companies particularly in aeronautics and
naval architecture, stimulated by targeted government programs. This symposium
succeeded at bringing together the leading international groups of researchers
working in the scientific communities.

The present IUTAM Symposium included advanced theoretical approaches, and
experimental and simulation methods showing in synergy how smart designs lead
to considerable benefits compared to conventional ways. The symposium has drawn
together the scientific advances in the state of the art and established important
outlooks of research concerning these topics, according to the following sessions:

• Theoretical aspects of fluid–structure interaction (FSI) involving separation
• Instability and transition studies related to critical phenomena in FSI
• Intelligent materials, morphing, actuation, energy conversion
• Bio-inspired methods for smart wing design
• Experimental techniques for the dynamics of separation in VIV, MIV, TIV
• Compressibility effects related to unsteady separation in FSI
• Direct numerical simulation of unsteady separated flows
• Turbulence modeling approaches involving FSI: advanced statistical (URANS)

and hybrid (URANS-LES)
• Coupling strategies CFD-SM
• Dynamically controlled aerodynamic and hydrodynamic shapes and vibrations

for improved design.

This symposium brought together renowned scientists in the above fields and
contributed to advancing the physical comprehension, simulation and modeling
methods regarding critical flow dynamics around moving/deformable structures.

A general outcome was that the scientific communities learned much from one
another, and this meeting brought new research ideas and new concepts for smart
designs.

The present volume has been edited by:

Toulouse, France Marianna Braza
marianna.braza@imft.fr

Clayton, Australia Kerry Hourigan
kerry.hourigan@monash.edu

Cambridge, USA Michael Triantafyllou
mistetri@mit.edu
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Alteration of the Spanwise Structure
of the Turbulent Flow Past a Cylinder
Subjected to Vortex-Induced Vibrations

Simon Gsell, Rémi Bourguet, and Marianna Braza

Abstract The three-dimensional structure of the flow downstream of a circular
cylinder, either fixed or subjected to vortex-induced vibrations, is investigated by
means of numerical simulation, at Reynolds number 3900, based on the cylinder
diameter and current velocity. The flow exhibits pronounced fluctuations distributed
along the span in all studied cases. Qualitatively, it is characterized by spanwise
undulations of the shear layers separating from the body and the development of
vortices elongated in the plane normal to its axis (planar vortices). A dominant span-
wise wavelength is identified; it tends to decrease as a function of the streamwise
distance in the shear layers and then slowly increases further in the wake. The span-
wise structure of the flow is differently altered in these two regions, once the cylinder
vibrates. In the shear-layer region, an amplification of vorticity spanwise fluctuations
is accompanied by a reduction of the spanwise wavelength; it is found to decrease
as a function of the instantaneous Reynolds number based on the instantaneous flow
velocity seen by the moving body, following the global trend of the wavelength ver-
sus Reynolds number previously reported for fixed cylinders. In the wake region, the
flow spanwise structure is essentially unaltered compared to the fixed body case, in
spite of the major distortions of the streamwise and cross-flow length scales.

Keyword Vortex-induced vibrations · Turbulent wake · Direct numerical
simulation
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1 Introduction

The flow patterns developing downstream of slender bodies with bluff cross-section
have been the object of intense research in the past decades and the circular cylinder
wake has often been used as canonical configuration in this context [1]. Particular
attention was paid to the vortex patterns emerging in the plane perpendicular to the
cylinder axis, including in the case where the body oscillates in the current [2]. The
present study focuses on the structures of the flowoccurring in the spanwise direction.

In the fixed cylinder case, the three-dimensional transition of the flow occurs
through a spanwise undulation of the primary wake vortices. Depending on the
Reynolds number Re, based on the cylinder diameter and oncoming flow veloc-
ity, different regimes associated to distinct spanwise wavelengths may be observed.
A wavelength of the order of one body diameter (i.e. the typical wavelength of a
regime called ‘mode B’ [3]) persists over a wide range of Re, as reported by Mansy
et al. [4] (Re ∈ [300, 2200]), Wu et al. [5, 6] (Re ∈ [200, 1800]), Lin et al. [7]
(Re = 10,000), Chyu and Rockwell [8] (Re = 10,000) and Hayakawa and Hussain
[9] (Re = 13,000). The small-scale spanwise vortices, that appear in the detached
shear layers for Re > 1000 approximately [10–16], also undergo a three-dimensional
transition, as pointed out byWei and Smith [17] and Rai [16]. Prior works suggested
that this flow region is associated with a spanwise wavelength (of the order of 0.5
body diameters) lower than that observed further in the wake [4, 8, 18].

The streamwise evolution of these spanwise patterns and their possible alteration
when the body oscillates are investigated here on the basis of numerical simulation
results. The Reynolds number is set to 3900, as often selected in prior works as
a typical case of the early turbulent regime [19]. The flow past a fixed cylinder is
considered first, as a reference configuration. The spanwise patterns developing once
the cylinder oscillates are investigated in conditions naturally arising for a bluff body
free to move in the current, by considering typical cases of vortex-induced vibrations
(VIV) [20] issued from a prior parametrical study [21] and covering wide ranges of
oscillation amplitudes and frequencies. A detailed analysis has been reported in
a recent paper [22]; the main observations are presented in this proceeding. The
methodology employed in this study is briefly described in Sect. 2 and the principal
results are presented in Sect. 3.

2 Method

The physical system is analogous to that described in [21]. A rigid circular cylinder
is immersed in a current. The Reynolds number, based on the cylinder diameter
and oncoming flow velocity is set to 3900. In the following, all flow quantities are
made non-dimensional by the cylinder diameter, flow velocity and fluid density.
In oscillating body cases, the cylinder is mounted on an elastic support allowing
displacements in the in-line and cross-flow directions, i.e. the directions parallel and
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Fig. 1 Schematic view of the spanwise lines L1 and L2 along which flow quantities are analyzed.
Reproduced from Gsell et al. [22]

normal to the oncoming flow. The structural damping of the oscillator is set to zero. Its
stiffness controls the structural natural frequency,which is varied through the reduced
velocity U ∗, defined as the inverse of the non-dimensional natural frequency. Three
values of the reduced velocity are selected in the present study,U ∗ ∈ {3, 6, 9}. These
values correspond to distinct VIV regimes, generally referred to as initial, upper and
lower branches [21, 23], and allow to cover wide ranges of oscillation amplitudes
and frequencies.

The behavior of the coupled flow-structure system is predicted by direct numerical
simulation of the three-dimensional Navier-Stokes equations. The computations are
performedwith the finite-volume codeNumeca Fine/Open (www.numeca.com). The
Navier-Stokes equations are expressed in the cylinder frame which avoids any grid
deformation. The frame motion is taken into account by adding inertial terms in
the Navier-Stokes equations [21, 24]. The spanwise length of the body is set to 10
diameters. The numerical domain extends from−30 diameters to 90 diameters in the
in-line direction, and from−30 diameters to 30 diameters in the cross-flow direction.
The numerical mesh is composed of 45 × 106 cells. Details of the numerical method,
as well as convergence and validation results have been reported in previous papers
[21, 22].

A quantitative analysis of the spanwise wavelengths emerging in the flow is
performed by monitoring the cross-flow vorticity fluctuations along spanwise lines
placed in the wake, as illustrated in Fig. 1. Two frames attached to the body center are
represented: the frame (xc, yc, z), in translation with respect to the laboratory frame
(x, y, z), and the frame (η, ξ, z), where the η axis is parallel to the instantaneous
oncoming flow Vin, defined as Vin = [1 − ζ̇x ,−ζ̇y, 0] in the laboratory frame, where
ζ̇x and ζ̇y are the non-dimensional body velocities in the x (in-line) and y (cross-flow)
directions. Two flow regions are considered, the shear-layer region (lines L1) and
the wake region (lines L2). Lines L1 are placed in the detached shear layers, which
are automatically tracked during post-processing. These lines may therefore move in
the laboratory frame, in particular when the body oscillates. On the other hand, lines
L2 in the wake region are fixed in the laboratory frame; their cross-flow positions
correspond to regions of maximum and minimum time-averaged spanwise vorticity,
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i.e. regions crossed by the positive and negative wake vortices. Details regarding the
definitions of the monitoring lines and data processing techniques are reported in
[22].

3 Results

A global visualization of the three-dimensional flow is presented in Fig. 2. In the
four studied cases, an instantaneous iso-surface of the Q-criterion [25] is colored by
iso-contours of the cross-flow vorticity (ωy). The Q-criterion highlights a number
of small, elongated vortices, mainly aligned in the (x, y) plane. These vortices have
often been described as streamwise vortices in prior studies. However, due to their
alignment in the (x, y) plane and their oblique orientation in this plane, the term
planar vortices is preferred in the following to designate these flow structures. The
planar vortices are observed both in the fixed and oscillating body cases. While body
motion is generally expected to decrease the three-dimensionality of the flow, the

(a)

z

y

x

(b)

(c) (d)

Fig. 2 Global visualization of the three-dimensional flow: instantaneous iso-surface of the Q-
criterion (Q = 0.1) colored by iso-contours of the cross-flow vorticity (ωy ∈ [−1, 1]) in the (a)
fixed and (b–d) oscillating body cases, for (b) U∗ = 3, (c) U∗ = 6 and (d) U∗ = 9. Reproduced
from Gsell et al. [22]
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Fig. 3 Quantitative analysis of the spanwise fluctuations of the cross-flow vorticity: streamwise
evolution of the typical fluctuation a amplitudes and b wavelengths, in the fixed and oscillating
body cases. In b, error bars indicate the typical time-variability of the wavelength forU∗ = 3 (case
of maximum variability). Reproduced from Gsell et al. [22]

‘density’ of planar vortices in thewake region and theirmagnitude donot significantly
vary from one case to the other. In this region, the planar vortices tend to be more
regularly aligned in the (x, y) planewhen the body oscillates. This suggests that body
motionmay be associated with an homogenization of the three-dimensional patterns.
The planar vortices are generally observed over the entire body length. They define a
typical spanwise length scale of the flow structure. Localized regions without planar
vortices may however be encountered (U ∗ = 9, Fig. 2d), suggesting some possible
amplitude modulations of the three-dimensional patterns.

A closer view of the three-dimensional flow near the body suggests that the forma-
tion of planar vortices tend to be enhanced when the cylinder oscillates. Moreover,
shear-layer visualizations issued from the tracking procedure mentioned in Sect. 2
indicate a spanwise undulation of the shear layers; the undulation amplitudes are
more pronounced in oscillating body cases [22].

A quantitative analysis of the spanwise structure of the flow is presented in Fig. 3,
which shows the streamwise evolution of the typical amplitudes (Az1 and Az2) and
wavelengths (λz1) and λz2) of spanwise fluctuations of the cross-flow vorticity, along
lines L1 and L2 (see Fig. 1). In the fixed body case, a continuous increase of the
spanwise fluctuation amplitude, as a function of the streamwise distance, is observed
in the shear-layer region. The amplitude keeps increasing at the beginning of the
wake region and a maximum value is reached close to x = 3, i.e. near the region of
formation of the spanwise wake vortices.When the cylinder oscillates, the amplitude
of the spanwise fluctuations is dramatically altered in the shear-layer region; it is
generally larger in this case. For example, the peak amplitude in this region for
U ∗ = 6 is roughly 6 times larger than in the fixed body case. The streamwise trend
of Az1 is comparable in the three oscillating body cases: a steep increase in the very
near region (close to the area of spanwise vortex formation), followed by a much
lower increase or a decrease. Some slight differences can be noted in the wake region
for x ∈ [2, 4]. Further downstream (x > 4), the relatively constant amplitudes are
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close in all studied cases, including in the fixed body case. The global upstream shift
of the peak amplitude in the oscillating body cases, compared to the fixed body case,
may be connected to an upstream shift of the spanwise vortex formation region. The
evolution of Az1 and Az2 suggests that the alteration of the spanwise fluctuations,
associated with body motion, is essentially localized close to the cylinder, in the
shear-layer region.

The streamwise evolution of the spanwisewavelengths is depicted in Fig. 3b. In the
fixed body case, the wavelength exhibits a continuous streamwise evolution. Distinct
trends can be observed in the shear-layer andwake regions: the wavelength decreases
as a function of the streamwise distance in the shear-layer region while it tends to
increasewith x further downstream.Aminimumwavelength close to 0.5 diameters is
noted around x = 2.Theoverall trendof thewavelength is similar for oscillating body
cases. The alteration of the wavelength associated with body motion is concentrated
in the shear-layer region. In this region, lowerminimumvalues ofλz1, still close to 0.5
diameters, can be reached once the cylinder oscillates. It appears that the spanwise
wavelength tends to decrease as a function of the instantaneous Reynolds number,
i.e. based on the instantaneous flow velocity seen by the moving body: the global
decreasing trend of the wavelength versus Reynolds number, previously reported
for fixed cylinders [4, 6], persists in the oscillating body case when considering
the instantaneous Reynolds number. The present results indicate that the spanwise
wavelength scales with the momentum thickness of the boundary layer at separation.
The momentum thickness is altered when the cylinder moves and it is found to
decrease when the instantaneous Reynolds number increases, which may explain
the above trend. This discussion is detailed in [22]. In contrast, there is no major
modification of λz2 in the wake region. The variation of the wavelength between the
different cases is generally smaller than its time variability for a given case (indicated
by error bars forU ∗ = 3, which is the case of maximum variability). In addition, the
variation of λz2 in this region is negligible compared to the variation of the (x, y)
typical length scales of the wake.

Acknowledgements This study is part of a Ph.D. work [26] funded by the French Ministry of
Research. It was performed using HPC resources from GENCI (Grants No. x20152a7184 and No.
c20162a7184).
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Vortex-Induced Vibration of Symmetric
Airfoils Used in Vertical-Axis Wind
Turbines

Bridget Benner, Daniel Carlson, Banafsheh Seyed-Aghazadeh,
and Yahya Modarres-Sadeghi

Abstract The present work considers a flexibly-mounted NACA 0021 airfoil,
allowed to oscillate in the crossflow direction to investigate its Vortex-InducedVibra-
tion (VIV) response at different angles of attack. This airfoil is considered, since it
is one of the airfoils used in Vertical-Axis Wind Turbine (VAWT) designs. Based
on the experimental results of the current work, for smaller angles of attack, α, no
oscillation was observed. Oscillations started at α = 60°, with a rather small ampli-
tude and small lock-in range, and grew in peak amplitude and width of the lock-in
range through α = 90°, where VIV persisted for a wide range of reduced velocities:
1.7 < U* < 12 (where U* = U/f nD, is the reduced velocity, U is the flow velocity,
f n is the structure’s natural frequency in otherwise still water, and D is the chord
length) and reached an amplitude of A* = 1.93 (defined as A* = A/D, where A is the
amplitude of oscillations and D is the chord length of the airfoil). Flow visualiza-
tions were conducted using Bubble Image Velocimetry (BIV) technique, with image
pairs captured by a high-speed camera. These flow visualizations indicated 2S vortex
shedding patterns in the wake of the oscillating airfoils at a frequency equal to the
oscillation frequency, confirming that the observed oscillations are VIV.

Keywords Vortex-induced vibration · Vertical-axis wind turbine

1 Introduction

Vortex-induced vibration (VIV) occurs in bluff bodies when the frequency of vortex
shedding off the body locks-in with the structure’s natural frequency. Once the oscil-
lations start, the shedding frequencydeviates from that predicted for a fixedbluff body
using Strouhal law and matches the frequency of oscillations for a range of reduced
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velocities (a dimensionless number relating the flow velocity to the structural natural
frequency). This range of large-amplitude oscillations is called the lock-in range.
VIV has been extensively studied for the model case of a flexibly-mounted cylinder
placed in flow [1, 2]. Other cases where VIV has been observed in a bluff-body with
non-circular cross-section have been considered as well [3–5]. For bluff bodies with
non-circular cross-sections, a non-zero mean lift force acts on the body, which could
result in another type of response with lower oscillation frequency compared with
the shedding frequency and larger amplitude of oscillations compared with what
is observed in VIV, called galloping. A combined VIV and galloping response is
sometimes observed in these cases.

In order for VIV to be observed in a streamlined structure (i.e. an airfoil), the
airfoil needs to be placed at relatively large angles of attack such that vortices are
shed in the wake of the body. One practical example of an airfoil that is placed at
large angles of attack is observed in VAWTs. VAWTs have been considered recently
as a viable alternative for floating offshore wind turbines [6, 7] and therefore deeper
understanding of how they behave is of great significance. This need for a deeper
understanding of the behavior of airfoils at large angles of attack has led to recent
numerical and experimental studies on VIV of airfoils.

Skrzypiński et al. [8] studied VIV of a DU96-W-180 airfoil placed at an angle
of attack of 90° using a numerical technique with forced motion in the chordwise
direction, and reported “the possibility of the lock-in phenomenon” [8]. Ehrmann
et al. [9] performed experimental work in a wind tunnel to study the influence of
a sharp edge on the reduction of VIV magnitude using three elastically-mounted
airfoil shapes (NACA-0018) at a fixed angle of attack of 90°. They concluded that
one sharp edge is enough to reduceVIVmagnitude. Zou et al. [10] developed amodel
to predict VIV of an airfoil using a free wake aerodynamic code and compared their
results with measured data for a DU96-W-180 airfoil as well as results obtained for
the same airfoil via numerical studies by Skrzypiński et al. [8].

The existing studies on VIV of an airfoil placed at large angles of attack have all
been focused on a single angle of attack. In order to obtain an overall view of the
airfoil’s behavior at various angles of attack, pinpoint the angle of attack at which
VIV starts and observe how the magnitude of the response and the width of the
lock-in range changes with varying angles of attack, the current work focuses on a
series of experiments on a symmetric airfoil that is extensively used in the current
designs of VAWTs.

2 Experimental Setup and Results

2.1 Experimental Setup

The experiments were conducted in a re-circulating water tunnel, with a test section
of 1.27 m × 0.5 m × 0.38 m and a turbulence intensity of less than 1% for up to
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Fig. 1 The flow direction
and the angle of attack

a flow velocity of U = 0.3 m/s. A NACA-0021 airfoil was printed of ABS plastic
with a chord of 4.13 cm and a length of 23.9 cm. The airfoil was affixed to a surface-
piercing cylindrical extension with a diameter of 12.7 mm, such that the entire airfoil
length was submerged and the cylindrical attachment was submerged 50% into the
water, 2.5 cm in the water, out of a total extension length of 5.0 cm. The cylindrical
extension served to minimize the surface wake effects at the free surface. The airfoil-
cylinder assembly was mounted on low-damping air bearings free to move in the
crossflow direction (i.e., perpendicular to the direction of the incoming flow) and
springs extended from the metal plate to a fixed housing. This air bearing setup was
used before for other VIV studies (e.g. Seyed-Aghazadeh et al. [3]) by the authors.
The structural damping ratio was found to be ζ = 0.0067 and the natural frequency in
air f na ~ 0.61 Hz. The total moving mass of the system was m = 0.225 kg, resulting
in a mass ratio of m* = 3.64, where the mass ratio is defined as m* = m/ρVd ,
where m is the total moving mass of the system (including the airfoil, extensions, air
bearings, mounting bracket, force sensor and various cabling) and Vd is the volume
of the airfoil and the submerged portion of the cylindrical extension. The natural
frequency of the airfoil in water, f nw, was obtained for each angle of attack (Fig. 1)
by measuring the peak frequency of the vibrating structure decaying from an initial
displacement for at least 50 cycles.

2.2 An Overall View of the Response

The displacement time histories were measured for all angles of attack over a range
of varying reduced velocities. These time histories were used to obtain themagnitude
and frequency of oscillation at each point and the summary of these results are plotted
in Fig. 2 as the dimensionless amplitudes of the airfoil crossflow oscillations, A*,
versus the reduced velocity, U*, at varying angles of attack, α. For angles of attack
smaller thanα= 55°, no oscillations are observed in the entire reduced velocity range
tested. Very small-amplitude oscillations are observed for α = 60°, in a range of 5.8
< U* < 6.7 and a peak amplitude of A* = 0.063 is observed at U* = 6.5. At larger
angles of attack, α = 65°–90°, non-zero amplitudes are observed within a range of
reduced velocities, resembling the lock-in range of a typical VIV response. For α

= 65° the non-zero magnitudes are observed for 5.5 < U* < 8.0, with a maximum
magnitude ofA*= 0.497 observed atU*= 6.838. As the angle of attack is increased,
the lock-in range becomeswider, and themaximumamplitude of oscillation becomes
larger, such that the widest lock-in range, 1.7 < U* < 12, is observed for α = 90°
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Fig. 2 Dimensionless amplitude of the crossflow oscillations, A* = A/D, versus the reduced
velocity, U* = U/f nwD, and the angle of attack, α

when the chord length of the airfoil is completely perpendicular to the incoming flow
direction. The largest peak amplitude of oscillations, A* = 1.93, is also observed at
U*= 5.7 for α = 90°. For all the cases where oscillations are observed the oscillation
frequency remains close to the structure’s natural frequency.

2.3 Sample Cases and the Higher Harmonic Contributions

In Fig. 3, time histories of the airfoil’s dimensionless amplitude and the dimensionless
force coefficient, which acts on the airfoil in the cross-flow direction, are plotted
together with their corresponding frequency contents for a sample case of α = 85°,
at a reduced velocity of U* ~ 5.9. In these plots t* is time normalized by the natural
frequency of the system in still water. The amplitude of the response is A* = 1.4.
The dimensionless crossflow force coefficient is found as Cy = 2Fy/ρDU2L, where
Fy is the flow force measured using the force sensor in the crossflow direction and L
is the length of the airfoil.

In frequency plots the frequency is normalized by the natural frequency of the
system in still water and therefore the peak oscillating frequency stays very close to
unity. This is expected in a typical VIV response, since the flow forces are due to the
shedding of vortices and the oscillations start when the frequency of vortex shedding
equals the natural frequency of oscillation. The resulting oscillation, therefore, is
expected to have a frequency equal to that of the natural frequencyof the system.What
is more interesting in the frequency response is the contribution of higher harmonic
components of the main frequency in the frequency contents of both displacement
and forces. This is clear in the frequency plots for displacement and force, where
higher harmonics at twice and three times the crossflow oscillation frequencies are
observed. The second higher harmonics are observed due to the system’s asymmetry.
The third higher harmonic is due to the contribution of the fluctuating drag force in the
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Fig. 3 Sample time history and fast Fourier transform (FFT) plots of the airfoil’s a dimensionless
amplitude and b lift coefficient in the cross-flow direction together with c, d their corresponding
frequency contents, measured using the force sensor and displacement sensor for U* ~ 5.9 at α =
85°. In the above plots, CL = 2FL /ρDU2L and t* = tf nw

force measured in the cross-flow direction. It is known that the fluctuating drag force
has a frequency twice the shedding frequency (since the force in the drag direction
sees two vortices of similar strength during every period of crossflow oscillations).
Since the structure oscillates in flow, the crossflow force has a component of the
lift force (perpendicular to the relative velocity of the structure with respect to the
incoming flow) and drag force (in line with that relative velocity). By considering
the components of lift and drag in the crossflow direction, one can show that third
harmonic contributions can be observed in the crossflow direction.

2.4 The Wake Pattern

BIV flow visualizations were performed to study the shedding pattern of the airfoil
at varying angles of attack in the range of α = 0°–90°. Figure 4 shows the vortices
formed in thewake of the airfoil atα = 0°, 20°, 60°, 65°, and 80° at a reduced velocity
of U* ~ 5.7. The images were produced using a Phantom Miro M110 high-speed
camera positioned underneath the water tunnel recording at 100 fps. Distinct vortex
shedding patterns at this reduced velocity are observed for angles of attack α = 65°
and α = 80°, when the airfoil is experiencing VIV. At both angles of attack α = 65°
and α = 80°, for a reduced velocity of U* ~ 5.7, two single vortices are shed per
cycle of oscillation (2S pattern).
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Fig. 4 Flow visualization for wake of the airfoil at U* ~ 5.7 at angles of attack of a α = 0°, b α

= 20°, c α = 60°, d α = 65°, e–g α = 80°

3 Conclusions

Flow-induced oscillations of a NACA-0021 airfoil at various angles of attack in the
range of 0° < α < 90° were studied experimentally over a range of reduced velocities
of 0.6 <U* < 13.0 and a range of Reynolds numbers of 600 <Re < 13,300. The airfoil
was free to oscillate in the crossflow direction only, perpendicular to the incoming
flow. Non-zero amplitudes were observed for angles of attack in the range of α =
60°–90° over a range of reduced velocities specific to each angle of attack. The α

= 90° case exhibited the widest lock-in range (1.7 < U* < 12) and the largest peak
amplitude (A* = 1.93 at U* = 5.7). For all cases where oscillations were observed
(α = 65°–90°), the dimensionless oscillation frequency had a value of f* ~ 1 at
the beginning of the lock-in range and gradually increased to 1.2 < f* < 1.4. Flow
visualizations indicated 2S vortex shedding patterns in the wake of the oscillating
airfoils at particular angles of attack when the shedding frequency was equal to the
oscillation frequency, confirming that the observed oscillations are due to VIV.

During operation, vertical-axis wind turbines are known to encounter every
possible angle of attack. Thus, for certain flow velocities and structural natural
frequencies, vertical axis turbines are shown to experience VIV, which could have a
deleterious effect on the fatigue life of the turbine as a whole.

Acknowledgements This research is supported in part by the National Science Foundation under
NSF award numbers EEC-1460461 and CBET-1437988.
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Flow Past an Oscillating Cylinder:
Effects of Oscillation Mode on Wake
Structure

S. Peppa, L. Kaiktsis, C. E. Frouzakis, and G. S. Triantafyllou

Abstract We present a computational study of three-dimensional flow past a
cylinder forced to oscillate both transversely and in-line with respect to a uniform
stream. The cylinder oscillates with a frequency in the in-line direction equal to twice
the transverse oscillation frequency, thus following afigure-eight trajectory; for aflow
from left to right, the figure-eight is traversed in either a counter-clockwise or a clock-
wise direction in the upper half plane. Flow simulationswere performed for Re= 400
(for which the unforced flow is fully three-dimensional) for different cases, defined in
terms of the oscillation mode (counter-clockwise or clockwise motion) and the ratio
of transverse oscillation frequency to the natural frequency of vortex shedding (F =
0.8, 0.9, 1.0 and 1.1). The results demonstrate that the effect of cylinder oscillation
on the flow structure and forces differs substantially between the counter-clockwise
and the clockwise oscillation mode. For the counter-clockwise mode, forcing at low
amplitude decreases the flow three-dimensionality, with the wake becoming increas-
ingly three-dimensional for transverse oscillation amplitudes higher than 0.25–0.30
cylinder diameters. For the case of clockwise mode, a strong stabilizing effect is
found: the wake becomes two-dimensional for a transverse oscillation amplitude of
0.20 cylinder diameters, and remains so at higher amplitudes.

Keywords Fluid-structure interactions · Wake instability · DNS · Bluff-bodies
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1 Introduction

Flows past bluff bodies exhibit very rich physics. To shed light on thewake dynamics,
several numerical studies of three-dimensional flow past a stationary cylinder have
been performed. Studies relevant to Vortex Induced Vibration (VIV) have considered
the flowpast a cylinder oscillating either in the transverse or the in the in-line direction
with respect to the incoming stream. The present study concerns the flow past an
oscillating cylinder following a figure-eight trajectory, commonly encountered in
VIV. Direct Numerical Simulation (DNS) of three-dimensional flow past a circular
cylinder is performed, at a Reynolds number of 400. The Navier-Stokes equations
for incompressible flow are solved using the spectral element code nek5000 [1].

A postulate of previous literature studies of flow past an oscillating cylinder is
that cylinder motion organizes the flow, bringing it closer to two-dimensional flow.
Indeed, it has been shown that, in the case of transverse cylinder oscillation, in the
Reynolds number range up to 300–400, the flow is characterized mostly by two-
dimensionality at oscillation amplitudes above 10% of the cylinder diameter [2, 3].
The stabilizing effect of forcing in the case of transverse cylinder oscillation has been
further confirmed and quantified by the Floquet stability analysis calculations of [4].

In this paper, following our previous study [5], we perform three-dimensional
simulations past an oscillating cylinder for awider range of oscillation frequencies, to
investigate the wake dynamics, and relate it to the direction in which the figure-eight
is traversed. Several numerical experiments with different oscillation frequencies are
employed for the twooscillationmodes considered (counter-clockwise and clockwise
motion). A ratio of in-line and transverse oscillation amplitude ε = 0.2 is used,
based on experimental observations reported in [6],whereas the transverse oscillation
amplitude varies from 0 to 0.60 cylinder diameters.

2 Formulation and Numerical Method

We consider flow of an incoming uniform stream past a cylinder of diameter D.
The velocity of the fluid far upstream the cylinder is U∞, the density and kinematic
viscosity of the fluid are, ρ and ν, respectively. The Reynolds number of the flow,
defined as Re = U∞ · D/ν, is equal to 400, a value identical to the one used in the
two-dimensional simulations reported in [7], and close to that in the experiments of
[8]. We use a Cartesian coordinate system formed by x-axis, parallel to the incoming
flow, y-axis, normal to the flow, and z-axis, along the cylinder span. The cylinder
oscillates around amean position, with transverse amplitudeAy and in-line amplitude
Ax. The in-line oscillation frequency is twice the transverse frequency, f x = 2f y. The
instantaneous displacement of the cylinder in the y-direction is:

ηy = Ay sin(2π fy t) (1)
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while the corresponding displacement in the x-direction can be:

ηx = ±Ax sin(2π fx t) = ±Ax sin(4π fy t) (2)

For a flow stream from left to right, the plus (+) sign in Eq. (2) corresponds to
a motion which is counter-clockwise in the upper x-y plane and the minus (−) sign
to a clockwise motion in the upper x-y plane. It is noted that, in general, the in-line
oscillation can be characterized by a phase shift with respect to the transverse oscil-
lation, i.e. ηx = Ax sin(4π fy t + θ), resulting in different trajectories and direction
of the cylinder motion. The figure-eight counter-clockwise and clockwise motion
correspond to values of phase shift θ = 0 and θ = π, respectively.

The fluid forces acting on the cylinder in the transverse and in-line direction are
the lift and drag force, respectively. The total lift and drag force, per cylinder unit
length, are scaled with the dynamic pressure, yielding the lift and drag coefficient,
respectively:

Fy = 1

2
ρU 2

∞DCL (3)

Fx = 1

2
ρU 2

∞DCD (4)

The instantaneous lift coefficient, CL , can be decomposed into the time-averaged
value, <CL> and an instantaneous fluctuation, C ′

L , i.e. CL =< CL > +C ′
L , where <

CL >= 1/T
∫ T
0 CLdt ,withT representing a large integration time.Correspondingly,

the decomposition of the drag coefficient, CD , is: CD =< CD > +C ′
D where

< CD >= 1/T
∫ T
0 CDdt .

Wewill denote the rootmean square (r.m.s.) ofC ′
L andC

′
D byCL ,RMS andCD,RMS ,

respectively.
From dimensional analysis it follows that all non-dimensional force coefficients

are functions of: the Reynolds number, the reduced y-amplitude, Ay/D, the relative
x-amplitude, ε = Ax/Ay , and the frequency ratio F = fy/ fs (where f s is the natural
frequency of the Kármán vortex street). Each of the two directions in which the figure
eight trajectory can be traversed defines a different physical problem [9]; thus the
dynamics also depends on the oscillation mode (counter-clockwise or clockwise).

The governing equations are the Navier–Stokes and incompressibility equations.
For convenience, we non-dimensionalize all lengths with respect to D, all velocities
with respect to U∞, time with respect to D/U∞, and pressure with respect to ρU 2∞.
Then the incompressibility and Navier–Stokes equations read:

∇ · �u = 0 (5)

∂ �u
∂t

+ �u · ∇ �u = −∇ p + 1

Re
∇2�u (6)
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where �u is the absolute velocity vector, and Re is the Reynolds number of the flow.
On the cylinder surface, the instantaneous fluid velocity is equal to that of the

cylinder, i.e. �u = �ux + �uy = dηx/dt�i + dηy/dt �j , where (ηx, ηy) is now the non-
dimensional cylinder displacement, and �i , �j are the unit vectors in the x- and y-
direction. To avoid the reconstruction of the computational grid at each time step,
we use a frame of reference that is fixed on the cylinder. Taking that �u represents the
relative, with respect to the moving cylinder, velocity, the incompressibility equation
remains the same, while the momentum equation (Eq. 6) changes to:

∂ �u
∂t

+ �u · ∇ �u = −∇ p + 1

Re
∇2�u − d2ηx

dt2
�i − d2ηy

dt2
�j (7)

i.e. a d’Alambert acceleration is present at the right-hand side of Eq. (7). This means
that, in order to find the actual force components acting on the cylinder, one has
to subtract from the computed forces the “dynamic Archimedes” forces, which are
equal to −(π/4)ρD2d2ηy/dt2 �j and −(π/4)ρD2d2ηx/dt2�i , for the lift and drag
force, respectively. Moreover, the flow boundary conditions corresponding to x-y
cross-sections are modified as follows: (i) at the inflow and at the side boundaries,
�uy = −dηy/dt �j , �ux = 1�i − dηx/dt�i , (ii) on the cylinder surface, the instantaneous
fluid velocity is reduced to �u = 0, (iii) at the outflow, the Neumann-type boundary
condition is maintained, ∂ �u/

∂η = 0. Finally, periodic boundary conditions are
prescribed for the end planes in the spanwise direction.

The parallel code Nek5000 [1], based on the Spectral Element Method [10, 11]
is used to solve Eqs. (5) and (7) subject to the new boundary conditions. The code
has been validated and resolution tests have confirmed the accuracy of the present
simulations [5].

With reference to the cylinder centre, the computational domain extends 20 diam-
eters upstream and 60 diameters downstream. In the vertical direction the domain
is symmetrical, extending up to 17 diameters from the cylinder center. The domain
length in the spanwise direction (z-direction) is chosen to be Lz = 2π, which is
deemed sufficient based on experimental observations regarding the spanwise wave-
length, as well as on published three-dimensional computational studies of flow past
a cylinder (see [12] and references therein, [13]).

In x-y planes, the discretization consists of 2056 spectral elements. In the z-
direction, a total of 10 element layers are used. Thus, 20,560 three-dimensional
spectral elements are used in total, each with 8 × 8 × 8 elemental resolution. The
spectral element grid is illustrated in Fig. 1. A third-order semi-implicit temporal
scheme is employed for time discretization [14]; the time step is 	t = 0.001.
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Fig. 1 Spectral element grid for three-dimensional flow past a circular cylinder used in the
simulations

3 Results

We have performed DNS of flow past an oscillating cylinder with transverse oscilla-
tion frequency close to the frequency of vortex formation behind a stationary cylinder.
The cylinder follows a figure-eight trajectory which is traversed into two distinct
ways: (i) counter-clockwise and (ii) clockwise in the upper x-y plane. In the present
simulations, four values of frequency ratio were studied,F = 0.8, 0.9, 1.0 and 1.1, for
a constant value of amplitude ratio ε equal to 0.2, while the corresponding transverse
oscillation amplitude varies from 0 to 0.60 of the cylinder diameter. We assume that
the flow is past an infinitely long circular cylinder, approximated here with a finite
domain length in the spanwise direction, with periodic boundary conditions for the
end planes.

For each numerical experiment, corresponding to a certain combination of
frequency and oscillation amplitude, the flow is computed until a statistical steady
state is reached, within which the flow mean quantities are time-independent. Simu-
lations are initialized from flow fields corresponding to lower oscillation amplitudes
with a smooth increase in amplitude. After reaching the constant amplitude regime,
the governing equations are further integrated in time until a statistical steady state
is reached.

Themagnitude of non-dimensional lift forces, expressed in terms ofCL,RMS versus
the transverse oscillation amplitude, is shown in Fig. 2a, b. It is assessed that, for
clockwise motion, the lift fluctuations increase substantially with oscillation ampli-
tude, while, for counter-clockwise motion, there is a milder dependence on Ay/D.
For counter-clockwise cylinder motion with F = 1.0, the curves of lift forces remain
almost flat for oscillation amplitude 0.10–0.50, whereas, for oscillation with F= 1.1,
the magnitude of the lift force decreases in the range of high values of Ay/D.
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Fig. 2 Variation of the rms of the lift coefficient CL,RMS for counter-clockwise (a) and clockwise
(b) oscillation with ε = 0.2 as a function of the non-dimensional amplitude Ay/D, for frequency
ratios F = 0.8, 0.9, 1.0 and 1.1

The variation of the mean drag coefficient <CD>, for the two oscillation modes
is shown in Fig. 3a, b. For counter-clockwise oscillation, the drag force exhibits a
monotonic increase with oscillation amplitude, as demonstrated in Fig. 3a, which
suggests the absence of a major transition in the shedding mode; the case of F = 1.1
appears as a possible exception. Higher values of time-averaged drag coefficient are
found for resonant forcing with counter-clockwise oscillation, suggesting a wider
wake. For the clockwise mode, drag forces exhibit in general a monotonic increase
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Fig. 3 Variation of the mean drag coefficient <CD> for counter-clockwise (a) and clockwise
(b) oscillation with ε = 0.2 as a function of the non-dimensional amplitude Ay/D, for frequency
ratios F = 0.8, 0.9, 1.0 and 1.1

with transverse oscillation amplitude, as demonstrated in Fig. 3b, suggesting the
absence of a major transition in the shedding mode, with flat regions present for F =
0.8 and F = 1.1.

Visualizations of the wake in terms of vorticity isocontours illustrate the three-
dimensionality effects and the overall structure of the vortex street. The visualizations
presented here correspond to the cylinder mean position, i.e., ηy/D = ηx/D = 0, at
different oscillation amplitudes. The variation in flow structure can be related to the
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variation of forces on the cylinder, although the relation is by no means straightfor-
ward. First results for the case of flow past an oscillating cylinder have been presented
in [5], showing the effect of counter-clockwise cylinder motion with F = 1.0 on flow
structures, for representative values of transverse oscillation amplitude.

The present results demonstrate a strong stabilizing effect (return to two-
dimensional flow) for clockwise cylindermotion. In particular, Fig. 4 presents instan-
taneous vorticity isocontours, plotted at the moment that the cylinder occupies its
mean position, at different oscillation amplitudes, for clockwise cylindermotionwith
F = 0.9 and F = 1.0. For F = 0.9, for an oscillation amplitude Ay/D = 0.40 (see
Fig. 4b), strong vortex tubes are present, while the streamwise rolls have disappeared
in the near wake, and the entire wake is two-dimensional at large times. The same
effect is observed for F = 1.0, already for the lower oscillation amplitude Ay/D =
0.20 (see Fig. 4c, d). This return to two-dimensional flow is associated with the clear
monotonic increase of forces with oscillation amplitude, as shown in Figs. 2b and
3b.

The trend of reducingwake three-dimensionalitywith oscillation amplitude is also
noted for the counter-clockwise oscillation mode at moderate oscillation amplitude,
as shown in Fig. 5. In particular, for F = 0.9 and transverse oscillation amplitude
equal to 0.30, the wake is characterized by reduced levels of vortex tube deformation
in the near wake mostly (Fig. 5b). The wake complexity increases again at higher
oscillation amplitudes (see Fig. 5c), corresponding to transverse oscillation ampli-
tude of 0.60. The decrease and subsequent increase of wake three-dimensionality
with oscillation amplitude is also found for F = 1 (see Fig. 5e, f, corresponding to
transverse oscillation amplitude of 0.3 and 0.6, respectively).

Fig. 4 Clockwise mode: instantaneous vorticity isosurfaces (top view) of three-dimensional flow
for a cylinder oscillating at: (i) F = 0.9 and Ay/D = 0.30 (a), 0.40 (b) and (ii) F = 1.0 and Ay/D =
0.20 at t = 10T (c), 0.20 at t = 30T (d), T being the oscillation period
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Fig. 5 Counter clockwisemode: instantaneous vorticity isosurfaces (top view) of three-dimensional
flow for a cylinder oscillating at: (i) F = 0.9 and Ay/D = 0.10 (a), 0.30 (b), 0.60 (c) and (ii) F =
1.0 and Ay/D = 0.10 (d), 0.30 (e), 0.60 (f)

4 Conclusions

In this paper, computational results for three-dimensional flow past an oscillating
cylinder, undergoing a figure-eight trajectory, have been presented. Flow simulations
were performed forRe= 400 (forwhich the unforced flow is fully three-dimensional)
for different cases, characterized by the type of cylinder motion (counter-clockwise
or clockwise) and the ratio of transverse oscillation frequency to the natural frequency
of vortex shedding.

The present results demonstrate that the cylinder oscillationmode critically affects
the wake three-dimensionality and overall structure. Counter-clockwise motion has
a stabilizing effect when the cylinder oscillates at moderate amplitudes, in terms
of reducing the three-dimensionality in the near wake, an effect which is most
pronounced at F = 1.0; the wake three-dimensionality increases at higher oscil-
lation amplitudes. Moreover, the present results show that, in the case of the clock-
wise mode, the cylinder oscillation has a strong stabilizing effect, with the flow
becoming two-dimensional at different transverse oscillation amplitude, depending
on the frequency of oscillation; flow two-dimensionality is maintained for high
oscillation amplitudes.
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Turbulent Backward-Facing Step Flow:
Reliability Assessment of Large-Eddy
Simulation Using ILSA

Bernard J. Geurts, Amirreza Rouhi, and Ugo Piomelli

Abstract Reliability assessment of large-eddy simulation (LES) of turbulent flows
requires consideration of errors due to shortcomings in the modeling of sub-filter
scale dynamics and due to discretization of the governing filtered Navier-Stokes
equations. The Integral Length-Scale Approximation (ILSA) model is a pioneering
sub-filter parameterization that incorporates both these contributions to the total
simulation error, and provides user control over the desired accuracy of a simulation.
The performance of ILSA, implemented as eddy-viscosity models, for separated
turbulent flow over a backward-facing step is investigated here. We show excel-
lent agreement with experimental data and with predictions based on other, well-
established sub-filter models. The computational overhead is found to be close to
that of a basic Smagorinsky sub-filter model.

Keywords Turbulence · Large-eddy simulation · ILSA modelling · Reliability

1 Introduction

Large-eddy simulation (LES) of turbulent flow has a long and rich history. During
the 1960s first parameterizations, such as Smagorinsky’s eddy-viscosity model [1]
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were proposed to capture the effects of localized turbulent motions on the large
energy-carrying scales. The coarsening length-scale of choice was directly linked to
the mesh-size in the computational grid, often chosen as the cube-root of the volume
of a grid cell [2]. While coarsening is helpful in reducing the computational effort
required for a simulation of a particular flow, it also introduces uncertainty regarding
the accuracy of the results [3, 4]. Achieving a clear estimation and control of the level
of uncertainty in the coarsened predictions, is a crucial pacing item in LES research.
We review the recent ILSA proposal (Integral Length-Scale Approximation) which
is a first framework that can address dynamic error control systematically, closely
following [5, 6].

The computational grid for LES is often defined independent of the flow. Corre-
spondingly, also the grid-based local coarsening length-scale is decoupled from the
actual local flow. However, LES coarsening could in principle differ from location to
location and from time to time, in response to local turbulence levels and variations
in length- and time scales. Such would allow for lower resolution in regions of rather
quiescent flow and higher resolution where required by the locally more detailed
flow [7]. Recently, in Piomelli et al. [5] an alternative coarsening length-scale was
put forward for LES, based on flow physics rather than on the grid scale. This idea
was implemented in the form of an eddy-viscosity model based on the local integral
length-scale. The model coefficient is specified with reference to the concept of ‘sub-
filter activity’ as suggested in Geurts and Fröhlich [8]. The eddy-viscosity is such
that an a priori user-defined measure for the error level can be maintained. Effec-
tive model parameters that implement this sub-filter activity level can be inferred
computationally from exploratory coarser simulations, following the SIPI (Succes-
sive Inverse Polynomial Interpolation) error minimization [9]. Combined, ILSA is a
first, complete formulation in which the issue of LES reliability for a particular flow
is key.

In this paper we review the ILSA modeling strategy and discuss the development
and testing of the new model for flow over a backward-facing step, showing that
the new eddy-viscosity model compares closely with experimental data by Vogel
and Eaton [10]. ILSA does not require the introduction of any ad hoc user-defined
parameters, other than the target sub-filter activity, i.e., the desired level for the total
simulation error. The ILSA model allows to separate the problem of representing
small-scale turbulent motions in a coarsened flow model from that of achieving
accurate numerical resolution of the solution. The formulation supports the notion
of grid-independent LES, in which a prespecified reliability measure is used to deter-
mine the local coarsening length-scale. This is basic to achieving a priori error
control.

The organization of this paper is as follows. In Sect. 2 we briefly review reliability
issues in LES. Basic ILSA is presented in Sect. 3 in which the original ‘global’ ILSA
and the ‘local’ ILSA extension are discussed. Section 4 presents results for turbulent
backward-facing step flow, closely following [6]. Summarizing remarks are collected
in Sect. 5.
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2 Reliability Issues in Large-Eddy Simulation

In this section we briefly review the main components that make up the total simu-
lation error in LES and discuss the error-landscape approach to visualize interacting
error contributions. A standard formulation for LES assumes a spatial convolution
filter with an effective width �, coupling the unfiltered Navier-Stokes solution to
the filtered solution. In this paper we work with incompressible flows, governed by
conservation of mass and momentum respectively,

∂ j u j = 0

∂t ui + ∂ j (uiu j ) + ∂i p − 1

Re
∂ j j ui = −∂ j (uiu j − uiu j )

where the overbar denotes the filtered variable. Here, we use Einstein’s summation
convention and use p for the pressure and u for the velocity field. Time is denoted
by t and partial differentiation with respect to the jth coordinate by the subscript j.
Relevant length (L) and velocity (U) scales, and the constant density and kinematic
viscosity (ν) are used to make the equations dimensionless and define the Reynolds
number Re = UL/ν. On the left-hand side we observe the incompressible Navier-
Stokes formulation in terms of the filtered variables. On the right hand side the
filtered momentum equation has a non-zero contribution expressed in terms of the
divergence of the sub-filter stress tensor

τi j = uiu j − uiu j

The sub-filter tensor expresses the central ‘closure problem’ in LES, as it requires
both the filtered as well as the unfiltered representation of the solution. Since only
the filtered solution is available in LES, the next step in modeling the coarsened
turbulent flow is to propose a sub-filter model M in terms of the filtered solution
only. Numerous sub-filter models have been proposed for LES, among which eddy-
viscosity models [3, 11] regularization models [12] and similarity models [13]. In
this paper we restrict ourselves to eddy-viscosity models, in which the anisotropic
part of sub-filter stress tensor is given by, where Sij denotes the rate of strain tensor
of the filtered velocity field, i.e., the symmetric part of the velocity gradient, and νsfs

is the sub-filter scale eddy viscosity.
A central premise of numerical simulation asserts that the solution to a given PDE

problem should be obtained accurately and efficiently, while simultaneously, a close
upper-bound for the error should be estimated. In the context of LES this not only
implies a study of the effects of numerical discretization errors on the dynamics of
the simulated solution, but also includes the role of the model for the sub-filter stress
tensor as well as the interaction between these two basic sources of error [14–16].
However, in practice the computational costs of simulating a flow on N3 grid points,
using an explicit time-stepping method, scales ∼ N 4 with N the number of grid
points along a coordinate direction. This cost implies a large role of the numerical
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Fig. 1 Error landscape for LES based on the Smagorinskymodel applied to decaying homogeneous
isotropic turbulence at a Taylor Reynolds number of 100. The error in the resolved enstrophy,
relative to the DNS prediction, is shown as function of the spatial resolutionN and the Smagorinsky
coefficient—reproduced with permission from Meyers et al. [18]. Each dot on the error-surface
corresponds to a particular LES

method in capturing the actual LES solution [17].Hence, at practically feasible, likely
marginal resolution, both the selected sub-filter model as well as the adopted spatial
discretization method can have a significant influence on the simulated dynamics.
Together, these influences give rise to the total simulation error.

Since the modeling and discretization error effects can partially counteract each
other [19–23] it is not straightforward to assess the overall simulation error in a given
flow property. Instead, one can resort to a computational assessment of the simulation
error for selected cases [24, 25]. This is known as the error-landscape approach. In
Fig. 1we showsuch an error-landscape forLESof homogeneous isotropic turbulence,
based on the Smagorinsky model. The error is based on the relative deviation of the
turbulent kinetic energy between, on the one hand, a particular LES (at given spatial
resolution N and value of the Smagorinsky coefficient CS) and, on the other hand,
the underlying direct numerical simulation. Each dot on the error-landscape surface
denotes the error in a particular LES. At zero Smagorinsky coefficient, e.g., the
LES corresponds to a ‘no-model’ or under-resolved simulation. We observe that the
error decreases rapidly and smoothly with increasing spatial resolution, indicating
convergence toward DNS predictions at high enough spatial resolution. Moreover,
we notice that at fixed, coarse, spatial resolution N and sufficiently large values
of the Smagorinsky coefficients, also rather large errors arise. In between the ‘no
model’ case and a very large CS there appears a minimum in which possible partial
cancellation of modeling and discretization error effects is achieved optimally at that
value of grid resolution N. This would yield the lowest total simulation error at the
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corresponding computational cost. The optimal refinement strategy can be inferred
by determining these minima as function ofN. Knowledge about such error behavior
can be used to classify errors due to numerical dissipation and sub-filter contributions
[26]. Strictly speaking, the optimal refinement strategy can be inferred only after a
database of LESs is collected—the optimal Smagorinsky coefficient at given spatial
resolution is a quantity that currently cannot be predicted in advance theoretically
[27].

A computational estimate of the optimal Smagorinsky coefficient at given spatial
resolution can be obtained at modest additional cost using the SIPI method (Succes-
sive Inverse Polynomial Interpolation) [9]. At given N this method takes error levels
at three prior simulations using different CS values, and, via quadratic interpolation,
progresses to converge CS to achieve the error minimum. Since the dependence of
the optimal Smagorinsky coefficient on the spatial resolution is quite modest, one
may proceed in two steps. First, at coarse resolution the optimal Smagorinsky coef-
ficient is determined. Subsequently, at finer resolution, production simulations can
be executed with this optimal coarse grid value. This approach is also basic to the
original ILSA model to which we turn next.

3 ILSA—Integral Length-Scale Approximation

We review the length-scale definition for LES based on the resolved turbulent kinetic
energy (TKE) and its dissipation. Rather thanworkingwith a grid-based length-scale,
as in traditional LES, referring to sub-grid scales, we propose a flow-specific length-
scale distribution defining the filter-width and hence refer to the LES approach as
modelling the sub-filter scales.

The global ILSAmodel is an eddy-viscositymodel inwhich the anisotropic part of
the sub-filter stress tensor is given by τ a

i j = −2νs f s Si j with turbulent eddy-viscosity
defined as

νs f s = (Cm�)2
∣
∣S

∣
∣ ≡ (CmC�L)2

∣
∣S

∣
∣ ≡ (CkL)2

∣
∣S

∣
∣

where Ck = CmC� is referred to as the ‘effective model coefficient’, and the filter-
width � is expressed as a fraction of the local integral length-scale, � = C�L ,
inferred from

L = 〈Kres〉
〈εtot 〉

where the resolved turbulent kinetic energy (TKE) and total dissipation rate are given
by
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Kres = 1

2
u′
i u

′
i ; εtot = 2

(

ν + νs f s
)

S
′
i j S

′
i j

in terms of resolved velocity fluctuations and the corresponding rate-of-strain tensor.
Using the resolved TKE rather than the total one does not affect the estimated length-
scale significantly [5, 28]. The choice to use the integral length scale L implies that
the local LES resolution adapts itself dynamically to the turbulence characteristics of
the flow. The local grid resolution h should at least resolve the integral length scale L,
i.e., L/h >> 1. By selecting h appropriately, an approximately grid-independent LES
prediction may be obtained. Moreover, variations in L automatically can be used
to generate (adaptive) non-uniform grids on which to simulate the turbulent flow at
hand [7].

Aside from the local integral length-scale L, a key ingredient toward the ILSA
model is that adaptations in the effective model coefficient are made consistent with
a measure toward explicit error control. This way, the effective model coefficient Ck

should be obtained in response to the local flow characteristics. For this purpose the
concept of sub-filter activity [8] is used. This approach is conceptually related to the
famous ‘Pope 80% rule’ [3] in which it is put forward that accurate LES requires
the local filter-width to be such that the resolved turbulent kinetic energy is at least
80% of the total turbulent kinetic energy. Likewise, requiring a bounded sub-filter
activity, we inherit a dynamic model response compliant with a desired level of error
control.

The local ILSAmodel uses invariants of the sub-filter stresses directly. Following
Rouhi et al. [6] we introduce

sτ =
⎛

⎝

〈

τ a
i jτ

a
i j

〉

〈(

τ a
i j + Ra

i j

)(

τ a
i j + Ra

i j

)〉

⎞

⎠

1/2

where the anisotropic part of the sub-filter tensor is denoted by τ a
i j and the anisotropic

part of the resolved stress tensor by Ra
i j = u′

i u
′
j − u′

ku
′
kδi j/3. In case of an eddy-

viscosity model the anisotropic sub-filter tensor τ a
i j = −2νs f s Si j with νs f s =

(

CkL2
)∣
∣S

∣
∣. This model implies

〈

τ a
i jτ

a
i j

〉 = 4
〈

νs f s Si j Si j
〉 = 〈

2L4|S|4〉C4
k ≡ χ1C

4
k

〈

τ a
i j R
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〉 = 〈−2νs f s Si j R
a
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2L2|S|Si j Ra
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〉

C2
k ≡ χ2C

4
k

If we denote in addition
〈

Ra
i j R

a
i j

〉

≡ χ3 then we infer a fourth order polynomial

equation governing the effective model coefficient as

χ1

(

1 − 1

s2τ

)

C4
k + 2χ2C

2
k + χ3 = 0
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from which the unknown coefficient Ck can be obtained once the desired sub-filter
activity is set to an appropriate value.

4 Local ILSA for Flow Over a Backward-Facing Step

In this section we illustrate the performance of the local ILSA model for turbulent
flow over a backward-facing step at Rec = Uchs/ν = 28,000 based on the centerline
velocity Uc at the inlet (x = 0) and step height hs. We compare results with the
Lagrangian dynamic model [29], and show close agreement of local ILSA with
experimental reference data by Vogel and Eaton [10]. We analyze the induced eddy-
viscosity model on the computational grid and argue better numerical behavior in
the ILSAmodel, contributing to the overall model performance. Figure 2: Structured
grid for the backward-facing step flow on a coarse grid of 256× 100× 64 grid points,
clustered at characteristic locations in the domain, i.e., near the boundaries and shear
layers inside the domain. All scales are normalized by the step height.

In Fig. 2 we show the computational grid used for the backward-facing step
simulations. The height of the inflow channel is 4 step heights and the spanwise
width is 3 step heights. The inflow length of the channel is 32 step heights and the
velocity field at x = −5hs is recycled to the inflow located at x = −32hs to generate
a well-developed turbulent inflow. At the outflow at 20hs a convective boundary
condition was adopted.

In Fig. 3 the mean flow statistics are shown at three spatial resolutions, comparing
local ILSA with the Lagrangian dynamic model, with ‘no model’ and with experi-
mental data. The LES results agree closely with each other and with the experimental
data—only on the coarsest grid there is a slight difference between the local ILSA and
Lagrangian dynamic model. This difference is most notable in the recovery region
after the reattachment. The ‘no model’ option shows that the inclusion of a sub-filter
model is beneficial for the accuracy of predictions.

The central model parameters of the local ILSAmodel are illustrated in Fig. 4.We
compare the standard definition of the filter width (Fig. 4a)with the estimated integral
scale L (Fig. 4b). The local integral length-scale decreases considerably where the

Fig. 2 Structured grid for the backward-facing step flow on a coarse grid of 256 × 100 × 64 grid
points, clustered at characteristic locations in the domain, i.e., near the boundaries and intense shear
layers inside the domain. All scales are normalized by the hs step height
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Fig. 3 Mean velocity normalized by the centerline velocity at the inlet, determined at a number
of locations downstream of the step on different grids: a 256 × 100 × 64 points, b 384 × 150 ×
96 points, c 512 × 200 × 128 points. Experimental data [10] shown with full circles, Lagrangian
dynamic model in dash-dot, no-model in dashed line and local ILSA in solid line (reproduced with
permission from Rouhi et al. [6])

Fig. 4 SFS quantities for the backward-facing step flow. a Filter size; b integral scale; c eddy
viscosity, local ILSA model; d eddy viscosity, dynamic Lagrangian model. Intermediate grid, 384
× 150 × 96 points

flow has small scale features, i.e., in the boundary layers and near the shear layers.
Away from these locations, L increases as the typical scales that need resolving
become larger. The structured character of the grid implies that a refined mesh is
used in regions where the turbulent eddies are not small, for instance downstream of
the step, x/hs � 5–10 and y/hs � 1. As a consequence, the Lagrangian eddy viscosity
has an unphysical sharpness along the regionwhere the grid is refined (Fig. 4d),which
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is not observed when the local ILSAmodel is used (Fig. 4c). Such large variations in
the local filter-width are linked to commutator errors [30, 31]. By allowing a smooth
variation of the eddy-viscosity/filter-width, these commutator errors can largely be
removed [32, 33].

5 Concluding Remarks

We discussed recent progress in the assessment of the reliability of LES predictions.
The basic limitation in LES quality stems from an interplay between on the one hand
effects of discretization errors and on the other hand modeling error. This can be
clarified comprehensively in terms of a computed error-landscape in which the total
simulation error is computed as function of spatial resolution and model coefficient.
A key concept in dynamic error control for LES is ‘sub-filter activity’. Adhering to
a description that keeps the measure for the sub-filter activity near a pre-specified
target value, allows some level of control over the dominant LES errors.

The ILSA model requires little extra computational overhead and yields close
agreement with DNS and experimental reference material for backward-facing step
flow. The main model innovation, implies using the local integral length scale to
represent changes in the local flow physics. Much of the non-uniform variations in
the turbulence properties is already reflected in changes in the integral length scale—
the rest of the eddy-viscosity definition is less sensitive to flow details and was found
to yield a natural adaptation of the sub-filter model to the flow.

The local ILSA model holds promise to be effective in LES also for wider classes
of turbulent flow. Further studies to underpin this should include stronger variations
in flow properties, including re-laminarization. Moreover, investigating the role of
the target value for the sub-filter activity level on the reliability of the LES predictions
and the convergence with spatial resolution are items of ongoing research toward a
genuine error-bar for CFD.
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Hydrodynamics of Cylinders Oscillating
with Small Amplitude in Still Fluid
or Free Stream

Efstathios Konstantinidis and László Baranyi

Abstract In the present study, we conducted numerical simulations of the two-
dimensional viscous flow around a harmonically oscillating cylinder in a still fluid or
transverse to a free stream at a Keulegan–Carpenter number of 0.5, a Stokes number
of 200 and varying ratios of the free-stream velocity to the maximum oscillation
velocity. The unsteady force in the direction of motion obtained from the simulations
in still fluid is in excellent agreement with the analytical solutions of Stokes and
Wang that are pertinent to attached flow around the cylinder. We demonstrate that
the analytical solutions are valid also in separated flows occurring for corresponding
cylinder oscillations transverse to a free stream for velocity ratios up to 2.0. At a
velocity ratio of 5.0, the hydrodynamic force exhibits substantial deviations from the
theoretical force due to the increased level of the fluctuations induced by the vortex
shedding in the wake. These findings indicate that the ‘inviscid potential force’ due
to the irrotational flow is embedded in the general viscous flow. However, we find
that the hydrodynamic force in the streamwise direction exhibits fluctuations at twice
the frequency of oscillation; interaction between the no-slip boundary condition and
the potential of the irrotational flow around the cylinder seems likely to be the reason
behind this phenomenon.
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1 Introduction

The design of structures involvingmoving and/or deformablemembers in a flowenvi-
ronment calls for a sound understanding of their interactions with the surrounding
fluid. Several applications may be found in aeronautical, civil, mechanical, naval,
and ocean engineering where flow-structure interaction can occur. Often, concepts
such as added mass, fluid damping, or even fluid stiffness are incorporated in simpli-
fied models employed to predict the response of compliant structural members. In
this context, a critical point on which there is some discussion among researchers is
whether the hydrodynamic force acting on an oscillating structure can be segregated
into distinct contributions due to the above fluid actions. For instance, a decomposi-
tion of the hydrodynamic force is often employed to justify the addition of the virtual
mass (or added mass) to the mass of the structure in dealing with the equation of
motion of a body undergoing vortex-induced vibration [11]. Our interest here is flows
around oscillating bluff bodies, which are characterized by separation and unsteadi-
ness even at low Reynolds numbers. In view of the complexity of unsteady separated
flows, we will restrict our attention to two-dimensional flows around oscillating
circular cylinders, for which few theoretical results and a rich literature exist.

The problem of an oscillating pendulum in still fluid was considered first by
Stokes [13] who presented a solution assuming that the amplitude of oscillation is
small and the flow is two-dimensional, laminar, and attached. Later, Wang [14] used
the method of inner and outer expansions and also obtained analytical expressions
for the stream function and the ‘drag coefficient’, which represents the dimensionless
resistance force of the fluid to the cylinder motion. The total hydrodynamic force, C
= Cf + Cp, includes the contribution due to skin friction, Cf , and due to pressure,
Cp. For a circular cylinder harmonically oscillating along an axis with amplitude A
and frequency f , with displacement given by ξ(t) = A cos(2π f t) as a function of
time t, Cf can be expressed as a series expansion in powers of β−1/2,

C f = 2π2

KC

{[
(πβ)−1/2 + 1

4
(πβ)−3/2

]
cos(2πτ)

+
[
(πβ)−1/2 + (πβ)−1 − 1

4
(πβ)−3/2

]
sin(2πτ)

}
, (1)

while Cp can be expressed as

C p = π2

KC
cos(2πτ) + C f , (2)

where β = f D2
/
ν is the Stokes number, KC = 2πA

/
D is the Keulegan–Carpenter

number, τ = ft is the dimensionless time, D is the diameter of the cylinder, and ν is
the kinematic viscosity of the fluid. The forces have been normalized by 0.5ρDU 2

max,
where Umax = 2πfA is the maximum velocity of the cylinder.
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Wang’s solution differs from Stokes solution only in the (πβ)−3/2 terms and both
yield very close results for practical purposes. Both solutions are valid in the limit
of KC � 1 and β � 1. It can be seen that Cf has components opposing both
the acceleration and velocity of the cylinder and that the pressure force includes a
term equal to the skin friction. The first term of Cp is the force “due to the inviscid,
potential flow” and “can be identified as the drag caused by the ‘virtual mass’ of
the cylinder” [14]. Thus, the effect due to the viscosity in the terms involving β can
be segregated from the contribution from the inertial effect due to the virtual mass
under the said assumptions, i.e. that the flow remains two-dimensional, laminar, and
unseparated. This may be also viewed as a decomposition of the flow into irrotational
(‘potential’) and rotational (‘vortex’) components, i.e. C = Cinviscid + Cvortex as
discussed by Lighthill [8]. A key question is if such decomposition is meaningful
and/or appropriate in more general viscous flows with separation.

The analytical solutions of Stokes and Wang provide the velocity and vorticity
around an oscillating body in the entire flow domain and thereby the hydrodynamic
forces.Wewill collectively refer to themas ‘S–Wtheory’,which is used as a reference
case in the present study. In particular, we will verify the analytical result in Eqs. (1)
and (2) against numerical solutions for a circular cylinder oscillating at low amplitude
and high frequency in still fluid. At the same time, we will examine the effect of
adding a free stream of constant velocity normal to the direction of oscillation on the
flow field and on the hydrodynamic forces and thereby assess the range of validity
of S–W theory. Our ultimate goal is to check whether the total hydrodynamic force
can be decomposed into potential and vortex components and what is the appropriate
potential of the flow associated with a cylinder oscillating transverse to a free stream
in view of some recent theoretical analyses [6, 9].

2 Methodology

The full Navier–Stokes equations for incompressible flow in two dimensions were
solved using an in-house code based on the finite difference method [1–3]. The
equations are expressed in the velocity-pressure scheme in dimensionless form. The
physical flow domain is bounded by two concentric circles with logarithmically-
spaced cells in the radial direction. For the results reported in this paper, the outer
radius of the physical domain is 160 times the radius of the cylinder in order to
minimize numerical blockage effects and improve accuracy. The number of nodes in
the final grid is 361 by 292 in the peripheral and radial directions, respectively. The
physical domain is transformed into a rectangular computational domain with equi-
spaced cells. The finite difference method is used for the solution of the governing
equations in the transformed plane. Spatial derivatives are approximated by 4th order
central differences except for the convective terms for which a 3rd order modified
upwind scheme is used. The pressure Poisson equation is solved by the successive
over-relaxation (SOR)method.TheNavier–Stokes equations are integrated explicitly
and continuity is enforced. The instantaneous force acting on the cylinder is computed
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at each time step by suitable integration of the pressure and skin friction around the
cylinder periphery. Initial tests for the dependence of the results on the grid resolution
and time step indicated that the integrated pressure and shear stress forces converged
to the third significant digit.

3 Results and Discussion

The results that will be presented in the following sections correspond to a cylinder
oscillating with fixed parameters KC = 0.5 and β = 200.

3.1 Instantaneous Flow Patterns and Distributions

Figure 1 shows the flow patterns around the oscillating cylinder in terms of vorticity
contours and streamlines for different values of the parameter γ , i.e. the ratio of the
velocity of the free stream to the maximum velocity of the cylinder. The vorticity has
been normalized by D/Umax. The instantaneous fields shown in Fig. 1 correspond
to the top-most position of the cylinder during its oscillation. For the case without
the free stream, γ = 0, the flow remains attached and the vorticity is concentrated
in onion layers of oppositely-signed vorticity around the cylinder whereas the rest
of the flow is nearly irrotational. The superposition of a free stream transverse to the
direction of oscillation causes the flow to separate from the sides of the cylinder and
vortex shedding occurs in the wake (γ = 1, 2 and 5). It should be noted here that
the Reynolds number based on the free stream velocity Re = γ KCβ is above the
threshold for the onset of vortex shedding. As γ increases, the vorticity layers around
the cylinder become thicker due to the increased generation of vorticity on the wall
induced by the free stream. It should be mentioned that the frequency of cylinder
oscillation is much higher than the frequency of vortex shedding under the prevailing
conditions; thus, the vortex-wake patterns do not exhibit any strong synchronization
with the oscillation of the cylinder. For all cases with and without the free stream,
the vorticity at the back half of the cylinder surface is covered by a thin layer of
positive vorticity. On the other hand, substantial differences can be observed in the
distributions of vorticity at the front half of the cylinder surface for different γ values.

It is known that the vorticity and the vorticity gradient on the wall determine the
force exerted on the body [7, 12]. For example, the transverse hydrodynamic force
Cy, i.e. in the direction of motion, can be calculated from the formula

Cy = − 1

Re

2π∫
0

[(
∂ω

∂r

)
w

− ωw

]
cos θdθ + π

2
ÿ, (3)
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Fig. 1 Iso-vorticity contours and streamlines around cylinders oscillating harmonically in a still
fluid or transverse to a free stream (KC = 0.5, β = 200). The length and velocity scales employed
for normalization respectively are the cylinder diameterD and themaximum velocity of the cylinder
Umax , which are common for all cases shown

where ω is the vorticity, r is the radial distance from the origin of the reference
system, θ is the angle measured anticlockwise from the downstream x direction, ÿ is
the acceleration of the cylinder, and the subscript ‘w’ indicates values at the wall. The
Reynolds number appearing in Eq. (3) is based on the maximum cylinder velocity
and the diameter of the cylinder when other variables are normalized with the same
scales. The first term in the integral is solely associated with the contribution of the
pressure whereas the second term includes two equal contributions from pressure
and shear stress (note that the contribution of the wall vorticity to the pressure force
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does not appear in [7, 12], i.e. the second term in the integral differs by a factor of
2 here). From Eq. (3), it might be anticipated that Cy is substantially affected by the
addition of the free stream.

In Fig. 2, we examine the peripheral distributions of the wall vorticity ωw, the
radial gradient of the vorticity at the wall (∂ω

/
∂r)w, and the pressure coefficient, p,

around the cylinder. Generally, the magnitude of (∂ω
/
∂r)w is nearly two orders of

magnitude larger than ωw, which indicates that the integrated force Cy is dominated
by the pressure force. Furthermore, it can be seen that the velocity ratioγ has amarked
effect on the peripheral distributions of the wall vorticity and its radial gradient at the
wall. It can be verified from Fig. 2 that the effect is more pronounced at the front half
of the cylinder, 180° < θ < 360°. However, the distribution of the pressure coefficient
p is not too substantially affected except for the highest γ = 5 value. This illustrates
that the net effect on the integrated force may be relatively weak despite the large
changes in the distribution of vorticity and its radial gradient at the wall as a function
of the velocity ratio γ .

3.2 Time-Histories of Forces

Figure 3 shows the time histories of the hydrodynamic force in the y direction,Cy, for
different velocity ratios γ computed from the numerical simulations in comparison
to S–W theory. According to the theory, the force in the direction of oscillation
depends only on KC and β, which remain the same for all cases shown (KC = 0.5
and β = 200). It can be seen that the numerical results are in excellent agreement
with S–W theory for the case of a cylinder oscillating in still fluid (Fig. 3a). For the
other cases with the free stream, the time-history of Cy is very similar to that in still
fluid and in very good agreement with theory for γ = 1 (Fig. 3b), Cy exhibits minor
modulations from the regular theoretical oscillation for γ = 2 (Fig. 3c), whereas
Cy displays major deviations from theory for γ = 5 (Fig. 3d). The results shown in
Fig. 3 confirm that the effect of the free stream on the integrated force is relatively
weak for small values of the velocity ratio.

Figure 4 shows the time histories of the transverse force due to pressure, Cpy.
Comparing Figs. 3 and 4, we can see that the time histories of the pressure force
are very similar to those of the total force and that the pressure force contributes
approximately 90% of the total in all cases. Figure 4 also includes the theoretical
forces due to the pressure as well as due to the ‘inviscid potential flow’. The potential
force comprises most of the pressure force in all cases except for the highest velocity
ratio of γ = 5. In this case, there are substantial deviations between the potential and
pressure forces, which might be attributed to the ‘vortex force’ (see Introduction).
It is interesting to note that the vortex force must have a negative contribution when
the total force becomes lower than the potential force over some finite periods (see
Fig. 4d). The above observations contradict the hypothesis that the potential force
depends on the velocity ratio as suggested in [6].
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Fig. 3 Time histories of the total force Cy on a cylinder oscillating transverse to a free stream for
a γ = 0, b γ = 1, c γ = 2, d γ = 5

The time-histories of the force in the streamwise x direction, Cx, for different
velocity ratios γ are illustrated in Fig. 5. For the case without the free stream, there
is no force acting in the direction transverse to the oscillation of the cylinder since
the flow remains symmetrical with respect to the y axis. On adding a free stream in
the x direction, a drag force arises due to the flow separation and the formation of a
wake behind the cylinder as shown in Fig. 1. The unsteady flow in the wake due to
vortex shedding induces fluctuations in Cx as might be expected. The time-averaged
mean drag increases with γ 2 since forces have been normalized by the maximum
velocity of the cylinder. An interesting point is that the root-mean-square magnitude
of the fluctuating drag also increases with γ 2 attaining values an order of magnitude
higher than those for non-oscillating cylinders at corresponding Reynolds numbers
(based on the free stream velocity).

It is clear from Fig. 5 that there is a component of the streamwise force at twice the
oscillation frequency for the cases with the free stream. This component is evident
and dominant at γ = 1 (Fig. 5b) but becomes masked at higher velocity ratios
due to the increase in the magnitude of the force fluctuations at the vortex shedding
frequency (Fig. 5c, d).An interesting question iswhether this component is associated
with changes solely in the vortex dynamics, or not. Since there is no component of
the cylinder’s acceleration in the streamwise x direction, we hypothesize that the
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Fig. 4 Time histories of the pressure force on a cylinder oscillating transverse to a free stream for
a γ = 0, b γ = 1, c γ = 2, d γ = 5

component of Cx at the oscillation frequency results through an interaction with the
potential flow. This interaction can only be effected by the no-slip condition on the
surface, which is not taken into account in the classical formulation of the ‘inviscid
potential flow’ around a cylinder. Joseph et al. [5] have elaborated on the concept of
‘viscous potential flow’ in several cases but not including the present case of a circular
cylinder undergoing harmonic oscillation transverse to a free stream. It should be
noted that the formulation of the added mass in [6] allows for the enforcement of the
no-slip condition on the cylinder wall.

In Fig. 6, we present spectra of the velocity fluctuations in the wake and the forces
on the cylinder in order to exemplify the origin of the forces. Results are shown for the
highest velocity ratio of γ = 5, which exhibits relatively more complex behaviour.
The spectrum of the streamwise velocity displays a main peak that corresponds to
the frequency of vortex shedding at a Strouhal number of 0.22 (note that in Fig. 6
the frequency axes have been normalized by U∞/D). There are several other minor
peaks in the velocity spectrum that are integer combinations of the frequency of
vortex shedding and the frequency of cylinder oscillation, which also appears as a
distinct peak at 0.40. TheCy spectrumhas only twomain peaks at the vortex shedding
and oscillation frequencies. The spectrum of the component of the vortex force in
the y direction, computed as Cvortex,y = Cy − Cinviscid , is very similar to that of Cy,
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Fig. 5 Time histories of the total streamwise force on a cylinder oscillating transverse to a free
stream for a γ = 0, b γ = 1, c γ = 2, d γ = 5

indicating that the contribution from the inviscid potential flow is still embedded in
the vortex force, i.e. potential and vortex components are not independent. On the
other hand, the Cx spectrum displays several distinct peaks that have been labelled
on the plot. The most prominent peak appears at 0.44, which is twice the frequency
of vortex shedding. This may be expected as alternating vortex shedding frequency
at some frequency induces fluctuations in the drag force at twice that frequency. The
other main peaks in the Cx spectrum are integer combinations of the vortex shedding
and oscillation frequencies. There is also a peak at 0.8 that corresponds to twice
the oscillation frequency, which also indicates that the oscillation in the y direction
induces an additional component to the force in the x direction. This issue deserves
further consideration. It may be further examined using the decomposition developed
by Chang [4] (see also [10]) which separates and quantifies the contributions of the
potential flow and vortex flow to the force exerted on the cylinder. Some preliminary
work along this direction,which is not includedhere due to space limitations, supports
the argument that the classical formulation of the inviscid potential of the flow around
the cylinder with slip velocity cannot account for the integrated force.
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4 Concluding Remarks

In the present study, we conducted numerical simulations of the two-dimensional
viscous flow around a circular cylinder oscillating in a still fluid or transverse to a
free stream at low amplitude and high frequency. We show that the unsteady force
in the direction of motion agrees well with the analytical solutions of Stokes and
Wang not only in attached flow around a cylinder oscillating in otherwise still fluid,
the case for which the theory is valid, but also in separated flows for corresponding
oscillations transverse to a free stream. This behaviour is clear at low values of the
ratio of the free-stream velocity to the maximum oscillation velocity up to 2.0 but
becomes masked at a velocity ratio of 5.0 due to the increasing contribution of the
vorticity generated at the cylinder wall via the free stream. Finally, we found that the
oscillation of the cylinder in the transverse direction induces an additional component
to the force in the streamwise direction, which appears to be associatedwith the effect
of the potential viscous flow around a circular cylinder oscillating in a free stream
through the no-slip boundary condition.
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Validation of Coupled CFD-CSM
Methods for Vibration Phenomena
in Nuclear Reactor Cores

Angel Papukchiev, Peter Pandazis, Hristo Hristov, and Martina Scheuerer

Abstract Today modern 3D computational fluid dynamics (CFD) and computa-
tional structural mechanics (CSM) codes are coupled to predict the interaction
between fluids and solids. Within the scope of this work the multiphysics codes
ANSYS CFX-MOR and ANSYS CFX-Mechanical are validated against the Vatten-
fall Rod Vibration Experiment data. The experimental setup consists of a Plexiglas
test section with a slender stainless steel rod in the middle, which is pulled and then
released. The calculated time dependent rod vibration amplitude in water and air
environments with different fluid velocities is compared with measured data. The
analyses show that the nature of the vibrations for the cases with flowing fluid is
well predicted, while underestimation of the vibration amplitude and phase shift are
observed in the cases with stagnant flow.

Keywords Vibration · Reactor core · Coupled CFD-CSM · Damping · Validation

1 Introduction

Under certain conditions flow-induced vibrations (FIV) might develop in nuclear
power plant steam generators, reactor core, or other components. These phenomena
could potentially damage some of the barriers for the safe enclosure of the radioactive
inventory, and therefore, need to be analyzed carefully. In nuclear power plant (NPP)
engineering, FIV analyses are mainly relevant for the design of the steam generator
(SG) and the reactor core. The primary side of the SG consists of tube bundles,
which are cooled by the secondary side water. In certain conditions, depending on
fluid velocity, tube geometry and tube fixing amongst others, the secondary water
may excite tube vibrations. As a consequence, repeating tube bending may lead to
increased material fatigue and eventually damage [6, 12]. FIV may also occur in
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reactor cores. Numerical investigations of fuel assembly vibrations in older VVER-
440 reactor generation can be found in the literature [5]. The vibrations might be
induced by pressure fluctuations in the control assembly channels and non-linear
forces resulting from the mechanical contact of these elements with the channel
walls. Earthquakes and loss-of-coolant accidents could also introduce external loads
leading to structural vibrations in NPPs [7].

In the past the occurrence and the stability of FIV were investigated with the help
of empirical correlations [2, 3]. Today modern 3D CFD programs are coupled with
CSM tools to allow an accurate fluid structure interaction (FSI) analysis of FIV. Since
this might be very expensive concerning CPU time, model order reduction (MOR)
techniques are used to provide results at lower computational cost. ANSYS has
developed such MOR and coupled it to the CFD program ANSYS CFX [1]. Within
the scope of this work FSI simulations of the Vattenfall Rod Vibration Experiment
[7–9] were performed and the results were compared with experimental data in order
to validate these multiphysics programs.

2 Vattenfall Rod Vibration Experiment

2.1 Experimental Facility and Instrumentation

The Vattenfall experimental facility consists of a closed piping loop with a square
Plexiglas test section (80 mm × 80 mm), see Fig. 1. In the center of the test section
a slender, rectangular stainless steel rod (cross section dimensions: 20 mm× 8 mm,
and length L = 1500 mm with a fixed bottom-end and pinned top-end) is placed. A
mechanism pulls the rod with a line fixed in its center. The line is then abruptly cut
in a controlled and precise way by a sharp knife, which allows for a well-defined
rod release. The free rod vibration constitutes to a large extent a harmonic, periodic

Fig. 1 Vattenfall experimental facility
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oscillation. This experiment was performed in air andwater environments at different
inlet mass flow rates and temperatures. Two laser distance meters are positioned at
different heights on each side of the rod in order to verify the fundamental vibration
mode. Thesemeasure the rod position as a function of timewith a temporal resolution
in the order of milliseconds and a spatial resolution of the order of 25 µm. The
sampling frequency used was 1 kHz [8, 9].

2.2 Experimental Test Cases

Four different test caseswere performed in the experiment.Measurements in stagnant
air and water were initially performed. In the subsequent two tests, the water bulk
velocity at the inlet of the test section was set to be 1.0 m/s and then 3.0 m/s, see
Table 1. Before each experiment the pulling mechanism displaced the rod center
10 mm away from its normal position. Several repetitions were performed for the
same test case and test conditions, proving the repeatability of the experimental
results [8].

3 CFD-CSMMultiphysics Simulation Methods

Two CFD-CSM multiphysics simulation methods were used for the vibration
analyses in this work: ANSYS CFX-MOR and ANSYS CFX-Mechanical.

The goal of theMOR is to describe the static or dynamic responses of themechan-
ical system in a fast and accurateway.ANSYShas developed suchmodel and coupled
it to the CFD program ANSYS CFX. It is based on the mode-superposition method,
which uses the natural frequencies andmode shapes generated from amodal analysis
to characterize the dynamic response of a structure to transient or steady harmonic
excitations [1]. Since theMORmodel is a simplification of the mechanical system, it
is important to remember that FSI simulations with ANSYS CFX-MOR are subject
to some restrictions. The approach is valid for cases with linear dynamics and this
implies moderate displacements, small strains, linear contacts and linear material
behavior (no plasticity) [4].

Table 1 Vattenfall
experimental test cases

Fluid Bulk velocity
(m/s)

Fluid temperature
(°C)

Initial
displacement
(mm)

Air 0 13.4 10

Water 0 11.3 10

Water 1 7.4 10

Water 3 11.6 10
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For the second simulation approach ANSYS CFX and ANSYS Mechanical were
coupled. In the current work the ANSYS Multi-field Solver (MFX), available for
a large class of coupled analysis problems, is used. In the MFX solver, a “field
solver” is each running instance of the different codes. These field solvers are coupled
using stagger loops. The stagger loop allows for implicit coupling of the fields in
the MFX solution. Within each step in the time step loop, the field solutions are
repeated in a stagger loop until convergence is reached. In the presented analyses 5
stagger iterations were performed, and the total amount of ANSYS CFX iterations
within one time step was around 50. The aforementioned restrictions, relevant for the
ANSYS CFX-MOR approach do not apply here. Large displacements, strains and
non-linear material behavior can be considered during FSI simulations with ANSYS
CFX-Mechanical.

4 Modal Analysis with ANSYS Mechanical

Before the modal analysis with ANSYSMechanical, the geometry and material data
of the stainless steel rod were prepared for the structural program. The symmetric
geometry allowed the utilization of a half rod model (in longitudinal direction).
Approximately 9700 elements were used to generate an unstructured mesh for the
1500 mm long rod. Further refinement had no remarkable effect on the results. The
lower end of the rod was fixed in x, y, z directions, while the pinned, upper end of
the rod was fixed only in x and y directions, thus allowing it to move in the axial z
direction.

The modal analysis was performed for six modes. The mode shapes, frequencies
and the total mesh displacement for each node in x, y and z directions were extracted
and used as input for ANSYS CFX-MOR code. For the current analysis the first
mode is the most important one. This is due to the fact that the rod mainly vibrates
in its first mode. The calculated natural frequency of 12.37 Hz agrees well with
the experimental result of 12.30 Hz, as reported by Lundquist [9]. Table 2 provides
information on the calculated eigenfrequencies.

Table 2 Calculated
eigenfrequencies

Mode number Calculated eigenfrequency (Hz)

First mode 12.37

Second mode 40.09

Third mode 83.63

Fourth mode 142.97

Fifth mode 218.09

Sixth mode 308.96
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5 Model Development and Boundary Conditions

5.1 CFD-CSM Model

The CAD geometry of the complete test section, provided by Vattenfall (Fig. 2),
was imported in DesignModeler in order to simplify the 3D model for the analyses.
The geometry between the flow straightener and the upper rod support structure
was extracted from the CAD model and then exported in the ICEM CFD meshing
software. Because of the test section construction symmetry and in order to speed
up the very expensive in terms of CPU time simulations, only half of the simplified
geometry was meshed.

Good initial mesh quality is essential for the quality of the FSI results. During
a FSI calculationmesh deformationmight occur (like in the presented analyses). This
directly affects the mesh quality during the simulation run by changing important
mesh parameters (min. orthogonality angle, expansion factor, aspect ratio, etc.). For
example, increasing the aspect ratio through mesh deformation might negatively
affect the CFD solver convergence and lead to instability and other numerical issues.
Therefore, the OECD CFD Best Practice Guidelines [11] were followed in the mesh
generation process. A structured hexahedralmesh of the test section fluid domainwas
generatedwith ICEMCFD. Thismeshwas systematically refined and grid sensitivity
studies were performed. The selected final mesh for the FSI simulations consisted of
276.540 elements (Fig. 3). The overall mesh quality is high: 62° min. orthogonality
angle, expansion factor—2, and aspect ratio—3.

Fig. 2 CAD model of the test section
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Fig. 3 Numerical mesh of the simplified test section

5.2 Simulation Setup and Boundary Conditions

For the CFD simulations IAPWS IF97 water material data were used from the
ANSYS CFX material libraries. The CFD simulations were isothermal, because all
Vattenfall experiments were performed at constant fluid temperatures. The vibrating
rod was produced of stainless steel 304 [8]. For the discussed vibration simulations
the most important rod material properties are the Young’s modulus (193 GPa), the
density (8000 kg/m3), and the poisson ratio (0.3).

6 Simulation Results

6.1 Analysis

At the beginning steady state calculations were performed with ANSYS CFX-MOR.
In these the rod was pre-stressed and pulled to its initial displacement position. The
results from the steady state calculations were then used for the initialization of the
transient ANSYS CFX-MOR simulations, in which at t= 0 s the pre-stressed rod is
abruptly released and starts to vibrate.

Figure 4, left, shows the velocity distribution in the CFDdomain for the initial pre-
stressed steady state (t= 0 s) of the u= 3 m/s water case. Figure 4, right, represents
the same parameter at the end of the simulation (t = 3 s) when the rod stands still.
In both figures the water flows in the positive z direction (from right to the left). A
flat velocity profile is specified at the test section inlet for two reasons: the first is the
lack of measured inlet data; the second is the absence of the flow straightener in the
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Fig. 4 Velocity distribution in the CFD domain at t = 0 s (left) and t = 3 s (right)

CFD model, which is positioned several cm upstream the inlet. In both figures the
maximum water velocity of approx. 3.4 m/s is reached at the test section outlet.

At the test section inlet, 5% turbulence intensity was specified for the cases with
flowing water. The other initial and boundary conditions can be found in Table 1.
For the numerical transport of the quantities (velocity, temperature, etc.) through the
solution domain a High Resolution advection scheme was used. The SST turbulence
model [10] was selected for the calculations. For the time discretization a Second
Order Backward Euler scheme was chosen. Sensitivity studies on the time step size
revealed strong dependence of the simulation results on the step size. It was found
that it has significantly larger effect on the vibration amplitude than on the vibration
frequency. The studies showed that reducing the time step size below 5E−5 s does
not have noticeable impact on the numerical results, and hence, this value was used
in the presented simulations. The highest RMS Courant number observed in all
calculations was 0.1.

The simulation results are displayed as a time dependent vibration amplitude
starting from the initial pre-stressed position and ending when the rod comes at rest.
Three figures with the calculated rod vibration amplitude as a function of simulation
time are shown for each case. This is done with different scales to allow direct
and fair comparison with data. A very good agreement between measurement and
experiment can be found for the water case with u = 3 m/s (see Figs. 5, 6 and 7).
Not only the amplitude, but also the vibration frequency is predicted well by ANSYS
CFX-MOR. Although simulation results almost overlap with data, small phase shifts
can be observed in the second part of the results. The negligible phase shift is a result
of the deviation of the predicted natural frequency (12.37 Hz) from the experimental
one (12.30 Hz).

The next calculated experimental run was the u = 1 m/s water case (see Figs. 8,
9 and 10). The first part of the transient was predicted well by the coupled code (see
Fig. 9), while after t= 2 s the vibration amplitude was underestimated. Although the
absolute underestimation is just 0.3 mm, the predicted vibration amplitude (magenta
line in Fig. 10) is lower by approx. 75% from the measured one. Additional studies
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were performed to understand this deviation. Different boundary conditions, turbu-
lence models, advection and transient schemes, symmetry assumptions, time step
sizes, etc. were tested without any success. In a last try to improve the results, a mesh
refinement procedure was carried out, although the used mesh (276.540 elements)
proved to provide mesh independent results. It turned out that increasing the number
of elements to 1.6 million had a significant influence on the vibration amplitude
(orange line in Fig. 10) in the time frame 2.0 < t < 3.0 s. The analysis reveals that
the coupled simulations became mesh-sensitive for small vibration amplitudes cases
and low physical damping. The new amplitude deviates from the experiment by less
than 15% (0.06 mm). The mesh independence studies were performed for the u =
3 m/s case, and obviously, were not valid for the other cases. Further refinement
could not improve the results for any of the experimental cases. Even a wall-resolved
Large Eddy Simulation with Smagorinsky subgrid-scale model on a refined mesh
(7 million elements, y+ < 1) did not show different vibration characteristics. There-
fore, all forthcoming results, presented in Figs. 11, 12, 13, 14, 15 and 16, were
produced with the 1.6 million mesh.

Figures 11, 12 and 13 show the results for the u = 0 m/s water case. In the
first part of the transient ANSYS CFX-MOR correctly predicts the amplitude and
the frequency of the rod vibration. With increasing simulation time the code starts
to underestimate the rod displacement and hence the vibration amplitude. This is
clearly seen in Fig. 13, which shows the time interval 2.5 < t < 3.0 s. The predicted
amplitude by ANSYS CFX-MOR is approx. 30% smaller than the measured value,
but the absolute value of this underestimation is just 0.2 mm. It is important to
mention, that in the late phase of the transient a slight phase shift develops, which is
a result of the deviation between predicted and calculated natural vibration frequency.

Figures 14, 15 and 16 show the computational results for the air test case. The
vibration amplitude and frequency are higher, compared to the water cases, because
of the different air fluid properties, that lead to a different, smaller added mass effect.
The significantly lower fluid density is responsible for the lower damping of the rod
vibration, and therefore, shorter period. Although the first part of the experiment
is well captured by ANSYS CFX-MOR (see Fig. 15), after t = 2 s the deviation
between data and simulation increases. In Fig. 16 the phase shift at t = 6 s is almost
half period and the amplitude is 25% (or ~1.5 mm) lower than the measured value.

ANSYS CFX-Mechanical simulations were performed only for this test case,
because of two main reasons: the very high computation time needed (more than a
month on 14 processors for 2.5 s simulation time) and the fact, that the air case appears
to be themost challenging for prediction by the codes. The sameANSYSMechanical
and ANSYS CFX models were used, as with the simplified FSI approach. Unfor-
tunately, the expensive coupled calculations with ANSYS CFX-ANSYS Mechan-
ical (“MFX” curve) could not further improve the numerical results. The vibration
amplitude is comparable to the ANSYS CFX-MOR one, the significant phase shift
is also present.

Measured and calculated frequencies for all Vattenfall cases are shown in Table 3.
An excellent agreement with data is observed, except for the air case.
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Table 3 Measured and
predicted frequencies

Case Measured frequency
(Hz)

Predicted frequency
(Hz)

uwater = 0 m/s 10.52 10.62

uwater = 1 m/s 10.64 10.63

uwater = 3 m/s 10.66 10.68

uair = 0 m/s 12.17 12.51

Fig. 5 Vibration amplitude
(uw = 3 m/s), complete result

Fig. 6 Vibration amplitude
(uw = 3 m/s), first part

Fig. 7 Vibration amplitude
(uw = 3 m/s), second part
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Fig. 8 Vibration amplitude
(uw = 1 m/s), complete result

Fig. 9 Vibration amplitude
(uw = 1 m/s), first part

Fig. 10 Vibration amplitude
(uw = 1 m/s), second part
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Fig. 11 Vibration amplitude
(uw = 0 m/s), complete result

Fig. 12 Vibration amplitude
(uw = 0 m/s), first part

Fig. 13 Vibration amplitude
(uw = 0 m/s), second part
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Fig. 14 Vibration amplitude
(ua = 0 m/s), complete result

Fig. 15 Vibration amplitude
(ua = 0 m/s), first part

Fig. 16 Vibration amplitude
(ua = 0 m/s), second part
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6.2 Possible Explanations for the Observed Results

There might be several reasons for the damping overestimation, seen in Figs. 13, 14
and 16. The largest deviations observed are 30% (stagnant water case) and 25% (stag-
nant air case). The overall damping in the coupled simulation is the sum of the phys-
ical damping and the damping introduced by the code numerics. Important for the
physical damping is the correct representation of the structural damping and the added
mass effect. The structural damping may be considered as a sliding friction mecha-
nism between molecular layers in the rod, in which the friction force is proportional
to the displacement from the rest position [13]. The added mass effect represents
the force acting on the moving steel rod as a consequence of the surrounding fluid
acceleration/deceleration. The fundamental eigenfrequency of 12.37 Hz, calculated
with the modal analysis (ANSYS Mechanical), agrees very well with the measured
one—12.30 Hz. Furthermore, in all simulations the same structural input data was
used. These two facts lead to the conclusion, that the possible reason for the devi-
ations should not be related to the structural part of the simulation. An incorrect
representation of the added mass in stagnant flow conditions by the CFD code is
more probable.

Another possible explanationmight be too highnumerical damping.Generally, the
numerical damping should be very small compared to the physical. In the u= 3 m/s
case the ratio between physical and numerical damping is significantly higher than in
the u= 0m/s case. Therefore, in a simulation with low physical damping the effect of
the numerical damping on the vibration amplitude might become more obvious. On
the other hand the air case has the lowest physical damping (very low fluid density,
stagnant flow conditions) and the results deviate less from data, in comparison to the
u= 0 m/s water case. It is important to emphasize, that for the water cases, the lower
the physical damping, the larger the deviations from experimental data are (compare
deviations in Figs. 7 and 13).

Other sources of uncertainty are the CFD boundary conditions. At stagnant flow
conditions in- and outflow might occur at the test section boundaries as a result
from the rod movement. Opening boundary conditions were specified at both bound-
aries and different combinations of boundary physical parameters (velocity-pressure;
pressure-pressure) were tested. All efforts led to the presented results. Perhaps the
piping with all bends and additional structures up- and downstream the test section
also need to be modelled in order to get proper feedback at the test section bound-
aries. This, of course, needs larger modelling and CPU effort. The 3D simulations
with stagnant fluid were also performed with a full model to check the influence of
the symmetry assumption on the results, but no significant effects were observed.

Although the influence of the turbulence modelling on the results was already
briefly discussed, it should be stressed out that the treatment of the turbulence in
the stagnant fluid cases is challenging. Before the initiation of the vibration the
fluid is at rest, and for such flow conditions the utilization of turbulence models is
not appropriate. On the other hand, immediately after the rod release turbulence is
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generated, which requires the use of a turbulence model. Neither LES, nor hybrid
URANS-LES calculations could improve the results for the stagnant flow cases.

Finally, it was found that the simplifications introduced by the MOR approach do
not affect the vibration parameters in the presented test cases.An extensive simulation
of the air case with ANSYS CFX-Mechanical led to very similar numerical results.
It required 5–6 times more CPU effort than the ANSYS CFX-MOR calculation.

7 Conclusions

The understanding of FIV is important for the safety evaluation of nuclear facilities.
Such phenomena may lead to structural damage or component lifetime shortening.
To analyze, predict, and avoid potential vibration problems, validated 3D advanced
numerical tools basedonCFDmethods are required.GRSperformedvalidation simu-
lations with ANSYS CFX-MOR for four Vattenfall experiments. The air test case
was simulated with ANSYS CFX-Mechanical. The analyses showed that ANSYS
CFX-MOR predicts accurately the nature of the vibrations (amplitude, frequency,
phase) for the cases with flowing water. The results for the cases with stagnant water
and air agreed well with data only in the first transient part. Thereafter, the vibration
amplitude is underestimated by the codes, which indicates an increased damping in
the calculations. Moreover, a phase shift develops as a result from the difference
between calculated and measured vibration frequency. Several possible reasons for
the amplitude deviationswere identified: incorrect prediction of the addedmass effect
in stagnant flow conditions by the codes; increased numerical damping in the simu-
lations; lack of detailed boundary conditions. It was found that the simplifications
introduced by the MOR approach do not affect the vibration parameters in these
particular test cases. This simulation approach appeared to be quite more efficient
than the fully coupled ANSYS CFX-Mechanical code system, that provided very
similar results.
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Control of Cellular Separation Using
Adaptive Surface Structures

Michael G. C. Garland, Matthew Santer, and Jonathan F. Morrison

Abstract The three-dimensional separation that gives rise to the formation of stall
cells is shown to consist primarily of two discrete frequencies. The higher is the well
known vortex shedding mode. However, at frequencies roughly ten times lower, the
whole cell oscillates. Both features are clearly evident in both modal decomposition
of the velocity field and surface pressure spectra.

Keywords Three-dimensional separation · Stall cells

1 Introduction

We report results from an experimental investigation of the three-dimensional sepa-
ration produced by a high-lift aerofoil at moderate incidence, with constant section.
Mean and time-resolved measurements are made using a NASA GA(W)-1 aerofoil
with AR = 6 at Re = 3.5 × 105. Surface oil visualisation and stereo Particle Image
Velocimetry (PIV) are used to explore the flow field. The mean topology of the flow
identifies characteristic spanwise periodic behaviour, “stall cells”, along the surface
of the model.

Analysis of the time-dependent surface pressure shows two distinct frequencies
within the flow field. The higher frequency appears at a Strouhal number, St ≈ 0.2,
representative of vortex shedding, and the typical von Kármán vortex street. The
lower frequency appears at St ≈ 0.02, observed as a global fluctuation in stall-cell
extent. This lower frequency is apparent in many separated flows (such as the “flap-
ping” motion appearing in turbulent flow separating from a backward-facing step),
but in the present context, does not appear to have been previously reported. It corre-

M. G. C. Garland · M. Santer · J. F. Morrison (B)
Department of Aeronautics, Imperial College, London SW7 2AZ, UK
e-mail: j.morrison@imperial.ac.uk

© Springer Nature Switzerland AG 2021
M. Braza et al. (eds.),Advances in Critical FlowDynamics InvolvingMoving/Deformable
Structures with Design Applications, Notes on Numerical Fluid Mechanics
and Multidisciplinary Design 147,
https://doi.org/10.1007/978-3-030-55594-8_8

73

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55594-8_8&domain=pdf
mailto:j.morrison@imperial.ac.uk
https://doi.org/10.1007/978-3-030-55594-8_8


74 M. G. C. Garland et al.

lates with widely observed low-frequency unsteadiness in the wing loading around
stall. While this mode is analogous to that observed in other types of separation, here
the streamwise extent of the separation varies because the flow is separating from a
curved surface rather than from a sharp edge; the width of the separated region also
varies.

2 Experimental Setup

The following experiments are conducted in a closed-circuit wind tunnel with a
working section of 1.38 m × 1.22 m × 3.0 m with a contraction ratio of 4.92:1.
The air is driven through a four-bladed fan with a maximum free-stream velocity of
approximately 40 ms−1. The free-stream turbulence intensity is less than 0.1% at 25
ms−1.

The model, Fig. 1, is suspended from a drag balance in the roof of the tunnel.
The mechanical nature of the drag balance makes it unsuitable for measuring the
unsteady forces, generated by separation from an aerofoil. However it does provide
a suitable rigid mounting point. The model is mounted in the tunnel upside-down to
allow laser access through glass panels of optical quality in the floor and side wall.

The PIV laser, cameras and optics are mounted on a 3-stage linear traverse. Once
aligned, this allows the light sheet and cameras to move in the same frame of refer-
ence. This enables recording of data from planes near to the model for which it would
otherwise not be possible to obtain an accurate calibration. The PIV equipment was
used in two arrangements to obtain different fields of view. The light sheet may enter
either through the side wall, parallel to the model, with cameras arranged underneath
the tunnel as shown in Fig. 1, or through the tunnel floor, perpendicular to the model
chord, with cameras mounted on either side of the working section. The overlapping
field of view for the cameras is 178.6mm × 133.7mm (spanwise× streamwise) and
each 32 × 32 interrogation window corresponds to 1.1mm × 1.1mm.

3 Key Results

3.1 Surface Skin Friction

For a qualitative assessment of the skin-friction lines on the wing suction surface,
oil flow visualisation was conducted at a range of incidences. The experiment was
run at a free-stream velocity of 25 ms−1 and the selected incidence angle until the
paraffin evaporated, fixing the skin-friction patterns.

Figure 2 shows a typical series of surface flow patterns observed over the partially-
stalled incidence range. The critical points have been marked, along with the local
flow directions, in each image based on the observations made during of a number of
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Fig. 1 Experimental setup of the GA(W)-1 model in the Donald Campbell wind tunnel: top,
downstream view; bottom, side view

experiments. A repeating series, consisting of two saddle points (marked S) and two
counter-rotating foci (marked F), is observed at each incidence, indicating a periodic
array of stall cells. In the regions between the Focus-Saddle-Focus structures, the
undisturbed oil flow pattern is seen to continue farther along the chord toward the
trailing edge than in the vicinity of the saddle point. This is particularly evident in
Fig. 2e but can be observed in all cases and is indicative of regions of attached flow
between the cells. As reported by previous authors the separated area within each
cell is seen to increase with incidence angle.

At α = 12◦ and 16◦ the stall-cell positions were observed to switch between
two stable states during a single run. Both states are repeatable and spatially offset
by approximately half of the spanwise period. No characteristic time period was
observedwith each layout remaining steady for between approximately 2–30 s before
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(a) 12◦

(b) 14◦

(c) 15◦

(d) 16◦

(e) 17◦

Fig. 2 Surface oil flow visualisation of the wall shear stress distribution for a NASA GA(W)-1
aerofoil at Re ≈ 3.5 × 105. Critical points are over-layed and distinguished between Saddles—S,
and Foci—F
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switching to the alternative topology. In Fig. 2a this is demonstrated by the isolated
foci (marked in yellow) visible in the oil flow pattern.

3.2 Surface Pressure Spectra

Figure 3 shows the pre-multiplied energy spectra St · �(St) distribution of surface
pressure fluctuations against the correspondingStrouhal number,St = fc sin(α)/U∞.
Data is presented from four spanwise positions with constant chordwise location
x/c = 0.74,where zs = 0 is the line of symmetry of the stall cell. The surface pressure
was sampled at 500 Hz for 3600 s and is normalised by dynamic pressure.

While the surface pressure varies little throughout the separated region, the spec-
tral density of the fluctuating component can be seen to vary between two distinct
frequency ranges. At the centre of the cell, zs/c = 0, a high-energy oscillation can be
seen at frequency St ≈ 0.16, the anticipated frequency range for von Kármán type
vortex shedding. An additional oscillation is visible at a frequency an order of mag-
nitude lower at St ≈ 0.02, however this occurs with a significantly lower amplitude.

At measurement locations close to the edges of the cell, the magnitude of the
peak at the shedding frequency decreases while that of the second, lower frequency,
oscillation is seen to grow. At zs/c = 0.49, the high frequency oscillation is no longer
distinguishable while that at the lower frequency grows significantly. At z2/c = 0.63,
beyond the time-mean extent of the cell, the overall levels of fluctuation are reduced
but a broad, low-frequency, signal is still visible in the spectrum. The presence of
both signals within the pressure time-history at two widely separated frequencies
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Fig. 3 Surface pressure spectra from four spanwise positions across a stall cell, Re = 3.5 × 105

and α = 15◦
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and with varying amplitudes at zs/c = 0.0 and at 0.25 indicates that the two features
are independent of one another.

3.3 Modal Decomposition of Velocity Field

To identify velocity-field features that gives rise to the surface-pressure spectra
described above, the fluctuating component of a number of velocity fields is exam-
ined by extraction of POD modes. A linear series of coefficients can be found by
projecting the PODmode back onto the original vector field. In this way a time series
of the relative weights of each mode may be examined in the frequency domain, so
that the corresponding spectra may be calculated. The PIV frames and pressure data
are sampled at the same frequency so that any features resolved by the pressure data
should also be visible in the velocity data.

Decompositions have been conducted on several planes of importance within the
flow field: two (x, y)-planes, those intersecting the saddle point andwall-normal foci,
and one (x, z)-plane at yTE = 20 mm. Here, data are examined for the first 10 POD
modes calculated in the (x, y)-plane at zs/c = 0. As expected, the greatest relative
modal energy appears in the lowest mode,m = 1, for which it is approximately 30%.
For higher modes, the relative modal energy decreases from 3% at m = 2 to 1% at
m = 6.

Figure 4 shows the detail for the modes, m = 1 and then m = 4, 5, 6 energetic
modes. For each, the vorticity distribution of the vector field for each POD mode
is shown alongside the spectral content of the POD coefficients. The streamlines
corresponding to the mean flow are overlaid on the vorticity contours to provide a
visual reference.

In both streamwise/wall-normal planes, the most energetic modes are seen to act
over the cell area. The modal coefficients relating to these large coherent variations
are seen to occur at non-dimensional frequency St ∼ O(10−2). The exception to this
trend is seen in mode m = 2 in plane zs/c = 0 (not shown), where a narrow spike
occurs at St ≈ 10−1. The energy in this mode is located near to the trailing edge of the
aerofoil. Examination of the source images indicates that this is due to a fluctuating
reflection of the laser sheet from the wing surface.

The energy content for the remainingmodes is concentrated at higher frequencies,
St ∼ O(10−1). The vector fields forming these modes contain coherent concentra-
tions of vorticity with alternating sign which are significantly smaller than the mean
stall cell. These are arranged along the shear layer separating the mean recirculating
region and the free-stream. These structures are typical of vonKármán shedding from
bluff body wakes and occur in the frequency range observed by previous authors.
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Fig. 4 POD modes for (x, y)-plane at zs/c = 0
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4 Conclusions

We show that three-dimensional separation from a high-lift aerofoil (stall cells) com-
prises twodiscrete frequency ranges, one approximately ten times lower that normally
associated with a vortex-shedding mode. This lower-frequency behaviour appears to
arise as a wholesale oscillation of the stall cell. The full paper will compare the
present results with the corresponding ones obtained when the surface is deformed
using a point actuator comprising an adaptive device which is fully elastic in both
deployment and reaction. While less effective than traditional non-retractable vortex
generators, such a structure generates no parasitic drag when not required.



Vibration Mechanism of Two Inline
Cylinders

Bin Qin, Md. Mahbub Alam, and Yu Zhou

Abstract The paper presents an experimental investigation on flow-induced vibra-
tions of two circular cylinders in tandem arrangement for spacing ratio L/D= 1.2–6.0
and reduced velocityUr = 3.8–47.8, where L is the cylinder center-to-center spacing
and D is the cylinder diameter. Both cylinders are allowed to vibrate in the cross-
flow direction only. Extensive measurements are conducted to capture the cylinder
vibration responses, surface pressures and flow fields using laser vibrometer, pres-
sure scanner and PIV techniques. Four vibration regimes are identified based on
the vibration characteristics and generation mechanism of the galloping vibration
generated for the cylinders. Then the insight into the vibration generation in each
regime is explored through an examination of the gap shear layer behaviour, vortex
shedding process and pressure distribution around the cylinders. The gap vortices
around the base surface of the upstream cylinder lead to the large vibration of the
upstream cylinder. On the other hand, the gap shear layer interacts with the down-
stream cylinder which causes the change in the pressure distribution over the front
and side surfaces, leading to the large vibration of the downstream cylinder.

Keywords Flow-induced vibration · Tandem arrangement · Shear layer · Vortices

1 Introduction

Multiple cylindrical structures are frequently involved in engineering applications.
Two tandem circular cylinders is an excellent model to understand the fluid-
structure interactions involved in multiple structures. Most of investigations have
been performed on two fix-supported rigid circular cylinders. However, engineering
structures are elastic and can be associated with violent vibrations. King and Johns
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[1] performed experiments in a water tunnel on the free vibration of the two cylin-
ders in two-degree-of freedoms (L/D = 1.25–7.0, m*ζ = 0.051), where m* is the
mass ratio and ζ is the damping ratio. Zdravkovich [2] performed a study of two
cylinder vibrations with m*ζ = 50 for L/D = 4. The vibration starts at Ur ≈ 50 and
ends with an amplitude of 1.7D at Ur = 80. Kim et al. [3] performed wind tunnel
experiments on two tandem cylinders (m*ζ = 0.65), both free to vibrate laterally
for L/D = 1.1–4.2 and Ur = 1.5–26. They observed different responses at different
L/D. No cylinder vibrated at 1.1 ≤ L/D < 1.2 and 3.0 ≤ L/D < 3.7. Both cylinders
vibrated violently at 1.2 ≤ L/D < 1.6 together with vortex excitation (VE). At 1.6 ≤
L/D < 3.0, VE was observed for both cylinders at Ur smaller than that for a single
isolated cylinder. At L/D≥ 3.7, each cylinder vibrated like an isolated cylinder. They,
however, did not examine the flow structure and pressure distribution systematically;
thus, the understanding of the fluid-structure interaction behind the observations was
rather limited.

Despite the great progress made in the previous investigations, our understanding
has yet to be greatly improved on the fluid-structure interactions involved in free
vibrations on two elastic cylinders in crossflow. Many issues remain to be resolved.
For example, do the amplitude of the two freely vibrating cylinders depend on each
other? Under what conditions does the vibration amplitude of a cylinder overwhelm
that of the other? How does the flow structure change during the vibrations? This
work aims to address the above issues. A systematic experimental study is conducted
on the fluid-structure interactions of two tandem cylinders that are free to vibrate
laterally.
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2 Experimental Setup

Experiments were performed in a low-speed, closed-circuit wind tunnel. Figure 1
shows a schematic of the experimental setup. Both cylinders are with the diameterD
= 40 mm, and length l = 740 mm. The mass ratiom* is 275. The cylinder center-to-
center spacing ratios L/D examined are 1.2, 1.5, 2.0, 2.5, 3.0, 4.0 and 6.0. As shown
in Fig. 1, each cylinder may vibrate only laterally. End-plates are fitted on both sides
of each cylinder to avoid interference/complexities caused by the cylinder support.
The free-stream velocity U∞ is varied from 1.8 to 22.4 m/s, corresponding to Ur =
3.8–47.8 and Reynolds number Re = 4.8 × 103–6.0 × 104. The natural frequency
f n is determined to be 0.0021 and the damping ratio ζ is estimated to be 11.72 Hz.
Then, m*ζ is found to be 0.58.

The flow-induced displacement signals Y ′ and Y of the upstream and downstream
cylinders, respectively, are measured simultaneously using two laser vibrometers.
A Dantec high-speed 2D PIV system is used to capture the flow in the gap of the
cylinders and behind. The pressure around the cylinder surface was captured using
a piezoresistive pressure scanner. The details of the pressure measurements can be
found at Qin et al. [4].

3 Results and Discussions

3.1 Vibration Response

Figure 2 shows the dependence of A∗
u (= Au/D), and A∗

d (= Ad /D) on Ur and L/D,
where Au and Ad are upstream and downstream cylinder displacement amplitudes
respectively. At L/D = 1.2 (Fig. 2a), tiny humps for both cylinders at Ur = 4.8–
6.7 represent VE. Beyond this Ur range, a rapidly rising A∗

u with an increase in
Ur indicates the occurrence of galloping (Fig. 2a). The A∗

d is, however, more or
less constant beyond the hump. Similar observations associated with the vibration
responses are made at L/D = 1.5, A∗

u > A∗
d for Ur > 6.7 (Fig. 2b). At L/D = 2.0,

VE materializes at Ur ≈ 5.3 and ends at Ur ≈ 9.1, followed by no-vibrations of
both cylinders up to Ur ≈ 21. Galloping vibration emerges for Ur > 21, indicating
that the responses of both cylinders display separated VE and galloping (Fig. 2c).
Interestingly, A∗

u is larger than A∗
d at 21 <Ur < 33, which follows the trends appearing

at L/D = 1.2 and 1.5. The A∗
d jumps at Ur = 33, becoming greater than A∗

u . At L/D
= 2.5, VE appearing for both cylinders at Ur = 6.5–7.2, the downstream cylinder
undergoes divergent violent galloping vibration at Ur > 17.3 whereas the upstream
cylinder weakly vibrates, A∗

u ≤ 0.08 (Fig. 2d), comparable to that in VE. A similar
observation is made for L/D = 3.0 (Fig. 2e), with the downstream cylinder vibration
becoming less violent (A∗

d ≤ 0.23) than that at L/D= 2.5. At L/D= 4.0 in Fig. 2f and
L/D= 6.0 (not shown), the downstream cylinder vibration is small, and the upstream
cylinder has very small vibration.
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Fig. 2 Dependence on Ur of upstream- and downstream-cylinder vibration responses at a L/D =
1.2, b 1.5, c 2.0, d 2.5, e 3.0 and f 4.0

Based on characteristics and generation mechanism of the vibration generated for
the cylinders, the vibration responses can be classified into four regimes: Regime I
(L/D ≤ 1.5, A∗

u > A∗
d ), Regime II (1.5 < L/D < 2.5, A∗

u > A∗
d or A∗

u < A∗
d depending

on Ur), Regime III (2.5 ≤ L/D ≤ 3.0, A∗
u < A∗

d , with A∗
u being small), and Regime

IV ( L/D > 3.0, A∗
u and A∗

d being very small and small, respectively).

3.2 Galloping Vibration Generation Mechanism at Regime I

The phase-averaged pressure coefficient <CP> distributions around both cylinders
are superimposedwith the phase-averaged vorticity structures at L/D= 1.5, A∗

u = 0.3
and A∗

d = 0.07 to explore the vibration mechanism of the large galloping vibration
of the upstream cylinder, as shown in Fig. 3i–v. The correspondence between time
instants and Y ′/D or Y /D is given in Fig. 3vi. The <CP> is positive when pointing
to the cylinder center, and a length of D/2 corresponds to |<CP>| = 1.0. At instant
(i), the upper shear layer of the upstream cylinder reattaches onto the front-side
surface of the downstream cylinder, leading to a maximum <CP> (= 0.175) at θ

= 56.25°, where θ is measured from the nominal front stagnation point. One part
of the reattached flow passes over the upper surface of the downstream cylinder
and the other part runs over the front surface, both causing negative pressure on the
respective areas of the surface. For the upstream cylinder, the stagnation point occurs
at θ = 0° where <CP> ≈ 1. Due to the rolling of the upper shear layer in the gap,
a larger magnitude of negative pressure distributes around the upper-rear surface of
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Fig. 3 i–v Phase-averaged vorticity contours and pressure coefficient <CP> around cylinders in
one-half cycle of the cylinder oscillation. The contour cut-off levels are ±0.4 and the increment is
0.4. vi Variations in Y /D and Y ′/D where the time instants are specified by the dash-dotted lines
corresponding to i–v. L/D = 1.5. A∗

u = 0.3 and A∗
d = 0.07

the upstream cylinder than the lower-rear surface. A shear layer shedding or growing
is accompanied by a higher velocity and a lower pressure (Nishimura and Taniike
[5], Alam [6]). Similarly, the rolling of the upper gap shear layer may cause more
negative pressure than that of the lower shear layer for the upstream cylinder. As
the upstream cylinder moves upward at instant (ii), the lower gap shear layer also
rolls up with the pressure becoming more negative on the lower surface and less
negative on the upper surface. When the upstream cylinder reaches the top and then
goes down (instants iii, iv), the rolling of the lower gap shear layer, moving closer
to the base of the upstream cylinder, generates pressure of a large negative value on
the lower-rear surface. The pressure on the lower-rear surface turns into even more
negative at instant (v) due to the strong rolling of the lower gap shear layer, along
with that on the upper-rear surface becoming less negative. On the whole, the rolling
of the gap shear layers, mainly affecting the pressure distribution on the side and rear
surfaces of the upstream cylinder, contributes to the large vibration of the upstream
cylinder.

The pressure pattern of the downstream cylinder seems more complicated. Due to
the reattachment of the lower gap shear layer on the lower surface of the downstream
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cylinder, the maximum pressure occurs at θ = 303.8° where <CP> = −0.13, 0.48,
and 0.13 for instants (iii), (iv) and (v), respectively. The complicated pressure pattern
of the downstream cylinder arises from the interactions of the downstream cylinder
with the gap shear layers as well as its own vortex shedding.

3.3 Galloping Vibration Generation Mechanism at Regime
III

In order to excavate the physics why A∗
u < A∗

d in regime III, the phase-averaged
pressure coefficient <CP> distributions around both cylinders along with phase-
averaged vorticity structures at L/D = 2.5 and A∗

d = 0.6 are shown in Fig. 4i–v. The
<CP> distribution on the surface of the upstream cylinder does not change much
between instants (i) and (v). The <CP> of the upstream cylinder decreases from 1.0
at θ = 0° (stagnation point) to the maximum negative value (≈ −1) at θ = 56.25°,
almost invariant on the rear surface. On the other hand, <CP> around the downstream
cylinder surface at instant (i) is negative, with the maximum value (<CP> ≈ −0.07)
appearing at θ ≈ 67.5°. The rolling of the lower reattached shear layer on the front
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0.4. vi Variations in Y /D and Y ′/D where the time instants are specified by the dash-dotted lines
corresponding to i–v. L/D = 2.5, A∗
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surface of the downstream cylinder gives rise to negative pressures at θ = −60° ~
0°, <CP> ≈ −0.60 ~ −0.87 (instant i). At instant (ii) where the cylinder is away
from the centerline, the negative pressure on the front surface results from the rolling
of the upper gap shear layer and from the boundary layer generated with positive
vorticity. The boundary layer on the upper side and its separation and strong rolling
beget the large negative pressure on the side surface with a maximum <CP> ≈ −
2.02 at θ = 90°. As the cylinder goes from instants (ii) to (iii), the pressure pattern
changes dramatically, the highly negative pressure shifting from the upper side to the
lower (minimum <CP> ≈ −2.05 at θ ≈ 303.8°). With the cylinder moving toward
the centerline from instants (iii) to (iv), the maximum negative pressure region shifts
from the lower side surface to the front surface, essentially ascribed to the change
in the upper gap shear layer rolling (instants iii–v). Interestingly, it is the interaction
between the gap shear layers and the downstream cylinder which causes largely the
change in the pressure distribution over the front and side surfaces during the cylinder
motion, leading to the large vibration of the downstream cylinder.

4 Conclusions

Based on characteristics and galloping vibration generation, the dependence of vibra-
tion and frequency responses on L/D can be classified into four regimes, namely
regime I (L/D ≤ 1.5), regime II (1.5 < L/D < 2.5), regime III (2.5 ≤ L/D ≤ 3.0),
regime IV (L/D > 3.0). Regime I is characterized by both cylinders experiencing
galloping vibrations with A∗

u > A∗
d . In regime II, the galloping vibration is generated

with A∗
u > A∗

d at smaller Ur but the opposite at larger Ur . In regime III, A∗
d > A∗

u
during galloping vibration. Regime IV features small vibration for the downstream
cylinder and very small vibration for the upstream cylinder.

The A∗
u > A∗

d occurring in regime I is connected to the reattached shear layer
rolling very close to the base of the upstream cylinder, mainly affecting the pressure
distribution on the side and rear surfaces of the upstream cylinder. The A∗

d is also
related to the gap shear layers and the upstream cylinder vibration. As L/D increases,
the reattachment of the gap shear layer occurs on the front surface of the downstream
cylinder, the rolling being away from the upstream cylinder base, which leads to a
radical pressure change largely occurring around the downstream cylinder. The A∗

d
thus overwhelms A∗

u in regime III.
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Experimental and Numerical
Investigation of Steady Fluid Forces
in Axial Flow on a Cylinder Confined
in a Cylinder Array

Aurélien Joly, Pierre Badel, Nicolas de Buretel de Chassey, Olivier Cadot,
Alexandre Martin, Pierre Moussou, and Luc Pastur

Abstract The goal of the paper is to investigate experimentally and numerically the
Taylor-Lighthill-Païdoussis (TLP) model of fluid forces in axial flow, in the case of
a flexible cylinder confined in a cylinder array. This model assumes that the local
fluid forces depend only on the local angle, curvature, velocity and acceleration of
the structure. The experimental setup consists of a wind tunnel with a test section of
length 2m and of width 24cm, surrounding a square array of 3x3 cylinders with pitch-
to-diameter ratio 1.33. The Reynolds number is about 100000. The central cylinder
can be statically rotated or translated. The steady resultant fluid forces exerted on it
are recorded using a 6-axis load cell. Experimental and numerical results are in good
agreement. The TLPmodel performs well at predicting some of the forces measured.
However, further investigation on the space distribution of these forces is needed to
fully assess the performance of that model.

Keywords Fluid-structure interaction · Axial flow · Cylinder array

1 Introduction

Fluid-structure interaction plays a major role in the seismic design of fuel assemblies
in pressurized water reactors. A fuel assembly consists of a 4 m high and 20 cmwide
bundle of 17 × 17 fuel rods tied together by means of spacer grids. In order to extract
the heat produced by the nuclear fuel, the assemblies are submitted to an axial flow
of water, from bottom to top. Thus, the basic fluid-structure interaction case at stake
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here boils down to the transverse motion of a square array of cylinders submitted to
an axial flow.

This case fits in the tradition of the study of slender, flexible structures in axial flow.
This tradition is based on the early theoretical works by Taylor [20] and Lighthill
[8] on slender fish locomotion. Later studies, most of which were related to the
works of Païdoussis [11–13] and are reviewed in his recent book [14], were mainly
dedicated to the instabilities arising in axial flow. However, experimental evidence
on full-scale or downsized models of fuel assemblies have shown that, for the case
of seismic loading in otherwise normal operating conditions (e.g. fluid velocity of
about 5 m/s), the dominant fluid forces are of stabilizing nature. The experiments
report above all a high fluid damping, which is proportional to the flow velocity (see
e.g. [5]), but also a stiffening effect of the flow on the fuel assembly, i.e. an added
stiffness [15].

Fluid damping has been the focus of some recent studies, for the case of a single
cylinder oscillating in axial flow [4] as well as for a full-scale fuel assembly [10].
These studies, while making use of the traditional Taylor-Lighthill-Païdoussis model
(TLP), also tackled its limits and suggested updates for the values of some coefficients
used in the TLP equations.

Inspired by the approach developed in the 80s by Tanaka [17–19] for cross-flow
vibrations of cylinder arrays, we focus here on the effects of a local geometrical
disturbance of the array. The goal of this paper is thus to investigate experimentally
and numerically the TLP model of fluid forces in axial flow, in the case of a cylinder
confined in a cylinder array. After introducing the experimental setup as well as the
numerical methods of the CFDmodel, we describe the TLPmodel and use it to make
predictive estimations of the measured fluid forces. The experimental and numerical
results are then given and compared to these predictions.

2 Experimental Apparatus and Numerical Model

2.1 A Wind Tunnel Test Rig

The experimental setup consists of a wind tunnel with test section of length L =
2m and width 24 cm surrounding a square array of 3 × 3 cylinders with pitch-to-

Fig. 1 Experimental setup
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Table 1 Degrees of freedom of the central cylinder, corresponding tunable parameters and relevant
fluid forces

Degree of freedom Parameter Relevant fluid forces

Rotation αz : yaw angle Fy : horizantal lift, Fx : drag

Translation Z : vertical displacement Fz : vertical lift

diameter ratio P/D = 1.33 (Fig. 1). The central cylinder has two degrees of freedom,
corresponding each to a tunable parameter and a set of relevant fluid forces to be
measured, see Table 1 and Fig. 2.

Thin-walled aluminium cylinders of diameter 4.5 cm and thickness 2 mm have
been chosen, so as to minimise static deflection under their own weight. The walls of
the test section are equipped with half cylinders, such that the developing boundary
layers at the wall mimick the ones of a larger number of surrounding cylinders, see
cross section in Fig. 1. The eight neighbour cylinders are supported at both ends via a
grid of cylindrical elements of diameter 0.8 cm.The central cylinder is supported at its
centre only, so as to enable resultant force measurements. The support has a diameter
of 2.2 cm (green part in Fig. 2). In order to have a symmetric geometry, we added a
similar rod on the top of the cylinder, without support function. Measurements are
carried out both with and without that upper rod. The rotational and translational
degrees of freedom are enabled by using highly precise rotation stage and vertical
positioner.

The steady fluid forces exerted on the central cylinder are measured with an
accuracy of ±0.02N using an AMTI MC3A-100 6-axis load cell, by recording at a
sample rate of 1 kHz and averaging over 30 s.

The mean velocity in the test sectionU is calculated by multiplying the upstream
velocityUi , which is measured bymeans of a Pitot tube and amanometer, by the area
ratio 4(P/D)2/

(
4(P/D)2 − π

) � 1.79. U can reach up to 32 m/s, which gives a
maximum Reynolds number of UDh/νair � 110,000, where the hydraulic diameter
Dh � 5.14 cm has been calculated as Dh = D

(
4(P/D)2 − π

)
/ (P/D + π − 1).

The turbulent intensity at the entrance of the test section upstream of the cylinders
is about 0.5%. The incoming flow is not perfectly symmetric (±3%, the flow being
slightly faster on the y < 0 side).

2.2 RANS Simulations

The numerical results presented here were obtained via RANS (Reynolds-averaged
Navier–Stokes) simulations performed with Code_Saturne 4.0, an EDF in-house
open CFD tool based on a collocated finite volume approach [1]. The code uses a
centred scheme for the velocity and a simplec algorithm for the velocity-pressure
coupling. We use a k − ω shear stress transport (SST) turbulence model and a two-
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Fig. 2 Degrees of freedom of the central cylinder, tunable parameters and relevant fluid forces

scale wall law, which was previously found to be well-suited to the prediction of the
fluid force exerted upon a single cylinder in near-axial flow [4].

The fluid volume is discretized with a conform hexahedral mesh generated using
the software SALOME 7.8.0 [16]. The geometry of the numerical model is identical
to the one of the experiment, except for the supports of the cylinders (Fig. 1) and
for some specificities of the test rig downstream of the cylinder array, which were in
both cases not included in the numerical model. The resulting mesh is made up of 14
million cells, see Figs. 3 and 4. It is refined close to the walls. Cell sizes are adjusted
according to the best practices for these types of flow and turbulence model, see
Table 2 (the superscript + denotes non-dimensional values, using ν/u∗ as a reference
length, where u∗ is the shear velocity and ν the kinematic viscosity). The mesh is
generated in the neutral configuration, where the central cylinder is at its original
position. To deform the mesh according to the two degrees of freedom previously
described (Fig. 2), we perform a solid mechanics computation on the fluid domain
with Code_Aster 14.1 [2] with an imposed displacement on the central cylinder. We
ensure that the cells at the wall keep their previously prescribed size by imposing the
displacement on several mesh layers around the cylinders, see Fig. 5.

The time step was chosen such that the Courant–Friedrichs–Lewy condition
CFL < 1 is met everywhere. We simulate 1.0 s of physical time with a total of
200,000 time steps. The maximum CFL is found at the cylinder tips and its value is
0.6. A constant and uniform velocity of 10 m/s is imposed at the inlet (Re = 60,000)
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Fig. 3 Side views

Fig. 4 Front views

and a constant static pressure at the outlet. The sides of the domain and the cylinder
walls are modelled as smooth walls.

The resultant fluid forces and moments are computed at each time step and then
averaged over the last 0.1 s of the simulation, when the steady flow has clearly
established.



94 A. Joly et al.

Table 2 Cell sizes at cylinder walls

Dimension Direction Recommended value Actual value

�r+ Radial 40–80 28–76

R�θ+ Orthoradial 100–200 105

�x+ Streamwise 100–300 197

Fig. 5 Sliced view of the mesh for the translational degree of freedom, with Z = 5mm

3 Taylor-Lighthill-Païdoussis Model of Fluid Forces

In this section, we describe the classical TLP model in the case of a flexible cylinder
confined in a rigid cylinder array in axial flow. The cylinder is assumed to undergo
Euler-like bending deformations. The longitudinal deformations are neglected. The
transverse deflection (in z direction) is denoted by w(x, t), x being in the main flow
direction. In the following, ẇ = ∂w/∂t and w′ = ∂w/∂x .

The representation of the fluid forces introduced by Païdoussis [11] distinguishes
between two main contributions: (1) the inviscid force, as introduced by Lighthill
[8] and derived via a potential flow calculation in the frame of the slender-body
approximation [7]; (2) the viscous force, using a model intuited by Taylor [20] and
recently updated by Divaret et al. [4]. The inviscid force on a cylinder section is
perpendicular to the deformed cylinder axis. It can in turn be decomposed into three
terms (see e.g. [3]): the added mass term, proportional to the acceleration of the
section ẅ and independent of the flow velocity; the Coriolis term, proportional to the
rate of change of angle of incidence of the section ẇ′ and to the main flow velocity
U; the centrifugal term, proportional to the cylinder curvature w′′ and to the square
of the main flow velocity. A major contribution of Lighthill consists in finding all
these terms proportional to the inviscid added mass, in the assumption of potential
flow:
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f Lighthill = −χρS
(
ẅ + 2U ẇ′ +U 2w′′) n, (1)

where ρ is the fluid density and S the cylinder cross-section. n � ez − w′ex is the
normal unit vector of the deformed cylinder axis. The small f stands for a local fluid
force in N m−1. The added mass coefficient χ is equal to 1 for a single unconfined
circular cylinder. Moretti and Lowery [9] carried out experiments on a geometry
similar to ours and found χ = 1.381.

The viscous Taylor-Divaret force at low angles of incidence (< 5◦) has a constant
drag component and its lift component is a linear function of the local angle of
incidence w′ and the local virtual angle of incidence ẇ/U :

f Taylor-Divaret =1

2
ρU 2DCDex

−1

2
ρU 2DcL

(
w′ + (1 + CD/cL)

ẇ

U

)
ez .

(2)

The slope cL = 0.10 of the lift coefficient was determined experimentally by
Divaret et al. [4] for a single unconfined cylinder. In a confined configuration, the
drag coefficient CD can be calculated by estimating the shear stress τ = ρU 2λc/8,
whereλc is the friction coefficient. To evaluate it, we suggest to useHaaland’s explicit
formula [6]:

1√
λc

= −1.8 log

(
6.9

ReDh

)
. (3)

For the geometry and Reynolds number range considered here, the resulting drag
coefficient is:

CD = π

4
λc � 0.014. (4)

Two main assumptions underlie the expression of the Taylor-Divaret force given
above (2):

1. 2–D fluid force assumption: the fluid force on a section of the deformed cylinder
is the same as if that section was part of a long rigid cylinder with same angle of
incidence and transverse velocity as the considered section;

2. quasi-steady assumption: the instantaneous velocity of the section is simply
accounted for by introducing the virtual angle of incidence ẇ/U , as already
mentioned.

The TLP-model described above, sometimes augmented by additional terms to
account for specific phenomena, has been extensively used in order to predict insta-
bility thresholds in terms of flow velocity, be it buckling or flutter, and to estimate
their characteristics (magnitude, frequency) [14]. This model has also allowed for a
satisfying explanation of fluid damping on fuel assemblies [10]. In the next section,
we will compare its predictions with experimental and numerical results for the case
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of a stationary displaced cylinder. In that case, the time derivatives ẇ and ẅ as well
as the curvature w′′ are zero, so that the local fluid force expression simplifies to:

f (x) = f Taylor-Divaret = 1

2
ρU 2D

(
CDex − cLw

′ez
)
, (5)

4 Results and Discussion

Figure 6 shows the results. The displacement Z is converted into equivalent angles
by dividing it by the half length of the cylinder L/2. Forces are converted into fluid
force coefficients by evaluating the following ratio:

Ci = Fi
1
2ρU

2DL
, (6)

where i stands for x , y or z. The symbol� on Fig. 6 means that the curves have been
translated so that they fit together at zero angle or displacement. This allows for a
better comparison of the results, since flow asymmetries in the experiment offset the
values at zero.

The theoretical results (dashed blue lines, denoted TLP model) are obtained by
integrating Eq. 5 over the whole span of the cylinder, yet ignoring the tapered ends.
For the coefficients CD and cL , we use the numerical values given in Sect. 3.

4.1 Rotation

Figure 6 shows the evolution of the drag and lift coefficients when the cylinder is
rotated. The drag remains fairly constant over the whole range of angle of incidence,
which supports the assumption previouslymade (Eq. 2). As expected, the experimen-
tal drag is lower when the upper rod is removed. The numerical drag is coherent with
the experimental results, since there is no supporting rod at all in the simulations.
The drag predicted by Eq. 2 is much lower, which points out that the front and rear
ends might have a non negligible contribution.

The linear trend of the lift predicted by the TLP model is well captured by all our
tests (experimental with and without upper rod, numerical), illustrating how robust
this behaviour is, with experimental values of cL ranging from 0.09 to 0.11 and a
slightly higher CFD value (0.15).
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Fig. 6 Fluid force results for the two degrees of freedom

4.2 Translation

Figure 6 shows the evolution of the lift coefficient when the cylinder is translated.
Early experimental results, with upper rod, suggested a positive fluid stiffness effect,
the fluid force being opposed to the displacement. Thiswould have been in agreement
with experimental observations on a downsized model of a fuel assembly [15]. But it
would have called for modifications of the TLP model, since the latter predicts zero
force in this case. However, the symmetry of the curve is disrupted when the upper
rod is removed (green line on Fig. 6). Moreover, the CFD results yield near-zero lift.
Thus, the fluid stiffness effect observed in the present experiment is mainly caused
by the supporting rods.

5 Conclusions

The global fluid forces on a confined cylinder in axial flow undergoing static rotation
or translation have been studied both experimentally and numerically, with good
agreement between the two approaches. The TLP model performs well in predicting
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the drag and the lift in rotation. In order to further assess the TLP model, upcoming
studies will investigate the case of a statically bended cylinder. The space distribution
of the fluid forces in the CFD simulations will be compared to the predictions of
the model. Similar results might be achieved experimentally by means of pressure
measurements, with the challenge of having to measure tiny pressure differences.
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Numerical Investigation on the Thrust
Performance of Bionic Motion Wing
in Schools

Gang Chen, Jiakun Han, Jinan Lv, Yang Zhang, and Chunlin Gong

Abstract After billions of years of natural selection, creatures such as birds, insects
and fish have developed excellent flight and mobility capabilities. Understanding on
theirmovementmechanismcanhelp us to developnewunmannedvehicles. It can also
present reasonable explanations on biological evolution and morphological adapt-
ability. In nature, birds and fishes often fly and swarm in schools. The phenomenon of
biological clustering will be explained in the perspective of fluidmechanics.With the
rapid development of computer technology, numerical study of biological motion has
become the hot spot. The immersed-lattice Boltzmann method was used to study the
biomimetic movement in Chinese Tianhe-II supercomputer. Based on the research
of propulsion performance and vortex evolution of single bionic motion wing, multi-
flapping wings in schools are numerically investigated. Triangle arrangements were
employed to study overall propulsion performance and the unsteady flow mecha-
nism. The influence of space distance of bionic motion wings in schools on thrust
performance and vortex structure were analysed further. The numerical results show
that the average thrust coefficients of the wings in schools are bigger than that of
the single flapping wing. When the flapping wings are in triangular arrangement,
the average thrust coefficient is related to the distance. The research on the motion
mechanism of bionic wings and the way of bionics promotion will help to explore a
new type of driving mode and provide the foundation for the development of bionic
mechanisms.

Keywords Lattice-Boltzmann method · Immersed boundary method · Bionic
motion wing · In schools · Vortex structure
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1 Introduction

After billions of years of natural selection, creatures such as birds, insects and fish
have developed excellent flight and mobility capabilities. Many studies dedicated to
investigate thrust performance of bionic motion Wings [1–8]. In fact, many species
in tend to swim and fly in the form of groups, known as schools. In nature, birds and
fishes often fly and swarm in schools, the phenomenon of biological clustering will
be explained in the perspective of fluid mechanics. Various schooling arrangements
are observed in fish-swimming [9] that include line, diamond, triangular, and phalanx
formations [10]. There are studies that each individual gains energetic benefits when
they swim in schools [11–14]. Krause and Ruxton [15] found that living in schools
can provide a number of costs and benefits to animals.

Research on bionic motions in schools generally uses experimental ways or
numerical simulations. Experimentally, Webber et al. [16] measure the tail beat
frequency and pressure to obtain the speed of the fish. Beal et al. [17] performed
experiments to obtain a dead fish propelled in the wake of a bluff body. It’s important
to study this complex hydrodynamic phenomenon using advanced numerical tech-
niques and computational resources. Weihs [18] observed that diamond pattern is
more suitable for individuals in fish-schools by studied the hydrodynamic interaction
between fish individuals using a three-dimensional non-stick flow model. However,
many species didn’t follow the diamond pattern in schools [19]. The swimming
mechanisms of single fish and propulsion issues have been studied by Triantafyllou
et al. [20], the main mechanism of propulsive force and transient force in oscillating
flexible bodies and fins in water was determined, and the formation and control of
large vortices were determined.

However, at present, most studies on the configuration adopt tandem model, in
which case the influence of different parameters on the propulsion performance is
studied. Akhtar et al. [21, 22] found that if the downstream fish swam to the back of
another fish, it was not always affected by resistance. In this case, the downstreamfish
thrust to increase or decrease is considered to be related to theStrouhal number. Zheng
et al. [23] simulated the flow field distribution of two tandem cylinders and use the
flow field to provide information to analyse the pressure fluctuations in the cylinder
and the far field. Therefore, in the present paper we pose the question whether the
bionic motion wings in complex configuration is related to individual space distance.
It is easy to explore the influence of parameters on the characteristics of flow field
for numerical simulation. If finite volume or finite difference NS equations based on
body-fitted mesh are used to solve dynamic boundary problems, it is necessary to
regenerate the grid at every time step, which is time-consuming and inefficient.

Immersed boundary method was first proposed by Professor Peskin [24] to simu-
late blood flow in the heart in 1972. The immersed boundary method modulates
the boundary into the force rather than boundary condition in the flow field, which
the mesh need not re-mesh at each time step especially for biomimetic numerical
simulations. Dong and Lu [25] used immersion boundary methods (IBM) to study
the performance of two side-by-side undulating foils. Obviously, the development
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of the Immersion Boundary (IB) method has made it possible to simulate the flow
of bionic mobile boundary immersion bodies including fish and insects [26, 27].
Lattice Boltzmann method (LBM) is from lattice gas automaton, which is proposed
by McNamara and Zanetti [27] and used in numerical simulation of hydrodynamics.
The lattice Boltzmann method used a fixed Cartesian grid to simulate macroscopic
and complex flows from the mesoscopic scale. It need not deal with coordinates
from physical plane to computational plane and grid transformation problem. At the
same time, the LBM method is easy to implement and naturally parallel which has
received widespread attention and achieved accurate results in many areas [28–31].
Since both IBM and LBM use Cartesian grids, it is interesting to combine the two
approaches to simulate complex unsteady flow problems. Feng andMichaelides [32,
33] proposed IB-LB method.

To gain deeper understanding and knowledge of fish-schooling mechanism, it is
very important to study the performance of fish swarm in schools with new numer-
ical method to save the computational resources. In this paper, we perform numerical
simulation using the immersed boundary-lattice Boltzmann method for biomimetic
movement in Chinese Tianhe-II supercomputer. Based on the research of propul-
sion performance and vortex evolution of single bionic motion wing, multi flapping
wings in schools are numerically investigated. Triangle arrangement is employed
to study overall propulsion performance and unsteady flow mechanism. This paper
is organized as follow: Firstly, the IB-LBM numerical method is briefly introduced
in Sect. 2; and our problems description and independence verification is obtained
in Sect. 3. The influence of school configuration and its space distance on thrust
performance was numerical investigated in Sect. 4; and Sect. 5 is conclusion.

2 Numerical Methodology and Solver Accuracy Validation

2.1 Numerical Method

2.1.1 Lattice Boltzmann Method

The lattice Boltzmannmethod uses a square or cube mesh to separate the fluid region
into a series of grid points. The fluid is treated as fluid mass and can only move to
the surrounding grid or remain stationary. The lattice Boltzmann equation describing
the motion of fluid particles is as follows [34]:

fi (x + eiδt, t + δt) − fi (x, t) = −1

τ

[
fi (x, t) − f eqi (x, t)

] + 3

2
ωi f · eiδt (2.1)

where f i is the particle density distribution function, f ieq is the corresponding equi-
librium state distribution function, δt is the dimensionless relaxation time, f is the
time step, τ is the fluid density, ei is the particle velocity, ωi is the weight coefficient,
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ei and ωi are related to discrete density model. D3Q19 model is chosen in the paper.
The centre point is position before fluid mass moves, and the remaining 18 points
represent position where fluid mass may move at next time step. The fluid mass can
also be stationary. So at next time step, the fluid possesses a total of 19 possible
positions.

f eqi = ρωi

[
1 + 3ei · u + 9

2
(ei · u)2 − 3

2
u · u

]
(2.2)

Collision:

f̃i (x, t + δt) = fi (x, t) − 1

τ

(
fi (x, t) − f eqi (x, t)

) + 3

2
ωi f · eiδt (2.3)

Streaming:

fi (x + eiδt, t + δt) = f̃i (x, t + δt) (2.4)

For the Lattice-Boltzmann equation with the external force, it can be reduced
to the incompressible Navier-Stokes equations with force term by the Chapman-
Enskog expansion method under the condition that the Mach number and the density
are approximately constant.

2.1.2 The Immersed Boundary Method

In order to introduce the concept of the IBM, it is assumed that a flexible fila-
ment (denoted by G) is immersed in a two-dimensional incompressible viscous fluid
(denoted by Ω). The boundary of the flexible filament G is denoted by Lagrangian
coordinate s, and the fluid area Ω is represented by Euler coordinates x. The coor-
dinates on the flexible filament can be expressed as: x = X(s, t). The entire systems
of the immersed boundary method combined with the incompressible NS equations
are listed below [35].

ρ

(
∂u
∂t

+ u · ∇u
)

= −∇ p + μ∇2u + f (2.5)

∇ · u = 0 (2.6)

f(x, t) =
∫

Γ

F(s, t)δ(x − X(s, t))ds (2.7)
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∂X
∂t

=
∫

	

u(x, t)δ(x − X(s, t))dx (2.8)

F(s, t) = S(X(s, t), t) (2.9)

where p(x, t) is fluid pressure, ρ is fluid density, υ is fluid viscosity, F(s, t) is
concentrated force density at immersed boundary. f(x, t) is fluid force density. Equa-
tions (2.5) and (2.6) are incompressible viscous NS equations. Equation (2.7) shows
the process of dispersing the concentrated force at the boundary into the surrounding
fluid force density, δ(x − X(s, t)) is the Dirac delta interpolation function. Equa-
tion (2.8) is the process of interpolating velocity of the fluid mesh to the immersed
boundary, which is essentially a slip-free boundary condition. Equation (2.9) corre-
sponds to the process of determining the concentration force of a point on the
boundary, and S is a function related to deformation.

Spring force [36]model and direct forcemodel are suitable to deal with fluid-solid
interaction motion. The object of this paper is numerical simulation of rigid active
wing, so the virtual boundary model is chosen.

2.1.3 The Immersed-Boundary Lattice Boltzmann Method

The key to combine immersed boundary method and Lattice Boltzmann method is
to add external force exerted by boundary to the Lattice Boltzmann equation. The
complete equation can be described as:

fi (x + eiδt, t + δt) − fi (x, t) = −1

τ

(
fi (x, t) − f eqi (x, t)

)

+ �t
(
1 − 1

2τ

)
ωi

[
ei − u
c2s

+ ei · u
c4s

]
· f (2.10)

The penalty method is applied to compute the boundary force density. In this
method, at time t, it can be assumed that the center of mass of rigid body is at
X(t). The instantaneous body rotational matrix is R(t). Therefore, the position of a
reference point may be determined by

Xr
j (t) = X(t) + R(t)

[
Xr

j (0) − X(0)
]

(2.11)

For the boundary point Xj
t which is correspondent to the reference point Xj

r , it is
slightly deformed by the fluid. When the reference point and the boundary point are
not the same position, there occurs a displacement ξ j = Xj

t − Xj
r , and a restoration

Fj is generated that tends to restore the boundary point back to the reference point.
It can be modelled by a linear spring relation.

F j = −kξ j (2.12)
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Then, the body force f(x, t) can be computed by Eq. (2.7) and the Lattice
Boltzmann Eq. (2.1) can be solved.

In order to investigate the unsteady flows for three dimensional flapping
wings, a three-dimensional parallel IB-LBM solver suitable for Chinese Tianhe-
II supercomputer was developed from the two-dimensional IB-LBM algorithm as
follows:

1. Initialize the fluid field.
2. According to Eqs. (2.7) and (2.9), compute the body force acting on the fluid

mesh exerted immersed boundary.
3. Solve the lattice Boltzmann Eq. (2.10) to get new velocity field.
4. Interpolate from the neighbour fluid mesh to get the velocity of the immersed

boundary.
5. The boundary position is updated.

2.2 Solver Accuracy Validation

Figure 1 shows the comparison result of the flapping wing verification example. The
rosy agreements have been obtained between the previously reported measurement
and numerical simulation [37]. Therefore, provides a powerful platform for solving
the problem of flapping wing unsteady flow mechanism and is broadly applicable to
a variety of parameter research.

3 Problem Descriptions

3.1 3D Multi-bionic Wing Math Model

The single math model of the flapping wing employed in this section is shown as
in Fig. 2. The length along x-axis is 1 and the counterpart along y-axis is 2.55. The
thickness of the wing along z-axis is 0.12.

Pitch-and-heave mode has been used widely in the simulation of fish and birds.
The center of the wing heaves in the z-direction according to:

z(t) = Az sin(2π f t) (3.1)

At the same time, the wing pitches about its center according to:

θ(t) = α0+Aθ cos(2π f t) (3.2)

where Az is set as 0.5, the pitch-bias angle α0 is set as 0 and the pitch amplitude Aθ

is π/6.The Strouhal number and Reynolds number are defined as, respectively:
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(a) (b)

(c) (d)

Fig. 1 Variation of hydrodynamics forces with time. a Lift coefficient, b thrust coefficient. The
asterisk scatter chart shows the result of Dong; the solid line is the calculation result of this article.
The vorticity contour plot of flapping wing spread spanwise symmetry plane. cDong [37], d Present
work. We can find that the calculation results obtained are more obvious to receive flow information
capture employing large-scale parallel compute

St = 2Az f/U∞ Re = U∞L/υ (3.3)

where f is flapping frequency which is set to 0.6 and L is the chord of the wing. The
thrust and lift coefficients are defined as, respectively:

CT = T

0.5ρU 2∞A′ , CL = L

0.5ρU 2∞A′ (3.4)

where T means the force in the streamwise direction, and L is the force in the z
direction. A′ denotes twice the area of the ellipsoidal wing.
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Fig. 2 Typical ellipsoidal
flapping wing model

The heave and pitch amplitude of the wing are 0.5 and π
/
6 respectively. The

flapping frequency is 0.6. The Reynolds number is assigned to 200. The Strouhal
number is equal to 0.6. The velocity of incoming fluid is 1. The detailed flow field
calculation domain information is given in Fig. 3. The size of the fluid calculation
domain is 18 × 10 × 10. This choice of domain size was based on our experience
with running test simulations on a number of different domains. The inlet side of the
fluid on the left side adopts the boundary condition of velocity inlet; the outlet side
of the fluid on the right side adopts the outflow boundary condition.

A simple schematic diagram for clearly representing their positions is shown in
Fig. 4.

Fig. 3 The flow field
calculation domain
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Fig. 4 The flapping wings in triangle arrangement.When the flapping wing is located in the middle
of its trajectory, the coordinate of the first and second wings are (5.0, 5.0, 5.0) and (5.0, 5.0, 4.5),
respectively. Their centers remain constant when the distances L between the center of the third
wing are 1.5, 2.0, 2.5

3.2 Grid Independence Validation

The space step dx equals 0.033. The total mesh of fluid domain is 540 × 300 × 300,
which is 48.6 million. It was treated as nominal grid. The overall grid size for this
refined gird is 720 × 400 × 400 which amounts to about 115.2 million grid points.
The overall gird size for this roughed gird is 450 × 250 × 250 which amounts to
about 28.1 million. The time step dt equals 0.001.

Figure 5 shows a comparison of key dynamic quantities for the grid independence
study carried out for the St = 0.6, Re = 200, ϕ = π/2 and Aθ = π/6 case. It is
shown that the lift and trust force coefficients didn’t change with the number of
grid changed by comparing Fig. 5. Figure 6 shows the comparison of flow field
vorticity cloud diagrams under the three grid states. It is shown that nominal grid and
finer grid are basically consistent on the vorticity, which indicated the solver has a
good convergence in the grid selection. The selected computational domain and the
computational grid are justified.

Fig. 5 The hydrodynamics coefficients of flapping wings at different grid numbers for St = 0.6,
Re = 200, ϕ = π/2 and Aθ = π/6 case. a Lift force coefficient. b Trust force coefficient
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Fig. 6 The vorticity contour plot of NACA0012 flapping wing spread spanwise symmetry plane
under three different grids. a Coarse grid. b Nominal grid. c Finer grid

3.3 Time Independence Validation

The same calculation model and kinetic parameters as in the previous section is
chosen. To verify the time independence, we use identical normal grid but different
time steps is dt = 0.0005, dt = 0.001 and dt = 0.0015, named as compact time,
normal time and loose time respectively. Figure 7 shows the lift and thrust force
coefficients under different time steps. From Fig. 7, it can be seen that lift and trust
force coefficients are extremely similar with qualitative analysis. Figure 8 shows the
comparison of flow field vorticity cloud diagrams under the three time steps. We can
find that the obtained flow field information is the same as the problem described by
the kinetic curve, which is shown that the solver has a good convergence in the time
selection.

Fig. 7 The hydrodynamics coefficients of flapping wings at different time steps for St = 0.6, Re
= 200, ϕ = π/2 and Aθ = π/6 case. a Lift force coefficient. b Trust force coefficient
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Fig. 8 The vorticity contour plot of NACA0012 flapping wing spread spanwise symmetry plane
under three different time steps. a Loose time. b Nominal time. c Compact time

4 Numerical Simulations and Discussions

In nature, birds and fish are always to hunt for foods in school. The phenomenon
of biological clustering will be explained in the perspective of fluid mechanics. The
schools’ configurations in a triangle is employed to study their overall propulsion
performance and unsteady flow mechanisms. The influence of the space of flapping
wings in schools on thrust performance and vortex structure are analyzed in detail.

The lift coefficient for each wing at three different distances is given in Fig. 9.
Single represents thrust coefficient of a single flapping wing. The time-averaging
process of the lift curve. It is found that the thrust coefficient of one of the three
flapping wings is larger than the one of the single flapping wing when the distance
between center of leftmost wing and center of rightmost wing is 1.5. When the
corresponding distances are 2 and 2.5, the thrust coefficient of one of three flapping
wing is smaller than the one of the single wing. When the flapping wing is triangle
arrangement, the thrust coefficient of wings located upper left and rightmost of the
flapping wings are close to each other. The thrust coefficient of flapping wing located
lower left is relatively large.

Fig. 9 Wing 1, wing 2, wing 3 represent thrust coefficients of single flapping wing in school which
are located at upper left, lower left and rightmost. a Thrust coefficients when the distance between
wings is 1.5. b Thrust coefficients when the distance between wings is 2. c Thrust coefficients when
the distance between wings is 2.5
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(a) Single wing                            (b) Distance between flapping wings is 1.5 

(c) Distance between flapping wings 2.0   (d) Distance between flapping wings is 2.5 

Fig. 10 Vorticity contour of flapping wings at spanwise symmetry plane in triangle arrangement

The vorticity contour on spanwise symmetry plane of flapping wing is showed in
Fig. 10. Figure 10a gives vorticity contour of single flapping wing under same condi-
tions.When the distance between former and latter wing is small, vortex produced by
former wing is separated by the downstream flapping wing, resulting in an increase
in velocity and an enhanced effect on vortex of downstream flapping wing. The
vortex is confined at a relatively small angle. The thrust coefficient increases with
the distance when distance of centers of flapping wings is 1.5. When the distance of
the centers of the flapping wing increases, vortex produced at former wings fall off at
the leading edge of the latter wing. This will reduce the intensity of the downstream
vortex, resulting in a decrease in thrust coefficient.

Figure 11 shows vortex structure of the flapping wings in wake zone. Figure 11a
shows vortex structure of single flapping wing. The vortex rings are found in trailing
area of flapping wings in group at different intervals. When the distance between
the wings is 2 and 2.5, the length of vortex ring is smallest. At this time, the vortex
induced by the first flapping wing diffuses to the surface of second flapping wing.
Then itwill be suppressed, resulting in a lower thrust coefficient. In contrast, when the
distance between the leading edge and trailing edge is 1.5, the length along spanwise
direction is smaller, which will lead to a larger thrust coefficient.
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(a) Single wing                               (b) Distance between flapping wings is 1.5 

(c) Distance between
flapping wings 2.0     

  (d) Distance between flapping wings is 2.5 

Fig. 11 Vortex structure identified by Q-criterion (Q = 0.1) in the wake zone of flapping wing

5 Conclusions

In this paper, three-dimension flapping wings are employed to investigate the influ-
ence of governing parameters instead of two-dimension one. For the elliptical flap-
ping wing, the kinetic coefficient and the vortex structure of the flapping wing under
different configurations are studied. We investigate the influence of space distance
of bionic motion wings in schools on thrust performance and vortex structure. The
numerical results show that the average thrust coefficients of the wings in schools are
bigger than the one of single flapping wing, when the flapping wings are in triangle
arrangements. Under different parameters of the triangular configuration, the thrust
coefficient of the flapping wing on the lower left side is larger, and the average thrust
coefficient on the upper left and right sides is smaller and similar. When the flapping
wings are in triangular arrangement, the average thrust coefficient is related to the
distance. The current work mainly focuses on the numerical study of rigid flapping
wing under specified movement, which is of theoretical significance for the design
of bionic aircraft or aircraft profile and controller.
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Stress Analysis of Wind Turbine Tower
Flange Using Fluid-Structure Interaction
Method

Myoungwoo Lee, Seok-Gyu Yoon, and Youn-Jea Kim

Abstract There is growing interest and investment in the renewable energy industry
with the goal of promoting eco-friendly growth globally. The proportion of wind
power generation systems in the world’s renewable energy market is kept contin-
uously increased and is known as 21.9%. In order to reduce the fossil-fuel power
generation capacity, many countries enlarge the investment of the wind power gener-
ation systems. As the size of blade enlarges, the installation cost decreases and then
the power generation efficiency could be increased. However, as the sizes of the blade
and tower are enlarged, the weight and the wind load of itself might be increased.
Therefore, it is necessary to develop appropriate components and their build-up tech-
nology that can guarantee the structural safety of the wind turbine. In this study, the
stress applied to the tower flange when the wind turbine is operating is numerically
analyzed. In particular, optimal design value for the aspect ratio of the tower flange
was obtained, using fluid-structure interaction (FSI) method. The lowest von Mises
stress had an aspect ratio of h1/h2 = 1.40. Numerical analysis of local stress of the
tower and flange was calculated using the commercial code ANSYS 18.1.

Keywords Wind tower · Tower flange · Fluid structure interaction analysis · von
Mises stress

1 Introduction

Wind power generation, which is one of renewable energy generation technologies,
is a technology to convert wind into electric power by using a wind turbine. In recent,
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it is required to enlarge the tower in order to improve wind power generation effi-
ciency. Increasing the size of the wind power generator not only increases the weight
of itself but also increases the wind load, which is resulting in the problem of struc-
tural stability. In order to solve this problem, it is required to design element parts
and securing manufacturing techniques. Especially the generator’s tower flange is
a crucial design element that connects between the towers and it plays an impor-
tant role in securing the structural stability of the tower, so in-depth research should
be conducted. Perelmuter and Yurchenko [1] proposed parametric optimization of
wind turbine shell towers. They considered the minimum weight of the tower as an
objective function. And they also set the shell diameter, thickness, and turbine instal-
lation height as design variables. Bazeos et al. [2] evaluated the structural stability by
calculating the stress applied to the tower height by dynamic analysis such as seismic
analysis, static analysis, and buckling analysis of 450 kW wind turbines. Murtagh
et al. [3] presented an approach to investigate forced vibration response according to
the wind speed of wind turbine tower and rotor assembly receiving wind load. Feli-
ciano et al. [4] studied how the aerodynamic loading affects the structural responses
of turbines tower under different thermal stability operating conditions. Jiang et al.
[5] studied the optimization of the tower structure by measuring the residual stress
according to the shape of the weld between the wind turbine tower and the lower
flange. Ali et al. [6] studied a thermally stratified wind turbine array boundary layer
using Lumley and barycentric maps. The interaction of the wind turbine atmospheric
barrier layer was formalized. Cottina et al. [7] used the large eddy simulations to
estimate the optimal scanning distance by creating realistic atmospheric flows and
studied the influent turbulence as a function of wind farm and atmospheric stratifi-
cation. Kragh et al. [8] studied the optimization of the yaw misalignment angle to
lower the blade load induced by the wind shear.

In this study, the structural stability of a wind turbine flange was evaluated by
one-way fluid-structure analysis. In the numerical analysis process, the wind loads
and the blade dynamic loads according to the wind speed were considered and von
Mises equivalent stress was calculated to evaluate the structural stability of the tower
according to the flange shape. Based on the analysis results, a flange shape with
stable structural characteristics was derived.

2 Numerical Analysis

2.1 Model Description

In this study, a commercial 3 MW class wind turbine was used. Figure 1 showed the
tower shell of a wind turbine and the flange model used for numerical analysis. The
height of the tower is set to 104 m, and the basic shape of the tower flange is shown
in Table 1. Structural stability was evaluated through von Mises equivalent stress
evaluation of the flange using the fluid-structure coupled analysis method based on
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Wind turbine blade Tower flange

Tower section

Tower flange 3D view

Fig. 1 Reference model of the wind turbine

Table 1 Reference model configuration of wind tower and flange

Height of wind tower 104 m

Diameter of turbine blade 102 m

Outer diameter of flange 3.850 m

Inner diameter of flange 3.540 m

Outer height of flange (h1) 0.105 m

Inner height of flange (h2) 0.075 m

the shape as shown in Fig. 2. The total area for the flow analysis is shown in Fig. 3.
In order to minimize the influence of the interface, the width, height, and height
were set to 150 m, 300 m, and 600 m, respectively, considering the blade diameter of
105 m. SM35C was selected as the material of the tower shell to withstand tension
due to wind load and dynamic load by blade. The same material was chosen because

Section view : A -A

3.540m

3.850m

A

=0.105m

W=0.136m 

A

=0.075m

3.704m t=0.019m 

Fig. 2 Reference model description of the tower flange
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Fig. 3 Flow domain of the
wind turbine

Inlet

Outlet

150m

600m

300m

the flange is connected by welding to the shell. Carbon-epoxy which is a synthetic
fiber material with low density and high tensile strength was selected as the material
of the blade, and physical property values are shown in Table 2.

2.2 Grid Systems

Figure 4 showed the grid systems of the tower shell and flange created using ANSYS
18.1. In prticular, the grid systems of the flow region are mainly consisted with
tetrahedral lattice systems. In the structural analysis, a hexahedral grid was applied

(a) flow domain                                                       (b) turbine blade 

(c) tower section                                                                (d) tower flange 

Fig. 4 Grid systems applied in this study
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to the blade as shown in Fig. 4b. The tower shell shown in Fig. 4c applied a tetrahedron
grid system. The tower flange shown in Fig. 4d has a hexahedral grid to calculate
the accurate convergence values applied by wind loads. The grid dependence test
confirmed a constant wind pressure and von Mises stress with 700,000 elements in
the flow regime and more than 950,000 elements in the wind tower shell.

3 One-Way Fluid-Structure Analysis

The continuity equation and the momentum equation are applied as the governing
equations for calculating the pressure acting on the wind pressure area of the wind
tower shell to determine the influence of the wind speed.

∂ρ

∂t
+ ∂(ρui )

∂xi
= 0 (1)

∂(ρui )

∂t
+ u j

∂(ρui )

∂x j
= − ∂p

∂xi
+ ∂

∂xi

[
μ

∂ui
∂x j

+ ρuiu j

]
(2)

The air is applied as working fluid and a uniform wind speed of 5 m/s applied
to the inlet of the flow region. In addition, the dynamic load due to the revolutions
per minute (10 RPM) of the blade was calculated and the results were applied to the
structural analysis. Wind load due to wind pressure can be calculated as follows:

W = qC A (3)

q = V 2

30
4
√
h (4)

where W represents the wind load, can be calculated through the velocity pressure
q, the wind force coefficient C, and the area A under pressure. The velocity pressure
q can be calculated from the wind velocity V and the height h from the ground on
the windward side. The SST (shear stress transport) turbulence model was applied.
It has the advantages of a k-ω turbulence model that accurately predicts near-wall
flow and a k-ε turbulence model for general convection analysis. Therefore, it is
useful to calculate the dynamic load due to the rotation of the turbine blades. The
flow analysis was performed in a steady-state to reflect the effects of maximum
instantaneous wind speed and blade rotation. The wind pressure distribution of the
wind turbine calculated by reflecting the boundary conditions is shown in Fig. 5.
Results showed that the maximum wind pressure was 3.98 kPa. The tower shell has
amaximumwind pressure of 0.19 kPa, and it is observed that wind pressure is applied
to a specific part due to the influence of the blade, not the wind pressure uniformly
applied to the tower (Table 2).
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(a) Blade   (b) Tower shell

Fig. 5 Imported pressure applied to wind tower at blade rotation speed of 10 RPM

Table 2 Material properties Material SM35C Carbon-epoxy

Density (kg/m3) 7850 1580

Tensile strength (MPa) 620 5360

Poisson’s ratio 0.29 0.472

Elastic modulus (GPa) 205 138

4 Structural Stability Evaluation

In order to elucidate the stress applied to the flange, the von Mises stress can be
evaluated and it can be calculated by the following equations:

σvm =
√

(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2

2
(5)

σvm ≤ σyield (6)

Here σvm indicates von Mises stress, which can be calculated through the triaxial
principal stresses σ1, σ2 and σ3. It can be judged that it breaks when the von Mises
stress reaches the yield stress of the material. To perform the structural analysis,
gravity conditions were applied to the tower shell and the flange, and the calculated
wind pressure was applied by applying a fluid-solid surface to the outer surface area
of the wind turbine subjected to wind pressure. As a result of the structural analysis,
the region where the stress is concentrated through the von-Mises stress distribution
was confirmed and shown in Fig. 6. In this study, case study is carried out by using
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(a) wind turbine  

(b) upper tower flange 

Fig. 6 Von Mises distributions equivalent stress

aspect ratio (h1/h2), that is the height of outer diameter (h1) and the height of inner
diameter (h2) of the flange as a design parameter, which is shown in Table 3. The
aspect ratio was determined by changing the height of inner diameter (h2), when the
height of outer diameter (h1) was fixed to the length of the basic model of the flange.
When comparing the equivalent stress of vonMises stress between the upper part and
the lower part of the flange, the upper part showed 226.37 MPa, and the lower part
showed 231.08 MPa. Higher stresses were observed at the bottom flange than at the

Table 3 Design parameters
of tower flange for each case

Case Aspect ratio (h1/h2)

1 1.24

2 1.33

3 1.36

4 1.40

5 1.44

6 1.48

7 1.61
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Fig. 7 Maximum vonMises stress of tower flanges at wind speed of 5 m/s and blade rotation speed
of 10 RPM

top flange. Figure 7 shows the von Mises equivalent stress acting on the lower flange
when the inlet wind speed is 5 m/s. The flange aspect ratio was evaluated in the range
of h1/h2 = 1.2–1.6. It is seen that the von Mises equivalent stress decreases as the
aspect ratio increases. However, the von Mises equivalent stress increased when the
aspect ratio was larger than h1/h2 = 1.40. Figure 8 shows the maximum deformation
when the aspect ratio of flange is h1/h2 = 1.40. When the flange aspect ratio was
h1/h2 = 1.40, the maximum von Mises stress value was lower than the yield stress
of SM35C, and the maximum deformation amount was small. In hence, the flange
aspect ratio with the most structural stability could be judged.

Fig. 8 Total deformation of lower tower flange with aspect ratio of h1/h2 = 1.40
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5 Conclusions

In this study, the shape of the tower flange connecting the tower shell in the wind
turbine was confirmed by the fluid-structure analysis according to the wind speed
and the dynamic load. The stress concentration was confirmed on the side of the
center rather than on the center of the blade.

Through the case analysis according to the flange aspect ratios, the shape with
low stress concentration was found. As a result of the numerical analysis, it was
confirmed that the maximum von Mises stress had a lower stress value than that of
the design material SM35C when the flange aspect ratio was h1/h2 = 1.40, and the
maximum deformation amount was not large, respectively.
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000) of the energy technology development project of Ministry of Industry and Commerce of
Korea.
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Abstract Fluid-structure interaction of the flapping wings of a hovering bumble-
bee is considered. Kinematic reconstruction of the wing motion using synchronized
high-speed video recordings is described, that provides the necessary input data for
numerical modelling. Computational fluid dynamics (CFD) solver is combined with
a dynamical model that describes the wing motion. Results of a high resolution
numerical simulation are presented.
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1 Introduction

Many insect species are skilful hovering fliers that can generate positive lift during
both upstroke and downstroke. This ability is achieved by large pitching (feathering
angle) rotations of the wings necessary for maintaining a positive kinematic angle of
attack. Earlier research (e.g., [1, 2]) has shown that similar kinematic patterns can
be produced by a wing with only up- and downstroke motion being prescribed, and
elastic hinge attachment permitting passive pitching rotation. By construction, this
model mimics dipteran wings, and serves as a mechanism for regulating the high-
frequency flapping motion only using low-frequency control input [3]. It is logical
to inquire whether this control strategy can be broadly used by all flying insects. In
particular, it may be suitable for hymenopterans since their hindwings are connected
to the forewings by hooks. To assess the accuracy of this hypothesis, we consider the
hovering flight of a bumblebee Bombus ignitus. Our work consists of morphological
measurements in order to quantify the geometrical and the inertial properties of the
wings, construction of a kinematicmodel of the insect, free-flightmeasurement of the
body posture and of the wing kinematics, and computational fluid dynamics (CFD)
simulations. The objective of this paper is to describe the last two steps taking one
selected flight of one individual bumblebee as an example. Statistical analysis of
similar results obtained for multiple individuals is our current work in progress and
it will be presented elsewhere.

Section2 describes the process of three-dimensional reconstruction of the wing
kinematics from synchronized video recordings. The outcome of it is the time evolu-
tion of the wing kinematic angles and the body attitude. Section3 shows the results
of a corresponding CFD simulation of the same flight. Conclusions are drawn in
Sect. 4.

2 Kinematic Reconstruction

A hive (Mini Polblack, Koppert, Arysta LifeScience Asia, Japan) was maintained at
Chiba University through May 2016. The bees were trained to fly through a tunnel
with transparent ceiling. One end of the tunnel was connected to the hive and the
other to the feeding area. In the duration of the experiment, the humidity was near
to 80% and the temperature was maintained at about 22 ◦C. The test section in the
flight tunnel was illuminated using lights. The video recordings of the hovering flight
discussed in this paper were acquired using three synchronized high-speed cameras
(FASTCAM SA3, Photron, Japan), equipped with CCTV lens (B2514D or B5014A,
Pentax, Japan) at 2000 fps, but only two views were used in the present analysis.
The image resolution was set to 1024 × 1024 pixels. The shutter speed was 1/7500s.
Sample frames from two cameras, with a zoom on the insect, are shown in Fig. 1.
An extended description of the experiment and data acquisition setup can be found
in [4].
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Fig. 1 Sample frames from two synchronized video recordings: camera 1 (top row) and camera 3
(bottom row). Frames 517 and 520 correspond to downstroke, frames 525 correspond to upstroke.
Theoretical rigid wing contour lines, shoulder points (plus signs) and body markers (dots) are
superposed on the images

For kinematic analysis of the three-dimensional motion of the bumblebee body
and flapping wings, we modified the open-source software DLTv5. The software
is based on the direct linear transform method [5]. It is implemented in Matlab
(MathWorks, Inc., USA). The modification mainly consists in introducing the same
kinematic model as used in our CFD solver, FluSI [6]. Each forewing-hindwing pair
is approximated as a single solid flat plate that can rotate about the hinge point at the
shoulder, therefore its position with respect to the body is fully described with three
angles. The body is also assumed rigid, therefore it is straightforward to relate the
position of the shoulder points in the laboratory reference frame to the position of
the center of mass and the three Euler angles of the body.

The video sequence selected for the present analysis corresponds to the hovering
flight #6 in [7]. The body moves very little during the entire video. Nevertheless,
this small motion should be taken into account when calculating the wing angles,
because the latter are sensitive to movement of the hinges. Therefore, we first recon-
structed the three-dimensional motion of the body. We selected three points that can
be easily distinguished by morphological features. As shown in Fig. 1, point 1 is
on the head between the antennae (red marker), point 2 is an abdominal pigmen-
tation feature (green marker), and point 3 is the rear point of the abdomen (blue
marker). Every 10th frame of total 1167 frames in each camera view were analyzed.
The points were manually tracked and their coordinates in the laboratory reference
frame reconstructed using DLTv5, the result being displayed in Fig. 2 (left). Figure2
(right) shows the velocity magnitude of each point, calculated using central finite
difference approximation. The velocity is no greater than Vg = 0.023 m/s, and the
corresponding advance ratio is equal to J = Vg/(2� f R) = 0.0024, where f ,� and
R are the wingbeat frequency, amplitude, and the wing length, respectively. This
small advance ratio is indicative of hovering.
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Fig. 2 Left: trajectories of three points on the body—one on the head, one on the dorsal surface
of the abdomen, and one on the rear end of the abdomen. Right: time evolution of the velocity
magnitude of these points

The time sequence of almost 6 s is longer than required for digitization of the
wing motion. We therefore select only a subsequence of 40ms for the further analy-
sis, which is shaded in Fig. 2 (right). The velocity in it is less than 0.015m/s. During
this short time interval, time-varying position of the three feature points in the labora-
tory reference frame is fit with cubic polynomials in order to filter out the digitization
noise. In the body reference frame, relative position of different points (i.e., the shoul-
der hinges, the center of mass and the three selectedmorphological features) does not
vary in time, therefore, it can be determined from prior morphological measurement
or time-averaging over the duration of the entire flight sequence. Hence, after recon-
structing the three-dimensional motion of the selected morphological feature points,
we determine the motion of the entire body including the shoulder hinge points. The
latter are shown in Fig. 1 with cyan and magenta plus signs.

As a next step, we track the wing tips, reconstruct the wing tip trajectories, convert
them to the body reference frame and best-fit a plane, in the least-mean-square sense.
The morphological stroke plane angle is determined as the angle between the normal
to that plane and the body longitudinal axis. The stroke plane, in our definition, is
inclined at the same angle to the body and passes through the shoulder hinge points,
as shown in Fig. 3.

Finally, we determine the time evolution of the wing angles with respect to the
stroke plane, see Fig. 3 for the definitions. The values of the positional angle φ,
the elevation angle θ and the feathering angle α are determined for the left and for
the right wing separately, for every time frame. First approximation to φ and θ is
calculated using the wing-tip coordinates relative to the hinge point. After that, the
wing contour projection is superposed on the video image. It is drawn interactively as
the values of φ, α and θ are manually adjusted for the best visual fit. For this purpose,
as for the subsequent CFD simulation, we use the archetypal contour constructed in
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Fig. 3 Definition of the wing positional angle φ, feathering angle α, elevation angle θ , body angle
β and anatomical stroke plane angle η. Osp is one of the two shoulder points, Ob is the body center
of mass

[8], scaled with the wing length R = 14.6 mm determined from the video as the
average distance between the shoulder and the wing tip. Example visualizations of
this fit are shown in Fig. 1. The digitized left (resp., right) wing contour outline is
shown with a cyan (resp., magenta) closed curve. Generally, the approximation is
visually better during the downstroke (first two frames in a row) than during upstroke
(last frame in a row), as the wing deformation is greater during upstroke.

The complete measured time sequences of the wing angles are displayed as mark-
ers in Fig. 4. The resolution of 13 points is high enough to describe the important
repetitive features of the time profiles, such as the double negative peak of α during
upstroke. The motion is nominally periodic, with small deviations that may be due
to actuation, fluid-structure interaction and measurement errors. The next processing
step consists in low-pass filtering the data at 450Hz using the 4th order Butterworth
filter and upsampling the result on a 100-times finer grid using spline interpolation.
Thus we discard those points that produce unrealistically large accelerations. The
resulting time profiles are shown with dotted and dashed lines that correspond to the
left and the right wing, respectively.

From frequency analysis of φ(t) we find that the flapping frequency is equal to
f = 144.6 Hz. We use this value to divide the sequences shown in Fig. 4 in cycles
of length T = 1/ f = 6.92 ms. In Fig. 5 (left), we plot the time evolution of φ, α

and θ during each cycle, with t = 0 corresponding to the beginning of downstroke.
The original profiles are shown with thin faded lines. For every time instant t during
the cycle, we calculate the average of 4 subsequent wingbeats. The average time
profiles are shown with thick bright lines in Fig. 5 (left), and thin bright lines in
Fig. 5 (right). These time sequences are very close to periodic. There remains less
than 10% difference between the angles of the left wing and those of the right wing,
and we calculate their average. The result is plotted in Fig. 5 (right) using thick lines.
Finally, Fourier analysis of these time sequences is performed. The time evolution
of φ, α and θ is described with less than 1% error using, respectively, 4, 5 and 4
harmonics. These coefficients are used as input data for the numerical simulation
and analysis presented in the next section.
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Fig. 4 Time evolution of the wing kinematic angles. Markers show the raw data points obtained
after digitizing each frame. Lines show the result of low-pass filtering and interpolation
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Fig. 5 Left: Time evolution of the wing angles reduced to the time scale of one wingbeat (thin
lines) and their average (thick lines). Right: average time profiles of the left and the right wing
kinematics (thin lines) and the average of the two wings (thick lines), where the time is normalized
by the wingbeat period T

3 Numerical Modelling

The fluid-structure interaction model of the flapping wings has been implemented
using FluSI, a pseudo-spectral Navier–Stokes solver with volume penalization [6].
In the numerical simulation presented in this paper, the body of the bumblebee is
fixed. The body shape is the same as in [9]. The shape of the wings is derived from
the morphological measurements described in [8].
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The positional angle φ(t) and elevation angle θ(t) of both wings are prescribed
as periodic functions using Fourier coefficients, as described in the previous section.
The feathering angle α(t) is determined from the following driven oscillator equation
[2]:

Iyy α̈ = Maero − K (α − α0) − C α̇

+ Iyy

[
1

2
(φ̇2 cos2 θ − θ̇2) sin 2α − φ̈ sin θ − φ̇θ̇ cos θ(1 + cos 2α)

]

+ Ixy

[
φ̈ cos θ cosα + θ̈ sin α + 1

2
φ̇2 sin 2θ sin α − 2φ̇θ̇ sin θ cosα

]
, (1)

whereMaero is the aerodynamic pitchingmoment. Positive θ is upwards. Typically, α
is positive during downstroke and negative during upstroke. The moments of inertia
are determined by integration of mass distribution in the xw − yw plane of the wing,
assuming that it is thin and flat, as follows:

Iyy =
∫

�w

x2wdmw, Ixy =
∫

�w

xw ywdmw, (2)

where �w is the wing surface, dmw is the planar mass element of the wing, and
(xw, yw) are the coordinates of the element, see [8] for more detail. The aerodynamic
pitching moment Maero is obtained by integrating the fluid forces acting on the wing.
The shoulder hinge joint is modelled as a torsional spring with stiffness K , damping
coefficient C and neutral angle α0.

An example result of the numerical simulation is shown in Fig. 6. The parameters
of the numerical simulation are as follows. The wing length is equal to R = 14.6 mm
and the flapping frequency is f = 144.6 Hz, as described in the previous section.
The wing beat amplitude that follows from Fig. 5 (right) is � = 129 deg. Using the
notation as in Fig. 3, the body angle is equal toβ = 47.8 deg and the anatomical stroke
plane angle is η = 41 deg. The elastic hinge model uses the stiffness K = 2.52 ×
10−6 N m, damping C = 0 and neutral angle α0 = −0.7 deg. The wing moments of
inertia are equal to Iyy = 28.14 × 10−12 kgm2 and Ixy = −0.70 × 10−12 kg m2.

Since the flapping motion started impulsively at the beginning of the numerical
simulation, to avoid excessively large values ofMaero at startup, the right-hand side of
(1) wasmultiplied with a function smoothly varying from 0 to 1 during the time inter-
val from 0.1 to 0.5 of the wingbeat period T . Therefore, the results of the simulation
during the first wingbeat cycle are not physically significant. To reach quasi-periodic
state of α(t) and the aerodynamic forces, the time span of the numerical simulation
was set to 4T .

In Fig. 6, gradations of grey are used to distinguish between the results that corre-
spond to different wingbeat cycles in the numerical simulation. Time variation of α

is almost the same during the last two cycles, see Fig. 6 (right). The r.m.s. distance is
less than 11 deg with respect to α(t) obtained from the measurement described in the
previous section (the blue line in Fig. 6). This value is of the same order of magnitude
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Fig. 6 Left: time evolution of the feathering angle in the experiments and i the numerical simulation.
Right: time evolution of the instantaneous aerodynamic vertical force

as the combined error of digitization, periodization, etc. The most obvious discrep-
ancy is in the middle of upstroke when the model neglects wing deformation and, in
particular, rotation of the hindwing relatively to the forewing. A more sophisticated
deformable wing model may be necessary to reach better agreement in terms of α(t).
Nonetheless, the agreement is reasonably good even using the present single-plate
model, therefore, it is not surprising that the time-varying vertical force obtained
from the model (Fig. 6 right) displays the double peak profile typical of hovering
insects. The mean vertical force is large enough to support the body mass of 364mg
that is realistic for a bumblebee of this size.

4 Conclusions

In this paper, we discussed about application of a hinged-plate model to analyze
pitching motion of flapping wings of a bumblebee during hovering. We described
the methodology of kinematic reconstruction based on synchronized video record-
ings and presented an example of aerodynamic force calculation using CFD. In the
model, the forewing and the hindwing are approximated by a one-piece rigid flat
plate. Analysis of the video recordings suggests that the rigid wing contour can be
adequately fit with outline of the real wing, despite some deformation of the lat-
ter. Numerical solution of the differential equation that governs the dynamics of the
model, integrated with a Navier–Stokes solver, results in the wing pitching motion
similar to that observed in the experiment. The r.m.s. error is less that 11 deg, and
the discrepancy is essentially localized around the middle upstroke, when the flat
wing approximation may fail. Nevertheless, the model successfully predicts the time
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evolution of the lift force with two almost equal peaks, one during downstroke and
the other during upstroke, that is typical of hovering insets wings. We found that
the mean vertical aerodynamic force estimated from the numerical simulation is
reasonably large to support the body weight.
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Transitional Flow Dynamics Past
a Passively Flapping Airfoil
in Gusty Flow

Chandan Bose, Sayan Gupta, and Sunetra Sarkar

Abstract This paper investigates the transitional flow dynamics behind a passively
flapping airfoil supported by nonlinear springs in the presence of gusty inflow. The
fluid-structure interaction (FSI) framework is composedof an incompressibleNavier-
Stokes solver weakly coupled with a two degree-of-freedom (dof) nonlinear struc-
tural model. The fluid-elastic system shows a rich bifurcation behavior in terms of
successive Hopf bifurcations in uniform flow condition as the mean wind speed
is increased. Presence of gusty fluctuations in the inflow makes the dynamics more
complex through transitional states that we refer to as ‘intermittency’ between differ-
ent dynamical states. A regular intermittent state between quasi-periodic dynamics
and low amplitude aperiodic response has been observed when the FSI system is
subjected to a time harmonic gust in terms of sinusoidal fluctuation. A parametric
study has been carried out for various amplitudes and frequencies of the sinusoidal
fluctuation to demarcate the transitional regimes. Thereafter, the system is subjected
to random gusts modeled as Ornstein-Uhlenbeck process and ‘on-off’ and ‘burst’
type intermittent dynamics have been observed for long time-scale and short time-
scale input fluctuations respectively. The intermittent states have been characterized
through time series analyses tools and the corresponding flow-field dynamics has
been investigated in detail.
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1 Introduction

Of late, natural biological flyers have inspired the development of futuristic flapping
wing micro aerial vehicles (MAVs), envisaged to perform a wide spectrum of mis-
sions including surveillance and environmental monitoring [1]. In this regard, the
unsteady aerodynamics of rigid flapping wings in uniform flow condition is compar-
atively well explored in the literature [2, 3]. However, MAVs are highly susceptible
to gusty flows due to their low inertia and low flight speed [4]. The performance of
very light weight flapping wing MAVs can be significantly altered in the presence
of gusty flow-field [5, 6]. Therefore, an appropriate understanding of aerodynamic
performance of flapping wings subjected to gusty flows is crucial for the efficient
design of bio-inspired man-made flapping devices.

The literature related to the effect of gust on the flapping wing aerodynamics
is limited. Till date, researchers have mostly focused on quantifying the changes
in the aerodynamic properties, such as lift and drag coefficients, in the presence of
wind gust through computational fluid dynamics or experimental measurements. For
instance, Lian and Shyy [7] observed that a flapping airfoil can significantly allevi-
ate the impact of wind gust as compared to fixed airfoil, thus potentially benefiting
the MAV design. Watkins et al. [5] reported that the wind gust made up of small
scale eddies produce uneven lift distribution over a flapping wing, causing a rolling
motion. On the other hand, gusts having large scale eddy motion cause pitch motion.
Prater and Lian [8] inspected the effect of a sinusoidal gust on the cycle averaged
lift force and the lift variation over a gust cycle. They also compared the force vari-
ations and increase in the force generation between stationary wings and flapping
wings. Comparisons of aerodynamic performance were also made between different
tandem wing configurations and a single wing in isolation in the presence of time
harmonic gust. The above mentioned studies were carried out in the low Reynolds
number regime. Recently, Jones and Yamaleev [9] considered turbulent flow con-
ditions through an unsteady compressible Reynolds-averaged Navier-Stokes solver
and reported that frontal gust significantly affects the instantaneous thrust generation
by a flapping wing. In another recent study, Fisher et al. [10] carried out an exper-
iment on a flapping flat plate wing in the presence of free-stream turbulence and
measured the aerodynamic loads through pressure probes. They found that the aver-
age pressure distributions were significantly altered by turbulence and the variation
in effective angle of attack was dominated by free-stream turbulence at low flapping
frequencies.

Whereas most of these studies were confined to rigid wings, Shyy et al. [11] have
compared the aerodynamic performance of rigid airfoils with that of flexible airfoils
under gusty flows. They have reported that a flexible airfoil is able to maintain high
lift to drag ratio as compared to a rigid airfoil. Thus, they concluded that flexibility
can make the flapping flight gust tolerant. Nevertheless, the role of fluid-structure
interaction in mitigating the effect of gust for flexible flapping wings is still an
open-ended problem. Besides, the inclusion of flow fluctuations in the flapping wing
aerodynamic models poses several computational challenges as the difference in the
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gust frequency and the flapping frequency leads to a multi-scale problem. The fluid-
elastic coupling adds to the computational difficulty. In most of these studies, the
flow fluctuations were incorporated using a simplified model of time harmonic gust
with a single frequency [7, 12, 13] and the flexibility was ignored. Very few studies
[14–16] have considered a realistic gust model. While these studies investigated
the quantitative change in the aerodynamic loads incurred by the wind gust, they
do not study the gust induced transition in the system dynamics, the knowledge of
which is essential for flight stability and control. In one of our recent study [17],
stochastic bifurcation analysis of an elastically mounted airfoil subjected to random
gust has been carried out in an inviscid fluid using a potential flow solver to avoid
the massive computational cost associated with a N-S solver. The study revealed an
interesting intermittent dynamics. To extend the understanding of the previous study
in the presence of aerodynamic nonlinearity, this paper aims to examine the effect of
fluctuating flow on the dynamical stability of a flexible flapping wing system using a
high fidelity FSI framework since the coupled dynamics can be significantly altered
due to the viscous separations in low Reynolds number regime.

The present study takes a detour from the conventional comparative analysis
of aerodynamic loads generated by flapping wings in the absence and presence of
wind gust and focuses on characterizing the dynamical transition that the system
undergoes for different amplitudes and frequencies of the gusty fluctuation. This
paper further aims to extend the understanding about the system stability in the
presence of random gusts modeled as stochastic processes having either long or
short time-scale fluctuations. Moreover, one of the main objectives of this paper is to
explore the underlying flow physics to gain better insights into the transitional system
dynamics. The rest of the paper is organized into three sections which discuss the
governing equations and the computational methodology, the numerical results and
the outcomes of this study.

2 Governing Equations and Computational Details

The structure is modeled as a chord-wise rigid NACA 0012 airfoil having transla-
tional and rotational springs to model the plunge and pitch degrees of freedom (dof)
due to span-wise bending and torsional flexibility. The structural governing equations
show the effect of geometric nonlinearity (large deformations) with a cubic nonlinear
stiffness along pitch dof. The schematic diagram for the pitch-plunge 2-dof model
is shown in Fig. 1.

The non-dimensionalized equations of motion for the pitch-plunge flapping wing
model are [18],

h′′ + xαα′′ + 2 ζh (
ω̄

U ∗ ) h′ + (
ω̄

U ∗ )2 h = 1

πμ
Cl, (1)
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Fig. 1 Schematic of airfoil in pitch and plunge degrees of freedom

xα

rα2
h′′ + α′′ + 2 (

ζα

U ∗ ) α′ + (
1

U ∗ )2 (α + βαα3) = 2

πμrα2
Cm. (2)

The non-dimensional variables are defined as follows: h = y/b; xα = S/mb; rα =√
I/mb2; U ∗ = U∞/bωα; τ = U∞t/b; ω̄ = ωh/ωα; μ = m/πρb2. Here, b is the

semi-chord, rαb is the radius of gyration, xαb is the distance between the center of
mass and elastic center; ωh and ωα are the uncoupled natural frequencies of plunge
and pitch respectively;βα determines the extent of non-linearity in the spring stiffness
along the pitch degree of freedom; U∞ is the free-stream; Cl and Cm are the time
varying lift and moment coefficients, which are computed using a N-S solver at each
instant of time. The arbitrary Lagrangian Eulerian (ALE) formulation [19] has been
opted for discretization of the N-S equation on a deformed mesh. The N-S equation
is cast into the ALE form as [19],

∇.�u = 0, (3)

∂�u
∂t

+ [(�u − �um).∇]�u = −∇p/ρ + ν∇2�u. (4)

Here, �u is the velocity of the flow, �um is the grid point velocity, p is the pressure, ν is the
kinematic viscosity and ρ is the fluid density. The simulations are performed using
a finite-volume based open source CFD solver OpenFOAM® [20]. The simulation
of the unsteady flow-field has been carried out over a rectangular computational
domain (21c × 18c) with the airfoil situated at a distance ‘5c’ from the inlet (c =
chord length of the airfoil). A hybrid mesh with a combination of structured and
unstructured grids containing a total of 82,372 grid points has been chosen after a
mesh convergence test. The detailed computational methodology, grid independence
test and the flow solver validation can be found in a recent study by the authors [21].
A partitioned approach based weak coupling method [22] has been adopted while
coupling the unsteady flow solver with the structural model. The structural responses
are obtained by numerically integrating Eqs. (1)–(2) using an explicit fourth-order
Runge-Kutta method. The time step for integrating structural equations of motion is
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Table 1 Parameter values

b βα ω̄ rα xα μ ν

0.50 m 3.00 0.80 0.50 0.25 5.00 0.05 ×
10−2 m2/sec

taken to be equal to that of the N-S solver. The computations have been performed
with the parameter values mentioned in Table1.

The fluctuating flow field can be represented as,

U (t) = U∞ +Ug(t), (5)

whereUg(t) = Ag sin(2π fgt) is modeled as a sinusoidal fluctuation when the system
is subjected to a time harmonic gust and Ag and fg are the amplitude and frequency of
the fluctuation. Alternatively,Ug(t) could be modeled as an Ornstein-Uhlenbeck (O-
U) process [23, 24] to represent a randomgust. TheO-Uprocess is a stationaryGauss-
Markov process and is defined by the following stochastic differential equation:

dUg(t) = −�ωUg(t) dt + √
�ωq dW (t), (6)

where W (t) is a Wiener process, �ω and q are noise parameters. The correlation
function of the O-U process is given by,

ρ(t) =< Ug(t)Ug(0) >= q exp(−�ω|t|). (7)

The O-U process is simulated by numerically integrating the stochastic differential
equation using the Euler-Maruyama method [25].

3 Results and Discussions

This paper is an extensionof a recent studyby the authors [26] inwhich the bifurcation
behavior of the present system was studied in uniform flow condition (Re = 1000)
considering themeanwind speed as the control parameter. In [26], the FSI systemwas
seen to undergo two successive Hopf bifurcations at a very low solid to fluid added
mass ratio (μ = 5) - a supercritical Hopf bifurcation at U ∗ = 1.1 and a Neimark-
Sacker bifurcation at U ∗ = 1.8. The first bifurcation leads to a stable limit-cycle
oscillation (LCO) from a fixed-point (FP) response while the second one leads to the
system transitioning to quasi-periodic (QP) oscillations; see the bifurcation diagram
for plunge response in Fig. 2. Similar to the earlier study, the present analysis also
chooses a low solid to fluid mass ratio (μ = 5). The primary focus of the present
paper is on understanding the changes manifested in the FSI dynamics as the incom-
ing wind experiences temporal gusty fluctuations in terms of both time-harmonic
and random gust.
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Fig. 2 Bifurcation diagram
of the plunge response in
uniform flow condition
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3.1 Effect of Time-Harmonic Gust

The transitional dynamics of the system has been studied first in the presence of time-
harmonic gust (a sinusoidal fluctuation is superimposed to the uniform free-stream
velocity). Two different dynamical states present in the uniform flow condition, a FP
response atU ∗ = 1.0 and a LCO response atU ∗ = 1.3, have been considered in this
study to investigate the effect of time harmonic gust on the dynamical transition of
the system. The system has been studied for normalized amplitudes, A∗

g defined as
Ag/U∞, equal to 15, 23 and 31% and frequencies lying in the range 0.05 − 2.0Hz.

Figure3 presents the plunge response at the mean non-dimensional velocity
U ∗

m = U∞/bωα = 1.0, superimposedwith a sinusoidal fluctuation havingA∗
g = 15%

and fg = 0.5 Hz. It is observed that the system no longer gets attracted to the stable
equilibrium point at zero as seen in the uniform flow condition; instead, the sys-
tem experiences low amplitude aperiodic oscillations as can be seen in Fig. 3a. The
broadband frequency components seen in the frequency spectra (Fig. 3b) along with
the dominant peaks represent the aperiodic signature. Similar dynamics has been
observed at the other amplitudes and frequencies considered in this paper.

An interesting course of transition has been observed in the system dynamics for
different values of fg at U ∗

m = 1.3. Figure4 presents the time histories and the phase
portraits of the plunge responses for different fg values at A∗

g = 15% and U ∗
m = 1.3.

The corresponding frequency spectra and the wavelet spectra are presented in Fig.5.
From the time history in Fig. 4a, it can be seen that the plunge response at fg = 0.1Hz
is composed of two distinct dynamical states alternating periodically. In dynamical
literature, the irregular hopping of the system between two distinct states of dynamics
is defined as intermittency. It is to be noted that, in the presence of a time harmonic
gust, the system alternates between two distinct dynamical states in a regular fashion
and hence the phenomenon is termed as ‘regular intermittency’ in this paper. This
is in contrast to the case when the system hops between two distinct states in an
aperiodic manner. In this case, the regular intermittent transition takes place between
quasi-periodic bursts and subsequent lowamplitude aperiodic oscillations. The quasi-
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Fig. 3 Plunge response at U∗
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periodic nature can be confirmed from its toroidal phase-space; see Fig. 4b, aswell as,
from the incommensurate nature of the system frequency (fs) and the gust frequency
(fg). As can be seen from the frequency spectra in Fig. 5a, the existing frequencies
can be represented as a linear combination of fs and fg , which is indicative of their
incommensurate nature. A clear picture of this intermittent behavior can also be
obtained through the temporal evolution of the frequency spectra in the wavelet
spectra; see Fig. 5b. The regular intermittent transition between quasi-periodic bursts
and the low amplitude aperiodic oscillations at low gust frequencies occurs because
of the sinusoidal gust velocity crossing the second bifurcation limit in a periodic
manner and spending sufficient time at each dynamical state. As fg is increased to
0.2Hz., the stay-time in the low amplitude aperiodic state is seen to be significantly
reduced and the quasi-periodic oscillations becomes dominant resulting in a denser
toroidal structure in the phase-space; see Fig. 4c, d. This is also reflected in the
wavelet spectra in Fig. 5d. As the value of fg is further increased, the intermittent
states are seen to disappear paving way for a sustained quasi-periodic dynamics.
This can be attributed to the fact that the system does not get sufficient time for
transitioning to the other state and staying in that regime for sufficient time for the
system dynamics to be manifested when the fluctuations are rapid (which implies
short time scale fluctuations). Moreover, at fg = 1.5, the system frequency locks
in with the gust frequency resulting in period-1 behavior. The period-1 oscillation
and the corresponding closed attractor can be seen from the time history and the
phase-space respectively; see Fig. 4e, f. Figure5e, f reveal the existence of a single
dominant frequency in the frequency spectra and the wavelet spectra respectively.
As fg is increased further, a fully developed quasi-periodic response is observed;
see Fig. 4g, h. The presence of incommensurate frequencies is clearly seen in the
frequency spectra as well as wavelet spectra (Figs. 5g, h). A parametric map with
variation of parameters A∗

g and fg is presented in Fig. 6 which denotes the set of
different dynamical states observed in the system as described above. It is to be noted
that the critical value of fg at which the quasi-periodic intermittent state disappears
decreases as the amplitude of the sinusoidal gust increases.
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Fig. 6 Parametric map of various dynamics of plunge response at U∗
m = 1.3

3.2 Intermittent Flow Dynamics

The flow dynamics during the intermittent transition is discussed next in terms of the
vortex evolution in the wake of the passively flapping airfoil in the temporal window
of τ = 262.76 - 326.92 at U ∗

m = 1.3, A∗
g = 15% and fg = 0.1 Hz. At τ = 262.76,

the vorticity contour corresponds to the low amplitude oscillating state where the
shear layers from the upper and lower surfaces of the airfoil are seen to shed past the
airfoil trailing-edge undergoing a very low amplitude and low frequency oscillation;
see Fig. 7a. As the airfoil motion approaches the higher amplitude quasi-periodic
burst phase at τ = 279.14, the shear layers start oscillating with higher amplitude.
Consequently, the shear layers become unstable and impinge on each other, resulting
in a train of small vortex couples as can be seen from Fig. 7b. As the airfoil response
enters the burst phase, it oscillates with even higher amplitude and frequency, which
in turn increases the effective angle of attack, inducing vortex roll up in the leading
edge. Secondary vortex structures are also seen to form over the airfoil surface. As a
result, the small attached LEV convects towards the trailing edge and forms a couple
with the secondary vortex structure, which gets separated from the trailing edge. It is
to be noted that the phase of the vortex shedding changes slightly from one cycle to
another resulting in loss of flow periodicity in line with the structural quasi-periodic
oscillation. Thus, an oscillating wake pattern is observed, however, that changes by
a small margin from one cycle to another at τ = 288.02; see Fig. 7c. Thereafter, as
the airfoil approaches the end of the burst phase, the amplitude of the oscillation
decreases and the corresponding system frequency also gets changed resulting in a
transition in the wake pattern. At τ = 296.89, an interesting ‘4P’ wake pattern is
observed; see Fig. 7d. Further, the airfoil is again seen to enter the low amplitude
aperiodic phase through a sharp transition resulting in a narrowwidth aperiodic wake
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Fig. 7 Intermittent flow dynamics at U∗
m = 1.3, A∗

g = 15% and fg = 0.1 Hz

at τ = 320.75 (Fig. 7e) which is eventually carried away by the free-stream and the
shear layers are again seen to be shedding from the airfoil surfaces at τ = 326.92
(Fig. 7f).

3.3 Effect of Random Gust

To understand the effect of randomgust on the FSI dynamics of the passively flapping
wing, the system is subjected to two different time-scale gusts defined by O-U pro-
cesses with different correlation lengths. Figure8a shows the system exhibiting what
is defined as ‘on-off’ type intermittency in the plunge response in the presence of a
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Fig. 8 Intermittent plunge response in the presence of random gust

long-time scale random gust. Here, longer time scale fluctuations are generated by
considering lower �ω values in Eqs. 6 and 7. ‘On-off’ type intermittency is denoted
by the irregular alteration between non-oscillatory state andmodulated periodic state
and is observed when the system is subjected to long time-scale random fluctuations.
On the other hand, a ‘burst’ type intermittecy behavior is observed when the system
is subjected to a short time-scale random gust (generated with higher �ω value) and
is denoted by irregular alteration between low amplitude aperiodic oscillations and
bursts of periodic oscillations (Fig. 8b). Further studies are being carried out to under-
stand the underlying flow-physics. Interested readers are directed to [27] for more
discussions on the distinction between “on-off” and “burst” type intermittencies.

4 Concluding Remarks

The effect of time harmonic and randomgust on the nonlinear FSI dynamics of a elas-
tically mounted airfoil has been studied in this paper through a Navier-Stokes based
high fidelity FSI solver. A regular intermittent transition has been observed between
quasi-periodic bursts and low amplitude aperiodic oscillations in the presence of
low frequency sinusoidal gusts (long time-scale). The intermittent states are seen to
disappear as the frequency of the sinusoidal fluctuation is increased paving way for
pure quasi-periodic and a frequency locked periodic states. The same transitional
dynamics is also observed in the associated flow-field. Contrary to this behavior, on-
off type and burst type intermittency have been observed in the presence of random
gust with long and short time-scales of fluctuations, respectively.
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Using Multicompartmental Poroelasticity
to Explore Brain Biomechanics
and Cerebral Diseases

John C. Vardakis, Liwei Guo, Dean Chou, and Yiannis Ventikos

Abstract Numerical methods and simulations offer the prospect of improved clin-
ically relevant predictive information, enabling more efficient use of resources for
designing treatment protocols, risk assessment and urgently needed management of
long term care systems for a wide spectrum of brain disorders. An extended poroe-
lastic model of perfused parenchymal tissue coupled with separate workflows incor-
porating subject-specific meshes, permeability tensor maps and cerebral blood flow
variability is outlined in this work. This consolidated pipeline is also used to provide
subject-specific boundary conditions for the regions of the cerebroventricular volume
responsible for cerebrospinal fluid (CSF) secretion, in addition to the exit sites which
allow for the passage of CSF into the intricate drainage pathways of the brain.
Subject-specific datasets used in the modelling of this paper were collected as part of
a prospective data collection effort. Two cases were simulated involving one female
cognitively healthy control (CHC) subject, and one female subject with mild cogni-
tive impairment (MCI) undergoing a period of high activity. Results showed visibly
reduced blood perfusion, clearance of CSF/interstitial fluid (ISF), CSF/ISF accu-
mulation and drainage in the MCI case. Interestingly, peak aqueductal velocity was
higher in the MCI case (1.80 cm/s compared to 0.35 cm/s).
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1 Introduction

The epidemiologic transition succinctly refers to a process in which infectious, infant
and maternal diseases are brought under manageable limits courtesy of advances in
the healthcare sector which can to various degrees, be attributed to prolonged social
and economic development. At the same time however, the increased mimicking of
a western lifestyle, and its consequent behavioural model has led to chronic diseases
taking over as the leading cause of mortality in every region of the world.

Brain disorders such as developmental and neurodegenerative diseases represent
an enormous disease burden, not only in terms of human distress, but also economic
cost. Dementias of the elderly correspond to a range of progressive, organic brain
diseases that are characterized by problems of short-term memory, disturbances in
language, psychological changes, psychiatric changes and lifestyle impairments [1].
Examples include Alzheimer’s disease (AD) and Normal Pressure Hydrocephalus.
In its early stage, AD may present itself as mild cognitive impairment (MCI), an
intermediate state between normal ageing and dementia. Microscopically, the patho-
logical features of AD are the extracellular deposition of amyloid-β peptide into
plaques and the formation of intracellular tangles composed of hyperphosphorylated
tau protein. Normal Pressure Hydrocephalus (NPH) may be broadly defined as the
imbalance between production and circulation of cerebrospinal fluid within the brain
(where a radiographically identifiable flow obstruction leading to this imbalance is
not observed).

Dementias are exerting substantial pressures on society, through greater health
expenditure arising from the specialised medical services (differential diagnosis for
instance) required for such complex and overlapping pathologies. At the same time,
medical expertise and evidence-driven policymaking and commissioning of services
are increasingly evolving the definitive architecture of comprehensive long-term
care, which incorporates diagnostic and medical continuing care services, family
care, community care (whilst also considering cost containment strategies), relief
opportunities and palliative end-of-life care.

Fluid-structure interaction (FSI), in most cases, involves a movable and/or
deformable surface, as the part of a solid body thatmeets a fluid and is either displaced
by the loads the fluid applies on it, or actively moves the fluid itself, or both. In this
setting, the fluid can be external to the structure—an aircraft wing for example, or
internal to the solid—like a dilating aorta. In all the scenarios discussed above, the
“interface” i.e. the surface where the solid and the fluid come in contact, is defined
in a deterministic manner.

In this work, we discuss a different topology for FSI: that of a poroelastic medium.
If poroelasticity is viewed at the microscopic level, then there is no effective differ-
ence between an internal FSI setting: fluid is contained within a solid matrix (a set
of communicating pores) and interacts with that matrix. However, when the number
of pores, passages and conduits that the fluid occupies within the solid matrix is
large, the microscopic view (and related direct simulation techniques) is of little
use. In that case, an approach that gives us the capability to treat the two (or more)
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phases of the problem (solid matrix and one or more fluid phases) in a statistically
meaningful and computationally/theoretically tractable manner is needed. Poroe-
lasticity fills this gap. In this case, the loads that the fluid applies to the solid are
internal to the control volume and distributed across it. Therefore, for example, an
increase in pressure at some point within the flow domain results in loading the solid
matrix from within the control volume, with consequences in its strain field. Mass
and momentum conservation equations for all phases are cast in a uniform context,
flow is treated in a Darcian manner, and configurations with an arbitrary number of
pores can be handled in an elegant and efficient manner. This class of methodologies,
originally developed for groundwater engineering, is now being applied successfully
to problems in biomedical engineering, since it seamlessly integrates the concept of
extensive andmicroscale perfusion (with blood, but also other fluids) that is dominant
in living tissue.

Modelling the transport of fluid within the brain, in a personalised manner and
fromfirst principles, is essential to help decipher some of the underlyingmechanisms
that are currently being investigated regarding diseases of the cerebral environment.
In this work, it will be shown that using a multicompartmental poroelasticity model
for perfused parenchymal tissue coupled with an automated image-based model
personalization workflow and a subject-specific blood flow variability model, one
may extract valuable insight [2] into the underlyingmechanisms of the neurovascular
unit. At the same time, the resulting solution fields from this multiporoelastic model
can be used as the basis to provide subject-specific boundary conditions for compu-
tational fluid dynamics (CFD) models simulating the complex flow characteristics
in important structures of anatomical significance in the brain, namely the cerebral
ventricles.

2 Methodology

Poroelastic systems describe fluid flow through a porousmedium coupledwith defor-
mation of the solidmatrix. In thiswork, thematrix deformation obeys linear elasticity,
whilst the percolating fluid is described by Darcy flow.

2.1 Multiple-Network Poroelastic Theory (MPET)

The standard mathematical model for diffusive flow in an elastic porous medium
is the diffusion-deformation model of poroelasticity proposed by Biot [3]. This is
based on the coupling between the pore-fluid potential and the solid stress fields.
An extension of Barenblatt’s double-diffusion approach [4] and Biot’s diffusion-
deformation theory leads to the Barenblatt-Biot poroelastic model representing
quadruple diffusion in elastic porous media. This model takes the following form:
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− ∇ · (C : ε(u)) +
A∑

j=1

α j∇ p j = f,

c j ṗ j + α j∇ · u̇ − ∇ · (
K j∇ p j

) +
A∑

i=1

ξ j→i
(
p j − pi

) = h (1a, b)

In the above formulation, for a givennumber of networks, A ∈ N, the displacement
of the solid skeleton is given by u = u(x, t), whilst the fluid potentials for each
respective compartment is given by p j = p j (x, t), where 1 ≤ j ≤ A for x ∈
� ⊂ R

d (d = 1, 2, 3) and t ∈ [0, T ]. α j ∈ (0, 1] is the Biot-Willis coefficient for
each compartment which also satisfies φ ≤ �αj ≤ 1, where φ is the total porosity,
c j ≥ 0 is the storage coefficient, Kj is the hydraulic permeability tensor defined by
K j = κ j

/
μ j > 0 (the ratio of the compartmental permeability to fluid viscosity),

ξ j→i are the intercompartmental transfer coefficients, f = f (x, t) represents a body
force and h = h j (x, t) represent additional compartment specific source terms. In
this manuscript, ε(u) is the small-strain tensor derived from the symmetric part of
the gradient of the displacement u:

ε(u) := 1

2

(∇u + (∇u)T
)

(2)

The elastic stiffness tensor, C, defines a stress tensor σ using Hooke’s Law:

σ := Cε(u) (3)

In this manuscript, we will assume an isotropic and homogeneous linear elastic
medium with elasticity tensor, C, defined by the identity:

C : ε(u) = 2με(u) + λ(∇ · u)I (4)

where I is the identity tensor, and μ and λ are the Lamé moduli.

2.2 Three-Dimensional MPET Model for the Cerebral
Environment

In this work, the MPET model was used to conduct mechanistic modelling of fluid
transport through the brain parenchyma. Biologically, the solid matrix represents
brain parenchyma and the communicating fluid phases considered are: an arte-
rial network (a), an arteriole/capillary network (c), a CSF/ISF network (e) and a
venous network (v) (see Fig. 1). This model allows for the simultaneous solutions
of continuity and momentum conservation equations, in four interconnected fluid
compartments, within a deformable solid matrix (the parenchymal tissue).
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Fig. 1 The four-compartment MPET model reflect the key fluid transport mechanisms in the brain
tissue. Flow is prohibited between the CSF and the arterial network, whilst directional transfer exists
between (a) and (c), (c) and (v), (c) and (e) and finally (e) and (v)

The MPET model uses the parenchymal tissue displacement (u), and the pore
pressures of the four fluid compartments (pa, pc, pe, pv) as the primitive variables in
the governing equations, which are given below:

G∇2u + (G + λ)∇ε = αa∇ pa + αc∇ pc + αe∇ pe + αv∇ pv

ca ṗa + αa∇ · u̇ − ∇ · (Ka∇ pa) = Sc→a

cc ṗc + αc∇ · u̇ − ∇ · (Kc∇ pc) = Sa→c + Se→c + Sv→c

ce ṗe + αe∇ · u̇ − ∇ · (Ke∇ pe) = Sc→e + Sv→e

cv ṗv + αv∇ · u̇ − ∇ · (Kv∇ pv) = Sc→v + Se→v (5a–e)

The s terms in Eq. (5b–e) define spatially varying source (sij > 0) or sink (sij < 0)
densities (rate of fluid transfer between networks). More details can be found in Guo
et al. [2]. Additional variables of practical interest, such as Darcy velocity and fluid
content (ζe) [1, 2, 5], are derived from primitive variables of the MPET system.

2.3 MPET Verification and Mesh Independence

The governing equations of the MPET system have been discretised using the finite
element method and implemented into an in-house numerical code [6], which has
been verified [7] against Terzaghi’s [8] andMandel’s [9] problems. In addition to the
verification, mesh dependence (12 meshes with total element numbers ranging from
~100 k to ~9 million) of the 3D MPET outputs (displacement, scalar pressures and
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relevant filtration velocities from the four compartments) using a subject-specific
brain geometry has been conducted [2].

2.4 Subject-Specific Datasets

The subject-specific datasets used in themodelling of this paperwere collected as part
of the VPH-DARE@IT project (www.vph-dare.eu), and prospective data collection
was conducted at the Istituto di Ricovero e Cura a Carattere Scientifico (IRCCS)
San Camillo, Lido di Venezia, Italy. The study includes a total of 103 people (50
cognitively healthy controls, age 71 ± 8 yr, and 53 with diagnosed MCI, age 75 ±
7 yr), and was approved by the joint ethics committee of the Health Authority Venice
12 and the IRCCS San Camillo (Protocol number 2014.08), and all participants gave
informed consent prior to participation in the study. In this paper, one 68-year-old
female CHC subject and one 62-year-old femaleMCI subject were chosen to conduct
a preliminary analysis.

For each subject, several measurement modalities were collected: lifestyle ques-
tionnaires and neuropsychological tests, whole brain MR imaging (Turbo Field
Echo T1 images were based on a 1.1 × 1.1 × 0.6 mm3 voxel resolution), clinical
ultrasound flow imaging, portable Holter recordings of blood pressure, and acti-
graph measured activity levels, among others. Lifestyle information was collected
by means of established questionnaires (CAIDE study [10]). Clinical ultrasound
imaging comprised both carotid ultrasound and cardiac echography (SiemensAcuson
X300PE and SC2000, Siemens Healthineers, Erlangen, Germany). Portable Holter
devices (Cardioline walk200b, Cardioline S.p.A., Milan, Italy) measured both blood
pressure and the electrocardiogram. Physical activity and sleep were measured using
wrist-portable actigraph devices (MotionWatch 8, CamNtech Ltd, Cambridge, UK).
For the Lido study cohort, T1-weighted and diffusion-weighted MR images were
processed to create accurate 3D meshes and permeability tensor maps (PTMs) of the
parenchyma; and Holter recordings and ultrasound flow measurements were used to
generate boundary conditions of arterial blood flow. More details on the integration
of these workflows is described in Guo et al. [2, 11].

2.5 Subject-Specific Boundary Conditions and Parameters

A subject-specific blood flow profile is used as the boundary condition (BC) for
the arterial network of the MPET model at the cortical surface. A subject-specific
characterization of 24-h blood flow variability is obtained through a combination
of blood pressure measurements, clinical ultrasound flow measurements and mathe-
matical modelling [12]. A lumped parameter circulation model (LPCM) [13] is used
to simulate continuous arterial blood flow and translate spot measurements collected
at 15 min intervals to continuous waveforms of arterial blood flow. Once the arterial

http://www.vph-dare.eu
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flowwaveforms in the internal carotid artery (ICA) are obtained from theLPCM, they
are coupled with another lumped parameter model for cerebral flow autoregulation
[14]. The final output of this model is a 24-h prediction ofmiddle cerebral artery flow.
This is subsequently partitioned into the ICA blood to the left and right cerebrum,
and the vertebral artery (VA) blood to the left and right cerebellum. These continuous
waveforms are fed into the MPET modelling as BCs for the arterial compartment
at the cortical surface, which is divided into four perfusion regions corresponding
to the four waveforms. This allows for the total amount of arterial blood flow to be
distributed across each perfusion region and applied as a Neumann condition [2] in
the arterial compartment of the MPET model. In this paper, one specific measure-
ment was chosen from the 24-h recording as indicative of the subject’s high activity
(e.g. exercise) identified by the highest peak values of arterial blood flowwithin 24 h.

The skull is assumed rigid (adult cases). For simplicity, this rigid BC is applied
directly to the cortical surface.There are nodisplacement constraints at the ventricular
wall, so it can expandor contract freely. For continuity of stresses, the pressure exerted
by the CSF within the ventricles on the inner ependymal surface must balance the
poroelastic stress in the parenchymal tissue [2, 5, 15]. A subject-specific blood flow
profile is used as the BC for the arterial network at the cortical surface. Descriptions
for the boundary conditions and parameters used in the MPETmodelling framework
can be found in previous studies [2, 5, 15].

The estimated diffusion tensor field and its associated principal eigenvectors were
used to estimate permeability tensor maps (PTMs). The permeability map gives a
heterogeneous and anisotropic permeability field (dimensionless permeability tensor
scaled by the base permeability of the CSF/ISF compartment, ke) to be appliedwithin
the parenchymal tissue. This PTM was used to further personalise the CSF/ISF
compartment in the 3D MPET modelling [2, 11].

For the inlet and outlet BCs used in the CFD simulations, a personalised set of BCs
arising from the Darcy filtration velocities of the MPET simulations (from the arte-
riole/capillary and CSF/ISF compartment) at the surface of the ventricles are applied
to both the inlets and outlets in the cerebroventricular system. The inlet conditions
are derived from the MPET output of the arteriole/capillary compartment (perfu-
sion [2]), whilst the outlet conditions are derived from the CSF/ISF compartment
(CSF/ISF clearance [2]). For the inlets, the filtration velocity of arteriole/capillary
blood in the sites of the choroid plexuses of the lateral, third and fourth ventricle
are assumed to coincide with portions of the walls of the cerebral ventricles. This
assumption is adequate, since in the choroid fissures of the lateral ventricles, the
choroid plexuses develop from the cisternae of the median walls, whilst in the third
ventricle; they arise from the roof of those entities. In the fourth ventricle, the corre-
sponding plexus is formed caudally and ventrally of the cerebellum [1]. The plexuses
are supplied by the filtration velocity boundary condition representing the perfusion
of arteriole/capillary blood at the different choroid plexus locations which are repre-
sented as surfaces (of representative sizes in the lateral, third and fourth ventricle) of
varying curvature within the ventricular volume (see Fig. 2) that ultimately produce
CSF filtrate. The boundary conditions at the outlets (CSF/ISF filtration velocity from
the MPET simulations) are defined as patches in the fourth ventricle, specifically, at
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Fig. 2 a The cerebroventricular system of a healthy volunteer. Obtained from Vardakis et al. [5].
No permission was required under the CC BY license agreement. b A depiction of the surface
patches within a cerebroventricular volume of a patient with MCI. These surfaces represent the
choroid plexus regions of the lateral, third, and fourth ventricle

the foramina of Magendie, the bilateral foramina of Luschka, and the central canal
which lead the CSF to the surrounding subarachnoid space.

2.6 Cerebral Ventricles Volume Extraction and Discretization

A fully automated workflow (see Fig. 3) has been developed to provide subject-
specific meshes and PTMs for the MPET modelling. The tetrahedral meshes gener-
ated as part of the automated image-based modelling pipeline allowed for the extrac-
tion of the cerebroventricular surfaces. These were converted to Stereo Lithography
(STL) files. To preserve key anatomical features such as the Sylvian aqueduct and
impose features allied to the choroid plexus, subsequent smoothing of the STL files
was conducted using the open-source modelling software, Blender (The Blender
Foundation, www.blender.org). This software provides the user with powerful wire-
frame, node-by-node, editing capabilities (such as smoothing) and in the process aids
in improving the continuity of the required domains.

Flow through the cerebral ventricles is solved using the multiphysics software
CFD-ACE+ (ESIGroup, Paris, France)which is based on the finite volume approach,
alongwith the Second-Order Upwind Scheme used for spatial differencing, algebraic
multigrid scheme and the SIMPLECpressure–velocity coupling.As in previouswork
by the authors [5], mesh generation for the 3D volumes was achieved via the use
of CFD-VisCART (ESI Group, Paris, France), which is an unstructured adaptive
Cartesian grid generation system. CFD-VisCART offers a projected single domain
method tree-based data structure to generate Cartesian-based non-conforming grids.

http://www.blender.org
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The OmniTree data structure was used as it supports anisotropic grid adaptations
[5]. Similarly, adequate discretization of the 3D ventricular domain is required to
acquire fully resolved results (within a 5% band fromwhat we considered as the fully
converged solution). Grid independence analysis resulted in meshes of ~18 million
and ~15million cells for the cerebroventricular volume relating to theMCI and CHC
case respectively.

3 Consolidated Modelling Pipeline for the Cerebral
Environment

The MPET system gives rise to a generic model that simulates biomechanical
behaviour of perfused tissue, and is personalized for individual subjects on three
levels: cerebral geometries, and corresponding computationalmeshes,were extracted
from structural MR images; spatial maps of CSF/ISF compartment permeability
tensors were estimated from diffusion MR data; and arterial blood flow waveforms,
used as cortical surface BCs, were derived from measurements of blood pressure,
flow velocity and other inputs. The consolidated pipeline presented here was imple-
mented on the MULTIX platform, developed within the VPH-DARE@IT project
(see Fig. 3).

Fig. 3 The consolidated pipeline that incorporates the 3D MPET solver itself, with image- and
non-image-based model personalisation modules
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4 Results and Discussion

As described in Sect. 2.4, the geometries and patient-specific boundary conditions
allied to the parenchymal tissue and cerebroventricular volume of one 68-year-old
CHC female control subject and one 62-year-old femaleMCI subject was used in the
consolidated pipeline to conduct the MPET and CFD simulations. The parenchymal
volumes of the two subjects are ~1014 ml and ~851 ml, whilst the cerebroventricular
ventricular volumes are ~20 ml and ~36 ml respectively. The peak arterial flow rates
during the period of high activity for the left and right ICA, andVAwere 502, 470 and
122 ml/min for the CHC subject, and 334, 340 and 84 ml/min for the MCI subject.

Figure 4 depicts three solution fields arising from theMPET solver, namely clear-
ance (Darcy velocity of CSF/ISF compartment), blood perfusion (Darcy velocity of
capillary compartment), and CSF/ISF accumulation (positive values of fluid content,
ζe, of the CSF/ISF compartment). CSF/ISF clearance is reduced from around 56 to
around 29 μm/s (a reduction of around 58%) in the MCI subject, whilst blood perfu-
sion is reduced (from 0.31 to 0.15 mm/s) by over 50% for the same subject. Both
CSF/ISF drainage (ζe < 0) and accumulation (ζe > 0) is lower in the MCI case.
The solution fields also differ substantially in spatial morphology. The anisotropic
nature of CSF/ISF fluid transport within the brain is accounted for via the subject-
specific PTMs estimated from DT fields. Aβ homeostasis is governed by production
and clearance mechanisms [16]. Any subsequent imbalance in this homeostasis may
result in excessive accumulation of cerebral Aβ, which is a known characteristic of
AD [17].

Figure 5 depicts the velocity magnitude of CSF within the cerebroventricular
system. A large increase in the peak velocity magnitude is witnessed between the

Fig. 4 Midsagittal section depictingMPET results (blood perfusion, CSF/ISF clearance, and accu-
mulation of CSF/ISF) of the CHC subject (top row) and MCI patient (bottom row). All results are
acquired during a period of high activity
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Fig. 5 a Sagittal view of the aqueduct of Sylvius, lateral, third and fourth ventricles of the CHC
subject. The contour lines denote velocity magnitude. A view of the velocity streamlines of the
aqueduct of Sylvius and third ventricle is also shown. b Sagittal view of the aqueduct of Sylvius,
lateral, third and fourth ventricles of the MCI subject. The contour lines denote velocity magnitude

CHC andMCI subject. The importance of considering the subject-specific boundary
conditions at the choroid plexuses, in addition to the accurate assessment of CSF
outflow velocities at the fourth ventricle is clear from the preliminary simulations
considered thus far.

The consolidated pipeline presented in this work can integrate principles of solid
and fluid mechanics and may aid in better understanding intricate hypotheses such as
the role of chronic hypoperfusion in AD related disease progression, and the intricate
mechanisms relating the role of repetitive and intensifying arterial pulsations (due to
the increased stiffness of the arterial tree during ageing) on the underlying neuronal
microstructure and glial function [18, 19]. A more detailed understanding of acute
hydrocephalus is also possible, since the anatomically accurate cerebroventricular
system and novel application of boundary conditions at all the choroid plexus sites
can provide insight into the complicated nature of flow in the ventricles (and assist
in its potential classification [20] between diseases). This makes investigations into
aqueductal stenosis and fourth ventricle outlet obstruction possible, in addition to
being able to predict if any symptoms can be alleviated via the use of shunting,
endoscopic third or fourth ventriculostomy.

5 Conclusions

This paper outlines a recently developed consolidated pipeline that intertwines a 3D,
finite-element based multiple-network poroelastic model of perfused parenchymal
tissue, an image-based modelling pipeline and a subject-specific boundary condition
model. Two cases were simulated, one involving a 68-year-old female control subject
and one involving a 62-year-old female MCI case. Both cases were prescribed arte-
rial boundary conditions relating to a period of high activity. The pipeline was also
used to obtain personalised boundary conditions for the choroid plexus regions (sites
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of production of CSF within the ventricles) in addition to the CSF exiting the cere-
broventricular volume. CFD computations were subsequently run for the two cere-
broventricular volumes to extend the state-of-the art capabilities of the consolidated
pipeline.
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The Shearing Mechanism Over a
Deformed Surface of Breaking Waves

S. G. Sajjadi and J. C. R. Hunt

Abstract Surfacewave breaking plays an important role in the coupling between the
atmosphere and the ocean from local weather to global climate scales. In the absence
of wave breaking, the dynamical and scalar transport between the atmosphere and
oceans is through slow molecular diffusion and conduction processes. By contrast,
when a wave breaks, the air–water surface typically experiences dramatic changes,
with a water jets forming and plunging from the crest of the wave downwards into the
water surface below the crest, which leads to air that is entrained in the ocean surface
being transported in bubbly jets being submerged downwards into the ocean. Simul-
taneously water spray from the jet and from rising bubbles are ejected upwards into
the air above the waves. We present an idealised computational study for initiation
of the generation of a surface group of waves on a water surface, which is originally
at rest, generated by a random distribution of normal pressure associated with the
onset of a turbulent wind. Correlations between air and water motions are neglected
and the water is assumed to be inviscid. It is found that groups of waves develop
most rapidly by means of a resonance mechanism which occurs when a component
of the surface pressure distribution moves at the same speed as the free surface wave
with the same wave-number [similar to that of Phillips’ (J. Fluid Mech. 2:417–445,
1957 [13]) mechanism]. It is shown that mostly the growth of groups of waves occurs
in the principal stage of development and continues until the waves grow so high
that non-linear effects become important. As waves become steep enough and break,
they cause bubbles to be entrained and fragmented inside the breaking wave crest.
This mechanism is a multi-phase application of shearing flow over a deformed water
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surface, which occurs where waves are about to break, and is similar to other types
of complex flows near walls and air–liquid surfaces.

Keywords Turbulence · Shearing mechanisms · Wave breakdown · Entrainment ·
Energy dissipation

1 Introduction

Breaking waves have great significance in the kinematics and dynamics of ocean
waves and the air–sea boundary layers, and also to many other problems related to
air–sea interactions [8]. Breaking waves transfer momentum and energy from waves
to currents, and also to near-surface turbulence that leads to mixing within the sur-
face layers of the ocean. Furthermore, heat and mass transfer are also enhanced by
breaking waves (via gases and aerosols). These and other aspects of breaking have
been reviewed by, for example, Banner and Peregrine [1], Melville [11], and Duncan
[6]. Despite recent progress in measuring breaking waves in both field and laboratory
studies, there are still major challenges to overcome for the experimentalist, the the-
oretician and the numerical modeller. Consequently even simple scaling arguments
and limited measurements can be particularly valuable. In this paper, we present fine
scale numerical simulations of wave breaking which in practice depend on the wave
slope and its sharp crestedness (e.g. [3]) at the point of breaking. The simulations
performed here also relate the kinematics to the dynamics of breaking waves. Most
importantly, we demonstrate that the initial wave formation very rapidly leads to a
wave group, and as more energy is transferred to them they grow and also become
quite asymmetrical.

2 Theory

In this study, we follow the original theory posed by Phillips [13], which is briefly
describe below. Here, we express the surface pressure fluctuations and surface eleva-
tion in terms of Fourier components. The pressure fluctuation p and elevation η are
stationary random functions of position x = (x1, x2) in the surface plane. Since now
simple Fourier transforms do not exist, we invoke the theory of random functions
(e.g. [2]) and define the Fourier-Stieltjes transform

η(x, t) =
∫

eiκ.x dA(κ, t) (1)

with understanding that the integration is over all wave-numbers κ in the plane. The
two-dimensional instantaneous spectrum of the surface elevation
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� = η(x)η(x + r) (2)

which tends to zero rapidly as |r| → ∞, thus its Fourier transform

�(κ) = (2π)−2
∫

�(r)e−iκ .r dr (3)

where dr represents dr1 dr2 and the integration is taken over the surface with x kept
fixed. The inverse transform of (3), the spectrum is given in terms of the Fourier-
Stieltjes transform by

�(κ, t) = d A(κ, t) d A∗(κ, t)

dκ1 dκ2
(4)

where ∗ represents the complex conjugate. Similarly expressions for the pressure
fluctuations on the surface can be written as

p(x, t) =
∫

eiκ.x d�(κ, t) (5)

being related to the spectrum function �(κ, t) of the surface fluctuations by the
expression

�(κ, t) = (2π)−2
∫

p(x, t′)p(x + r, t′ + t)e−iκ.r dr

= d�(κ, t ′) d� ∗(κ, t ′ + t)

dκ1 dκ2
(6)

which is a function of the wave-number κ and time separation t. We shall assume
the motion in the water is irrotational with φ being the velocity potential such that

u = ∇φ and ∇2φ = 0 (7)

where u is the velocity vector. The surface dynamic boundary condition is given by

1

ρw

{
p − T

(
∂2η

∂x21
+ ∂2η

∂x22

)}
=

[
∂φ

∂t

]
z=0

− gη (8)

In (8), ρw is thewater density, T the surface tension at the interface, g the acceleration
due to gravity, η the surface displacement, and z is the vertical coordinate which is
measured downwards from the undisturbed free surface. Re-writingEq. (8) in a frame
of reference moving with an arbitrary velocity U , we obtain

p

ρ
=

[
∂φ

∂t
−Ui

∂φ

∂xi

]
z=0

− gη + T

ρ

(
∂2η

∂x21
+ ∂2η

∂x22

)
(9)
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The normal velocity of the surface dη/dt , or in the moving frame of reference may
be expressed as

(
∂

∂t
−Ui

∂

∂xi

)
η =

[
∂φ

∂t

]
z=0

=
∫

eiκ.x(d A′ − iκ.UdA) (10)

where prime represents time differentiation in the convected frame of reference. The
irrotational motion in the water is obtained by solving for the velocity potentional
φ through ∇2φ = 0 subject to the boundary conditions that φ → 0 as z → ∞, and
that ∂φ/∂z at z = 0 is given by (10). Phillips (1955) showed that the solution is

φ = −
∫

e−κzeiκ.x d A
′ − iκ.UdA

κ
(11)

where κ = |κ|. Equation (9) can now be expressed in terms of the Fourier-Stieltjes
transform as

d�

ρ
= −

[
∂

∂t
− iκ.U

]2 d A

κ
− g d A − T

ρ
κ2 d A (12)

or

d A′′ − 2in1 d A
′ − (n21 − n22) d A = −κ

ρ
d�(t), (13)

where

n1 = κ.U = κU cosα, n2 = (gκ + T κ3/ρ)
1
2 (14)

Equation (13) describe the growth of each component of the surface elevation in terms
of the corresponding component of the pressure distribution. Note that, the quantity
n1 represents the frequency, in radians per second, of a wave with wave-number κ

and speed U.κ/κ in the direction of the wind, and n2 is the frequency of free surface
of wavelength 2π/κ . We next specify the convective velocityU in order to determine
the of component of the pressure field of wave-number κ . The numerical scheme that
we adopted here to compute solutions is based on the projection approach developed
by Bell et al. [5] and is described in detail in Sussman [16]. The second order Runge-
Kutta method is used to advance the solution in time. A second order, slope limited,
upwind finite difference scheme is used to discretize the nonlinear advective terms
for wind flow above the waves.



The Shearing Mechanism Over a Deformed Surface of Breaking Waves 169

3 Results

We consider homogeneous turbulence blowing over an otherwise flat sheet of water,
and transferring energy exchange to small ripples as they begin to appear on the
surface. At very early stages these ripples are linear. Most theories of wind generated
waves (e.g. [4, 12]) consider this stage where the wave steepness ka � 1 and also
assume that the waves are approximately steady. However, further input from wind
to unsteady waves cause the surface waves to grow further (see, [14, 15]). At this
waves stage waves form into groups and, as they become sharper, they form plunging
breakers, which are also responsible for the generation of a sequence of large-scale
coherent vortices. The main aim of this paper is to review the detailed studies of
breaking waves, in particular the formation of water jets which plunge downwards
into the surface,with the upwards ejection of spray and small eddies.We also consider
the downwards transfer of energetic eddies of air into the ocean [9]. We compare
our two-dimensional numerical simulation results, performed here on very fine grids,
using a Large Eddy Simulation study of air entrainment under plunging breakers with

Fig. 1 Time series for initial stages of wave formation by wind. Top: Unsteady waves growing and
forming groups. Centre: Group of waves growing. Bottom: Group of unsteady wave steepening,
becoming sharp crested, and begin to break
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Fig. 2 Adefinition sketch for a plunging wave before breaking. Here, h is the height of the breaking
region, 2a is the distance from the crest to the trough, and w is the representative velocity scale (the
vertical speed of the falling wave tip), taken from Drazen et al. [7]

Fig. 3 Time series for further growth of waves, showing as waves become steeper they break. The
figures depict that bubbles are entrained and fragmented inside and below the breaking wave crest
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Fig. 4 Top figure: Large Eddy Simulation of breaking waves showing similarities to present sim-
ulation (taken from Lubin et al. [10]). Bottom figure is a laboratory experiment showing close
similarity with our simulation (taken from Drazen et al. [7])
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those presented by Lubin et al. [10]. We demonstrate that the results are qualitatively
similar. We remark that we have not adapted Lubin et al. [10] precisely for the Large
Eddy Simulation conditions. (This, we shall do this in a later publication, since we
have recently became aware of their paper). In this version of our paper we simply
demonstrate some mathematical and the method used for numerical simulation for
the air–sea interface which leads to generation and formation of wave breaking
using essentially the Phillips [13] mechanism. In the following version, we shall
present the full account. Here, we use our numerical tool to reproduce accurately
the overturning motion, the splash-up occurrence and the dynamics generated under
plunging breaking waves, where some of the complex features have been illustrated.
The numerical results highlight the major role of the air entrainment phenomenon
in the energy dissipation process. We have demonstrated the turbulence generation
and air entrainment in our numerical simulations of breaking waves. We also have
included a snap shots of a laboratory experiment by Drazen et al. [7] (Figs. 1, 2, 3
and 4).
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Flag Flutter Close to a Free Surface:
A Local Stability Analysis

Jérôme Mougel and Sébastien Michelin

Abstract A local stability analysis is performed to describe the effects of the free-
surface on the stability of a flag-like flexible structure in a two-dimensional water
channel. It is found that the free surface is at the root of a new instability arising from
a resonance between free-surface waves and structural waves coupled with the flow
referred to as flag waves. Interestingly the obtained instability may appear for lower
reduced velocities than classical flutter. Additionally it is found that the free surface
may affect significantly classical flutter threshold.

Keywords Fluid-structure interactions · Instability · Free surface waves · Flexible
structures

1 Introduction

Thin flexible plates and membranes in a uniform flow become unstable when the
destabilizing pressure forces overcome the stabilizing effects of structural bending
rigidity. This mechanism, commonly referred to as flag flutter, has been extensively
studied in the last decades (see [11] for a review).Most studies focus on the evolution
of flutter velocity thresholds with the physical parameters of the problem such as
the mass and aspect ratio of the flag [7]. Recently, confinement effects on flutter
thresholds have been studied in the case of span-wise confinement [5, 6] and for
lateral confinements [1, 3, 8, 12]. For the latter, it was demonstrated numerically
using vortex sheet methods and analytically through an infinite flagmodel that lateral
confinement increases instability regions of the flag [1]. Those predictions have been
confirmed experimentally for a flag in ground effect [3]. The aim of the present paper
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is to present a method to address the local stability of a flag close to a free surface.
We focus our attention on the effect of the free surface on flag flutter thresholds
and investigate potential additional free-surface induced instabilities. The paper is
organized as follows. We first introduce the main assumptions, the corresponding
equations and their non-dimensional counterparts. The fluid loading is then discussed
before stability results are finally presented.

2 Problem Setting

Let us consider the stability of an infinitely long two-dimensional flag (i.e. with
infinite span) aligned with a uniform flow of velocityU of an inviscid fluid in a two-
dimensional free-surface channel flow (Fig. 1). The flag immersion depth is noted
h, the channel is assumed to be of infinite depth, and the streamwise and vertical
coordinates are noted x and z respectively. The flow is assumed as two-dimensional
and potential, with velocity potential Ux + φ(x, z, t), and the flag and free surface
vertical displacements from there horizontal equilibrium state will be defined as
ηf (x, t) and ηg(x, t) respectively. In this paper, subscript f and g respectively stand
for flag and gravity and refer to flag and free surface quantities. The flag dynamics
is modeled by the linear Euler-Bernoulli beam equation

μ
∂2ηf

∂t2
+ B

∂4ηf

∂x4
= −[p] (1)

with μ the flag surface density, B the bending rigidity per unit length in the spanwise
direction, and [p] = p(x, z = 0+) − p(x, z = 0−) the pressure jump across the flag.

The objective is now to obtain the pressure forcing on the structure and how
it is impacted by free surface effects. Given the incompressible and potential flow
assumptions, the hydrodynamic problem is fully described by the velocity potential
perturbation φ which satisfies the two-dimensional Laplace equation

�φ = 0. (2)

After solving this equation with boundary conditions detailed in Eqs. (4)–(7) the
pressure field in the fluid domain is obtained from the linearized Bernoulli equation

Fig. 1 Sketch of the
investigated two-dimensional
configuration of a flag (red)
in a uniform flow and
confined by a free surface
(blue).
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p = −ρ

(
∂

∂t
+U

∂

∂x

)
φ, (3)

with ρ the fluid density. Equation (3) eventually gives fluid loading in Eq. (1).
Linearized boundary conditions write

p = ρgηg for z = h, (4)

∂φ

∂n
=

(
∂

∂t
+U

∂

∂x

)
ηg for z = h, (5)

∂φ

∂n
=

(
∂

∂t
+U

∂

∂x

)
ηf for z = 0, (6)

φ = 0 for z → −∞, (7)

where Eqs. (4)–(5) correspond to dynamic and kinematic boundary conditions on
the free surface respectively, Eq. (6) to the kinematic boundary condition on the flag
and Eq. (7) a condition of vanishing perturbation at infinity. Note that the dynamic
boundary condition on the flag is already included in the beam equation (1).

Taking advantage of the invariance of the base flow in the stream-wise direc-
tion, wave like behaviors are considered in this direction under the normal mode
decomposition

p(x, z, t) = p̃(z)ei(kx−ωt) (8)

φ(x, z, t) = φ̃(z)ei(kx−ωt) (9)

ηf (x, t) = Af e
i(kx−ωt) (10)

ηg(x, t) = Age
i(kx−ωt). (11)

In what follows, the wave number k is fixed to a given real value, and the temporal
stability of the system is studied.This approachhas been successfully used in previous
studies to estimate flag flutter thresholds ([9, 10] among others). Physically, the finite
flag length would essentially fix the minimum wave number k = 2π/L that can be
supported by the flag, thereby relating the local analysis presented here to the stability
of a finite flag. In the unbounded case, a more rigorous treatment of the flag finite
length can be found in [7, 8], and increases significantly the complexity of the
problem, requiring for example a proper description of the downstream wake of the
flag and the upstream flow behaviour.

Using L, L/U , and ρL3 as typical scales for length, time and mass, we introduce
the following non-dimensional variables

x∗ = x

L
, z∗ = z

L
, t∗ = t

U

L
, (12)

p∗ = p̃

ρU 2
, φ∗ = φ̃

LU
, A∗

f = Af

L
, A∗

g = Ag

L
, (13)
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as well as non-dimensional parameters governing the problem

M ∗ = ρL

μ
, U ∗ = U

√
μL2

B
, Fr = U√

gL
, h∗ = h

L
, (14)

where M ∗ is a mass ratio, U ∗ the reduced velocity based on bending stiffness, Fr
the Froude number and h∗ a geometrical parameter corresponding to flag immer-
sion depth. In addition, non-dimensional wave number k∗ = kL and frequency
ω∗ = ωL/U will be used. In the remaining of the paper all results and equations
are shown using non-dimensional variables. Stars will be omitted for x, z, h, k and
ω.

The reducedvelocity potential is introduced asφr = φ∗/[−i(ω − k)A∗
f ]. The asso-

ciated set of non-dimensional linear equations reads

∂2φr

∂z2
= k2φr, (15)

∂φr

∂z
= Fr2(ω − k)2φr, for z = h, (16)

∂φr

∂z
= 1, for z = 0, (17)

φr = 0, for z → −∞, (18)

and the dispersion relation is obtained from the beam equation (1) as

− ω2 + 1

U ∗2 k
4 − 2M ∗

k
(ω − k)2f (ω) = 0, (19)

with f the normalized fluid loading function defined by

f (ω) = −k

2
[φr], (20)

where [φr] = φr(z = 0+) − φr(z = 0−). Function f can be interpreted as the fluid
loading exerted on the flag section normalized by the fluid loading in the unbounded
case, i.e. when h tends to infinity. In the two-dimensional case investigated here, the
set of Eqs. (15)–(18) leads to an analytical expression for the fluid loading

f = coth(kh)

2

⎡
⎣1 − Fr2

k (ω − k)2 tanh(kh)

1 − Fr2
k (ω − k)2 coth(kh)

⎤
⎦ + 1

2
. (21)

This fluid loading function is examined in various limit cases in the following section.
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3 Analysis of Fluid Loading Function f

3.1 Unconfined Case (Large-h Limit)

The unconfined case corresponds to the limit where h is large. In this case, solutions
of Laplace equation (15) leading to vanishing values of φr for z → ±∞ read

f = 1. (22)

This result is consistentwith the definition of f proposed in the previous section. In the
present unbounded case, the fluid loading can be interpreted as an added mass effect
where f = mak/2, with ma = 2/k the non-dimensional added mass coefficient for
a two-dimensional flag cross-section. Note however that the added mass coefficient
is relative to the total acceleration of the flag as evidence by the factor (ω − k)2 in
Eq. (19). This case is therefore more complex that a simple added mass effect of the
formmaω

2 which would only affect the frequency of the system and not it’s stability.

3.2 Rigid Confinement (Small-Fr Limit)

In this section we study the fluid loading in the case of a flag in channel flow. This
case corresponds to the small-Fr limit of the present study. The case Fr = 0 indeed
corresponds to a rigid free surface, i.e. a wall, where no penetration condition holds
as can be seen from Eq. (16). In this limit Eq. (21) reads

f = coth(kh)

2
+ 1

2
, (23)

where each term of the above equation corresponds to the effect of the upper and
lower fluid layers respectively. It is observed from (23) that the reduced fluid loading
increases monotonically with the confinement parameter. Writing the fluid loading
as f = mak/2 with ma the added mass coefficient, the classical trend of added-mass
increase with the confinement is therefore recovered.

3.3 Free Surface Effects

An important result of the present paper corresponds to the expression of the fluid
loading function given by Eq. (21) from which we now report small-Fr and large-Fr
limits. The dependance upon the Froude number can be interpreted from free surface
Eq. (16) which corresponds to a Robin boundary condition for finite values of Fr,
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allowing to switch continuously from aNeumann boundary condition in the small-Fr
limit, to a Dirichlet boundary condition in the large-Fr limit (if ω �= k).

In the small-Fr limit Eq. (21) tends to Eq. (23) and the free-surface behaves as a
wall. Note that free-surface Eq. (16) indeed corresponds to a no-penetration condition
for Fr = 0.

The opposite limit of large-Fr which corresponds to a negligible effect of gravity
(or a freely-deformable surface) leads to

f = tanh(kh)

2
+ 1

2
. (24)

In this limit, the fluid loading can also be interpreted as an added mass contribution
with f = mak/2 as in the small-Fr limit. However, Eqs. (23) and (24) show that
the contribution of the free upper surface to the fluid loading (its dependence with
h) when Fr � 1 is the inverse of that of an upper confining rigid wall (Fr � 1).
Interestingly the upper fluid layer contribution of Eq. (24) for small values of kh
leads to ma ∼ hmeaning that added mass corresponds to the mass of the upper fluid
column in this limit for which the free surface is freely-deformable.

Function f (ω, k,Fr, h) given by Eq. (21) is plotted as function of Re(ω) for other
parameters fixed on Fig. 2. Note that ω is taken complex and so is f . It can be seen
on the figure that strong variations of the fluid loading function is obtained in the
vicinity of specific values of Re(ω) which correspond exactly to the classical two-
dimensional surface wave solutions

ω±
g = k ± 1

Fr

√
k tanh(kh). (25)

This behaviour of the fluid loading is therefore associated to the presence of the free
surface and its own dynamics.

On Fig. 2 small-Fr and large-Fr limits obtained for f in Eqs. (23) and (24) respec-
tively are also represented. Interestingly, the free surface is found to bear two kinds
of behaviour outside the close vicinity of ω±

g . For frequencies inside the interval
[ω−

g , ω+
g ] of width 2√k tanh(kh)/Fr, the fluid loading f is well approximated by the

small-Fr limit predictions (i.e. rigid wall) given by Eq. (23). For frequencies outside
the interval [ω−

g , ω+
g ], function f is closer to the large-Fr limit predictions given by

Eq. (24). This shows that for finite Fr the free surface can somehow be viewed as a
band-pass filter.

4 Stability Results

In this section we solve the dispersion relation (19) with the fluid loading f given
by Eq. (20) as a function of ω(k,Fr,U ∗,M ∗, h). In the following the wave number
k is fixed to 2π as explained in Sect. 2, M ∗ = 1 and h = 0.1. We will focus on the
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Fig. 2 Evolution of f as function ofRe(ω) for Fr = 0.8 and h = 0.1. [black lines, Eq. (21)] complete
case for ωi = [0.3, 0.44, 0.58, 0.72, 0.86, 1]; [red, Eq. (23)] small-Fr limit where the free surface
corresponds to a wall; [dashed red, Eq. (24)] large-Fr limit, [vertical blue lines] solutions of the
two-dimensional gravity wave dispersion relation ω±

g = k ± 1/Fr
√
k tanh(kh).

effects of U ∗ and Fr on the frequency, Re(ω), and growth rate Im(ω) of the waves.
Parameters for which Im(ω) > 0 correspond to an unstable wave.

4.1 Confinement Versus Free Surface

Figure 3(a) shows the evolution of the frequencies and growth rates with the reduced
velocityU ∗ for an unbounded flag [grey, f given by Eq. (22)] and a confined flag [red,
f given by Eq. (23)]. For small values of reduced velocities (stiff flag), two neutral
solutions (zero growth rate) with distinct frequencies are obtained and physically
correspond to structural bending waves whose frequencies are modified by the flow.
In the following these waves will be referred to as flag waves. When the reduced
velocity is increased, the frequencies of those two flag waves are affected by the
increasingly strong effect of fluid loading and eventually merge leading to a couple
of complex conjugate solutions, one of which being unstable. This behaviour is
identified as flag flutter and the smallest value of U ∗ for which a positive growth
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Fig. 3 Real and imaginary parts of frequencies ω solution of the two-dimensional dispersion
relations as function of reduced velocity U∗ for k = 2π , Fr = 0.8, M ∗ = 1 and h = 0.1. a (grey)
unbounded flag; (red) confined flag (small-Fr limit). b (black) coupled problem for Fr = 0.8

rate is obtained defines the flutter threshold. The mechanism described above is
qualitatively identical for both unbounded and bounded flags, but the presence of the
wall reduces flutter threshold, in agreement with results reported in previous studies
[1, 3, 4, 8].

Figure 3b shows stability results for the same parameter values as Fig. 3a but when
a free-surface is consideredwithFr = 0.8 (black lines). It is found that the free surface
effect is more complex than a confinement effect for the investigated Froude number.
In addition to a modification in flutter threshold (large U ∗) a new unstable regime is
obtained for values of the reduced velocity far below flutter threshold (around U ∗) .
The analysis of this new instability of interest is the focus of the following section.

4.2 Free Surface-Induced Instability

The set of Eqs. (15)–(20) can be written under the matricial form

[
Dg(ω) Fr√

M ∗ C(ω)√
M ∗
Fr C(ω) Df (ω)

] [
A∗
g

A∗
f

]
=

[
0
0

]
(26)

with

Dg(ω) = −1 + Fr2(ω − k)2

k
coth(kh), (27)

Df (ω) = ω2 − 1

U ∗2 k
4 + M ∗(ω − k)2

k
[coth(kh) + 1] , (28)
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and

C(ω) = −Fr
√
M ∗(ω − k)2

k sinh(kh)
. (29)

One readily identifiesDg(ω) = 0 as the classical dispersion relation for linear ocean
waves in finite depth h (whose two solutions are given by Eq. (25) and called free
surface waves), and Df (ω) = 0 as the dispersion relation of an infinite flag with a
one-sided confinement by a wall at a distance h (whose two solutions are referred to
here for clarity as flag waves). The present matricial form is convenient as it readily
allows for physical interpretation. For large distances between the flag and the free
surface, non-diagonal terms C(ω) vanish and two uncoupled problems should be
solved, namely the flag problemDf (ω) = 0 and the free surface problemDg(ω) = 0.
C(ω) should therefore be interpreted as a coupling term between the flag and the free
surface.

The dispersion relation for the fully-coupled problem reads

D(ω) ≡ Dg(ω)Df (ω) − C(ω)2 = 0. (30)

and provides solutions ω as functions of the physical parameters of the problem.
Solutions of coupled and uncoupled problems are superimposed on Fig. 4 (top) for
the same parameter values as for Fig. 3. It is found that solutions of the uncoupled
problems Dg(ω) = 0 (blue lines) and Df (ω) = 0 (red lines) match the complete
solution in specific parameter ranges. This identifies parameter for which the coupled
problem essentially behaves as a free surface or as a confined flag. Note that the
rigidly-confined flag and the complete problem show a good match for frequency
values in the range [ω−

g , ω+
g ]. This confirms results for the fluid loading obtained

in Sect. 3. In addition, the interest of this analysis lies in the fact that interesting
phenomena precisely occur for parameters where uncoupled problems have nearly
the same frequency. The new instability attributed in the above to the presence of the
free surface can therefore be interpreted as a resonance between a flagwave and a free
surface wave. However why is only one resonance obtained whereas two uncoupled
frequencies crossing occur, i.e. atU ∗ ≈ 4.5 andU ∗ ≈ 9.2? An interpretation for this
phenomenon was originally proposed by Cairn [2] as explained below.

Let us assume that kh � 1 so that the coupling can be considered small. Under this
assumption, coth(kh) ≈ 1, ε = 1/ sinh(kh) � 1, and the dispersion relation given by
Eq. (30) can be interpreted as a flagweakly coupled to the free surface. Let us consider
solutions of the uncoupled case ωg and ωf , and let us assume that parameters are
such that the two uncoupled solutions have the same frequency, that is, we assume
exact resonance which is defined by ωg = ωf ≡ ω0. We assume in addition that we
are below flutter threshold so that those uncoupled solutions correspond to purely
real frequencies, and search for solutions ω of the weakly-coupled problem as ω =
ω0 + δω where δω is a small correction of orderO(ε) due to coupling. The objective
is to identify conditions for which the frequency correction has a positive imaginary
part leading to an instability. Injecting the above decomposition for ω in Eq. (30)
and proceeding to Taylor’s series expansions we get at order O(ε2)
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Fig. 4 Frequencies and structural properties as function of reduced velocity U∗ for k = 2π , Fr =
0.8, M ∗ = 1, h = 0.1. (top) Re(ω) for both coupled [black and grey, D(ω) = 0] and uncoupled
[red, Df (ω) = 0; blue, Dg(ω) = 0] problems. The grey line correspond to the path along which
other quantities are tracked in the bottom panels. Pressure fields corresponding to black spots are
shown on Figure 5. The blue shaded area corresponds to the frequency region given by Eq. (33).
(bottom) Evolution of growth rate Im(ω), amplitude ratio |Ag/Af | and phase shift φgf following
the grey path in the top panel

δω2 ≈ M ∗Fr2(ω0 − k)4

k2 ∂Dg

∂ω

∣∣∣
ω0

∂Df

∂ω

∣∣∣
ω0

ε2. (31)

A necessary condition for instability is therefore

∂Dg

∂ω

∣∣∣∣
ω0

∂Df

∂ω

∣∣∣∣
ω0

< 0, (32)

which can be rewritten using Eqs. (27) and (28) for kh � 1 as

k

1 + k
2M ∗

< ω0 < k. (33)

The frequency region corresponding to Eq. (33) is shown as the blue shaded region
on Fig. 4. It is found that this criterium indeed allows to discriminate the crossing
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between uncoupled waves which leads to an instability (that is the one occurring
around U ∗ ≈ 9.2). Note that instability condition given by Eq. (33) appears to be
robust regarding the assumption kh � 1 which is not satisfied for parameters corre-
sponding to Fig. 4 (kh ≈ 0.63).

The conditions required for free-surface induced instability are therefore twofold:
(1) a resonance between structural and gravity waves ω0 = ωg = ωf and (2) a value
of ω0 satisfying Eq. (33). In Cairn’s terminology [2], this second condition means
that the two waves at resonance should have opposite energy signs. In the present
case, the surface wave should have negative energy (corresponding to a surface wave
slower than base flow in this case) and the flag wave positive energy.

4.3 Mode Structure

We now propose to analyse the evolution in the structure of the waves solution of the
coupled problem. Specifically, we focus on the relative amplitude and phase of the
free surface and flag displacement for a given wave. From Eqs. (26), (27) and (29)
amplitude ratio and phase shift are defined as follows

Ag

Af
=

∣∣∣∣Ag

Af

∣∣∣∣ eiφgf = Fr2(ω − k)2

k sinh(kh)
[
Fr2
k (ω − k)2 coth(kh) − 1

] . (34)

and can easily be obtained once ω is known (solution of the dispersion relation
given by Eq. (19)). Equation (34) in the small-Fr limit directly leads to Ag/Af ∼ 0
in agreement with this rigid wall confinement limit. Conversely, the large-Fr limit
leads to Ag/Af ∼ 1/ cosh(kh), the amplitude of the free surface deformation being
therefore in-phase with that of the flag and of the same magnitude for small immer-
sions (kh � 1). This latter trend confirms the physical meaning of the large-Fr limit
mentioned in Sect. 3, that is, a freely deformable free surface which follows flag’s
displacements.

On Fig. 4 we track the evolution of the relative amplitude and phase along the path
represented as a grey line. The chosen path goes through the main features of interest
identified in this study, namely the two regions where uncoupled frequencies cross
(including the free surface-induced instability) and the classical flutter region for
U ∗ > 15.5. Along this path, corresponding growth rate, amplitude ratio and phase
shift between gravity and flag are represented on Fig. 5 (bottom). The pressure fields
associated with specific values of the reduced velocity (shown in black dots) are also
displayed on Fig. 5. For U ∗ ∈ [2, 8.3] the chosen path for the coupled solution goes
through the first crossing between the two uncoupled systems, by smoothly switching
from a pure gravity wave (Af ≈ 0) to a pure flag wave (Ag ≈ 0). The corresponding
pressure fields are shown on Fig. 5 (first line) and confirm this analysis.

When the reduced velocity is further increased a second transition occurs around
U ∗ ≈ 9.2 and leads to a positive growth rate for the complete problem in the range
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Fig. 5 Pressure fields corresponding to black dots on Fig. 4. Blue (resp. red) lines correspond to
reconstructed free surface (resp. flag) position. Dashed blue (resp. red) lines indicate mean free
surface (resp. flag) locations. In this reconstruction of the linear perturbation, the amplitude of the
normalized flag displacement is chosen as the reference.

U ∗ ∈ [8.3, 12.1]. The amplitude ratio in this frequency range remains close to 3 and
the phase difference evolves monotonically from π to 0 with π/2 corresponding to
the maximum growth rate. The evolution of the mode structure along this unstable
range can be seen on Fig. 5 (second line) where the above mentioned characteristics
are recovered. Interestingly the main pressure contribution on the flag comes from
the upper fluid layer in this reduced velocity range.

Further increase in reduced velocity leads to a stable area for U ∗ ∈ [12.1, 15.5].
As seen from Fig. 4 this zone quantitatively departs from the confined flag solution
shown in red. This can be understood both from Fig. 2 where the fluid loading departs
from the confined flag case outside the frequency range [ω−

g , ω+
g ], and from pressure

field shown on Fig. 5 for U ∗ ≈ 14 where important free surface deformations are
obtained. In this range, free surface and flag are in phase with amplitudes of the same
order, in agreement with the large-Fr limit discussed above when kh � 1.

Finally, large values of reduced velocities lead to flutter forU ∗ > 15.5. As already
mentioned, flutter thresholds is higher than that obtained for the confined flag. Some
clues for this trend obtained for Fr = 0.8 can be found on Fig. 5 (for U ∗ ≈ 16.7) as
large values of the pressure acting on the flag essentially come from the lower fluid
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layer. This means that the presence of the free surface attenuates the destabilizing
pressure acting on the flag upper side and therefore leads to a larger flutter threshold.
For U ∗ > 15.5 frequencies lie outside the range [ω−

g , ω+
g ] and we indeed recover

the characteristics of the large-Fr limit (in the case kh � 1) i.e. waves in phase
with similar amplitudes. The described change in velocity threshold can therefore
be attributed to the added mass behaviour (ma ∼ h) obtained in this limit.

5 Conclusion

This work proposes a local stability analysis of a flexible flag-like structure in two-
dimensional free surface channel flow. The influence of the free surface on fluid
loading and stability of the flag has been presented. A two-fold effect of the free
surface on the stability of the structure was found. The first effect corresponds to a
modification of the flutter threshold. For Fr = 0.8, flutter threshold was found for
a larger reduced velocity than in the case of an unbounded flag. This trend is the
opposite of confinement effects by a rigid wall reported in the literature and also
reproduced in this paper (small-Fr limit). The second effect of the free surface is to
lead to a new instability interpreted as a resonance with gravity surface waves. This
latter free surface-induced instability has been investigated analytically allowing to
establish simple instability conditions. Eventually, those twomain features attributed
to the presence of the free surface have been further studied through the evolution of
the obtained mode structure as function of the reduced velocity.

Further analysis is however required to investigate in greater depth these peculiar
features. This includes a more complete analysis of the effects of M ∗, h∗ and Fr, as
well as extensions of the present simple model to account for finite size effects of
the flag in both streamwise and spanwise directions, the effect of internal tension,
and the effect of a lower confining wall.
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FSI Simulation Using a Membrane
Model: Inflation of Balloons and Flow
Past Sails

Mohd Furquan and Sanjay Mittal

Abstract Interaction of thin membrane structures with an incompressible Newto-
nian fluid is numerically studied. A partitioned approach is utilized for solving the
coupled fluid-structure equations. Material of the structure is assumed to follow the
St. Venant-Kirchhoff’s constitutive law. A simple, robust model for calculating the
deformation of the membrane structure, proposed by Taylor et al. (Finite Element
Analysis of Membrane Structures. Springer, The Netherlands, pp. 47–68, 2005, [7]),
is utilized. Fluid flow is calculated using the SUPG/PSPG stabilized Petrov-Galerkin
space-time finite element method. Fluid mesh is updated at each time step, to take
into account the deformation of the domain, using pseudo-elastic mesh moving tech-
nique. Themeshes for the fluid and themembrane have coincident nodes. This allows
direct transfer of tractions and velocity between the fluid and the structure. First, infla-
tion/deflation of a spherical balloon is considered for different values of elasticity
and density ratio. The shape of an inflated balloon changes from nearly spherical to
an elongated one as the value of elasticity is increased. The density ratio is observed
to have negligible effect on the inflation rate. Uniform flow past a square piece of
initially flat membrane with fixed edges is also studied. Reynolds number based on
the edge length is 150. The membrane oscillations achieve a limit cycle in which the
deformation of the membrane is similar to the first eigenmode of the structure.

Keywords FSI · Membrane · Balloons · Sails · Incompressible flow

1 Introduction

Several thin structural elements offer negligible resistance in bending. Such struc-
tures, like fabrics and thin rubber sheets, are often modelled in solid mechanics using
membrane elements. These elements can support significantly large stretching force,
but are unstable under compression. In many cases, the forces arise from a fluid
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flowing around the structure. Examples of systems where fluid-membrane interac-
tions play a vital role include: fluttering flags, parachutes, safety airbags in vehicle,
sailboats, balloons etc.

Due to its vast number of engineering applications, fluid-membrane interaction
has been a subject of a number of FSI studies. A detailed literature survey will be
beyond the scope of this paper, we however mention few important works. Tezduyar
et al. [2, 5, 6] computed three-dimensional FSI of ring-sail parachutes in a number of
configurations using stabilized space-time techniques. Saksono et al. [3] used a two-
dimensional model with adaptive meshing to simulate the deployment of an air-bag.
Sawada and Hisada [4] investigated the flapping of a two-dimensional flag model
using interface tracking with ALE formulation. Although many researchers have
demonstrated the capability of simulating fluid-membrane interactions, widespread
application of these methods in unraveling the underlying physics, especially for
three-dimensional problems, is yet to be seen. A number of factors are responsible
for this situation including. The lack of a simple and robust membrane model which
is easy to couple with a flow solver is one such problem. Usually, membranes are
modelled using a specialization of shell theories. In this paper we avoid the compli-
cations of shell theories by using a simple triangular membrane element propose by
Taylor et al. [7]. Another problem is the large deformation of membrane structures,
which requires excessive adjustment to the fluid mesh. The problem can be avoided
by using non-conforming fluid meshes along with interface capturing techniques.
However, this approach suffers from poor resolution in the boundary-layer. In the
present work, a boundary conforming fluid mesh is used, which is adjusted during
each iteration to follow the interface.

2 Problem Formulation

In the present paper we consider two problems involving fluid-membrane interaction.
The first problem consists of an initially spherical elastic balloon. A schematic of
the computational domain is shown in Fig. 1a. The balloon is attached to a pipe of
circular cross-sectionwhich supplies the fluid to inflate it. The fluid is incompressible
Newtonian, while the membrane is nonlinear elastic. The material of the membrane
follows St. Venant-Kirchhoff’s constitutive law. The thickness of the membrane
is neglected for the purpose of generating fluid meshes. This whole assembly is
enclosed inside a cylindrical domain. The various geometric dimensions are indicated
in Fig. 1a. The simulation begins with a spherical balloon. Stress-free condition is
applied at the pipe inlet and at the external boundaries of the domain. A hydrostatic
pressure gradient is specified in a region of the pipe to drive the fluid into the balloon.
The influx of fluid causes the balloon to inflate.

The second problem consists of a rectangular elastic sail with all its edges fixed
(Fig. 1b). The sail is held normal to the incomingflow.Schematic of the computational
domain is shown in Fig. 1b, along with the boundary conditions. Also shown are the
various dimensions relative to the edge length of the membrane. Free-slip and zero
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Fig. 1 Schematics of the flow domain used for the computation of a inflation of a spherical balloon
and b flow-induced vibration of a rectangular sail. The boundary conditions applied on the various
boundaries of the domains are also indicated

normal velocity is enforced on the lateral boundaries, while stress free condition is
applied on the outflow surface. As the incoming flow incidents on the sail, its fabric
stretches and vibrates due to difference in pressure on the two sides.

3 Computational Method

In this work, a partitioned approach is applied to study the interaction of thin
membrane structures with an incompressible Newtonian fluid. Fluid flow sub-
problem is calculated using the Deforming Spatial Domain/Stabilized Space-time
(DSD/SST) method proposed in [8, 9]. The formulation for DSD/SST, in a non-
dimensionalized form, can be expressed as: given the initial velocity field v0, find
(vh, qh) ∈ [H1h(Qn)

]nsd+1
, nsd is the number of space dimensions, satisfying vh = g

on the Dirichlet part of the boundary (Pn)g , such that

∫

Qn

wh ·
(

∂vh

∂t
+ vh · ∇vh

)
dQ +

∫

Qn

1

2

(
∇wh + ∇whT

)
: σ(ph, vh) dQ

+
ne∑

e=1

∫

Qe
n

τ

[
∂wh

∂t
+ vh · ∇wh − ∇ · σ(qh,wh)

]

·
[
∂vh

∂t
+ vh · ∇vh − ∇ · σ(ph, vh)

]
dQ

+
∫

Qn

qh∇ · vhdQ +
∫

�n

wh+
n

(
vh

+
n − vh

−
n

)
d� =

∫

Pn

wh · h dP, (1)
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for all (wh, qh) ∈ [H1h(Qn)
]nsd+1

satisfying wh = 0 on (Pn)g . Here, vh denotes
the velocity, ph denotes the pressure, and σ denotes the Cauchy’s stress fields, all
defined in a space-time domains Qn. For the Newtonian, isotropic fluid σ(p,u) =
−pI + (∇v + ∇vT)/2Re, where Re is the Reynolds number for the flow.Also, vh

±
n =

limε→0 vh(tn ± ε) and vh
−
0 = v0.�n denotes the corresponding spatial domain, while

Pn represents the Neumann part of the boundary. The above formulation is equally
valid for stationary as well as moving/deforming domains. It utilizes SUPG/PSPG
stabilizations for the Navier-Stokes equation. The value of stabilization coefficient τ

used in the present computations is given by: τ = 1/

√(
2‖vh‖
he

)2 +
(

12
he2Re

)2
, where

he is the minimum length of the element edges. Fluid mesh is updated at each time
step, to take into account the deformation of the domain, using pseudo-elastic mesh
moving technique [1]. Themeshes for the fluid andmembrane have coincident nodes.
This allows direct transfer of tractions and velocity between the fluid and the struc-
ture.

Material of the structure is assumed to follow St. Venant-Kirchhoff’s constitutive
law. The problems considered include inflation and deflation of a balloon and the
vibration of a sail-like structure in a fluid stream. A simple, robust model for calcu-
lating the deformation of the membrane structure, proposed by Taylor et al. [7], is
used. The weak form for the membrane problem can be written using the principle
of virtual-work:

∫

�

δx · m∗x d� +
∫

�

δE : S d� =
∫

�

δx · f dω , (2)

where, x describes the current configuration of themembrane,m∗ denotes the density
ratio of the structure to that of the fluid, f is the load on the membrane in global
coordinate system. E and S are, respectively, the Green-Lagrange strain and the
Second Piola-Kirchhoff stress tensors. As per the St. Venant-Kirchhoff’s constitutive
law:

S = Ae

[
ν

1 − ν2
tr(E) + 1

1 + ν
E

]
, (3)

where, Ae = Eh/ρf U 2D is the non-dimensionalized Young’s modulus and ν is the
Poisson’s ratio.

The fluid and solid problems are solved together using a block-iterative coupling
[8]. The load acting on the structure is obtained by solving the flow problem. In
response, the membrane deforms due to these loads and alters the velocity and the
shape of the interface. This alternate computations of fluid flow and structural defor-
mation are carried out alternately, till convergence is achieved.
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4 Results and Discussion

4.1 Inflation of a Balloon

The fluidmesh used for computations consists of 348,545 linear tetrahedral elements,
while the membrane mesh consists of 13,220 linear triangles Fig. 2a. Fluid is fed
through a pipe of circular cross-section attached to the balloon. A pressure gradient
is specified in a portion of the pipe to generate an influx of fluid. This influx of fluid
causes the balloon to inflate. The rate of inflation decreases with time and eventually
the balloon asymptotically saturates to a fixed volume.

Two values of the density ratio m∗ of the structure to fluid are considered: 5 and
2.5. Characteristic velocity,U , of the fluid is chosen as the maximum velocity in the
pipe alone due to the same pressure gradient. Reynolds number based on this velocity
and initial balloon diameter D, is 40. Flexibility of the membrane is characterized by
Ae, where is Young’s modulus of the membrane. The value of Ae is varied between
0.8 and 40. The balloons show shift from a spherical towards an elongated shape with
increase in elasticity of the membrane. Fig. 2b shows a section through the center
of the balloon with m∗ = 2.5 and Ae = 4 after 1000 time units. Initial shape of the
balloon is also indicated for comparison. The density ratio is observed to have no
bearing on the inflation rate.

Deflation of balloons was studied by first inflating it for 1000 time units and then
relieving the applied pressure gradient. The deflation starts with almost same rate
as that of inflation but quickly decreases as the volume reduces. This is due small
pressure gradient between the balloon and the pipe after the initial release.

4.2 Flow Past a Square Membrane

Uniform flow past a square piece of initially flat membrane, of density ratio 10 and
Ae = 5, with fixed edges is studied. Fluid mesh consists of 74,488 linear tetrahedra,
while the structure mesh used has 1040 linear triangles. Reynolds number based on
the edge length L, is 150. Figure 2a shows an instantaneous pressure distribution
for the case. Vortex shedding from the edges of the structure is clearly visible. Also
shown, in Fig. 2b, is the time history of streamwise displacement of the center of the
membrane. Initially, as the flow incidents on the membrane, the membrane bulges
significantly on the downstream side. Later as the flow develops, unsteady forces
acting on the membrane excite several modes of vibration. During this stage the
membrane vibrates in a complicated pattern. Eventually, a limit cycle is achieved
with a single dominant frequency of vibration. This coincideswith a regular shedding
of vortices from the edges of the membrane. The vibration pattern of the membrane
also resembles its first eigenmode.
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Fig. 2 Inflation of an initially spherical balloon for Re = 40, mass ration 2.5 and Ae = 4: a a view
of the surface mesh used, b a section through center of the balloon showing its shape after 1000
non-dimensional time units. Also indicated, using black curve, is the initial shape of the balloon

Fig. 3 Re = 150 flow past a square membrane fixed normal to the flow: a mid-section of the flow
field showing difference in pressure on two sides of the membrane, b time variation of the position
of the mid-point of the membrane in the streamwise direction

5 Conclusion

A tool developed for studying fluid-membrane interactions is demonstrated. The
tool uses a partitioned approach with SUPG/PSPG stabilizations for the fluid prob-
lem, coupled to a simple membrane model using linear triangles. Two fluid-structure
interaction problems involving elastic membranes are studied. In the first problem,
inflation of balloons is considered. The dependence of material parameters on shapes
taken by the balloon during inflation is investigated. The second problem involves
vibration of sail like structure in a fluid stream. For the chosen parameters, it is
observed that the fluid-structure reaches a limit-cycle. During the limit cycle oscilla-
tions, the deformation of the membrane resembles the first eigenmode of the mem-
brane vibration.
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Numerical Simulation on a Fixed
Mesh for the Feedback Stabilization
of a Fluid–Structure Interaction System
with a Structure Given by a Finite
Number of Parameters

G. Delay, S. Ervedoza, M. Fournié, and G. Haine

Abstract We study the numerical approximation of a 2d fluid–structure interaction
problem stabilizing the fluid flow around an unstable stationary solution in presence
of boundary perturbations. The structure is governed by a finite number of parame-
ters and a feedback control law acts on their accelerations. The existence of strong
solutions and the stabilization of this fluid–structure system were recently studied in
[3]. The present work is dedicated to the numerical simulation of the problem using
a fictitious domain method based on extended Finite Element [4]. The originality
of the present work is to propose efficient numerical tools that can be extended in a
simple manner to any fluid-structure control simulation. Numerical tests are given
and the stabilization at an exponential decay rate is observed for small enough initial
perturbations.

Keywords Fluid-structure interaction · DNS · Fictitious domain · XFEM ·
Control · Incompressible flow

1 Introduction

Critical flow dynamics involving moving/deformable structures with design appli-
cations has been receiving increasing attention from the scientific community. In the
context of aeronautics, control flow by morphing remains a challenge [7] as well
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on a comprehensive study of the physical problems as on a development of robust
numerical methods [9].

1.1 Position of the Problem

The question of how to design moving/deformable structures to control flow requires
a rigorous justification of the process corresponding to study the following concepts.

• The modeling of the 2d fluid–structure model. In the present work, we consider a
structure described by a finite number of parameters with a feedback control law
acting on the acceleration of the structure, see [3].

• The well–posedness of the system. We refer to [3] for the proof of the existence
and uniqueness of strong solution.

• The stabilizability of the continuous fluid–structure system. Under a unique con-
tinuation assumption for the eigenvectors of the adjoint system, a nonlinear feed-
back control is proposed to stabilize the whole fluid–structure system around a
stationary solution at any chosen exponential decay rate for small enough initial
perturbations, see [3]. The method reposes on the analysis of the linearized sys-
tem and the feedback operator is given by a Riccati equation of small dimension
(Reduced Order Model). This feedback control is able to stabilize the nonlinear
semi-discrete controlled system.

• The semi-discretization in space of the infinite dimensional system. The stabiliza-
tion of such a systemmust be studied even if the strategy is the same as the one used
for the continuous problem. The justification is not straightforward and requires a
specific proof for each new fluid–structure system. The numerical method retained
for the discretization is the finite element method that can be used for complex
geometry.

• The time evolution and numerical simulations. Beyond the well-known difficul-
ties encountered to consider fluid–structure interactions to match the motion of
the structure into the fluid (time evolution of the computational domain) [9], the
contribution of the control control requires a specific attention.

1.2 Previous Work

The continuous problem has already been studied in [3] and a similar approach
to ours has been investigated in [8]. Other similar studies have already been led
for the Navier–Stokes equations [1] and for a fluid–structure interaction problem
[10]. This latter work is based on computations that are formulated into a fixed
domain after a change of variables. However thismapping introduces nonlinear terms
that are difficult to implement (introducing numerical errors) and involves a high
computational time. In opposite, in the present work all computations are done in the
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time dependent fluid domain. Preparatory work relating to this was done in a simpler
situation where the control is governed by the fluid only and the deformation of the
structure is located on small parts of its boundary [5]. This difficulty is addressed
using a fictitious domain approach based on an extended finite elementmethod.More
precisely, the focus is on the so-called geometrically unfitted finite element methods
where the solution of the PDE typically remains a standard finite element method,
but the variational formulation is modified so that the constraints on the interface and
boundaries can be integrated in the computation even if the mesh is not fitted to the
geometry. In such approaches, the computational mesh used is independent of the
physical domain. These methods are called CutFEM and can be viewed as particular
XFEM methods, see [4].

1.3 Outline

The outline of the paper is as follows. In Sect. 2, we present the setting of the problem
that can be extended to more general system and we introduce the diffeomorphism
that allows to model the deformation of the structure. In Sect. 3, we recall the princi-
ples to construct a feedback control law for the linear problem and give the synopsis
of these ideas. In Sect. 4, the discretization of the fluid–structure system based on
fictitious domain method is introduced before the presentation of the time evolution
partitioned algorithm. Finally, in Sect. 5, numerical simulations with original treat-
ment of the control are reported. We compare the results obtained with and without
applying the control to the nonlinear fluid–structure system.

2 Setting of the Problem and Modelling of the Deformation

2.1 The Fluid–Structure Model

The global domain represents a wind tunnel � ⊂ R
2 = (0,L) × (0, 1). Dirich-

let boundary conditions are imposed on �i = {0} × (0, 1) the inflow region, on
�w = (0,L) × {0, 1} the upper and lowerwalls (�D = �i ∪ �w) andNeumann condi-
tions are retained on�N = {L} × (0, 1) the outflow region.We use a smooth approx-
imation of a steering gear structure S(θ1(t), θ2(t)) depending on two parameters and
the fluid fills the time evolving domain F (θ1(t), θ2(t)) = �\S(θ1(t), θ2(t)).

Note that the structure can be viewed like an assembling of one solid S1 tied to the
fixed frame by a pivoting link O and an other solid S2 tied to solid S1 by a pivoting
link P. S1 can be thought of as the aerofoil of a wing and S2 as a steering gear such
as an aileron.
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Φ(θ1, θ2, .)

X(θ1, θ2, .)

Sref

S(θ1(t), θ2(t))

y y′
Φ(θ1, θ2,y) X(θ1, θ2,y′)

Ψ(θ1, θ2, .)

Y(θ1, θ2, .)
Ω Ω

Fref F (θ1(t), θ2(t))

Γi

Γw

Γw

ΓN

O

P

θ1

θ2

O P

Fig. 1 Real and reference structure configurations

The deformation of the structure is linked to its reference configuration Sref by a
smooth diffeomorphism X(θ1, θ2, .) and we denote Y(θ1, θ2, .) its inverse, see Fig. 1.

The fluid is modeled by the incompressible Navier-Stokes equations. The equa-
tions of the structure are derived from a virtual work principle.

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Find (θ1(t), θ2(t)) ∈ D�, such that
∀w ∈ Vect(∂θ1X(θ1(t), θ2(t), .), ∂θ2X(θ1(t), θ2(t), .)),∫

Sref

ρ
d2

dt2
(X(θ1(t), θ2(t), y))·w(y)dy

+
∫

∂S(θ1(t),θ2(t))
σF(u, p)nθ1,θ2

· w(Y(θ1(t), θ2(t), γx))dγx = 0,

where ρ > 0 is a constant modeling the mass per unit volume, nθ1,θ2
is the outward

unitary normal to the fluid domain and σF(u, p) = −pI + ν(∇u + ∇uT ), where ν

is the viscosity of the fluid and D� is an admissible domain which is an open con-
nected subset of R2. We denote n and nθ1,θ2

the outward unitary normals to � and to
F (θ1(t), θ2(t)), fF a source term, ui a given inflow and (.,.)S the scalar product

(φ,ψ)S =
∫

Sref

ρφ(y) · ψ(y) dy.

We use the notations

Q∞
θ =

⋃

t∈(0,∞)

({t} × F (θ1(t), θ2(t))), �∞
θ =

⋃

t∈(0,∞)

({t} × ∂S(θ1(t), θ2(t))),

�∞
i = (0,∞) × �i, �∞

w = (0,∞) × �w, �∞
N = (0,∞) × �N .
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The resulting fluid–structure system reads for t ∈ (0,T )

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂u
∂t

+(u · ∇)u−divσF(u, p)= fF , in Q∞
θ ,

divu = 0, in Q∞
θ ,

u = θ̇1∂θ1X(θ1, θ2, Y(θ1, θ2, .)) + θ̇2∂θ2X(θ1, θ2, Y(θ1, θ2, .)), on�∞
θ ,

u = ui on �∞
i , u = 0 on �∞

w , σF (u, p)n(.) = 0 on �∞
N ,

u(0, .) = u0(.), onF (θ1,0, θ2,0),

Mθ1,θ2

(
θ̈1
θ̈2

)

= MA(θ1, θ2,−σF (u, p)nθ1,θ2
) + MI(θ1, θ2, θ̇1, θ̇2)

−k

(
θ1
θ2

)

+ h + fs,

θ1(0) = θ1,0, θ2(0) = θ2,0, θ̇1(0) = ω1,0, θ̇2(0) = ω2,0, where
(1)

Mθ1,θ2=
(
(∂θ1X(θ1, θ2),∂θ1X(θ1, θ2, .))S (∂θ2X(θ1, θ2),∂θ1X(θ1, θ2, .))S
(∂θ1X(θ1, θ2),∂θ2X(θ1, θ2, .))S (∂θ2X(θ1, θ2),∂θ2X(θ1, θ2, .))S

)

∈ R
2×2,

MI(θ1, θ2, θ̇1, θ̇2)

=
(−(θ̇21 ∂θ1θ1X(θ1, θ2, .)+2θ̇1θ̇2∂θ1θ2X(θ1, θ2, .)+θ̇22 ∂θ2θ2X(θ1, θ2),∂θ1X(θ1, θ2, .))S
−(θ̇21 ∂θ1θ1X(θ1, θ2, .)+2θ̇1θ̇2∂θ1θ2X(θ1, θ2, .)+θ̇22 ∂θ2θ2X(θ1, θ2),∂θ2X(θ1, θ2, .))S

)

∈ R
2,

MA(θ1, θ2, −σF (u, p)nθ1,θ2
)

=

⎛

⎜
⎜
⎝

∫

∂S(θ1,θ2)
−σF (u, p)nθ1,θ2

· ∂θ1X(θ1, θ2, Y(θ1, θ2, γx)) dγx
∫

∂S(θ1,θ2)
−σF (u, p)nθ1,θ2

· ∂θ2X(θ1, θ2, Y(θ1, θ2, γx)) dγx

⎞

⎟
⎟
⎠ ∈ R

2,

u0(.), θ1,0, θ2,0, ω1,0, ω2,0 are initial data and h ∈ L2(0,T ;R2) is a control modelling
a force acting on the structure, k > 0 is a constant used to introduce a damping and fs

is a constant force that constraints the structure to be in a given reference position. In
the sequel, we denote MI(θ1, θ2, θ̇1, θ̇2) = MI(t) and MA(θ1, θ2,−σF (u, p)nθ1,θ2

) =
MA(t). For T > 0 small enough, under some compatibility conditions for the initial
data, there exists a strong solution to the problem (1), see [3].

2.2 The Diffeomorphisms Used to Model the Deformation of
the Structure Given by a Finite Number of Parameters

2.2.1 The Diffeomorphism X

We consider that every fibre of matter stays normal to the mid–line in every config-
uration. Hence the deformation of the structure is given by the deformation of the
mid–line.
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•
xa

•
xb

θ2/2−θ2/2 •
O

•
A

•
B′

•
θ2

(a) (b)

Fig. 2 a The parabola f (x), b the deformation of the mid–line

The deformation of the mid–line. In the non–deformed configuration, the mid–line
goes from  = 0 to  = 1. Let xa < xb be in (0, 1), we want the mid–line to be at
rest in (0, xa) and be a straight line of slope θ2 (the first parameter to characterize the
structure) in (xb, 1) and we consider on (xa, xb) the parabola

f (x) = tan(θ2/2)

xb − xa
(x − xc)

2 − tan(θ2/2)
xb − xa

4
, with xc = (xa + xb)/2,

such that we have a C 1 curve on [0, 1], see Fig. 2a. The next step is to rotate this
parabola around (xa, 0) with an angle θ2/2, to prolong it on the left hand-side by
y = 0 and on the right by a straight line of slope θ2. This will give the desired
deformation for the mid–line, see Fig. 2b, the point B′ = (xB′ , yB′)T = (xa + (xb −
xa) cos(θ2/2), (xb − xa) sin(θ2/2))T .

The mid–line is then given by the parametric representation  → (gx(), gy())T

where

gx() =
⎧
⎨

⎩



xa+(−xa) cos(
θ2
2 )−f () sin( θ2

2 )

xB′+ ( − xb) cos θ2

gy() =
⎧
⎨

⎩

0 if  ≤ xa,
( − xa) sin(

θ2
2 )+f () cos( θ2

2 ) if  ∈ (xa, xb),
yB′ +(−xb) sin θ2 if  ≥ xb.

Deformation of the structure. In the sequel, y = (y1, y2) denotes the Lagrangian

coordinates and N() =
(
Nx()

Ny()

)

=
(−g′

x()

g′
y()

)

is normal to the mid–line. We

define the following diffeomorphism X̃(θ2, y) =
(
gx(y1) + y2

Nx(y1)|N(y1)| , gy(y1) + y2
Ny(y1)
|N(y1)|

)T
.

The rotation of the deformed structure. We get the final diffeomorphism X after a
rotationRθ1 of angle θ1 (the second parameter to characterize the structure) around the

center O, see Fig. 3, X(θ1, θ2, y) = Rθ1X̃(θ2, y) where Rθ1 =
(
cos θ1 − sin θ1
sin θ1 cos θ1

)

.

Deformation of the profile’s boundary. We consider a reference configuration for
the structure Sref = S(0, 0). The boundary of this structure is described by two para-
metric functions: γ +() for the extrados and γ −() for the intrados. The boundary
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•
O

•
xa

•
xb

•

×
y

•
O

•
A

•
B′

•
θ2

×
X̃(θ2,y)

•
O

•
•

•
θ2×

X(θ1, θ2,y)

θ1

X̃(θ2, .)

X(θ1, θ2, .) Rθ1

Fig. 3 The diffeomorphisms X and X̃

Ss

Ω̃

Ω
S(θ1(t), θ2(t))

Ω̃

Ω

Φ(θ1−η1, θ2−η2, .)

Fig. 4 The diffeomorphism �

of S(θ1(t), θ2(t)) is then described by the two parametric functions X(θ1, θ2, γ
+())

and X(θ1, θ2, γ
−()), where

X(θ1, θ2, γ
+()) =

(
cos θ1 − sin θ1
sin θ1 cos θ1

) (
gx(γ +

x ()) + γ +
y ()

Nx(γ
+
x ())

|N(γ +
x ())|

gy(γ +
x ()) + γ +

y ()
Ny(γ

+
x ())

|N(γ +
x ())|

)

, (2)

and the expression of X(θ1, θ2, γ
−()) is the analogy. In the sequel, for numerical

tests, we consider the case of an elliptic symmetric reference domain, see Fig. 4.
Its boundary is given by the functions

{
γ +() = (, γ +

2 ()),

γ −() = (,−γ +
2 ()),

where γ +
2 () =

⎧
⎪⎪⎨

⎪⎪⎩

b

√

1 −
(

−xa
xa

)2
if  ∈ [0, xa],

b

√

1 −
(

−xa
1−xa

)2
if  ∈]xa, 1].

(3)
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This explicit expression allows us to construct a set of ordered points to describe the
structure’s profile.

Remark 2.1 The framework presented can be used for more general geometries.

2.2.2 The Diffeomorphism �

We consider a stationary configuration Ss = S(η1, η2). Let �̃ ⊂ � be a smooth
domain such that for every (θ1, θ2) ∈ D�, we have S(θ1, θ2) ⊂ �̃. Let (θ1, θ2) ∈ D�,
see Fig. 4 and we consider sθ1,θ2 the solution to

⎧
⎨

⎩

�sθ1,θ2 = 0 in �̃\Ss,
sθ1,θ2 = X(η1 + θ1, η2 + θ2, Y(η1, η2, .)) − Id on ∂Ss,
sθ1,θ2 = 0 on ∂�̃.

(4)

We define the diffeomorphism � by

∀(θ1, θ2) ∈ D�, ∀y ∈ �,

�(θ1, θ2, y) =
⎧
⎨

⎩

X(η1 + θ1, η2 + θ2, Y(η1, η2, y)) if y ∈ Ss,
y + sθ1,θ2(y) if y ∈ �̃\Ss,
y if y ∈ �\�̃.

(5)

and verify that

∂θj�(θ1, θ2, y) =
⎧
⎨

⎩

∂θjX(η1 + θ1, η2 + θ2, Y(η1, η2, y)) if y ∈ Ss,
∂θjsθ1,θ2(y) if y ∈ �̃\Ss,
0 if y ∈ �\�̃,

(6)

where ∂θjsθ1,θ2 is solution to

⎧
⎨

⎩

�(∂θjsθ1,θ2) = 0 in �̃\Ss,
∂θjsθ1,θ2 = ∂θjX(η1 + θ1, η2 + θ2, Y(η1, η2, .)) on ∂Ss,
∂θjsθ1,θ2 = 0 on ∂�̃.

3 Stabilization of the Linear Problem

In order to construct a linear feedback law that is easy to compute and able to locally
stabilize the nonlinear fluid–structure problem with any exponential decay rate, we
follow a strategy summarized in six following steps, we refer to [1] for more details

Step 1: We write the equations in the fixed domain Fs = �\S(0, 0) using the
change of variable uref (y) = cof(∇�(θ1, θ2, y))Tuh ◦ �(θ1, θ2, y). We
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linearize the resulting system around a stationary solution to the fluid–
structure problem (us, ps, η1, η2, 0, 0)T and then we define the matrix for-
mulation of the linear discretized problem with Lagrange multipliers.

Step 2: We give a reformulation of the finite dimensional linear system after elim-
ination of the Lagrange multipliers from the equations by using a projector
which plays a similar role to the Leray projector (for the infinite dimen-
sional system).

Step 3: The construction of the linear feedback law based on previous steps is
numerically difficult to compute. To overcome this difficulty we study
the relationships between the eigenvalue problems (initial problem and
projected problem).

Step 4: We define the projected systems associated to the unstable part of the
spectral decomposition. Stabilization of the unstable part is sufficient to
stabilize the whole system.

Step 5: We define the linear feedback law h by solving an Algebraic Riccati
Equation of small dimension (Optimal control problem on Reduced Order
Model).

Step 6: We stabilize the nonlinear system using h defined on the linear system.

At the end of the process, we have constructed thematrixK such that the feedback
law h is given by the relation

h = K(z − zs) (7)

where z = (uref , θ1, θ2, ω1, ω2)
T and zs = (us, η1, η2, 0, 0)T . Note that the feedback

is defined in a fixed reference configuration Fs, so z must be known on Fs at each
time step.

In Step 1, writing the equations in the fixed domain, introduces some additional
nonlinear terms (geometrical terms) that must be linearized and must be taken into
account in the definition of the feedback. We refer to the paper [3] for the expression
of that terms. Contrary to previous works, the numerical simulations are based on
fictitious domain method that does not require to consider those additional terms. In
our knowledge this strategy in control theory is new and powerful.

4 The Discretization and Time Evolution of the
Fluid–Structure System

This section presents the approximation of the coupled problem (1). To take into
account the Dirichlet boundary conditions of the fluid on �D and at the inter-
face between the fluid and the structure, we introduce λ a Lagrange multiplier
defined by λ = (λs,λi,λw)T . We introduce finite-dimensional subspaces Vh ⊂ V =
H1(F (θ1, θ2);R2) for the velocity,Qh ⊂ Q = L2(F (θ1, θ2)) for the pressure,Wh ⊂
W = H−1/2(∂S(θ1, θ2)) × H−1/2(�D) for the multipliers.
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Find (θ1, θ2, ω1, ω2) ∈ H 2(0,T ;D�) × H 1(0,T ;R2)

and (u, p,λ) ∈ H 1
loc((0,∞); Vh) × L2loc((0,∞);Qh) × L2loc((0,∞);Wh) such that⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫

F (θ1,θ2)

∂u
∂t

· v + (u · ∇)u · v + ν

2
(∇u + ∇uT ) : (∇v + ∇vT ) − pdiv v dx

+
∫

�D∪∂S(θ1,θ2)

λ · v dγx = 0,
∫

F (θ1,θ2)

qdiv u dx = 0,
∫

�D∪∂S(θ1,θ2)

u · μ dγx =
∫

�i

ui · μ dγx

+
∫

∂S(θ1,θ2)

∑

j

ωj∂θjX(θ1, θ2, Y(θ1, θ2, γx)) · μ dγx,

for every (v, q,μ) ∈ Vh × Qh × Wh and

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Mθ1,θ2

(
ω̇1

ω̇2

)

=
(∫

∂S(θ1,θ2)

λ · ∂θjX(θ1, θ2, Y(θ1, θ2, γx)) dγx

)

j=1,2

+ MI(θ1, θ2, ω1, ω2)

−k

(
θ1
θ2

)

+ h,

ω1 = θ̇1,

ω2 = θ̇2.

(8)
In what follows, �t denotes the time-step length, tn = n�t for n ∈ N. First, we
discuss the discretization based on a fictitious domain method for the fluid equations
(Navier-Stokes) [4]. The approximation of the structure equations is realized by a
backward finite difference scheme. In this section, we describe the algorithm which
is of partitioned type to prescribe the time evolution. The location of the interface
is governed by a level-set. Finally, we present an original treatment of the feedback
that must be done into the reference configuration. Specific manipulations must be
done to obtain an efficient algorithm.

4.1 Fluid Approximation: Unfitted Extended Finite Element
Method with Lagrange Multipliers

We define a background mesh covering �. The interface between the fluid and the
solid can arbitrary cut this mesh, see for instance Fig. 5 where different zones are
highlighted.

We use Lagrange multipliers to enforce the Dirichlet boundary conditions. We
define a triangulation Th of � and a background finite element method withP2–P1–
P1 Taylor–Hood elements for the velocity, the pressure and the multipliers respec-
tively,
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(a) Global domain.

(b) Near the structure.

(c) Near the interface
for integration only.

Fig. 5 The fictitious domain

Ṽh = {uh ∈ C 0(�) with uh|T ∈ (P2(T ))2, ∀T ∈ Th},
Q̃h = {ph ∈ C 0(�) with ph|T ∈ P1(T ), ∀T ∈ Th},
W̃h = {λh ∈ C 0(�) with λh|T ∈ (P1(T ))2, ∀T ∈ Th}.

The basis functions that are considered in the sequel are traces of the background
basis functions of Ṽh, Q̃h and W̃h. The traces are taken over the fluid domainF (θ1, θ2)

for the basis functions of the velocity and the pressure and on the interface ∂S(θ1, θ2)

for the Lagrange multipliers. More precisely, we consider the following natural dis-
cretizations of V , Q and W spaces,

V n
h = Ṽh|F (θn

1 ,θn
2 ), Qn

h = Q̃h|F (θn
1 ,θn

2 ), Wn
h = W̃h|∂S(θn

1 ,θn
2 ).

Thefluid domainF (θn
1 , θn

2 ) and the interface ∂S(θn
1 , θ

n
2 ) depend on the parameters

of the structure (θn
1 , θ

n
2 ), hence this dependence occurs also on the trace spaces. That

is why we have used the superscript n on these spaces.
Similarly to XFEM, where the shape functions of the finite element space is

multiplied with an Heaviside function, this corresponds here to the multiplication of
the shape functions with the characteristic function of the fluid domain.

An approximation of the problem (8) can be easily given replacing the continuous
functions u, p,λ by the discrete ones uh, ph,λh. However it is known that it is not
sufficient to recover the correct solution. Even if the equations are integrated only
over the physical domain, to obtain stable discretizations, the approximation spaces
must be carefully chosen or a stabilization term must be added to ensure an inf-sup
condition. In the present work, we add the term

− γ0h
∫

∂S(θ1,θ2)

(λh + σF(uh, ph)nθ1,θ2
) · (μh + σF(vh, qh)nθ1,θ2

) dγx, (9)

with amesh–independent constantγ0 > 0. It results a stable andoptimally convergent
approximation (in particular for the multiplier λ) provided any mesh element T is cut
by the interface in a certain way so thatF (θ1, θ2) ∩ T is a big enough portion of T .
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If for some elements, this is not the case, the method can be still cured by replacing
the approximating polynomial in such “bad elements” by the polynomial extended
from adjacent “good elements”. In the stabilization term (9), the variables u and p are
considered under this “robust reconstruction” and we specify this writing û and p̂ in
the approximations. In practice, the assumptions required to ensure robustness of the
method are satisfied if the mesh is sufficiently refined near the interface, see [4]. We
denote (Uk), (Pk), (Wk) the basis functions of V

n+1
h , Qn+1

h , Wn+1
h respectively and

U, P, � are the coefficients of uh, ph, λh in those basis. We realize a finite element
approximation of the problem (8) where first order Euler finite difference in time is
used. Note that the problem is formulated on F (θn+1

1 , θn+1
2 ) and we have to solve

the following linear system for the fluid

(Mn+1 + �tAn+1)Zn+1 = �tFn+1 + Mn+1Zn, (10)

where those vectors and matrices are given by

Mn+1 =
⎛

⎝
Muu 0 0
0 0 0
0 0 0

⎞

⎠ , An+1=
⎛

⎝
Auu Aup Auλ

AT
up App Apλ

AT
uλ AT

pλ Aλλ

⎞

⎠ ,

Z =
⎛

⎝
U
P
�

⎞

⎠ and F=
⎛

⎝
0
0
Fλ

⎞

⎠ , with

(Muu)jk =
∫

F (θn+1
1 ,θn+1

2 )

Uj · Uk dx, (App)jk = −γ0h
∫

∂S(θn+1
1 ,θn+1

2 )

P̂jP̂k dγx,

(Auu)jk =
∫

F (θn+1
1 ,θn+1

2 )

(un
h · ∇)Uk · Uj + ν

2
(∇Uj + ∇UT

j ) : (∇Uk + ∇UT
k ) dx

−ν2γ0h
∫

∂S(θn+1
1 ,θn+1

2 )

(∇Ûj + ∇Ûj
T
)nθ1,θ2

· (∇Ûk + ∇Ûk
T
)nθ1,θ2

dγx,

(Aup)jk = −
∫

F (θn+1
1 ,θn+1

2 )

Pkdiv Uj dx

+νγ0h
∫

∂S(θn+1
1 ,θn+1

2 )

P̂knθ1,θ2
· (∇Ûj + ∇Ûj

T
)nθ1,θ2

dγx,

(Auλ)jk = −
∫

�D∪∂S(θn+1
1 ,θn+1

2 )

Uj · Wk dγx

−νγ0h
∫

∂S(θn+1
1 ,θn+1

2 )

Wk · (∇Ûj + ∇Ûj
T
)nθ1,θ2

dγx,

(Apλ)jk = γ0h
∫

∂S(θn+1
1 ,θn+1

2 )

P̂jnθ1,θ2
· Wk dγx,

(Aλλ)jk = −γ0h
∫

∂S(θn+1
1 ,θn+1

2 )

Wj · Wk dγx,

(Fλ)k =
∫

�i

ui · Wk dγx

+
∫

∂S(θn+1
1 ,θn+1

2 )

∑

j

ωn+1
j ∂θjX(θn+1

1 , θn+1
2 , Y(θn+1

1 , θn+1
2 , γx)) · Wk dγx.
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4.2 Structure Approximation

We use a Finite Difference scheme to approximate the velocity and the displacement
of the structure
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(
θn+1
1

θn+1
2

)

= 2

(
θn1
θn2

)

−
(

θn−1
1

θn−1
2

)

+ �t2M−1
θ1,θ2

(

MA(tn) + MI(t
n) + h − k

(
θn1
θn2

))

,

(
ωn+1
1

ωn+1
2

)

=
(

ωn
1

ωn
2

)

+ �tM−1
θ1,θ2

(

MA(tn) + MI(t
n) + h − k

(
θn1
θn2

))

.

(11)

4.3 Coupling Scheme

We use a partitioned approach, see [2, 6], which means that we treat the update with
two sequential steps: a fluid step and a structure step. At each time step we do the
following procedure

1. Compute h (if the control is applied)
2. Compute (θn+1

1 , θn+1
2 , ωn+1

1 , ωn+1
2 ) with the structure step (11).

3. Update the fluid domain F (θn+1
1 , θn+1

2 ) and finite element spaces V n+1
h , Qn+1

h ,
Wn+1

h (new definition near the interface).
4. Assembling the matrices Mn+1, An+1 and Fn+1 in (10).
5. Compute (un+1

h , pn+1
h ,λn+1

h ) with the fluid step (10).
6. Compute the next time step�t such that only one row of elements can be crossed

by the structure, i.e. �t = cfl × h

Vmax
, where h is the characteristic mesh-size,

Vmax is the maximum velocity of the structure and cfl ∈ (0, 1).

4.4 Fictitious Points and Level-Set Update

During the time-marching procedure, difficulties arise near the interface. Indeed,
the field variable at the time level tn+1 can become undefined near the interface
since there was no fluid flow at the time level tn (S(θn+1

1 , θn+1
2 ) �= S(θn

1 , θ
n
2 ) for the

solid and F (θn+1
1 , θn+1

2 ) �= F (θn
1 , θ

n
2 ) for the fluid). In other words, some degrees

of freedom for the fluid part which are not considered at the time level tn must be
taken into account at the time level tn+1.
Level–set function and integration method over the cut elements. Thematrices in
(10) are computed via an integration overF (θ1, θ2) and ∂S(θ1, θ2). These integration
methods need a well–defined interface ∂S(θ1, θ2) and amethod to integrate functions
over the cut elements. The interface is defined as the null level of a level–set function
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and the integration over the cut cells is done by dividing those cells into sub–cells,
see Fig. 5c, (qhull library). Note that the level–set is defined by a set of discrete
ordered points located on the position of the interface which is known explicitly
according to the parameters θ1, θ2 and the diffeomorphism X, see (2). The distance
to the level–set is computed by searching the two points that minimize the distance
and by taking the projection on the segment defined by those two points. In order
to reduce the computational cost of this method, at each time step, we compute the
distance to the level–set only for the mesh nodes that are needed, i.e. the nodes near
the interface. This drastically reduces the computational cost.
Treatment of the fictitious points. When solving (10) we need Un, the coordinates
of un

h in the basis of the space V
n+1
h while it is known in V n

h . Even if the computation
is realized only on the fluid domain, we affect values for the velocity in each degree
of freedom of the background mesh. In the fluid domain, the values come from the
resolution of the Navier-Stokes equations at the time level tn while the values in the
structure come from the velocity of the structure

un
str(x) = ωn

1∂θ1X(θn
1 , θ

n
2 , Y(θn

1 , θ
n
2 , x)) + ωn

2∂θ2X(θn
1 , θ

n
2 , Y(θn

1 , θ
n
2 , x)).

In practice, for each nodes yi of the mesh in the reference configuration Sref , we
compute xi = X(θn

1 , θ
n
2 , yi) and ∂θjX(θn

1 , θ
n
2 , yi) to determine the velocity un

str(xi).
Considering this set of velocity values we can approximate un

str(x) in any point x
(using a weighted arithmetic mean). Indeed, we do not have any explicit expression
for Y(θ1, θ2, x).

Remark 4.1 For efficiency, the node yi retained to compute un
str(x) are reduced to

the ones located near the structure’s boundary in Sref .

4.5 Computation of the Feedback Control in the Actual
Domain

The main originality of our work compared with other stabilization studies is that the
simulation is run in the actual domainF (θ1, θ2) instead of the reference domainFs

corresponding to the configuration of the stationary solution. However, the feedback
matrixK has been computed inFs (see Sect. 3), then to apply the feedback control (7)
given by h = K(z − zs), we need the value of the velocity uref at any time iteration
in the reference configuration Fs. In order to get the value of uref , for every node y
of the mesh on Fs, we use the relation

uref (y) = cof(∇�(θ1, θ2, y))Tuh ◦ �(θ1, θ2, y).

For each node y, we compute the corresponding point x = �(θ1, θ2, y) in the
computational domainF (θ1, θ2). Then we obtain the value of uh(x) by interpolation
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Ss

+
y

S(θ1(t), θ2(t))

+x• •
•

Φ(θ1−η1, θ2−η2, .)

Fig. 6 Interpolation to compute the velocity in the fixed domain

-5

-4

-3

-2

-1

0

1

2

3

4

5

-3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1
-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

(a) (b)

Fig. 7 a Spectrum of the linearized problem, b Inflow perturbation σ(ψ1, p1)n.n

using the velocity computed on F (θ1, θ2) at each time step. We can conclude by
multiplying by the transposed cofactor of the Jacobian matrix of � given by (6).

To sum up, the feedback is simply based on� numerically defined as an extension
of X into the fluid domain and that can be obtained by solving a Poisson problem
formulated on a small domain defined around the structure (see the sector in Fig. 4).

5 Numerical Results

Weconsider the configuration illustrated inFig. 1with� = (−1.0, 8.0) × (ymin, ymax)

where ymin = −2.4, ymax = 2.1 and the structure domain is given by (3)with the point
O located in (0, 0). The initial positionof the structure is (η1, η2) = (−25◦, 0), the ini-
tial inflowboundary datum is given by a Poiseuille profileui(x2) = 6Um

(ymax−ymin)2
(−x22 +

(ymax + ymin)x2 − ymaxymin), where Um is the mean speed of the inflow datum. The
Reynolds number Re = cUm

ν
, where c = 1 is the chord of the profile, is taken as

Re = 300. In the sequel, we use Um = 1 and ν = 1
300 . The initial state of the fluid

is computed as the stationary state associated to the datum ui. We consider on �i

an inflow boundary perturbation u(x) = ui + βpg(x)e−30(t−0.3)2 , where βp > 0 is a
coefficient that represents the intensity of the perturbation (here we take βp = 0.5),
g(x) = (σ (ψ1, p1)n.n, 0)T for ψ1 and p1 computed as the real part of an eigenvec-
tor associated to the most unstable eigenvalue of the adjoint problem introduced to
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Fig. 8 a Stationary solution (t = 0s), b perturbated solution (t = 12s) for Re = 300

Fig. 9 a Evolution of ‖u − us‖2 and b Evolution of θ1 and c θ2 with and without control

define Kδ (the vector σ(ψ1, p1)n was normalized). Such perturbation is one of the
most destabilizing normal boundary perturbations for the fluid [1]. The parameters
of the structure are given by ρ = 5 and k = 12.

The numerical computations are led on a triangular mesh of 35,731 cells locally
refined near the boundary, near the structure and near the wake of the structure (see
Fig. 5a). We use the finite element spaces and the time stepping process defined
above. The total number of degrees of freedom is equal to 153,880 at the initial time
and varies according to the number of elements that are discarded.

We run two simulations, one in open loop and the other one in closed loop. In that
way, we can observe the efficiency of the feedback control. The results are shown in
Fig. 9 and confirm the good behavior of the method.
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Studying the Transition in the Flow
Around a Cylinder Using a Low
Dimensional Model and Sensitivity
Analysis

G. Patino, R. Gioria, J. A. P. Aranha, and J. R. Meneghini

Abstract This work focuses on the representation of the two-dimensional flow
around a cylinder using a reduced model. The reduced model will be constructed by
the projection of the incompressible flow equations into an appropriate orthonormal
basis, built from the most energetic Fourier modes plus a disturbance of the mean
flow pointing in the direction of the greatest eigenvalue growth rate. The Fourier
modes are obtained through snapshots of the temporal simulation, and the optimal
disturbance is calculated using sensitivity analysis to base flow modifications. The
temporal dynamics as well as the hydrodynamic forces are calculated in the reduced
space and compared with the results of the physical space showing a significant
similarity. The addition of the mean flow disturbed by the sensitivity to base flow
modifications aids to build a base flow that has a nonzero growth rate, allowing to
describe the saturation path of the system in an appropriate way.

Keywords Landau equation · Reduced space · Sensitivity analysis · Stability
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1 Introduction

In the present work, a low dimensional model is constructed to simulate the two-
dimensional flow around a cylinder at different Reynolds numbers. The reducedmod-
els are relevant to understand the main physical processes exhibited by the system,
studied in a space with few degrees of freedom. Numerical results have shown that
many complex flows exhibit low dimensionality [1, 2]. Different approximations of
reducedmodels have been proposed for flow around cylinders, many of them focused
on studying the primary wake transition. Next to the primary transition or Hopf bifur-
cation, the system presents a vortex shedding dynamics which can be described using
Galerkinmethods [3]. TheGalerkinmethods are appropriate to obtain relevant physi-
cal information such as: the temporal dynamics of the system, the exchange of energy
between small and large scales [4] and understand the physical mechanisms involved
in the transition. They are also a good alternative to develop 2D global stability anal-
ysis with low computational cost. The size and properties of the Galerkin models
depend on the choice of the expansion modes in the Galerkin approximation. These
modes must satisfy the incompressibility condition and the boundary conditions. [5]
constructed a reduced space based on the hierarchy of themost energetic scales of the
fluid, resulting in the construction of spaceswith fewmodes. [6] built a nicely reduced
hierarchical model for the incompressible flow around a cylinder at low Reynolds
numbers. The model is based on a Karhunen-Loeve decomposition of the numerical
solution and incorporates a disturbed mode representing a correction of the mean
flow. [6] finds that the inclusion of the mean flow correction improves the resolution
of the transient dynamics from the onset of the vortex shedding to the Von Karman
periodic flow, and can be even enhanced by enriching the space with the linear stabil-
itymodes of the system. The full Galerkinmodel proposed by [6] is constructed based
on the mean flow, a fluctuation formed by the linear stability modes calculated using
the steady solution of the Navier Stokes equation and a shift-mode obtained from
the correction of the mean flow after a Gram-Schmidt orthonormalization technique.
Although the reduced space of [6] works verywell for the studied Reynolds numbers,
it has the difficulty of being linked with the steady flow and the solution of the linear
stability problem around it, a presumption that is not appropriate in our archetypal
since we intend to model the flow around a cylinder using an asymptotic expansion
which restricts the linear growth rate of the perturbation to be a very small number for
any number of Reynolds. The original mean flow can not consider in the construction
of theGalerkinmodel because the transition time between the fixed point of themodel
and the limit cycle is enormous, given that the system is linearly stable to infinitesimal
perturbations [7]. Bearing in mind the idea of [6], we propose a new model defined
using the mean flow plus an optimal pertubation of it. The optimization criterion
would be to determine the optimum direction in which the most unstable eigenvalue
tends to have the greatest linear growth, following the sensitivity theory to estructutal
modifications developed by [8]. In the present work, the base of the reduced space
will be constructed using a Fourier modes decomposition of the numerical solution
plus a perturbation of the mean flow using sensitivity to base flowmodifications. The
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temporal dynamics and the hydrodynamic forces are calculated in the reduced space
and compared with the results of the physical space showing a significant similarity.

2 Theoretical Formulation of the Reduced Model

An appropriate definition for the fixed point is essential when building a reduced
model. The most natural approach would be to define the fixed point as the stationary
solution of the NSE Ust . This fixed point was efficiently used by [6] to model the
transient dynamics in a Galerkin model, however it is not appropriate for us given
that we intend to model the flow around a cylinder using an asymptotic expansion
of the Navier Stokes equations, forcing the growth rate of a perturbation σ to be
a small value. σ � 1 is only satisfied at Reynolds numbers near to the bifurcation
point Re ≈ 47, but it fails for larger Reynolds numbers. The mean flow is not a good
candidate either, since the system has practically a zero growth rate, making the
transient solution to take a long time in the path of leaving the equilibrium point and
reaching the limit cycle. Our idea is to slightly disturb the mean flow in an optimal
direction defined by the sensitivity to base flowmodifications, in thiswaywe preserve
the condition of non null σ with σ � 1 for arbitrary Reynolds numbers, allowing to
define a Landau path in a reduced space manifold. The optimization criterion will be
to determine the optimum direction in which the most unstable eigenvalue tends to
have the greatest linear growth. Obviously, the path of the transient solution in the
manifold of the physical space and themanifold of the reduced spacewill be different,
however the final state (the limit cycle) will be the same in both spaces. Taking this
into account, our model would fail to reproduce the hydrodynamic variables during
the transition, but would reproduce adequately these variables in a developed flow.

2.1 Fourier Modes Decomposition

Considering the ansatz

U(t) = Up + U0(t) (1)

into the Navier-Stokes equations, we can approximate the flow by the finite Fourier
expansion

U0(t) = (Um − Up) +
N∑

α=1

(Uαe
iαωst + c.c) (2)

where Um represents the mean flow, Up is a particular solution to be defined in the
next section and Uα are the N first Fourier modes and c.c the complex conjugate.
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The Fourier coefficients are expressed as

Uαcos = 2

T

∫ t0+T

t0

U(t) cos(ωαt) dt (3)

Uαsin = 2

T

∫ t0+T

t0

U(t) sin(ωαt) dt (4)

In this study the Fourier modes are calculated from 256 snapshots evenly distributed
over a simulation period.

Figures1 and 2 show the cosine component of the first two Fourier modes. Fourier
odd modes are antisymmetric in relation to x axis

u(x,−y) = −u(x, y)

v(x,−y) = v(x, y)
(5)

while the even modes are symmetric

Fig. 1 a u component of Uαcos, α = 1 . b v component of Uαcos, α = 1 , Re = 100

Fig. 2 a u component of Uαcos, α = 2 . b v component of Uαcos, α = 2 , Re = 100
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Fig. 3 Energy of the first
non null frequency fourier
modes. Re = 100

u(x,−y) = u(x, y)

v(x,−y) = −v(x, y)
(6)

Given that the basis of the reduced space is constructed using Fourier modes, it is
essential to define the number of Fouriermodes required to set the reduced spacewith
enough degrees of freedom, so that the dynamic and stability properties in the original
physical space are well defined. Calculating the energy of the Fourier modes Eω as
Eω = ∫

�
U2

α d�, we can deduce from the behavior of the energy in function of the
modes for Re = 100 (Fig. 3) that the energy decays abruptly in the higher frequency
modes. A similar behavior can be observed from the scale of the velocities in Figs. 1
and 2 were the second Fourier mode has already a much smaller magnitude than the
first one, consequently, 10 Fourier modes (N = 10) can be defined as an appropriate
measure in the construction of the reduced space.

2.2 Calculation of the Sensitivity Field Ê

The sensitivity to base flow modifications is defined as [8]

S = −∇UH
e · Uae + ∇Uae · U∗

e (7)

with Uae the adjoint field associated to the most unstable mode Ue resulting of the
linear stability analysis around the mean flow. The sensitivity field shows the regions
where the most unstable eigenvalue is more susceptible to suffer alterations. This
field is not solenoidal by construction, therefore the solenoidal component of S must
be obtained in order to satisfy the condition of zero divergence in the NSE. Assuming
that S is a complex entity S = R̂ + iĈ and has a solenoid and gradient components,
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we have

R̂ = R̂s + R̂g

Ĉ = Ĉs + Ĉg
(8)

where the gradient components can be calculated from a Poisson equation for a
potential function. Let us assume the base flow modification field Ê given by the
linear combination of the auxiliary fields Êσ , Êω

Ê = αÊσ + βÊω (9)

with Êσ defined as the auxiliary field which represents only variations in the eigen-
value growth rate and not in the frequency, and Êω the field defined as the auxiliary
field which represents variations in the frequency and not in the growth rate. Both
fields are represented in the space generated by the vectors R̂s, Ĉs.

Êσ = cos(θσ )R̂s + sin(θσ )Ĉs
Êω = sin(θω)R̂s + cos(θω)Ĉs

(10)

cos(θσ ), sin(θσ ), sin(θω), cos(θω) are arbitrary coefficients given by the projection of
Êσ , Êω in the base vectors R̂s, Ĉs. In order to calculate these coefficients, we consider
the variation of the most unstable eigenvalue given by the projection of Ê onto the
sensitivity field Ŝ

�λ = �σ + i�ω = (R̂s + iĈs) · Ê (11)

Using the definition of Êσ one has

�σ =‖ R̂s ‖2 cos(θσ ) + R̂T
s · Ĉs sin(θσ )

�ω = 0
(12)

which allows to calculate the angle θσ as

tan θσ = −R̂s · Ĉs
‖ Ĉs ‖2

In a similar way the angle θω can be calculated as

tan θω = −R̂s · Ĉs
‖ R̂s ‖2
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Therefore the variation in the eigenvalue is done by

(
�σ

�ω

)
=

( ‖R̂s‖2 R̂T
s · Ĉs

R̂T
s · Ĉs ‖Ĉs‖2

) (
α

β

)
(13)

The eigenvalues of the matrix in Eq. (13) represent the intensity of the perturbation
and the eigenvectors the respective directions. The optimum mean flow perturbation
is given by the eigenvalue of greater value in Eq. (13) and its eigenvectors define the
optimal direction of growth in σ .
It must be guaranteed that the mean flow perturbation is much smaller than the mean
flow itself. For this purpose we normalize the field Ê using the standard norm

‖ Ê ‖1=‖ Um ‖1 (14)

with ‖ Um ‖21= UH
m · D · Um (being D the diffusion matrix). The norm 1 has been

chosen since it does not depend on the domain size used in the discretization of the
physical domain. With this in mind the perturbation is defined as

Up = Um + δÊ (15)

where δ is an arbitrarily small number. The sensitivity mode Ê points in the direction
of greatest variation of the most unstable eigenvalue and since the mode was normal-
ized according to the Eq. (14), the magnitude of the disturbance remains defined by
the factor δ. This factor is arbitrary because its function is to disturb the mean flow
allowing a route for the saturation, however, it should not be close to 1. Different
values of δ influence the time that the system takes to leave the particular solution
Up and fall into the saturated solution, but it not must affect the limit cycle. As an
example in these simulations a value δ = 0.05 was chosen.

2.3 Building the Reduced Space

Solving the linear stability problem around the particular solution Up = Um + δÊ
we obtain the complex mode Ûmod whose real and imaginary part are used to enrich
the space generated by the Uαfourier modes. The vectors used in the construction of
the base for the reduced space Jf are then

Jf = [Uα,Real(Ûmod ), Imag(Ûmod )]
α = 1, 2, . . . .N

(16)

The base of the reduced space is built using a Gram-Schmidt procedure beginning
with the first fourier mode. In this way the base of the new reduced space will be the
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orthonormal system T constructed from the vectors Eq. (16) and the Gram-Schmidt
procedure

T = [T1, . . .TN+2] (17)

Considering that the transformation between the reduced space and the physical
space is done by

U0(t) ∼= T · q (18)

with q the degrees of freedom in the reduced space calculated from the solution of
the NSE in the reduced space. The dynamic NSE equations in the reduced space can
be derived from the projection of the NSE in the physical space into the reduced
space Jf using the base T.

2.4 Hydrodynamic Fields and Forces

Knowing the dynamic solution in the reduced space and the baseT, the velocity field
in the physical space can be calculated from the transformation U(t) ∼= T · q + Up

with Up = Um + δE . In Fig. 4 we see the velocity field reassemble from the reduced
space. It is notorious the similarity between the fields, considering that the velocity
field in Fig. 4b was obtained from the direct solution of NSE in a rich physical space
withmore than50000◦ of freedomand the reduced space only has 22. In the other side,
the pressure field can be obtained directly from the NSE. Applying the divergence
operator in the Navier Stokes equation yields to a discrete Poisson equation for
the pressure. In Fig. 5 we see the pressure field obtained from the reduced space in
comparison with the pressure in the physical space. Again the similarity between
the fields is remarkable. These results allow to infer that the hydrodynamic forces

Fig. 4 Velocity fields Re = 200. a Velocity calculated using the dynamic solution in the reduced
space. b Velocity calculated from the solution of the NSE in the physical space
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Fig. 5 Pressure fields Re = 200. a Pressure calculated using the dynamic solution in the reduced
space. b Pressure calculated from the solution of the NSE in the physical space

Fig. 6 Hydrodynamic
forces calculated using the
dynamic solution in the
reduced space. Re = 200

acting on the cylinder using the solution in the reduced space must be similar to the
forces in the physical space, as can be corroborated in Fig. 6 when compared with
the forces in the physical space reported by [9, 10]. The forces on the cylinder are
obtained from the integration of the stress tensor over the entire cylinder surface.

3 Conclusion

In the present work a guideline for the construction of an appropriate reduced model
is given to simulate the flow around a cylinder for different Reynolds numbers. The
trial bases were constructed based on hierarchical modes extracted from a temporal
simulation of the NSE following a Fourier decomposition plus the mean flow dis-
turbed by the sensitivity to base flow modifications mode. In this context, and taking
advantage of the energy flow from the lower frequency modes to the higher ones,
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the reduced model was built with a base of just 10 Fourier modes plus the sensitivity
mode. The reduced space constructed allows to obtain accurately several dynamic
properties such as: vortex shedding frequency, hydrodynamic forces, pressure and
velocity fields.
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Reduced Order Modeling for Plasma
Aeroelastic Control of Airfoils in
Cascade: Dynamic Mode Decomposition

P. Neumann, V. Motta, L. Malzacher, T. D. Phan, R. Liebich, D. Peitsch,
and G. Quaranta

Abstract A dynamic mode decomposition is carried out for the flow field of a com-
pressor cascade with plasma actuators employed for aeroelastic control. Numerical
assessments carried out in previous works have shown that alternate triggering of
pressure side/suction side actuators installed at the trailing edge of the blades can
effectively reduce vibratory loads and enlarge the flutter boundaries of a linear com-
pressor cascade.With the twofold aim of having an in depth understanding of the flow
physics associated to plasma actuation and of developing an optimized control law for
the actuators, the dominant structures of the pressure field are extracted via a dynamic
mode decomposition. The decomposition is conducted on the actuated and non actu-
ated pressure fields at several inter blade phase angles. The fundamental effects of
plasma actuations on the flowfield, and in turn on the blade loading, are identified and
discussed. The procedure allows to get an useful picture of the main fluid mechanic
phenomena associated to plasma aeroelastic control on turbomachinery bladings.

Keywords Reduced order modeling · Dynamic mode decomposition · Plasma
actuation · Aeroelastic control

1 Introduction

The demand for lighter and more efficient aero engines is continuously growing. To
face these challenges, compressors with increasingly larger pressure ratio per stage
have been designed. Natural consequences of these solutions are increasing risks of

P. Neumann · V. Motta (B) · L. Malzacher · D. Peitsch
Technische Universität Berlin, Str. des 17. Juni 135, 10623 Berlin, Germany
e-mail: valentina.motta@tu-berlin.de

T. D. Phan · R. Liebich
Technische Universität Berlin, Marchstr. 12–14, 10587 Berlin, Germany

G. Quaranta
Politecnico di Milano, via La Masa 34, Milano, MI 20156, Italy

© Springer Nature Switzerland AG 2021
M. Braza et al. (eds.),Advances in Critical FlowDynamics InvolvingMoving/Deformable
Structures with Design Applications, Notes on Numerical Fluid Mechanics
and Multidisciplinary Design 147,
https://doi.org/10.1007/978-3-030-55594-8_21

223

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55594-8_21&domain=pdf
mailto:valentina.motta@tu-berlin.de
https://doi.org/10.1007/978-3-030-55594-8_21


224 P. Neumann et al.

fatigue and flutter phenomena on compressor blades. Degradations in aerodynamic
and aerostructural response are also encountered on pulsed detonation engines, cur-
rently under study within the Collaborative Recearch Center 1029 of Technische
Universität Berlin1. Several solutions have been proposed to control flow separation
andminimize pressure losses arising on these novel configurations [1–6]. Among the
conceived approaches, plasma actuators seem to be very promising, thanks to their
lightness and to their almost negligible intrusiveness in the flow [7]. Whereas the
control of the aerodynamic performance of heavily loaded blades has been widely
investigated, the aeroelastic feasibility problems of these new designs have not been
thoroughly pursued so far. In previous works, the authors showed numerically that
plasma actuators may be successfully employed as virtual control surfaces to reduce
vibration [8, 9] and to enlarge the flutter boundaries [10, 11] on a linear compressor
cascade. With the ultimate aim of designing optimal open- and closed-loop con-
trol architectures, it is necessary to develop an appropriate reduced order model
(ROM) for the clean—i.e. non-actuated—and the plasma-equipped cascade, capable
to reproduce accurately the unsteady behavior of the blades. In this work—carried
out within the Collaborative Research Centre 1029 of TU Berlin—a dynamic mode
decomposition (DMD), first proposed in [12], is developed. The decomposition is
applied on the flow field issued by the computational fluid dynamic (CFD) assess-
ments detailed in [8–11]. The capability of the proposed ROM in reproducing the
most relevant flow dynamics is highlighted. A further advantage of the dynamic
mode decomposition is the possibility of getting an insight into the flow physics
associated to this novel concept of active aeroelastic control. This paper is structured
as follows. The numerical model and selected CFD results are presented in Sect. 2.
A brief overview on the theoretical aspects and on the formulation of the dynamic
mode decomposition is provided in Sect. 3. The results achieved by applying the
DMD on the clean and actuated cascade are reported in Sect. 4. Concluding remarks
are given in Sect. 5.

2 Computational Fluid Dynamic Assessments

2.1 Baseline Flow with and Without Plasma Actuation

The DMD is applied on the numerically simulated flow field of a linear compressor
cascade. The cascade resembles the aeroelastic test rig of the Chair of Aero Engines
at TU Berlin [13]. The two-dimensional cascade features NACA 65 series airfoils,
with a chord length of 0.15m and a pitch-to-chord ratio of 0.75. Experimental tests
showed that the flow can be considered as two-dimensional, for the investigated range
of freestream conditions and for the small amplitude blade oscillations taken under
consideration [13]. Thus, a 2D CFD-model is applied.

1Substantial efficiency increase in gas turbines through direct use of coupled unsteady combustion
and flow dynamics, https://www.sfb1029.tu-berlin.de/menue/sfb_1029/parameter/en/.

https://www.sfb1029.tu-berlin.de/menue/sfb_1029/parameter/en/
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Fig. 1 Sketch of the computational geometry for the linear cascade

The cascade is modeled with 7 blades and periodic boundary conditions on the top
and on the bottom, as shown in Fig. 1. At the inlet, the freestream velocity is imposed,
whereas at the outlet a pressure value of 101,325Pa is defined. For the actuated case,
plasma actuators are modelled on the rear side of the three central blades, on the suc-
tion side (SS) and pressure side (PS). For the numerical simulations the finite volume
solver Ansys CFX is employed. The advection terms are solved with a high resolu-
tion scheme, whereas a second order backward scheme is applied for the transient
terms. The flow is assumed as fully turbulent, and the system of RANS equations is
closed with the SST k-ω turbulence model. The mesh is designed with a refinement
at the blade surface walls resulting in an y+ value close to 1. The incompressible
flow simulations are conducted with Reynolds numbers of∼195,000 and∼350,000.
The temperature is set to 20 ◦C and the reference pressure to 101,325Pa.

The plasma actuators are implemented on the rear side of the blades on the suction
side (SS) and pressure side (PS) as a 10mm wide and 0.1mm thick actuation area,
see Fig. 2. The plasma actuation is implemented as a body force, directed against the
freestream direction and with a force magnitude consistent to [14, 15]. Actuating
against the freestream causes the development of low-speed recirculating flow areas.
This yields an increase in static pressure, which is maximum in the actuator area and
which—for subsonic flows—propagates upstream up to the leading edge. Therefore,
PS actuation will yield effects comparable to those of a flap-like device deflected
downward. That is lift and nose down pitching moment will be increased [9, 16].
Conversely, SS actuation will provide effects comparable to those of a trailing edge
spoiler, that is lift and nose-down pitching moment will be decreased [9, 16].

The reliability of the numerical computations has been shown in Refs. [8–11],
where space and time convergence studies, as well as comparison with experimental
data, are reported.
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Fig. 2 Sketch of the blade section with the plasma actuators

2.2 Reference Numerical Results with and Without Plasma
Actuation

The unsteady flow simulations are carried out for several traveling wave modes.
A traveling wave mode, first introduced by Lane [17], describes the specific blade
motion of tuned rotors. It is a widely employed representation of structure-induced
pressure waves propagating along a turbomachinery annulus. According to the trav-
eling wave mode formulation, blades oscillate with same frequency and amplitude,
but with a constant and uniform phase shift between two adjacent blades, referred
to as Inter Blade Phase Angle (IBPA). Each of the modes generates a specific set of
traveling waves. Traveling wave pitch modes—about the mid-chord are considered
in this work. Indeed experimental tests carried out on the cascade under consideration
have highlighted that the purely torsional pitch mode is the most unstable, whereas
the bending mode is far from the instability threshold [18]. Specifically the blade
mean angle of attack and the oscillation amplitude are set to 2◦ and 1◦, respectively.
The reduced frequency based on the semi-chord is k = 0.4597. This specific value of
the reduced frequency has been selected, because it is the one at which flutter was
detected experimentally on the considered cascade [18].

It’s worth remarking that steady simulations show a different efficiency of the
suction side actuation and the pressure side actuation [8]. To balance this out the SS
actuation force is set to 450mN/m and the PS actuation force is set to 225mN/m.
Notice that the applied increase in the SS body force is still compliant with modern
plasma actuators, see e.g. [19].

The dynamic actuation is set to maximize the aeroelastic stability, i.e. the net flow
of energy transferred from the blade to the flow. To this aim, and consistently with the
recommendations of [20], SS plasma is triggered during the upstroke phase—nose
moving upward—of the pitching cycle. On the other hand, PS plasma is triggered
during the downstroke phase. Figure3 sketches the triggering of PS and SS actuation
relative to the time history of the moment coefficient and to the blade motion. The
light gray area highlights the operating window of the SS actuation. On the other
hand, the dark gray area shows the operating window of the PS actuation.

Figure4 (top) shows TE details of the velocity magnitude field during an oscilla-
tion cycle of a traveling wave mode simulation. The velocity is made dimensionless
with the freestream velocity. The central blade of the cascade is displayed. PS actu-
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Fig. 3 Sketch of PS and SS actuation triggering with respect to the blade motion α(t) and of its
time derivative α̇(t)

Fig. 4 Top: TE detail of velocity magnitude, normalized by the freestream velocity, over
the oscillation cycle; plasma actuation on. Bottom left and bottom middle: time history of
lift and moment coefficient oscillations without and with actuation. Bottom right: aerody-
namic damping versus IBPA with and without plasma. Re ∼ 1.9 × 105; IBPA = -51.43 deg.;
α = 2 + sin 2π f t + 4 × IBPAπ/180 deg.; f = 19.17 Hz, T = 1/f; PS body force: 225 mN/m;
SS body force: 450 mN/m

ation generates the expected recirculating flow areas during the downstroke phase,
with a consequent increase in the blade loading relative to the clean counterpart. The
opposite occurs during the upstroke phase [10, 11]. The oscillatory loads obtained
with and without actuation are displayed in Fig. 4 (bottom left and bottom middle).
The reduction in the unsteady lift and moment peaks enabled by alternate PS/SS
actuation is clearly visible. Beneficial effects on the blade aeroelastic stability pro-
vided by unsteady plasma actuation are also obtained. Figure4 (bottom) shows the
non-dimensional aerodynamic work—defined as aerodynamic damping � in [10,
11]—versus the IBPA, with and without actuation.

With the ultimate aim of developing an actuation law which maximizes the effec-
tiveness of the control for the different operating regimes of the compressor, large
scale optimization studies need to be performed. Indeed an effective feed-forward or
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feed-back architecture has to operate with different flow velocities, vibration ampli-
tudes, measurement uncertainties, dead times, coupled modes, switch of control law
in dependecy of the most urgent problem (stability or forced vibrations).

Yet tremendous rises of computational burden would occur when performing
CFD-based optimization studies of actuation laws. Within this framework is appears
useful to build up a reduced order model which allows to rapidly evaluate the perfor-
mance of the aeroelastic control system, whilst reproducing correctly the dominant
physical phenomena of the flow field. In this work the dynamic mode decomposition
will be applied to the pressure fields of the clean and actuated case. It will be shown
that the model is capable to retain the most important flow dynamics and can there-
fore be used to compute accurately and rapidly the unsteady airloads on the clean
and actuated cascade. Moreover the dynamic mode decomposition allows to have an
useful picture of the physical phenomena associated to the alternate PS/SS plasma
actuation first proposed by the authors in [8–11].

3 Overview on the Dynamic Mode Decomposition

Proper orthogonal decomposition (POD) has been and still is widely used to extract
themain structures of complex flows, see e.g. [21–23]. Specifically, orthogonal struc-
tures are extracted, by computing the correlation matrix of flow field snapshots. The
coherent structures, ranked according to the energy content, can be extracted by
diagonalizing the computed correlation matrix. However, because the modes and the
eigenvalues are computed on a second order statistics—i.e. the correlation matrix—
the phase information is lost [22, 24]. In fact the phasing information and the knowl-
edge of the dynamic temporal evolution of flows is of fundamental importance when
dealing with aeroelastic problems, oscillating airfoils in general, and localized self
sustained oscillations [9–11, 25–28]. In particular the spatial POD modes are not
temporarily independents and each of them is often contaminated by other uncorre-
lated structures. Due to this impurity, especially the higher order modes may lack of
physical meaningfulness.

In order to overcome these limitationsSchmid [12] andRowley [29] introduced the
dynamic mode decomposition (DMD), in which the dynamic modes are extracted by
applying the Koopman operator to the flow snapshots, without recurring to any statis-
tical indicator. Compared to the POD, the modes are temporally—yet not spatially—
orthogonal. Therefore the DMD allows to identify correctly the dynamic evolution
of the system, as the misleading coupling of temporal modes is avoided. The DMD
is based on the fitting of the data sequence with a high order polynomial, which is
meant to approximate the temporal evolution of the system. The fitting polynomial
is an infinite dimension space containing also the dynamics of the dataset, i.e. of the
flow. It is proved that the eigenfunctions of a properly selected subspace of the fitting
polynomial are a realistic representation of the dynamic response of the system under
consideration [29]. A brief overview on the DMD algorithm is given hereinafter. For
more details, please refer to Refs. [12, 29].
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The flow field—e.g. velocity, vorticity, pressure—retrieved with numerical com-
putations or particle image velocimetry surveys can be collected into a matrix
containing temporally equidistant snapshots. This matrix can be written as V N

1 =
{v1, v2, . . . , vN }NxM , being N the number of recorded time steps and M the num-
ber of sample points within a snapshot. If the collected ensemble is enough large
to approach the system dynamics asymptotically, it is possible to employ a constant
mapping A for relating one snapshot ( j) to the following one ( j + 1). Therefore it
is possible to write:

v j+1 = Av j , (1)

where A is the same for j = 1, 2, . . . , N − 1. The eigenvalues of A can be com-
puted by defining the Krylov sequence and by performing an Arnoldi iteration
on the resulting matrix. By adopting this approach, the matrix V N−1

1 which sub-
tracts the last snapshot from the original data matrix can be expressed as V N−1

1 =
{v1, Av1, A2v1, . . . , AN−2v1}. Therefore one gets:

AV N−1
1 = AV N

2 , (2)

being V N
2 = {v2, v3, . . . , vN }. The matrix Amaps the flow at the time step j into

the flow at the time step j + 1. The operation of the matrix A can be seed also as a
shifting temporally the flow field at the time step j to the time step j + 1. Ultimately
A can be interpreted as the state transition matrix of a generic dynamic system.
Consistently, the eigenvalues of the mapping matrix A will provide information on
the dynamic behavior of the flow field. The matrix A is associated to the governing
equations and therefore can’t be computed directly from the snapshots. Consequently
a finite-dimensionalmatrix S approximating A is employed. Specifically equation (2)
is expressed as:

AV N−1
1 = AV N

2 = V N−1
1 S + reTN−1 ≈ V N−1

1 S, (3)

being S a companion approximatingmatrix and r the residual [12, 30]. Thematrix
S is computed by performing a least square minimization of Eq. (3) with respect to r .
The eigenfunctions of S are known to approximate the counterparts of the reference
matrix j th. As a consequence, performing a global stability analysis on the matrix
S, provides an approximation of the actual flow dynamics contained in A. The j th
equation of eigenvalue problem for S reads:

Sy j = μ j y j , (4)

where μ j ∈ C approximates one of the eigenvalues of A. Recalling Ref. [30], phys-
ically more meaningful information can be retrieved by computing the logarithmic
decrement associated toμ j , i.e.ω j = logμ j/�t = �(ω j ) + i�(ω j ) = ωr

j + iωi
j—

being �t the time step amplitude. The real part of μ j sets the time rate of
growth/decay for the j th mode of the flow quantity under consideration. On the
other hand, the imaginary part of ω j quantifies the phase velocity of the j th mode
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under consideration. The j th spatial mode � j of the flow quantity collected V N−1
1

is computed as: � j = V N−1
1 y j . That is, based on Eq. (3) the modes are retrieved by

projecting the flow field data onto the eigenvalues of S. As a result, the flow field
reconstructed with isolated dynamic modes can be expressed as:

VN−1
1 (x, y, t) =

N−1∑

j=1

� j (x, y) a j (t), (5)

where a j takes the form

a j = eωr
j+iωi

j . (6)

Starting from the seminal works of Refs. [12, 29] the DMD has been effectively
applied to several problems, including e.g. the flow past cylinders [22], the near-wake
flow of a Gurney flap [30], turbulent cavity flows [24] or shallow flows [31].

In this work the DMD is applied to the pressure field of the central passage of
the aforementioned compressor cascade, sketched in Fig. 1, with and without plasma
actuators. The results are discussed in the following section.

4 Results

The DMD is computed for the pressure field in the central passage of the cascade.
Four different IBPAs are taken under consideration, namely, −90◦, −51◦, −45◦ and
+51◦. These specific negative values are considered, as the cascade is aeroelastically
instable for IBPA in the range ∼ [−120, −30]◦. One additional positive IBPA is
considered, for completeness. It’s worth remarking that, according to the convention
adopted in this work, negative IBPAs indicate a pressure wave traveling from the
pressure side of a blade to the suction side of the adjacent blade. Conversely, for
positive IBPAs the pressure wave travels from the suction side of a blade to the
pressure side of the neighboringwave. The clean configuration, aswell as the plasma-
equipped blade actuated to the sketch of Fig. 3, are considered. It appears useful to
recall that the dynamic mode decomposition is performed for the blades oscillating
about the mid-chord, according to a traveling wave pitch mode. The mean angle of
attack, the oscillation amplitude and the reduced frequency are 2◦, 1◦ and 0.4597,
respectively. The Reynolds number is ∼195,000.

The first four modes are extracted from the pressure fields obtained with CFD
simulations. For brevity reasons exclusively the most relevant results are shown. The
pressuremodes for an IBPA+51◦ for the clean configuration and for an IBPAof−51◦
for the clean and actuated case are depicted in Figs. 5, 6 and 7. The spacial modes are
normalized against the maximum singular value of the matrix mode. The temporal
mode spectra obtained on the clean and actuated cascade for an IBPA of −51◦ are
shown in Fig. 8. The mode spectra for the other IBPAs have an analogous behaviour.
The spectra for mode 1 are not reported, as this mode represents the steady-state
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Fig. 5 Normalized spatial modes of pressure field on the central stage of the cascade; plasma off;
IBPA = 51◦
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Fig. 6 Normalized spatial modes of pressure field on the central stage of the cascade; plasma off;
IBPA = −51◦
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Fig. 7 Normalized spatial modes of pressure field on the central stage of the cascade; plasma on;
IBPA = −51◦
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behaviour, and its frequency is therefore zero. The spectra of the temporal modes,
plotted in terms of their power spectral density, they capture correctly the oscillation
frequency of the blades and its integer multiples. Specifically, the spectrum of mode
2 has a peak at ∼19Hz, i.e. at the frequency of oscillation. The spectrum of the
3rd mode has a peak at a frequency of∼38Hz, which is indeed the double of the
oscillation frequency. The spectrum of the 4th mode has a frequency of ∼57Hz,
i.e. three times the oscillation frequency.

The first spacial mode represents the mean pressure field. It is nearly identical for
all IBPAs in the clean case, as well for all IBPAs in the actuated case. The effects
of the actuation are clearly visible on the 1st mode of the pressure distribution, see
Fig. 7. In comparison with the non actuated case, low pressure fields in the actuation
areas with accompanying upstream high pressure fields are seen. The second spacial
pressure modes in Figs. 5 and 6 show the modal pressure distributions corresponding
to the travelling wave modes. They differ therefore for every calculated IBPA. Mode
2 in the actuated case shows clearly the alternating regions of recirculating flow areas.
The modes change with to the clean case is highest near the actuation area but also
seen in the overall pressure distribution. Not only the actuation on the blade itself,
but also the actuation on the adjacent blades influences the overall spacial pressure
fields. The effect of plasma actuation is also observable for all the higher modes at
each of the IBPAs. The actuation leads to a significant increase in the spacial pressure
amplitudes for all modes except mode 1. These higher amplitudes are especially, but
not solely, located in the actuation area. With increasing mode number the spacial
pressure mode amplitudes are decay rapidly.

5 Conclusions

A dynamic mode decomposition is applied to the unsteady pressure field generated
by a linear compressor cascade oscillating according to traveling wave pitch modes.
Results from computational fluid dynamic simulations are used as a reference for
the decomposition. The central blades of the cascade are equipped with pairs of
trailing edge plasma actuators located on the pressure side and on the suction side,
respectively. An alternate triggering of pressure side/ suction side actuators allows
to enhance remarkably the aeroelastic stability of the cascade.

The spacial pressure distributions issued by the dynamic mode decomposition
show that the actuation causes high pressure alterations in the actuation area. Fur-
thermore the actuation influences the overall pressure modes. Here the role of the
adjacent blade actuation is clearly visible. Another expected effect observed for
all the considered spacial modes is the increase in flow energy due to actuation.
It is found that indeed the flow dynamics can be correctly reproduced by a small
number of modes, without the need of involving the high frequency small spacial
scale dynamics computed by numerical simulations. The advantages of the applied
decomposition are twofold. On one hand, the projection of the flow dynamics onto a
space with a reduced number of degrees of freedom, enables to perform large scale
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optimization studies for the actuation law, without recurring to time and resource
consuming numerical simulations. On the other hand, the dynamic mode decompo-
sition allows for getting an insight into the most relevant flow patterns. Therefore
the applied dynamic mode decomposition can be successfully used for performing
large scale optimization studies on the actuation parameters and in turn maximize
the benefits of plasma actuation for aeroelastic control on turbomachinery bladings.
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Dynamic Behavior of Leading Edge
Vortex and Vorticity on Suction Surface
of a Heaving Elastic Airfoil

Masaki Fuchiwaki

Abstract The flow field around an elastic moving body has attracted attention in
recent years and can bemodeled as a coupled problem between the fluid and structure
(fluid/structure interaction, FSI). Many studies have been carried out on the flow
field around an elastic moving body using experimental and numerical approaches.
However, the impact of elastic deformation on the vortices generated in the vicinity
of the wall and the dynamic behavior of micro scale vortices have not been clarified
sufficiently. The present study investigates the dynamic behavior of the leading-edge
vortex and the vortices that form on the suction surface of a heaving elastic airfoil via
FSI simulation using ANSYS 16.1/ANSYS CFX 16.1. The growth of the leading-
edge vortex of the elastic airfoil is slightly delayed compared to that of the rigid airfoil
due to the effective angle of attack. Moreover, the small effective angle of attack for
the elastic airfoil strengthens the leading-edge vortex and delays its growth. Vorticity
with clockwise rotation grows in the vicinity of the wall due to elastic deformation.
This vorticity mainly consists of a strong rotational component.

Keywords Vortex · Airfoil · Unsteady flow · Fluid structure interaction

1 Introduction

Many studies on the flow field around moving airfoils, such as pitching airfoils,
heaving airfoils, and airfoils that exhibit a combination of pitching and heaving
motions, have been carried out using experimental and numerical approaches. These
flow fields are a typical example of unsteady flow and have thus attracted attention.
These studies have focused on the formation and growth of vortices produced by
the body, the development, dynamic behavior, and structure of these vortices, as
well as the relationship between vortex flow and the characteristics of dynamic fluid
forces [1–5]. The present authors have previously qualitatively and quantitatively
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characterized vortex structures that form in the wake of a rigid airfoil with pitching
[6], heaving [7], and a combination of both motions [8].

The flow field around an elastic moving body has recently attracted attention
from the viewpoint of insect flight, aquatic animal swimming, and the development
of micro air vehicles. The flow field around an elastic body can be modeled as a
coupled problem between the fluid and structure (fluid/structure interaction, FSI),
with a series of phenomena, motions, structural deformations, and the generation,
growth, and development of vortices repeated continuously. Many studies have been
carried out on the flow field around an elastic moving body. Heathcote et al. [9, 10]
visualized the wake of a heaving airfoil with a thin plate that elastically deforms
on its trailing edge, measured the dynamic forces, and clarified the influence of the
thin plate’s elasticity on the flow field and thrust properties. In another study, they
also measured the thrust acting on the elastic airfoil, which deforms elastically in
the span direction, and also performed particle image velocimetry measurements
[11]. Fuchiwaki et al. [12] applied a heaving motion to a moving elastic airfoil
and studied the vortex structure of the wake and the nature of the dynamic thrust
acting on the airfoil. Kurinami et al. [13] reported that the dynamic thrust acting on a
heaving airfoil depends strongly on the Strouhal number, which is proportional to the
maximum amplitude at the trailing edge of the airfoil. The above studies used numer-
ical simulations. Gordnier et al. [14] investigated the effects of the angle of attack and
the Reynolds number on a flow field by varying the oscillation of a thin elastic plate
at low Reynolds numbers. They reported that the oscillation of such a plate causes
the stall angle to change and reduces the Reynolds shear stress. Furthermore, the
relationship between elastic deformation and the flow field was examined. Young
[15] experimentally and numerically demonstrated that the elastic deformation of
the blade of a marine propeller can reduce vibration and noise without reducing
propeller efficiency. Fuchiwaki et al. [16] performed a fluid structural interaction
simulation of the flow field around an elastic heaving airfoil using ANSYS/ANSYS-
CFX and clarified the relationship between three key parameters, namely Strouhal
number St, Reynolds number Re, and bending stiffness K, to elucidate the nature of
the dynamic forces acting on an elastic airfoil as a function of these three dimension-
less parameters. Fuchiwaki et al. defined the new quantity St2/K and showed that the
characteristics of dynamic forces depend on this quantity [16]. These results provide
insight into the macroscale vortex structure and the dynamic forces acting on the
elastic moving airfoil. However, the impact of elastic deformation on the vortices
generated in the vicinity of the wall and the dynamic behavior of microscale vortices
have not been clarified sufficiently.

The present study investigates the dynamic behavior of the leading-edge vortex
and the vortices that form on the suction surface of a heaving elastic airfoil via FSI
simulation using ANSYS 16.1/ANSYSCFX 16.1. The impact of elastic deformation
on the dynamic behavior of the leading-edge vortex and vortex growth in the vicinity
of the wall are also examined.
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Fig. 1 Airfoil configuration
and its elastic deformation in
our fluid structure interaction
simulation
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2 Fluid Structure Interaction Simulation

2.1 Airfoil Model

The rigid and elastic airfoils used in the numerical simulation areNACA0010 airfoils.
The chord length c of the airfoils is 60 mm and the Reynolds number based on the
chord length is 4000. The elastic airfoil consists of a rigid part (front quarter) and
an elastic part (remaining section), as shown in Fig. 1. The Young’s modulus and
density of the elastic part are E = 0.06 MPa and ρ = 1143 kg/m3, respectively. The
heaving motion expressed in Eq. (1) was applied to the quarter-chord axis of the
airfoil. The Strouhal number, given by Eq. (2), is a function of the maximum trailing
edge amplitude (0.3 in this study). The flapping frequency, the main flow velocity,
and the heaving amplitude were 0.833 Hz, 0.067 m/s, and 0.0012 m, respectively.
The bending stiffness K is defined in Eq. (3).

y = a sin(2π f t) (1)

St = 2a f

V0
(2)

K = E IG
0.5ρV 2

0 Ac
2

(3)

2.2 Fluid Structure Interation Simulation

In the present study, a numerical simulation of the flow field around an elastic airfoil
under heaving motion was performed via a fluid structure coupled analysis using
ANSYS 16.1 and ANSYS-CFX 16.1. For the fluid, the governing equations are the
equations of continuity (Eq. 4) and the Navier-Stokes equation (Eq. 5), and the finite
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volumemethod (FVM) is used for discretization. For the structural part, the governing
equations are the constitutive equations given byEq. (6) and the finite elementmethod
(FEM) is used for discretization. In the analysis region, shown in Fig. 2, the leading
edge, trailing edge, and airfoil surface are set to 2c, 10c, and 3c, respectively, for
chord length c in the vertical direction. The depth in the spanwise direction of the
airfoil is set to c/12. Figures 3 and 4 show the computational grid of a flow field
around an elastic airfoil and the structure of the elastic airfoil, respectively. Tables 1
and 2 show the computational conditions for the fluid and rigid parts, respectively.
The height of the first lattice point is approximately 0.02% of the chord length c.
A pressure-transmitting boundary and displacement data are defined for the airfoil
surface.

Fig. 2 Computational
domain for our fluid
structure interaction
simulation using ANSYS
16.1 and ANSYS-CFX 16.1

10c

c/12

2c 3c

V0

Inlet

symmetry

symmetry

Outlet

Fig. 3 Computational grid
of a flow field around an
elastic heaving airfoil
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Fig. 4 Computational grid
of a structure on an elastic
heaving airfoil

Rigid part

x/c = 0.25

x/c = 0.00

Elastic part

x/c = 1.00

Table 1 Computational
conditions for fluid part

Fluid Water

Main flow 0.067 (m/s)

Outlet 0.0 (Pa)

Wall Non-slip

Turbulence k-ω

y+ y+ < 5

Nodes 369,000

Mesh Hexa

Time step t 0.01 (s)

Total time 10 × T

∇ •U = 0 (4)

ρ
∂U

∂t
+U • ∇U = −∇P + μ∇2U (5)

[M]Ẍ + [C]Ẋ + [K ]X = F (6)

In the proposed method, the interaction between the fluid and structure is consid-
ered in a bi-directional coupling simulation. A decoupled solver referred to as the

Table 2 Computational
conditions for structure part

Material Silicone

Elastic model Neo-Hookean

Young’s modules 0.08 (MPa)

Poisson ratio 0.45

Density 1043 (kg/m3)

Nodes 8273

Mesh Hexa
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weak coupled method, for which the governing equations of the fluid and struc-
tural regions are calculated independently, is used. Although this method has prob-
lems related to calculation time, convergence, and mapping of the interface data,
the governing equations are calculated precisely. Therefore, the physical quantities
related to the fluid structure interface can be transferred adequately. As a result, actual
phenomena related to fluid and structural regions can be treated rigorously.

The coupling analysis includes four regions, namely the fluid analysis region, the
interpolation region from the wall pressure in the fluid to pressure load data in the
structure, the structural analysis region, where pressure loads are used as the initial
values, and the mesh movement solution region, where the interpolation obtained
from structural displacements is used. The calculations for these four regions are
performed in order; each iteration of the four calculations is referred to as a step.
The inner iterations of the fluid and the structure and the coupling iteration between
the fluid and structure are defined as NFluid, NStructure, and NCoupling, respectively. The
total number of iterations for one step can be expressed as NCoupling × (NFluid +
NStructure). Since the simulation requires a very long time, each step is divided into
NCoupling iterations implicitly. A convergent solution for complex phenomena, such
an elastic body moving due to the dynamic forces generated by deformations, can
thus be obtained.

3 Results and Discussion

3.1 Dynamic Behaviors of Leading Edge Vortex

Figures 5 and 6 show the vorticity contours around the leading edge of the heaving
rigid and elastic airfoils, respectively, representing the dynamic behavior of the
leading-edge vortex. The figures show results obtained at t/T = 0.33, 0.42, and
0.50, which correspond to the near centers of the heaving motion from the bottom
dead position, moving upward from the center of the heaving motion, and the top
dead position, respectively. Blue and red in Figs. 5 and 6 indicate vorticity rotation
in the clockwise and counterclockwise directions, respectively.

For both airfoils, the leading-edge vortex rolls up at t/T = 0.42. The reattachment
of the leading-edge vortex can be clearly seen. This phenomenon was observed in
the flow field around a pitching airfoil in our previous studies [6]. Maresca et al. [17]
found that a heaving rigid airfoil exhibited the same dynamic behavior. These results
indicate that the separation on the heaving elastic airfoil may be controlled by the
leading-edge vortex that rolls up from the elastic airfoil. A comparison between the
results of the rigid and elastic airfoils indicates that the growth of the leading-edge
vortex on the elastic airfoil is slightly delayed compared to that on the rigid airfoil
(t/T = 0.42 vs. 0.50). The maximum vorticity of the leading-edge vortex on the
elastic airfoil at the top dead position was −144.57 s–1, which is larger than that of
the rigid airfoil (−123.12 s–1). This is due to the small effective angle of attack of the
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Fig. 5 Vorticity contours
around the leading edge of
the heaving rigid airfoil

(a) t/T=0.33

(b) t/T=0.42

(c) t/T=0.50
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Fig. 6 Vorticity contours
around the leading edge of
the heaving elastic airfoil
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elastic airfoil. Figure 7 shows the effective angles of attack of the rigid and elastic
airfoils at St = 0.3. Red and black lines show the results for rigid and elastic heaving
airfoils, respectively. The effective angles of attack are defined in Eqs. (7) and (8),
respectively.
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Fig. 7 Effective angles of
attack of the rigid and elastic
airfoils at St = 0.3
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αe f f = tan−1

(−VLE

V0

)
− ϕ (7)

αe f f = tan−1

(−VLE

V0

)
− αela − ϕ (8)

The effective angle of attack of the elastic airfoil is delayed and smaller compared
to that of the rigid airfoil. The minimum effective angles of attack for the two airfoils
are almost the same, but there is a difference (9.22°) between the maximum effective
angles of attack. These results indicate that the small effective angle of attack for the
elastic airfoil strengthens the leading-edge vortex and delays its growth.

3.2 Growth of Vorticity in Vicinity of Wall

Figures 8 and 9 show the vorticity distributions in the vicinity of the wall of the
heaving rigid and elastic airfoils, respectively. The figures show results obtained at t/T
= 0.6, 0.7, 0.8, 0.9, and 1.0. Figure 10 shows the corresponding elastic deformations
of the elastic airfoil. Blue in Figs. 8 and 9 represents vorticity rotation in the clockwise
direction.

Vorticity with clockwise rotation grows in the vicinity of the wall for both airfoils.
The range of vorticity is larger and the vorticity region is thicker for the elastic airfoil
compared to those for the rigid airfoil. These differences are clear at t/T = 0.8. That
is, when the elastic deformation becomes large from t/T = 0.7 to t/T = 0.8, the
vorticity with clockwise rotation becomes wider and thicker. We previously reported
that vortices with strong vorticity roll up from the trailing edge of the elastic airfoil
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and that these vortices form a vortex street with high vorticity [12, 13]. These vortices
are formed by the vorticity in the vicinity of the wall due to large elastic deformation.

Figures 11 and 12 show the Q-criterion in the vicinity of the wall of the rigid and
elastic airfoils, respectively. The figures show results obtained at t/T = 0.6, 0.7, 0.8,
0.9, and 1.0.

Fig. 8 Vorticity distributions
in the vicinity of the wall of
the heaving rigid airfoil

(a) t/T = 0.6

(b) t/T = 0.7

(c) t/T = 0.8

(d) t/T = 0.9

(e) t/T = 1.0
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Fig. 9 Vorticity distributions
in the vicinity of the wall of
the heaving elastic airfoil

(a) t/T = 0.6

(b) t/T = 0.7

(c) t/T = 0.8

(d) t/T = 0.9

(e) t/T = 1.0

For the rigid airfoil, the Q-criterion does not detect vorticity in the vicinity of the
wall, as shown in Fig. 11. For the elastic airfoil, it detects vorticity in the vicinity of
the wall. The range of the Q-criterion is almost the same as that of the vorticity with
clockwise rotation, as shown in Fig. 9. Moreover, the thickness of the Q-criterion
becomes much higher at the trailing edge. Based on the results in Figs. 8, 9, 11, and
12, it is found that vorticity with clockwise rotation grows in the vicinity of the wall
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Fig. 10 Elastic
deformations of the elastic
airfoil at St = 0.3

0.0 0.5 1.0
-0.4

-0.2

0.0

t/T=0.6
t/T=0.7
t/T=0.8
t/T=0.9
t/T=1.0

due to elastic deformation and it mainly consists of a strong rotational component.
The vortices roll up in the wake and form a vortex street with high vorticity [12, 13].

4 Conclusions

The dynamic behavior of the leading-edge vortex and the vorticity that forms on the
suction surface of a heaving elastic airfoil were investigated via FSI simulation using
ANSYS 16.1/ANSYS CFX 16.1. The impact of elastic deformation on the dynamic
behavior of the leading-edge vortex and the growth of vorticity in the vicinity of the
wall were examined.

The growth of the leading-edge vortex of the elastic airfoil is slightly delayed
compared to that of the rigid airfoil due to the effective angle of attack. Moreover,
the small effective angle of attack for the elastic airfoil strengthens the leading-edge
vortex and delays its growth. Vorticity with clockwise rotation grows in the vicinity
of the wall due to elastic deformation. This vorticity mainly consists of a strong
rotational component.
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Fig. 11 Q-criterion in the
vicinity of the wall of the
rigid airfoil

(a) t/T = 0.6

(b) t/T = 0.7

(c) t/T = 0.8

(d) t/T = 0.9

(e) t/T = 1.0
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Fig. 12 Q-criterion in the
vicinity of the wall of the
elastic airfoil
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Studying Sound Production
in the Hole-Tone Configuration Using
Compressible and Incompressible Global
Stability Analyses

R. Longobardi, D. Fabre, P. Bonnefis, V. Citro, F. Giannetti, and P. Luchini

Abstract Westudy the jet passing through two successive circular holes, also known
as hole-tone configuration. Such flow is relevant to many applications like human
whistling, wind instruments and tea kettles. Recently, Fabre et al. [1] investigated this
flow configuration adopting a global stability approach, showing that the whistling
is linked to a purely incompressible instability of the jet between the two holes. In
this work, we focus our attention on a little different and more realistic geometry,
known as birdcall configuration, consisting into two successive holes in curved thick
plates. Although the whistle is related to compressible phenomena, the incompress-
ible approach can provide some useful information, at least in the region near the
hole, where, in some conditions, the flow can be considered incompressible. We thus
initially perform a purely incompressible stability approach. We identify the critical
conditions, the global frequencies and discuss the structure of the resulting global
eigenmodes. In order to reintroduce and evaluate compressible effects, which can be
relevant into the cavity between the two holes, we model the cavity as a Helmholtz
resonator and couple it to the incompressible simulation. Finally, a full compressible
stability analysis is performed in order to check the accuracy of these simplified
approaches in term of critical conditions, global frequencies and structure of the
modes.
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1 Introduction

It is known that the flowpassing through two circular holes in thick plates, also known
as hole-tone configuration, gives rise to awhistle tone and this situation is encountered
in various practical situations, such as human whistling, wind instruments or tea
kettles. Such kind of problems attracted the interest of numerous acoustic researches
such as Helmholtz [2], Rayleigh [3] and Bouasse [4], which investigated the problem
majorly from an acoustic point of view, namelywithout considering the existence of a
mean flow and its dynamics.More recently Henrywood andAgarwal [5] investigated
the hole-tone configuration from an experimental point of view, identifying two
regimes: at low velocities the whistle frequency is selected by the cavity between
the two holes whereas at high speed regimes the jet dynamics is more relevant in
the frequency selection process. Recently, Fabre et al. [1] studied this problem by
using an incompressible analysis thanks to the assumption of acoustically compact
holes: they assumed the wavelength of the sound wave greater than the characteristic
length scales of the cavity and holes. In particular, they used the global approach to
compute the stability characteristics of theflowsystem.They found that the frequency
selection is triggered by the hydrodynamic regime, although the whistle is related to
compressible phenomena.

In this paperwe study amore realistic geometry, namely the birdcall configuration
(more details about the geometry are given in Sect. 2). We investigate the whistling
properties of this flow configuration using a global stability analysis. In particular,
the main objectives of the paper can be summarized as follows:

(i) Characterization of the incompressible (hydrodynamic) mechanism; we apply
the classical global stability approach to the Navier-Stokes system, showing the
existence of various unstable branches.

(ii) Modeling the effect of compressibility by assuming the cavity as an Helmholtz
resonator; we impose a complex spring-like impedance boundary condition on
the upper wall of the cavity.

(iii) Validation of the model by using a full compressible stability analysis.

2 Geometry Configuration and Governing Equations

The birdcall configuration is a more realistic evolution of the classical hole-tone one.
It consists in two successive holes in thick curved plates with the two diameters of
similar dimensions. Figure1 shows the geometry considered in this paper and an
example of the mesh used for the computations. This geometry models a real whistle
shown in the upper right corner of Fig. 1. In the actual case, the first hole is greater
than the second one, whereas the thickness is considered the same for both the plates.
More details about the geometrical parameters of the birdcall are reported in Table 1.
The birdcall connects two open spaces, whose dimensions are taken sufficiently large
in order to guarantee domain size independent results. The mean flow moves from
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Fig. 1 Sketchof the birdcall configuration, frameof reference anddefinition of themain geometrical
parameters. An example of computational mesh is also reported in light gray. An example of the
real configuration used in this paper is depicted in the upper right corner of the figure

Table 1 Geometrical parameters of the birdcall. The labels are referred to the one reported in Fig. 1.
All the quantities are non-dimensionalized using the diameter of the first hole

Rcav Hcav Rh,1 Rh,2 e

3 2 0.5 0.42 0.1

left to right driven by a pressure difference and it is constrained to pass through the
holes, forming a recirculation region into the cavity and free shear layers into the
cavity and past the second hole.

Here, we present the theoretical framework for the compressible Navier-Stokes
equations: the incompressible formulation canbe retrieved just taking the limitMa →
0. In particular, we assumed an ideal gas with a Prandtl number Pr = μcp/κ equal
to 0.7, where cp is the constant specific heat, κ is the thermal conductivity and μ
is the dynamic viscosity. Moreover, we suppose that the viscosity and the thermal
conductivity don’t change with the temperature [6]. Under these assumptions, the
compressible Navier-Stokes equations can be written as:

∂tρ + u · ∇ρ + ρ∇ · u = 0

ρ∂tu + ρu · ∇u + ∇p − 1

Re
∇ · τ(u) = 0

ρ∂tT + ρu · ∇T + (γ − 1)ρT∇ · u − γ (γ − 1)
Ma2

Re
τ(u) : d(u) − γ

Pr Re
∇2T = 0

ρT − 1 − γMa2p = 0

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

,

(1)

where γ is the ratio of specific heats (here equal to 1.4), ρ and T are respectively the
density and the temperature, d(u) = 1

2

(∇u + ∇uT
)
is the strain tensor and τ(u) =

[2d(u) − 2
3 (∇ · u)I] is the stress tensor per unit viscosity. The velocity vector is

defined asu(x, r, t) = (ux, ur)where x and r represent the axial and radial coordinates
whereas ux and ur are respectively the axial and radial velocity components. The
equations are non dimensionalized using the diameter of the first hole as length
scale, themean velocity into the first holeUm as velocity scale and the internal density
ρin and temperature Text as density and temperature references; the dimensionless
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pressure, following Fani et al. [7], is defined as
p − pext
ρinU 2

m

. As direct consequence of

these choices, the Reynolds number Re and Mach number Ma are defined as:

Re = 2Rh,1ρinUm

μ
= 2ṁ

μπRh,1
, Ma = Um√

γRText

whereR is the ideal gas constant and ṁ themass flow rate across the first hole. System
(1) has to be completed by suitable boundary conditions. In particular, we assume
no-slip and adiabatic conditions on the solid walls and appropriate conditions on the
axis (see Fabre et. al. [8] for more details). The flow is forced to move through the
holes by a pressure jump; thus, we should impose a given pressure on both inlet and
outlet. Since the pressure jump is not known a priori, we prefer to impose velocity
at the inlet as in Fabre et al. [8]. In particular, we impose the asymptotical Stokes
solution provided by Harrison [9] with the density equal to its reference value ρin.
The inlet mass flow rate is chosen in order to have a unitary mean velocity into the
first hole in the incompressible case; then, we use the same mass flow rate also for
the compressible simulation. On the other side, we impose the reference value of
the temperature Text and no stress boundary conditions at the outlet. In this way, the
pressure jump across the two holes is automatically provided by the solution of the
system (1).

3 Global Stability Approach

Themain hypothesis of this work is that sound emissions are related to self-sustained
oscillations caused by an instability of the flow. Here we use the global stability
approach to shade light on this mechanism since it is largely applied in literature to
explain self-sustained instabilities [10] of various flow configurations, such ad jets
and wakes [11]. In order to tackle the problem, we decompose the total flow field
into a steady base flow and a time harmonic perturbation, namely:

q(x, t) = QB(x) + εq′(x)exp(σ t), (2)

with ε � 1. Inserting the ansatz (2) into the Navier-Stokes equations and linearizing,
we obtain two sets of PDEs; in particular, we find that the base flow is described by
the steady state Navier-Stokes equations whereas the perturbation is governed by the
LinearizedNavier-Stokes Equations (LNSE). Imposing suitable boundary conditions
to the LNSE, we are left with a generalized eigenvalue problem. The arising leading
complex eigenvalue σ provides important information about the dynamic evolution
of the system: if �(σ ) < 0 the system is asymptotically stable whereas �(σ ) > 0
indicates a system asymptotically unstable. The imaginary part of the eigenvalue,
namely �(σ ) = ω, is the frequency of the global mode.
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3.1 Incompressible Analysis

In the limit of Ma = 0, the dynamic evolution of the flow is well described by the
incompressible Navier-Stokes equations. As mentioned in the introduction, one of
the our aim is to use the incompressible limit (Ma = 0) to characterize the dynamics
of the birdcall. In this case, system (1) is reduced to the standard incompressible
Navier-Stokes equations.As described above, introducing theflowdecomposition (2)
into the governing equations and linearizing, we obtain two problems. The resulting
eigenvalue problem can be written as follow:

∇ · u′ = 0

σu′ + (UB · ∇)u′ + (u′ · ∇)UB + ∇p′ − 1
Re

∇2u′ = 0

}

. (3)

This system of equations is completed by imposing a zero velocity on the walls,
appropriate boundary conditions on the axis [8] and free-stress boundary conditions
both at inlet and outlet.

3.2 Modeling the Effect of Compressibility of the Cavity in an
"Augmented Incompressible Approach"

The aim of this section is to include the effect of the compressibility by using a simple
model coupled to the incompressible equations. In particular, the main hypothesis of
this model is that the geometry is acoustically compact, namely the main geometrical
parameters of the birdcall (diameter and distance between the two holes) result to
be much smaller than the acoustic wavelength: under this hypothesis, in fact, we
can retain that the flow is locally incompressible, leading to a constant value of the
pressure inside the cavity (and also of the density since we are in the incompressible
regime). If the pressure is constant,we canmodel the cavity as anHelmholtz resonator
[12]: in this case we take into account of the compressibility effect imposing a spring-
like impedance boundary condition on the upper wall of the cavity rather than a no
slip one. The variation of the mass into the cavity can be written, in dimensional
form, as [13]:

∂td m
d
cav = −ρdQd

cav (4)

wheremd
cav = ρd V d

cav andQ
d
cav are respectively the mass of the fluid inside the cavity

and the flow rate outgoing from the cavity, whereas V d
cav is the volume of the cavity.

Note that the superscript ""d refers to dimensional quantities. For an adiabatic and
isoentropic thermodynamical system, pressure and density are linked through the
following relation:

pdcav = cd0
2
ρd
cav, (5)
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where cd0
2
is the speed of sound. Using the isoentropic condition (5) in equation (4),

applying the non dimensionalization of the variables, and using the Fourier transform
for the time derivative, the following equation is obtained:

σpcav + 1

χc
Qcav = 0 with χc = VcavMa2. (6)

The coefficient χc can be defined as a compressibility parameter and it is clear that
the compressibility effects are influenced both by the Mach number and the volume
of the cavity. The unknown terms pcav andQcav are the augmented variables and they
are linked with the incompressible unknown terms through:

pcav = 1

Scav

∫

Scav

p′dS

Qcav = ∫

Scav
u′ · ndS

⎫
⎬

⎭
, (7)

where Scav is the surface of the upper wall of the cavity. Coupling Eqs. (6) and (7)
with the incompressible linearized Navier-Stokes system (3), a generalized eigen-
value problem is obtained: its solution provides information about the stability of the
augmented system with the modeled compressibility.

3.3 Full Compressible Approach

We also use the full compressible stability analysis in order to check the accuracy
of the results obtained with the two previously described approaches. The system of
equations governing the stability of the compressible flow reads as:

σρ ′ + UB · ∇ρ ′ + u′ · ∇ρB + ρB∇ · u′ + ρ ′∇ · UB = 0

σρBu′ + ρ ′UB · ∇UB + ρBu′ · ∇UB + ρBUB · ∇u′ + ∇p′ − 1

Re
∇ · τ(u′) = 0

σρBT ′ + ρ ′UB · ∇TB + ρBu′ · ∇TB + ρBUB · ∇T ′ +
+(γ − 1)

(
ρ ′TB∇ · UB + ρBT ′∇ · UB + ρBTB∇ · u′) +

−γ (γ − 1)
Ma2

Re

[
τ(u′) : d(UB) + τ(UB) : d(u′)

] − γ

Pr Re
∇2T ′ = 0

ρ ′TB + ρBT ′ − 1 − γMa2p′ = 0

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

(8)

4 Numerical Methods

We use the finite element method implemented in the open source code FreeFem++
[14] (http://www.freefem.org/) in order to solve the various problems of this paper.
The unknown terms have been discretized using a triangular unstructured mesh,

http://www.freefem.org/
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generated by the built-in Bamg routine. We use classical Taylor–Hood elements
(P2 − P2 − P1) for the incompressible equations. On the other hand, in the com-
pressible case, we adopt P2 elements for the velocity and P1 for the other variables,
namely pressure, density and temperature. After having obtained the variational for-
mulations of the various problems, matrices of the arising discrete systems have been
assembled by FreeFem++ libraries. The nonlinear equations for the base flow have
been solved using a classical Newton method: at each iterative step the matrix inver-
sion has been performed using the parallel MUMPS library. As far as the stability
problems are concerned, we first use ARPACK library in order to localize the eigen-
values in the complex plain; then, the leading ones have been followed using the
inverse iteration algorithm in order to have cheapest computations. In the compress-
ible computation, in order to avoid the unphysical reflections of the acoustic waves
from the inflow and outflow boundaries, we use a sponge zone technique combined
with a grid stretching in order to assorbe and dissipate the acoustic waves (for more
details see Rowley et al. [15]).

5 Results

5.1 Incompressible Results

In this section, we report results obtained in the incompressible regime. In particular,
Fig. 2 shows the growth rates and the frequencies of the most unstable eigenvalues
as function of the Reynolds number. We find the existence of four unstable branches
quantized in frequency, which is almost constant with the Reynolds number. At low
Reynolds numbers, the dynamic is driven by the first branch (B1), with a frequency
of ω ≈ 3.3; as the Reynolds number increases, the growth rates of the second (B2)
and then with the third (B3) branch become dominant with frequencies respectively
of ω ≈ 5.5 and ω ≈ 7.7. The fourth unstable branch (B4), on the other hand, is char-
acterized by a frequency of ω ≈ 10.2, and never becomes dominant in term of the
growth rate respect to the other ones, almost in the range of Reynolds numbers inves-
tigated. Figure3 depicts the structure of the pressure for the four unstable branches
at their critical Reynolds numbers. First, it is possible to observe that at low fre-
quencies the spatial structure of the global modes extends for a longer distance from
the birdcall. Secondly, the four different unstable branches are characterized by very
different structures between the two holes. The first branch is characterized by one
pressure node between the two holes, the second one by two pressure nodes and so
on: this means that there is a direct link between the frequency quantization and the
pressure oscillations between the two holes [16].
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Fig. 2 a Growth rate and b frequency of the most unstable modes as function of Re. The stable
region, namely �(σ ) < 0 is filled in gray
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Fig. 3 Real part of the pressure (�(p′)) for the four unstable branches at the critical Reynolds
number: a Re = 363, ω ≈ 3.3; b Re = 406, ω ≈ 5.4; c Re = 639, ω ≈ 7.7; d Re = 934, ω ≈ 10.2

5.2 Effect of Compressibility

Once characterized the incompressible dynamics, we investigate the effect of the
compressibility of the flow. In particular, we compare the full compressible results
with the one obtained using the Helmholtz resonator augmented model described
in Sect. 3.2, in order to validate it and discuss its range of validity. Figure4 depicts
the growth rates and the frequencies obtained using the augmented model and the
full compressible approach at Ma = 0.05, within the incompressible results: even
if the Mach number is very low, the compressibility seems to have a considerable
effect on such kind of flow configuration, as already observed by Yamouni et al. [6].
In particular, we can see that compressibility has a destabilizing effect on the first
two unstable branches, in opposition to what happens in the compressible wakes
[17]. Moreover, compressible effects tends to reduce the frequency of the unstable
modes and this effect is as strong as the frequency gets larger. As can be noted from
numerical results, the model well predicts both the growth rates and the frequencies
of the unstable modes for the lower branches, namely the branch B1 and B2, whereas
it gives less accurate results for the higher ones. In Fig. 5 we report the comparison
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Fig. 4 a Growth Rate and b frequency of the most unstable modes as function of Re. The red lines
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Fig. 5 Same of Fig. 4 but for Ma = 0.1. In these figures we omit the incompressible results

between the model and compressible results at Ma = 0.1. We can observe that we
don’t find any unstable eigenvalues belonging to the branch B1, almost in the range
of Reynolds number investigated. Moreover, as far as the other branches goes, it
easy to note that the model is not able to predict the results of the full compressible
simulations.

Theprediction capability of themodel is strictly related to the acousticwavelength:

λac = 2π

ω

1

Ma
. (9)

In fact, the main hypothesis of the model is the local incompressibility of the flow,
meaning that the acoustic wavelength must be greater than the characteristic length-
scale of the considered geometry. However, from Eq. (9) it is easy to verify that the
acoustic wavelength decreases when the Mach number and the frequency increase
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and this explains why the model fails at high frequencies and larger Mach numbers.
For the geometry considered in this paper, the greater characteristic lengthscale is the
diameter of the cavity, namelyDcav = 2Rcav (see Fig. 1; Table 1). Numerical simula-
tions confirm that themodel is able to provide accurate results untilλac > 2Dcav = 12
for the geometry considered here: if such relation does not hold, the acoustic waves
are able to penetrate into the cavity and the pressure cannot be considered constant
anymore contradicting the hypothesis of the model.

Finally, in Fig. 6, we depict the real part of the pressure of the global modes
computed using the compressible equations. In particular, in Fig. 6a we report �(p′)
forRe = 800,Ma = 0.05 andω ≈ 4.95, a casewhere themodel returns good results,
as it is possible to verify from Fig. 4. In particular, it is possible to observe that the
acoustic waves, propagating into the far field as spherical waves, have a wavelength
equal to λac ≈ 25, so that the relation of validity of the model is respected. In Fig. 6a
it is also shown the zoom of the near field, with a different color scale, showing the
same pressure patterns already observed for the incompressible mode and a constant
pressure into the cavity. In Fig. 6b, instead, we report�(p′) forRe = 1400,Ma = 0.1
and ω ≈ 7.1. In this case, the acoustic wavelength is equal to λac ≈ 8.85 and the
model is outside its range of validity, as it is possible to verify from Fig. 5. Here, we
can observe that pressure is not constant anymore into the cavity. Moreover, also the
acoustic directivity seems to change when the acoustic wave is able to penetrate into
the cavity, as largely reviewed by Yamouni et al. [6].

5.3 An Example of Practical Application

In this last paragraph we try to set up a real experiment, that is the next step of
our research. In the previous paragraph, we varied both the Reynolds and the Mach
numbers independently, in order to test the augmented model and define its range of
validity. Actually, if we want to simulate a real situation, this is not true, since the
Reynolds and Mach numbers result to be linked, as shown by Fabre et al. [18]. In
particular, the Mach number results to be proportional to the Reynolds number:

Ma = Ud
m

cd0
= νd

Dd
h,1c

d
0

︸ ︷︷ ︸
Kp

Re. (10)

In order to simulate the experiment, we use the measures of a real birdcall depicted in
the upper right corner of Fig. 1. In particular, the dimensional diameter of the first hole
results to be equal to Dd

h,1 = 3mm whereas the air temperature is hypothesized to be
Td = 300K : the other properties of the air have been obtained from a standard table,
leading to a value of Kp ≈ 1.5 · 10−5. The range of Reynolds number investigated
here isRe ∈ [300 − 1650] leading to a range ofMachnumberMa ∈ [0.004 − 0.025].
The use of the model rather than the full compressible simulation is here justified,
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Fig. 6 Real parto of the pressure global modes �(p′) for: a Re = 800, Ma = 0.05 and ω ≈ 4.95;
b Re = 1400, Ma = 0.1 and ω ≈ 7.1

at least for this specific geometry, by three main statements: first, the higher Mach
number is small enough to have a good accuracy of the model, as demonstrated in
the previous section; secondly, the full compressible simulation at very low Mach
numbers can result very expansive since the acoustic wavelength grows, requiring
very big domains with very long sponge zones; finally, themodel has a very fast com-
putation respect to the full compressible case, since we don’t need sponge regions.
In Fig. 7 we report the comparison between the incompressible results and the one
obtainedwith the augmentedmodel. One can note that for the first two lower branches
results are very slowly affected by compressibility, both in term of growth rate and
frequency and the incompressible approximation is able to give good results. On the
other hand, the effects of the compressibility are larger for the branches three and
four. However, for all the unstable branches, we can observe two common features:
(1) the compressibility has a destabilizing effect for this flow configuration; (2) the
frequency is usually smaller than it is in the incompressible case. This effect is more
enhanced when the Reynolds (and consequently the Mach number) increases.
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Fig. 7 a Growth Rate and b frequency of the most unstable modes as function of Re andMa. The
legend is the same of Fig. 2: the full symbols with solid lines are the incompressible results whereas
the empty symbols connected by dashed lines are the compressible augmented ones. The stable
region, namely �(σ ) < 0 is filled in gray

6 Conclusions

In this paper we investigate the whistling properties of a birdcall using the global
stability approach. In particular, we first use a full incompressible approach in order
to characterize the dynamic of such kind of flow configuration. We find four unstable
brancheswhich are quantized in frequency. The associate pressure field of the leading
global modes shows pressure oscillations between the two holes and such pattern is
conserved along each branch: in fact the first branch has only one pressure node, the
second one is characterized by two pressure nodes and so on.
Once the incompressible dynamic has been characterized, we have considered the
effect of the flow compressibility. In particular, we have first modeled the cavity
between the two holes as an Helmholtz resonator. Then, we have performed a full
compressible stability analysis in order to test the model and figure out the range
of validity of both the incompressible approximation and the augmented model.
We have found that the compressibility has an important effect on the stability of
such kind of system, in term of both growth rate and frequency: in general, the
compressibility reduces the frequency of the global modes, for almost all low Mach
numbers investigated.

Numerical results have shown that the model is able to give accurate results
only when the acoustic wavelength is greater that two cavity diameters, namely
λac > 2Dcav , almost for the configuration investigated in this paper.

The last part of the paper, finally, is about a practical application: in fact we have
simulated a real experiment, in which the Reynolds and Mach number are propor-
tional through a parameter that is function of the real geometry and air conditions.We
have considered the effect of the compressibility using the model since the relation
of validity is respected. We have found that, in a real experiment, the incompressible
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approximation gives good results for low Reynolds (and Mach) numbers and low
frequencies, whereas the effect of compressibility is relevant at higher frequencies
and Reynolds (and Mach) numbers.
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Abstract This paper aims to develop a novel concept for energy harvesting via
flexible inverted flags combining photovoltaic cells with piezoelectric material.
Using technology currently available off-the-shelf, we have built dual piezo-solar
harvestersmade of polyvinylidene fluoride (PVDF) piezoelectric elements combined
with mini solar panels of different sizes. Dynamics and power generation experi-
mental measurements were collected for the flags when simultaneously subjected
to both wind and light sources. This allowed for an improved understanding of the
effect of adding the solar panels on the motion and power generation characteris-
tics. Additionally, flapping amplitude and frequency responses are confirmed using a
lattice Boltzmann-immersed boundary numerical method. Results indicate a signifi-
cant improvement in the capability of energy harvesting compared to isolated single
piezoelectric devices. As such, we anticipate a significant impact of dual piezo-solar
energy harvesting devices on a range of applications where remote power generation
is needed.
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1 Introduction

Energy harvesting is the process of reusing wasted energy from a system to generate
useful power. Within small scale applications, piezoelectric devices are recognized
as one of the most promising solutions to convert wasted energy into electricity.
Energy harvesting from base vibrations/excitation using piezoelectric elements has
received most of the attention (e.g. [1–4]); however, the interest in energy harvesting
from wind excitation has also increased significantly. Whilst the literature contains a
remarkable number of theoretical and numerical studies (e.g. [5–11]), for compact-
ness, we will only focus herein on experimental contributions which are consistent
with the approach adopted in our present study.

Among the different configurations used for energy harvesting from wind exci-
tation, the inverted cantilever flag configuration (clamped downstream) has recently
received more attention due to its inherent more unstable nature compared to the
usual upstream-clamped cantilever. This idea sparked several fundamental studies
on the motions and dynamics of inverted flags (e.g. [12–14]). In particular, Kim et al.
[12] performed an experimental study on the dynamics of an inverted flag made of
polycarbonate in wind and water tunnels (set up in a way that the sheet does not bend
due to gravity). They focused on identifying themodes ofmotion and compared them
with conventional flag configurations. The inverted flag showed the following modes
as the wind speed was increased: (1) straight (vibrates), (2) large-amplitude flutter,
(3) fully deflected to one side (vibrates). Notably, the motion amplitude was much
larger than that achieved in conventional flag configurations. Moreover, the inverted
flag required less flow velocity for achieving a self-excited motion compared to
conventional flags.

Cossé et al. [13] reported on the effects of angle of attack and aspect ratio on the
inverted flag dynamics. For the aspect ratio study, they found that there is a critical
height under which the flag does not enter into the flapping mode when increasing
the wind speed. As the height of the flag is increased, the range of wind speed at
which the flag flaps becomes wider. For the angle of attack study, they found that at
0° the transition to the flapping mode occurred abruptly. When oriented at 10°, the
transition occured gradually. At 20° the transition occurred earlier (lowerwind speed)
but reached lower amplitudes compared to the other cases of smaller angles of attack.
Most recently, an array of PVDF (polyvinylidene fluoride) elements in an inverted
flag configuration was considered [14]. The effect of the flag’s geometric parameters
on the flapping behaviour and power generation was investigated. Moreover, the
work demonstrated the capability of harvesting energy from the ambient wind to
power a temperature sensor.

Several experimental studies considering energy harvesting from wind excitation
using other configurations have also been presented. For example, a PVDF flapping-
leaf taking an ‘L’ shape has been reported [15, 16]. An array of PVDF elements
mimicking artificial grass has also been proposed [17]. Notably, within these wind
excitation energy harvesting experiments the used piezoelectric material was PVDF.
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This is because of its favourable flexibility, robustness and power generation char-
acteristics. Vatansever et al. [18] confirmed this through investigating the effect of
material selection on the harvested power of polymer based harvesters utilisingPVDF
versus ceramic based harvesters when subjected to side wind or rain drop excitations.
At a wind speed of 10 m/s, they showed that the PVDF based harvester has a power
density that is at least 16 times higher than that of unimorph and bimorph ceramic
based harvesters.

The combined energy harvesting from piezoelectric and solar devices has not
been considered seriously. To the best of our knowledge, this concept has only been
touched upon by Erturk and Delporte [19] but for a cantilever piezoelectric-solar
membrane in a still fluid where from in-air measurements they were able to obtain
enough energy for providing thrust for a ‘mechanical fish’. However, the capabilities
of this synergetic configuration are yet to be explored for an inverted cantilever flag
located in a flowing fluid. Moreover, since generation from a single piezoelectric
device is expected tobe low, a novel approachwouldbe to embed thepiezoelectricflag
with photovoltaic cells, and harvest energy from both wind and solar sources within
the same device. As such, the primary research objective of this work is to investigate
the potential for the simultaneous harvesting of energy from both piezoelectric and
solar elements during dynamic operation of an inverted-flag device.

2 Materials and Methods

2.1 Piezo-Solar Harvesters

The configuration of a piezoelectric harvester embedded with photovoltaic panels
(so-called “piezo-solar”) is shown in Fig. 1a. The proposed piezo-solar harvester is
typically made of a number of flexible PVDF piezoelectric elements with two mini
solar panels attached at the tips—one on each side. The PVDF elements used are

Fig. 1 Configuration of the piezo-solar flags used in this study. A flag is made of four flexible
PVDF elements and two mini solar panels attached to both sides at the tip. a The dimensions used
to describe the geometry of a flag. b–d The three flags investigated in this study—no solar (CR =
0), half solar (CR = 0.32) and full solar (CR = 0.64) respectively
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supplied from TE Connectivity-model LDT2-028K/L [20]. The maximum dimen-
sions for one PVDF element are 73 mm × 16 mm × 0.205 mm (length × width ×
thickness). The PVDF properties including density, Young’s modulus and Poisson’s
ratio are 1780 kg/m3, 3 GPa and 0.34, respectively [21]. The mini solar panels used
are supplied from Powerfilm, and are capable of generating 22 mA@ 3 V [22]. The
mass of one complete solar panel is 0.7 g and has dimensions of 64mm× 36.5mm×
0.2 mm (width× length× thickness).

The configuration of an inverted flag can bemainly described with three variables,
Fig. 1a. The first variable is a dimensional one and is selected as the overhang length
of the flag (length from the fixed support to the free tip, Lp). The two other variables
are non-dimensional variables and these are selected as the flag aspect and coverage
ratios. The aspect ratio, AR, is the flag’s length to width ratio, AR = Lp/Wp, whereas
the coverage ratio, CR, is the ratio of the solar panel area to the total area of the
PVDF elements. For our purposes, the flags are sized so that the total width of the
PVDF elements is equal to the width of a solar panel; hence, the coverage can be
expressed as CR = Ls/Lp.

In the current study, our focus is directed towards understanding the effect of the
coverage ratio, CR, on the flag dynamics and hence power generation. As such, the
flag overhang length, Lp, and aspect ratio, AR, are fixed. Here we use an Lp value
of 57 mm and an AR value of 0.9. The coverage ratios, CR, investigated herein are
0 (so-called “No Solar”), 0.32 (so-called “Half Solar”), and 0.64 (so-called “Full
Solar”). The configurations of the three flags investigated are shown in Figs. 1b–d.

2.2 Experimental Setup

The experimental set-up of the present study is shown in Fig. 2. The wind tunnel used
is an open-circuit with octagonal cross section (height and width of 350 mm). The
velocity profile across the wind tunnel is uniform to within 1%, whilst the turbulence
intensity is on average 0.6% within the range of free stream velocities from 1.5 to
30 m/s of interest here. The boundary layer extended less than 5 mm from the walls
of the wind tunnel at the lowest speed setting employed. The flags were clamped
downstream to a vertical pole located at half width of the test section, thus leaving
free the upstream side of the flag (i.e. inverted flag configuration). The fixation of
the harvesters was achieved using a mounting system manufactured from laser cut
acrylic. The flag mount was designed to hold the flag in a sandwich arrangement
with a pair of acrylic plates acting as a clamp to hold the flag itself. LED lights
were located on both sides of the wind tunnel test section, perpendicular to the rest
position of the flag (aligned to the flow direction). The light intensity at the flag was
set to 1.8k Lux measured with a portable light meter. The ambient conditions during
the tests were 293 K and 1 atm.

We applied contactless, in-house developed, experimental capabilities for the
optical tracking of flexible structures in flow [23, 24] in order to characterize the
dynamic response of the devices to a range of conditions. At each wind speed the
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motion of the flag was recorded via a digital camera (LUMIX DMC-FZ200) at 200
frames per second, located on top of the wind tunnel. In order to help with the detec-
tion of the shapes of flags, a thin red paper tape was added to the upper border of
the harvesters (Fig. 1). The videos were post-processed with the Image Processing
Toolbox in Matlab (www.mathworks.com). The position of the flag at each instant
was defined by the angle described between the free and the fixed end. Locally,
the flags possess a variable curvature when deflected, therefore our definition of the
angular position gives a representative measure of the whole flag. The frequency
of motion was then obtained by applying a FFT to the time series of the angular
position.

The power generated from the piezo-solar harvesters was collected and processed
through LabVIEW 2017 and the data was gathered through a National Instruments
NI-USB-6225 external DAQ device. In order to collect the data from the individual
solar and piezo devices, separate circuits were built using prototyping breadboards
that allowed circuit changes to be made quickly. The same basic circuitry was used
for both devices; however, due to the different electrical outputs of the individual
devices the individual circuits differed. Note that the voltage measurement range of
theDAQdevicewas limited to±10V,whereas the voltage output of the piezo devices
exceeded that. Hence, to provide a voltage that could be measured a number of equal
value resistorswere used in series and the voltage drop across one of themwas used to
measure both the current through the circuit and the total voltage drop, bymultiplying
the individual voltage drop by the number of resistors. For the solar panels, the same

Fig. 2 Experimental set-up
used to characterise the
dynamics and power
generation from the flags
subjected to wind and light
sources

http://www.mathworks.com
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circuitry principle was adopted, but with the voltage output being less than 10 V only
2 resistors were needed, one to provide a voltage drop for the current measurement
and another potentiometer to provide the correct load to maximise the power output.

The data acquisition program was written as a VI in LabVIEW 2017 using the
standard DAQ-mx library. This program gathered, saved and displayed the data with
some processing to allow an immediate impression of the power generated to be
seen and to allow the load resistance to be set to give the highest power output. The
sampling ratewas set at 1000 samples per second to allow sufficient resolution of data
through a flapping cycle for any particular flapping characteristics, e.g. hysteresis,
to be seen.

2.3 Numerical Solver

Numerical simulations are employed to allow detailed analyses of the flow-structure
interactions. A partitioned approach is adopted, whereby the fluid and structural
dynamics are handled via their own separate field solvers. The lattice Boltzmann
method [25], an alternative to traditional Navier-Stokes-based CFD solvers, is
employed to solve the fluid dynamics. The main advantage of this approach is its
amenability to parallel implementation, aswell as the regular square latticewhich aids
with the solver coupling. A corotational finite element method is adopted to solve
the structural dynamics. Nonlinear large deformations are handled via a Newton-
Raphson iteration scheme and second-order time integration is achieved via the
implicit Newmark scheme.

The immersed boundary method [26] is used to couple the separate field solvers.
This approach allows the fluid and structure to be solved on their own separate grids
and dictates the transfer of information between them. This simplifies meshing and
facilitates large deformations of the structure. To ensure stability, a block Gauss-
Seidel coupling scheme is adopted [27], whereby the field solvers are iterated over
within the time step until the interface conditions are satisfied. To accelerate the
convergence of these iterations, a dynamic relaxation factor is used to relax the
displacements of the structure after each iteration [27].

The strongly coupled fluid-structure interaction model is capable of handling the
large nonlinear deformations associated with the inverted flag configuration. Euler-
Bernoulli beam elements are used to model the structure, which limits the present
model to structures with large length-to-thickness ratios. However, for the present
case, this is an acceptable assumption. The variation in thickness across the flag,
associated with the presence of the solar panel, is accounted for in the structural
solver. However, the immersed boundary, which is the geometry that the fluid ‘sees’,
is represented as a line. This means the variation in thickness is not accounted for in
the fluid solver. However, it is unlikely that this will have a significant impact on the
resulting flow field.

The numerical simulations were set up to match the experimental conditions.
However, to reduce computational expense, the kinematic viscosity was increased by
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three orders of magnitude, thus decreasing the Reynolds number proportionally. This
simplification has been used in multiple previous works for similar problems whilst
still capturing the main characteristics of the instability [28, 29]. Furthermore, since
the deformation is mainly two-dimensional, 2D simulations were deemed appro-
priate. To promote the onset of any instabilities, the flag was initialised with a small
transverse displacement (1% of its length). After the initial transient, the simulations
were run for approximately 20 flapping periods.

3 Results

3.1 Flag Dynamics

Flapping dynamics results obtained from wind tunnel measurements for the piezo-
solar harvester configurations are shown in Fig. 3. The presence of Limit-Cycle
Oscillations (LCO) is evident at a good range of speeds. At conditions exhibiting
this dynamical state, the flapping is a symmetrical large-amplitude motion, and the
flag is bent from one side to the other in a sustained fashion. In fact, the angular
position time series showed a sinusoidal waveform. The tip mass effect of the solar
panels on the harvester dynamics is evident from Fig. 3. It can be seen that adding
the solar panels allowed larger angular span for the same wind speeds within the
LCO window. The added mass also reduced the required wind speed for onset of
vibration and for large-amplitude motion. The maximum angular spans were 172°
and 187° at 9.4 and 9 m/s for the No Solar and Full Solar cases, respectively. In all
cases, flags cease flapping at around 10 m/s. Finally, as expected, the frequency of
oscillation within the limit cycle window decreased from around 6.9 Hz to 4.7 Hz
with the increase of tip mass.

Fig. 3 Dynamics of inverted flags. a Angular span of motion versus air flow speed. b Frequency
of the flags versus air flow speed
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Fig. 4 Power generation from inverted flags under wind excitation. a RMS power generated from
the 4 PVDF elements. b Illustration of the expected total extracted power from the harvester
including the contributions from the 4 PVDF elements and the 2 full solar panels @1.8k Lux

3.2 Power Generation

Figure 4 shows the power generated from the flags under investigation. Optimal load
resistances that allow peak power generation were identified. Note that the power
values for the PVDF elements are calculated based on the root mean square (RMS)
value of the measured voltage. On the other hand, the solar power levels shown
are the average values of power generated. Noticeably, Fig. 4b shows that the power
generation from the solar panels decreases within the LCOwindow. This is due to the
non-uniform lighting exposure during the flapping excursions as well as the possible
flickering from the LED lights. A representation of the total power generation is also
shown in Fig. 4b. This is based on addition of the RMS power value from the PVDF
elements to the average power value from the solar panels. Within the LCO window,
it could be seen that the total power generation from the harvester is enhanced due
to the extra power boosting from the solar panels.

3.3 Numerical Simulations

Figure 5 compares the flapping angular span and frequency from the numerical
simulations against the experimental measurements for both the No Solar and Full
Solar cases. Overall, the agreement is good; the location and extent of the insta-
bility is predicted reasonably well by the numerical model and the amplitudes and
frequency are comparable. However, there is a noticeable difference in the critical
flow velocity, particularly for the No Solar case. This can possibly be explained by
3D effects in the experiment, due to the finite span of the flag, which have been
shown to increase stability in the conventional flag configuration [30]. Furthermore,
the numerical model does not capture the initial dynamic mode exhibited at low flow
velocities in the Full Solar case. The shift in frequencymeasured in the experiment in
this region suggests a different drivingmechanism for the instability, compared to the
flappingmotion exhibited at higher flow velocities. This can possibly be explained by



Simultaneous Energy Harvesting Using Dual Piezo-Solar Devices 275

Fig. 5 Comparison of numerical solver results against experimental measurements. aAngular span
motion versus air flow speed. b Frequency of the flags vs air flow speed. c Example flapping profiles
from numerical simulation at various wind speeds

the discontinuity in the geometry due to the solar panels; whilst the structural solver
accounts for this discontinuity, the fluid solver does not. However, further work is
required in this area to fully understand the onset of this higher frequency motion
and why it is not captured by the numerical model.

Figure 5c also shows the flapping profiles of the flag for both the No Solar and
Full Solar cases. Whilst the critical flow velocity for each state is different between
the two cases, both exhibit a transition from a static zero-deflection state, through
small-amplitude and large-amplitude flapping states, and finally a large-deflection
static state. Furthermore, in the Full Solar case, the bending deformation is localised
towards the root of the flag, with very little bending towards the tip (due to the
stiffening effect of the solar panels). This will have implications in terms of power
generation from the PVDFs in this region, and may explain the lower power output
from the PVDF elements within the Full Solar configuration seen in Fig. 4a.

4 Discussion and Conclusions

The dual piezo-solar harvester presented herein proved to be an attractive concept
and allowed for a noticeable advancement in the performance of flexible inverted flag
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harvesters. The addition of solar panels to the flexible piezoelectric PVDF elements
enabled two main features. First, the solar panels acted as tip masses; hence, they
widened the operational range of the PVDF elements allowing more controllability
on the characteristics of flapping motion: It was shown that the inclusion of solar
panels of different sizes had an effect on the flapping amplitudes and frequencies of
operation which in turn had a direct effect on the power generation characteristics of
the flag. Second, the solar panels—being themselves a device for energy harvesting—
allowed for boosting the amount of power that could be generated from a flagwithout
significant concerns on volume or cost.

To assess the performance of the presented concept, Table 1 provides a comparison
against other concepts available in the literature. Note that for convenience, the
comparison here is only limited to previous studies that employed PVDF elements
within a wind tunnel set-up. However, the layout of the flag against the flow varies
from one case to another. It could be seen that the power density of our 4 PVDF
elements alone is relatively high. More importantly, the addition of the solar panels
proved to be an efficient way to boost the power density of the device. Clearly, for
the lab set-up conditions measured in this study there was a noticeable improvement
in power density; however, if a 100% sun condition is assumed, the power density
jumps to unprecedented levels where the contribution from the solar panels becomes
dominant.

There is potential for more improvements within the current concept to achieve
better performance. For example, inclusion of a substrate (e.g. metal shim) would

Table 1 Comparison of power generation and wind speed for harvester concepts relying on PVDF
elements

Configuration PVDF Power density
(mW/cm3)

Wind speed (m/s) Ref.

Long sample—side flow LDT4-028K/L 0.16 10 [18]

L shape device—cross
flow

LDT2-028K/L 0.871 8 [16]

Artificial grass; 6 PVDFs
as an inline array one
behind the other—side
flow

LDT2-028K/L 0.0051 7 [17]

Inverted flag—4 PVDFs
stacked beside each other
(no solar)

LDT2-028K/L 0.27 8.5 Current

Inverted flag—4 PVDFs
stacked beside each other
with 2 solar panels @ 1.8k
Lux

LDT2-028K/L 0.48 8.5 Current

Inverted flag—4 PVDFs
stacked beside each other
with 2 solar panels @
100% sun

LDT2-028K/L ~79 Not relevant Current
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decrease the observed hysteresis effects. A drawback of the piezo/solar flag paradigm
is amemory effect (nonlinearity)whichprevents theflag to resume its flappingmotion
whenever it has been deflected totally to one side at highwind speeds. It was observed
that these flags resumed their flapping motion only after having reduced enough the
wind speed, nearly down to the critical onset of flapping motion. This results in a
diminished window of operative wind speeds. However, adding a metallic substrate
to the flag is expected to minimise these hysteresis effects. Moreover, addition of a
metal substrate can allow more flexibility in controlling the flag aspect ratio through
increasing the length of the flag in a more systematic fashion. Note that the current
study showed the possibility of controlling the dynamics of the flags using different
solar panel sizes. However, we anticipate a wider controllability of the operation
window of these flags through varying the aspect ratio.

In summary, results on flapping dynamics show that the dual piezo-solar flag
is capable of exhibiting limit-cycle oscillations, and preliminary measurements of
produced power indicate a significant improvement in the capability of energy
harvesting compared to isolated single piezo-devices. Hence, we anticipate crossover
impact of dual piezo-solar energy harvesting devices within a range of sectors where
remote power is needed (e.g. for autonomous sensing, smart structures etc.).
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Hydrokinetic Energy Conversion Using
a Single-Cylinder Nonlinear Oscillator
in Flow Induced Oscillations

M. M. Bernitsas and H. Sun

Abstract In 2006, the Marine Renewable Energy Laboratory of the University of
Michigan introduced a new concept for horizontal Marine Hydrokinetic (MHK)
energy conversion using alternating-lift. TheConverter, nicknamedVIVACE, utilizes
alternating-lift based on cylinders on elastic support responding inFIO (Flow Induced
Oscillations) and particularly Vortex Induced Vibrations (VIV), galloping, and their
coexistence. Over a decade of research using 1–4 oscillators in tandem and staggered
arrangements, with smooth and rough cylinders, and linear and nonlinear springs and
dampers have produced a power envelope showing high power-to-volume density
and efficiency in MHK energy conversion as well as slow-flow onset. This paper
focuses on: (i) Single-cylinder Converter. (ii) Various nonlinear oscillator models
with displacement-adaptive stiffness and velocity-adaptive damping. (iii) System-
atic variation of parameters for energy harnessing. (iv) Identifying flow domains
where each nonlinear effect enhances MHK energy conversion. Experiments were
conducted for 20,000 < Re < 120,000, a subset of the TrSL3 flow regime.

Keywords Hydrokinetic energy · Vortex induced vibrations · Galloping ·
Nonlinear oscillator

1 Introduction

Horizontal Marine Hydrokinetic energy is clean, renewable, abundant, and world-
wide available in rivers, currents, and tides [5]. In 2006, the Marine Renewable
Energy Laboratory (MRELab) of the University of Michigan introduced a new

M. M. Bernitsas (B) · H. Sun
Marine Renewable Energy Laboratory, Naval Architecture and Marine Engineering, University of
Michigan, 2600 Draper Rd, Ann Arbor, MI 48109-2145, USA
e-mail: michaelb@umich.edu

H. Sun
e-mail: sunhai2009@gmail.com

© Springer Nature Switzerland AG 2021
M. Braza et al. (eds.),Advances in Critical FlowDynamics InvolvingMoving/Deformable
Structures with Design Applications, Notes on Numerical Fluid Mechanics
and Multidisciplinary Design 147,
https://doi.org/10.1007/978-3-030-55594-8_25

279

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55594-8_25&domain=pdf
mailto:michaelb@umich.edu
mailto:sunhai2009@gmail.com
https://doi.org/10.1007/978-3-030-55594-8_25


280 M. M. Bernitsas and H. Sun

concept—the VIVACE (VIV for Aquatic Clean Energy) Converter as an alterna-
tive to turbines [2–4]. VIVACE utilizes FIO to passively generate alternating lift to
harnessMHK energy. This should be contrasted to two concepts: (a) Turbines, which
use steady lift passively to harness MHK energy. (b) Fish, which use alternating lift
actively to propel efficiently in water. The Converter is an Alternating-Lift Tech-
nology (ALT) based on cylinders on elastic end-supports responding in FIO. Typi-
cally, these phenomena (VIV and galloping) are destructive and suppressed in engi-
neering applications. VIVACE enhances flow induced oscillations and controls the
motion of its oscillating cylinders to generate mechanical and subsequently electrical
energy from MHK.

Since 2006, research in a dedicated facility using a large channel, with a bias-
free controller to emulate linear and nonlinear oscillators, laser broad field-of-view
flow-visualization with a high-speed camera and PIV, validated computational fluid
dynamics, extensive data post-processing, and energy conversion has established
the Converter’s performance [5, 17, 19–21]. In this paper, results are summarized
and presented with recent findings. Envelopes of harnessed MHK power show the
benefits of each nonlinearity and parameter.

Altering the natural frequency and damping of an oscillator helps maximizing the
harnessed power. Findings in the literature show: (i) Nonlinearities can modify the
natural frequency [1, 11]. (ii) The harnessed power can be enhanced using nonlinear
stiffness in the TrSL3 flow regime where the upper VIV branch is fully extended
[13, 20]). (iii) Nonlinear stiffness can even expand the upper branch in low Reynolds
numbers (2,000 < Re < 10,000; TrSL2 regime) [14]. (iv) A bi-stable oscillator
can provide better performance compared to a linear oscillator in terms of energy
extracted from a generic wider vibration spectrum [8].

The aim of the VIVACE Converter is to: (a) Maximize the power generated at a
given velocity by enhancing FIO. (b) Maintain simplicity by using passive control
to not adversely affect FIO. (c) Start at low flow-velocity since turbines require a
minimum of 4 knots (≈2m/s) while typical currents are slower than 3 knots and
rivers are slower than 2 knots. (d) Remain environmentally compatible by using
alternating-lift like fish. (e) Use one or more nonlinear oscillators [5].

This paper focuses on a single-cylinder nonlinear-oscillator to maximize the
Converter’s power by changing the nonlinear stiffness function and the nonlinear
damping function and their parameters. The model and experimental facilities are
described in Sect. 2 and the mathematical model in Sect. 3. Results are presented
and discussed in Sect. 4 and conclusions are drawn at the end.

2 Physical Model and Nonlinear Oscillator

1. LTFSWChannel: All tests were conducted in the Low Turbulence Free Surface
Water (LTFSW) Channel, in theMRELab of the University of Michigan (Fig. 1).
The LTFSW Channel recirculates 10,000 gallons of fresh water at speed up to
1.4m/s using an impeller powered by a 20 HP induction motor. The turbulence
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Fig. 1. The low turbulence free surface water channel and a VIVACE system (MRELab)

Fig. 2. Passive turbulence
control (PTC) on cylinder [7]

Table 1 PTC parameters
(Sandpaper P60)

Strip placement angle αPTC [degree] 20

Angular coverage of strip θ [degree] 16

Sand paper + tape thickness P [mm] 0.587

Average grit height k [mm] 0.26

Total thickness of strip T = P + k [mm] 0.847

intensity normalized by the free-stream velocity was reported at 0.095% [5].
The test section is 2.44 m long and 1.0 m wide, made of transparent plexi-glass
enabling visualization of the flow past cylinders using two 5 W argon lasers and
aluminum oxide particles of 100 µm. For this study, the water depth at the test-
section was set at 1.17 m and the maximum flow velocity was limited to 1.35 m/s
for safety against the galloping instability.

2. Cylinder and turbulence stimulation: Distributed roughness in the form of
sandpaper strips was introduced and extensively studied experimentally [2–5, 7,
12] and numerically [9, 10, 22] in theMRELab. It was termed Passive Turbulence
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Control (PTC) and this study resulted in a most valuable tool, the PTC-to-FIM
Map [15, 16]. As shown in Fig. 2, PTC consists of a pair of straight roughness
strips attached symmetrically to the surface of the cylinder. According to the
PTC-to-FIM Map, the location of the roughness strips determines the response
FIO of the cylinder. The placement angle, αPTC = 20°, is measured in degrees
with respect to the forward stagnation point to the upstream edge of the roughness
strip. Based on the results of previous studies [7, 15, 16] on PTC, sandpaper with
commercial roughness designation P60 and width of 12.7 mm, which covers 16°
on each side of the 88.9 mm diameter cylinder, was used in this study. Table 1
shows the PTC details in this study.
The total PTC thickness is about equal to the boundary layer thickness. The
robustness of the PTC-to-FIM Map was studied by Park et al. [16] defining not
only the PTC coverage requirement in the direction of the flow but also the
hierarchy of dominance of the zones where PTC is applied. PTC has a major
impact on the energy conversion and the efficiency of the Converter.

3. Vck system: The second generation of Virtual spring and damping system (Vck),
which is based on an open loop of the position-speed tracking control, was devel-
oped by Sun et al. [18]. It was found that the viscous damping of the oscillator
is highly nonlinear, not as modeled in classical vibration textbooks. The purpose
of Vck is to emulate the physical springs and dampers of the oscillator without
including the hydrodynamics in the closed control loop, which would bias the
FIO phenomenon being measured (Fig. 3).

4. Nonlinear oscillator emulated by Vck: The Vck controller implements any
mathematical form—linear or nonlinear—and its parameter values for damping
and stiffness. This is done after extensive system identification to eliminate the
system damping so the model is mathematically accurate.

(i) Displacement-adaptive stiffness of the oscillator: In the VIV region, the
cylinder needs soft spring in order to initiate VIV earlier. Higher spring
stiffness, however, results in higher natural frequency and higher power
harnessed in the upper branch [5]. Galloping, on the other hand, is an insta-
bility where, as the stiffness decreases, the oscillation amplitude increases
resulting in higher energy harnessing [7, 19].

(ii) Velocity-adaptive harnessing damping: In galloping, the cylinder oscillates
near its natural frequency. A/D, on the other hand, reduces with damping.
Thus, the oscillation speed of the cylinder is decided by the damping and
the stiffness/mass or its natural frequency. At lower damping, the cylinder
oscillates at higher A/D, resulting in faster oscillations but lower converted
power. At high damping, the cylinder does not have enough speed to support
harnessing power, because the FIO is being suppressed. In the VIV region,
frequency increases from the initial branch, not changing significantly as
the damping changes. Actively adjusting the damping compensates for the
low oscillation speed at the end of the oscillation. Thus, adaptive damping
can also lead to higher power in VIV, albeit smaller then in galloping.
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Based on (i) and (ii) above, the following nonlinear systems have been tested:
(I) Three displacement-adaptive nonlinear stiffness functions (soft-hard, hard-soft,
and cubic; Fig. 4a–c.) (II) Velocity-adaptive harnessing damping with linear stiffness
(Fig. 4d).

3 Mathematical Model

The linear oscillator is modeled assuming its response to be purely sinusoidal (one
frequency of oscillation f osc) with the cylinder in VIV or galloping [19]. To convert
hydrokinetic energy tomechanical energy in the oscillator and subsequently electrical
energy, additional damping is introduced into the system. The mechanical power in
VIVACE with linear harnessed damping is:

Pconverted = 1

Tosc

Tox∫

0

4πmoscζtotal y
2 fndt = 8π3moscζtotal(A fosc)

2 fn (1)

where part is dissipated in system friction and part is harnessed by the generator

Pdissipated = 8π3moscζstructure(A fosc)
2 fn (2)

Pharness = 8π3moscζharness(A fosc)
2 fn (3)

and fn is the natural frequency of the oscillator in quiescent water.
Power harnessed by the nonlinear oscillator: To make consistent comparison

between linear and various nonlinear oscillators, the harnessed power can be calcu-
lated by averaging the instantaneous harnessed power. For a linear system, since
Eqs. (2) and (3) depend explicitly on the mass mosc, power can be calculated via the
recorded amplitude and the frequency of oscillation. For both linear and nonlinear
damping, power can be recast as follows:

Pharness(t) = charness ẏ(t)ẏ(t) (4)

and

Pdissipated(t) = cstructure ẏ(t)ẏ(t) (5)

where, ẏ(t) is the oscillation speed of the cylinder as measured by the Vck system.
Equations (4) and (5) do not depend on the specific way the added mass is calculated
or even the value of the added mass explicitly. For a detailed derivation of the above
equations, the reader is referred to [19]. The harnessed efficiency is measured off
the Betz limit, which is the theorical maximum energy that can be extracted from an
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Fig. 3. VIVACE Converter
with Vck: a 3D drawing for
the converter models.
b Servo motor with the Vck
shaft. c One-cylinder
converter with Vck mounted
in the LTFSW Channel (top
view)
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open flow and is equal to 59.26% (=16/27) [6].

ηharness(%) = 100 · Pharness
Pf luid(Betz − Limit)

(6)

where

PFluid = 1

2
ρU 3(2Amax + D)L (7)
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4 Results and Discussion

The main response characteristics of the Converter are amplitude, frequency, power,
and efficiency. Those are compared next for all four nonlinear oscillators.

4.1 Response of Converter with Noinlinear Oscillators

1. Amplitude response: The amplitude ratio A/D of all the nonlinear stiff-
ness/damping functions (Fig. 4) is shown in Figs. 5, 6, 7 and 8 for PTC-cylinders.
The amplitude A is calculated by averaging the absolute values of the 30 highest
positive and 30 highest negative peaks in 60 s of running time past the transient
of the channel. The mean deviation is denoted by vertical error bars.

(i) In the VIV region (Re < 78,000), the soft-hard model initiates oscillation at
much lower flowvelocity and haswider upper branch compared to the hard-
soft model. As the harnessing damping increases, the A/D range becomes
narrower for both stiffness functions. This is more obvious in the hard-
soft model. Both functions exhibit wider vibration ranges compared to
linear stiffness. The lower branch becomes less obvious as the hard-soft
oscillator extends its first segment K2 = 1,000 N/m, which is also the case
as the harnessing damping decreases. For the hard-soft function, there is
no lower branch. Higher stiffness/natural frequency shifts the entire VIV
region to higher flow velocity.
The cubic stiffness function oscillator has the advantages of both piece-
wise functions: (a) As parameter Kcubic,n increases, the width of the VIV
upper branch decreases. (b) As damping increases, the upper branch width
also decreases. The former is attributed to the higher equivalent natural
frequency f n, which for a given m* = mosc/md has the effect of shifting
the regions of VIV to higher flow velocities. This results in the extension
of the upper branch [19]. In this case, near the equilibrium position, the
restoring force is relatively low. The impact of stronger nonlinearityKcubic,3

has an effect similar to higher linear stiffness as the flow velocity increases,
which can extend to the end of the upper branch. As the nonlinearityKcubic,n

increases, albeit the amplitude increase, the range decreases.
As the adaptive damping parameter increases, the width of both the upper
branch and the initial branch remains unchanged for all stiffness K values
tested. The overall harnessing damping charness is varied with the oscillation
speed of the oscillator. That is, the higher charness is not applied until the
cylinder reaches higher speeds. As a result, the width of the VIV branches
is not affected as opposed to the linear viscous damping oscillators.

(ii) In transition (78,000 < Re < 89,000) between VIV and galloping, for the
soft-hard stiffness functions, increasing of damping charness shrinks the VIV
range and delays the onset of galloping separating VIV from galloping. In
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this region, which includes all three sub-ranges, VIV lower branch, transi-
tion, onset of galloping, the amplitude drops dramatically and randomoscil-
latory patterns appear as expected. Consequently, the error bars become
significantly higher in this region (Figs. 5, 6, 7 and 8). On the other hand,
the amplitude of the hard-soft function shows less of a drop for the same
additional damping, due to the first high-stiffness segment.
The stronger nonlinearityKcubic,3 shows a similar response to higher linear-
stiffness cylinders [19], where, at lower damping, the amplitude rises in the
lower branch to transition. At higher damping, transition occurs at lower
oscillation amplitude and frequency. The adaptive damping model, bridges
transition for all the damping factors and all stiffness values.

(iii) Galloping occurs at 89,000 < Re for the three nonlinear stiffness functions
and 80,000 < Re for the adaptive damping model. Adaptive damping initi-
ates galloping at lower flow speed than the fixed linear viscous damping
oscillator. Thus, although the VIV region shifts to higher flow velocity as
the base linear-stiffness increases, the initiation velocity remains the same.
In the cubic-stiffness oscillator, the response is not the same as the typical
galloping response of linear-stiffness oscillators, where the galloping
amplitude increases substantially, especially at lower damping ratios. A/D
reaches a steady higher value for soft-hard stiffness, which is understand-
able since the higher stiffness segment essentially serves as a “bumper”.
A/D of the hard-soft nonlinear stiffness increases with flow speed.
In summary, from the energy harnessing point of view, the velocity-
proportional adaptive damping has impressive advantages: theVIV range is
not shrunk, the VIV to galloping transition is minimized, and the galloping
onset is not delayed with damping increase.

2. Frequency response: Four different nonlinear parameters result in a total for
48 sets of experiments conducted. Only selective results in the form of frequency
spectra are used to show the features of all FIV regions (Figs. 9, 10, 11 and
12). The results are presented in dimensional form because the natural frequency
changes between models and a frequency ratio cannot be defined. The frequency
spectrum is calculated for each cylinder by FFT (Fast Fourier Transform) of the
time history after exclusion of the end-transients.

Frequency spectra for PTC-cylinder for four noinlinear oscillator models
The following observations can be made:

(i) In VIV, the frequency spectra of the four nonlinear oscillators follow the typical
FIO response. The f osc (Hz) increases as the flow velocity increases to the end
of the upper branch to about 1.4 f osc. The soft-hard and adaptive models initiate
FIO at a lower U than the other functions. The first due to lower stiffness, and
the second due to low damping at mean position (low speed).

(ii) In transition, all but the soft-hard nonlinear oscillators tested exhibit stable
oscillation pattern, as opposed to the linear oscillator [19]. Specifically, for the
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Fig. 5. Amplitude ratio for
soft-hard stiffness, y0/D =
2.0 (a), 2.5 (b), 3.0 (c), K1 =
200 N/m, K2 = 1000 N/m,
charness = 10–40 Ns/m
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Fig. 6. Amplitude ratio for hard-soft stiffness, y0/D = 0.5 (a), 1.0 (b) and 1.5 (c), K1 = 1000 N/m,
K2 = 200 N/m, charness = 10–40 Ns/m
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Fig. 7. Amplitude response
for cubic stiffness Kcubic =
10,000, 20,000, 30,000 N/m3

(a, b, c, respectively); charness
= 10–40 Ns/m
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Fig. 8. Amplitude response for adaptive damping, K = 400, 600, 800 N/m (a, b, c, respectively);
damping factor = 12.5–40 Nm2/s2
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Fig. 9. Soft-hard spring: K1
= 200 N/m and K2 =
1000 N/m
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Fig. 11. Kcubic =
20,000 N/m3 and charness =
30 Ns/m

Fig. 12. Adaptive damping
ch = 25 Ns2/m2, K =
600 N/m
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Fig. 13. Envelope of harnessed power and efficiency of single-cylinder Converter based on four
nonlinear and the classical linear oscillator; m* = 1.343

adaptive damping and hard-soft models, f osc is stable. Adaptive damping initi-
ates oscillations more smoothly because the additional damping is proportional
to the cylinder speed. For the hard-soft stiffness, the stiffer first segment delays
the onset of the VIV lower branch; as a result, the drop in transition is mitigated
at the expense of a shorter VIV initial branch.

(iii) In galloping, typically, the oscillation frequency in the galloping region is close
to the linear natural frequency of the cylinder in water. This applies to the
nonlinear models as well. The frequency of the nonlinear stiffness cylinder
is strongly related to A/D, which can be observed from the initial galloping
to fully developed galloping. For instance, in Fig. 11, the frequency increases
from1.11 to 1.31Hz as the oscillation amplitude increases sweeping. In Fig. 10,
the frequency decreases from 1.41 to 1.18 Hz.

4.2 Harnessed Power and Efficiency

The optimal power and the efficiency of the four nonlinear oscillators are shown in
Fig. 13 and compared to the linear oscillator and the power envelope.

(i) In the initial branch to upper branch, the soft-hard stiffness oscillator has
the highest efficiency at 40–54%, where the amplitude starts at a lower flow
velocity (0.274 m/s, Re = 24,000). As Re increases, the efficiency of the adap-
tive damping oscillator exceeds the nonlinear stiffness oscillators and into the
upper branch. At Re = 57,000, the first high segment of the piecewise stiffness
engages and has the highest efficiency. The total efficiency of single-cylinder
VIVACE starts dropping due to the increased A/D in the denominator of Eq. (7).

(ii) In transition to galloping and fully developed galloping, the adaptive damping
oscillator exhibits the optimal efficiency and higher harnessed power by 40–
70%. Typically [19], the efficiency of a PTC-cylinder in fully developed
galloping is around 10% and has a decreasing trend. The adaptive-damping
oscillator has efficiency of 11–15%. This represents a big improvement in
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power harnessing. Note that the power and efficiency optima do not coin-
cide because the denominator in Eq. (7) is amplitude-dependent as defined
by Eq. (8). This establishes the superiority of the adaptive damping oscillator.
Proper balance between the cylinder speed and the harnessing damping results
in higher harnessed power in galloping. Since galloping is not self-limiting like
VIV, the mechanical power of the oscillator is determined by the cylinder speed.

5 Conclusions

The flow induced oscillations and the hydrokinetic power conversion capacity of a
single, rigid, circular cylinder with passive turbulence control, on springs were inves-
tigated experimentally using four nonlinear and the classical linear oscillator models.
Three displacement-adaptive stiffness models and one velocity-adaptive damping
modelwere testedwith several parameters. Experimentswere conducted in theTrSL3
flow regime (24,000 < Re < 120,000, 0.274 m/s < U < 1.315 m/s). The following
conclusions can be drawn:

(a) The power envelope of a single-cylinder MHK energy Converter based on FIO
(VIV/galloping) and the fivemodels was generated. It shows ranges of oscillator
nonlinearities enhancing MHK energy harnessing.

(b) Alternating lift provides an environmentally compatible way of harnessing
MHK energy even from flows as low as 0.343m/s. Nonlinear (piecewise-linear)
stiffness initiates VIV at even lower flow velocity (0.274m/s), and the onset of
fully developed galloping occurs earlier for soft-hard springs.

(c) The instantaneous natural frequency of the oscillator with nonlinear cubic
springs changes with the oscillation amplitude. The cubic restoring force
increases the Converter’s power by up to 78.6% compared to linear oscillators.

(d) Velocity-proportional, adaptive-damping coefficient initiates VIV even earlier
and bridges the gap in harnessed power and efficiency in transition from VIV to
galloping (0.85 m/s < U < 1.0 m/s) for all the spring stiffness K values tested.
The nonlinear-adaptive damping coefficient yields a 128% increase in power
compared to the linear (constant) damping oscillator.

(e) In galloping, the nonlinear adaptive damping increases the harnessed power by
51–95%.
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Synergistic Flow Induced Oscillations
of Multiple Cylinders in Harvesting
Marine Hydrokinetic Energy

H. Sun and M. M. Bernitsas

Abstract Power-to-volume density is a critical metric for all renewable energy tech-
nologies. Harnessing Marine Hydrokinetic (MHK) energy using a single linear or
nonlinear oscillator with a cylinder in Flow Induced Oscillations (FIO) has proven
to be an efficient and environmentally compatible method. MHK power harnessing
by two rigid, circular, tandem cylinders on end-springs for Reynolds number 3 ×
104 ≤ Re ≤ 1.2 × 105 with spacing, damping, and stiffness as parameters is inves-
tigated experimentally. The objective is to identify optimal parameter combinations
where the cylinders, in close-proximity, undergo synergistic FIO harnessing more
power than they would individually. The spring-damper controller Vck, developed in
the Marine Renewable Energy Laboratory (MRELab), enables embedded computer-
controlled change of viscous-damping and spring-stiffness for fast and precise oscil-
lator realization. Experimental results for amplitude response, energy harvesting,
and efficiency are presented and discussed. Center-to-center spacing of 1.57, 2.0,
2.57 diameters, harnessing damping ratio 0.00 < ζ harness < 0.24, and spring stiffness
200 N/m < K < 1200 N/m are tested. Limited results are presented for three cylin-
ders. The main conclusions are: (1) For the tested parameters, two cylinders harness
2.56–7.5 times the power of a single cylinder; the corresponding efficiency ratio is
2.0–6.68. (2) The MHK power harnessed by the upstream cylinder is increased by
up to 100%, affected by the downstream cylinder. (3) The MHK power harnessed
by the downstream cylinder and its FIO benefit less by the interaction as the spacing
becomes smaller. (4) Power-to-volume density increases by nearly two orders of
magnitude.
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1 Introduction

Rigid cylinders on elastic supports in transverse flows can be excited in Flow Induced
Oscillations (FIO), thus, convertingMarine Hydrokinetic (MHK) energy to mechan-
ical in oscillators. VIV, galloping, and their coexistence are implemented in the
VIVACE Converter mechanics [1, 2]. Interactions between cylinders affect FIO and
energy harnessing. Spacing between cylinders in FIO affects directly the critical
metric of power-to-volume ratio, which is the Achilles heel of all renewable energy
technologies [2]. Fish in schoolsmove effortlessly by proper placement in thewake of
fish ahead of them [3–5]. VIVACE is being developed to achieve optimal FSI (Fluid-
Structure Interaction) among cylinders in a school to perform as a 3-D converter
instead of a point, line, or area-absorber. That is, instead of separating oscillators by
10–20 diameters to minimize interference, they are placed closely to increase FIO
and MHK energy harnessing via synergy. Systematic experiments show that power
increase and space reduction increase the critical metric by nearly two orders of
magnitude.

The effects of spacing, linear stiffness, and linear viscous damping on a Converter
with two tandem-cylinders, both oscillating in FIO, to attain higher MHK power, are
studied experimentally. In most prior VIV studies of two rigid, circular, tandem
cylinders, the 1st cylinder was stationary to measure the wake interference effects on
the trailing (2nd) cylinder in VIV [6, 7]. Additional linear damping on the oscillators,
changes their FIO. Previouswork in theMRELab has established harnessing ofMHK
energy by a single cylinder with turbulence stimulation and a single smooth cylinder
using linear viscous damping as parameter experimentally [1–3, 8] and numerically
[9]. For two cylinders, experimentally [10, 11] and numerically [12], damping was
proven to be an important factor in changing their FIO and harnessed power. In
addition, hydrodynamic interactions, such as shielding and oscillation patterns [13],
also depend on the spring stiffness, spacing, and damping ratios of the cylinders
as they affect amplitude and frequency response. The present study focuses on two
oscillating rigid circular cylinders in tandem, in steady uniform, two-dimensional
flow, with spacing L/D = 1.57, 2.0 and 2.57, where each value results in different
kind of interference. Specifically, interference may result in FIO response of the two
cylinders as: (1) A single bluff body with no gap flow even though there are vortices
between the cylinders. (2) Intermittent gap flow causing in-phase motion with some
lag. (3) Intermittent gap flow causing out-of-phase motion. (4) Interference similar
to that between two stationary cylinders. Limited multi-cylinder FIO results are
presented.

The physical model and controller are presented in Sect. 2 and the mathematical
model in Sect. 3. Results are presented and discussed in Sect. 4 and conclusions are
drawn at the end.
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2 Physical Model and the Virtual Controller

Details of the physical model, the Low Turbulence Free-Surface Water (LTFSW)
channel, and the cylinder turbulence stimulation are provided in [9]. Physical change
ofK and c requires extensive time for calibration and validation of the oscillator prior
to conducting experiments. As time progresses, fatigue results in change of physical
parameters. In the MRELab, the Vck controller was developed to emulate the springs
and dampers. The critical issues in development of the Vck system in the MRELab
are [14, 15]:

1. The hydrodynamic lift-force is not included in the closed control loop. Including
it would bias the FIO phenomenon being measured and produce incorrect results
for converted power due to the phase-shift introduced between lift-force and
cylinder velocity. That is, load cells are not used in the loop to measure the lift
force, calculate the displacement from the differential equation, and force the
displacement at the next time step. The latter approach has been used in VIV
experiments as early as 1997 [11] and recently in [16, 17].

2. The MERLab developed the 1st generation Vck in 2008–2010 [13] and the 2nd
in 2013 [15]. The controller force in the Vck model is expressed as:

Fcontroller = Fnonlinear_damping − cvir tual ẏ − Kvir tual y (1)

where, Fcontroller is the force applied by the virtual system, Fnonlinear_damping is
the total nonlinear damping force; Kvirtual and cvirtual are the virtual spring and linear
viscous damping parameters. Any nonlinear function can be realized [8]. The process
is lengthy and must be repeated for each oscillator separately. The stiffness part of
Vck is simple involving determination of the torque-rotation relation to establish the
Kvirtual relation. The damping system identification, though, is lengthy as structures
seldom have damping in the classical textbook relation of linear viscous damping
[9, 15]. The identified system damping is then subtracted from the system through
the controller. Figure 1 shows the free decay test results for Kvirtual = 800 N/m and
600 N/m after subtracting the nonlinear system damping and adding mathematically
linear damping. With the Vck, a perfectly linear viscous damping is implemented. A
resistor bank is used to dissipate the generated power. After subtracting the nonlinear
damping, the oscillator with the Vck system showed good agreement with the ideal
(emulated; also called cyber-physical [17]) oscillator (Fig. 1). Nonlinear adaptive
damping was used in [9].

The features of the Converter model are summarized in Table 1. In the current
model design, the linear motion mechanism was brought under water, providing a
realistic model. The whole linear motion system, which consists of the end sliding-
blocks, one timing-belt and pulleys, is fitted inside of a 38 mm wide slender tube.
Figure 2 shows a two cylinder model with Vck mounted in the LTFSW channel.
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Fig. 1 Free decay tests (FDT) for Vck at Kvirtual = 600 and 800 N/m [15]

Fig. 2 Two-oscillator
Converter with Vck in the
LTFSW Channel

Table 1 Specifications of experimental model converter

Mass ratio Aspect ratio Maximum amplitude Longitudinal distance

0.634 ≤ m* ≤ 2 L/D = 10.07 Amax/D3.5" = 5.5 1.429 ≤ d/D3.5" ≤ 6.0

3 Mathematical Model

The fluid power through the area swept by the cylinders is:

PFluid = 0.5ρwaterU
3(2Amax + D)Lc (2)
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where,Amax is the largest amplitude among all cylinders in amulti-cylinder converter.
PFluid appears in the denominator of the efficiencies defined by Eqs. 2 and 3.
It depends on the cylinder response, unlike propellers or wind turbines where the
flow area is determined by the fixed geometry of the area swept by the blades. The
Betz limit is the theoretical maximum power that can be extracted from an open flow
and is equal to 59.26% (=16/27). Based on the Betz limit and the power formula
in [9], the power conversion efficiency ηconvert , and power harness efficiency ηharness

become:

ηconvert (%) = Pconvert

PFluid × Betz Limit
× 100 (3)

ηharness(%) = Pharness
PFluid × Betz Limit

× 100 (4)

Commercial scale wind turbines achieve efficiency of 75–80% of the Betz limit.

4 Results and Discussion

A series of experiments were conducted to measure the flow induced oscillations
of two cylinders in tandem with the parametric ranges in Table 2: Spring-stiffness
400 N/m ≤ K ≤ 1200 N/m; damping ratio 0 ≤ ζ harness ≤ 0.24; longitudinal center-
to-center spacing ratio (L/D) values of 1.57, 2.0 and 2.57; mass ratio m* of 1.343.
StiffnessK is accurate in formandvalue and exact as they are definedby the calibrated
motor-torque and its relation to rotation. That is, the K value is not subjected to

Table 2 Particulars of two
cylinders in tandem

Test sets

L/D (spacing) 1.57, 2.0, 2.57

k (N/m) 400,600, 800, 1000, 1200

Temperature (°C) 18.5–20.5

μ (N s/m2) 1.004E−03

υ (m2/s) 9.940E−07

ρ (kg/m3) 999.729

D (m) 0.0889

Lc (m) (length) 0.895

mdisplacement (kg) 5.425

moscillation (kg) 7.286

madded (kg) 5.425

ζ structure 0.020

f n,water 0.97–1.67
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fabrication error or degradation in time due to fatigue. Similarly, ζ harnessand ζ total

are exact as explained in the discussion on Vck. The flow velocity, Reynolds number,
and reduced velocity range is 0.35 m/s ≤ U ≤ 1.35 m/s, 30,000 ≤ Re ≤ 120,000,
and 2.92 ≤ U* ≤ 15.33, respectively. The upstream and downstream cylinders are
set to be identical adjusted by two independent Vck controllers. In this research, the
ζ harness and ζ structure are adjusted precisely to each mass and stiffness.

4.1 Harnessed Power and Efficiency of the Two-Cylinder
Converter

(1) Harnessed power: Figs. 3, 4 and 5, show the test-results for harnessed power
for the three tested spacing values of L/D = 1.57, 2.01, 2.57, respectively. The
flow velocity and Reynolds number, are proportional, and are the two x-axes.
The reduced velocity U* is not shown, because it depends on K. In Figs. 6, 7,
8, 9, 10 and 11, the response of the two oscillators and power and efficiency are
shown for the optimal design, for each spacing. Tables 3, 4 and 5 show the power
and the ratio of synergistic versus single cylinder power output. In Figs. 6, 7,
8, 9, 10 and 11, K is constant enabling adding U* to the x-axis. The following
observations are made:

(a) In general, power in the flow increases with the cube of the flow velocity.
In the three L/D values tested, however, the harnessed power exhibits drops
and jumps. Specifically: (1) In VIV, (3.5 × 103 < Re < 6 × 104 for L/D
= 1.57; 3.5 × 103 < Re < 7.8 × 104 for L/D = 2.01, 2.57), the harnessed
power increases with flow velocity. Higher spring stiffness results in higher

Fig. 3 Harnessed power at
L/D = 1.57
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Fig. 4 Harnessed power at
L/D = 2.01

Fig. 5 Harnessed power at
L/D = 2.57

power harnessed at the VIV upper branch. Lower stiffness results in higher
harnessed power at the VIV lower branch. (2) The first drop in power
occurs in transition from VIV to galloping (Figs. 3, 4 and 5: 7.2 × 104

< Re < 8 × 104 for L/D = 1.57; 7.8 × 104 < Re < 8.7 × 104 for L/D =
2.01 and 2.57). The power drop is obvious at L/D = 2.57 (Fig. 5), which
is consistent with the single-cylinder case. As the spacing increases, the
oscillatory response approaches that of the isolated cylinder [10]. Figs. 3, 4
and 5 show that higher damping cases of two cylinders exhibit gaps in the
transition region, while the lower damping cases do not. (3) In galloping,
changes in harnessed power occur at Re ∼= 1.05 × 105 for L/D = 2.01 and
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2.57. The harnessed power drops and then increases steadily (Figs. 4 and
5). At closer spacing, the drop occurs at lower stiffness (K < 600 N/m)
(Fig. 3). At the higher stiffness (K = 1200 N/m), though, power increases
without a drop (Fig. 3).

(b) As damping increases, a point is reached where a gap appears between
the end of VIV and the beginning of galloping. This is due to two factors.
Higher damping results in delay of galloping onset and in reduced ampli-
tude and range of VIV. The flow velocity and corresponding Reynolds
number of the gap betweenVIVand galloping in harnessed power increases
as L/D decreases, being, Re ~ 6.8 × 104, ~7.8 × 104, ~8.2 × 104 for L/D
= 1.57, 2.01, 2.57, respectively.

(c) In VIV, power exhibits a local maximum at the end of the upper branch,
being Pharness = 12.49w, 14.88w, 16.75w at L/D = 1.57, 2.01, 2.57,
respectively. That is, the optimal harnessed power increases as the spacing
increases due to the decrease in optimal K. In low spacing, the interference
between the two cylinders has a negative effect on the harnessed power
affecting the oscillation patterns [13].

(d) In galloping, the local maximum is at the highest velocity since galloping is
not self-limiting and it is an instability phenomenon. The optimal harnessed
power is Pharness = 41.50w, 31.30w, 33.20w for L/D = 1.57, 2.01, 2.57,
respectively. As spacing decreases, the optimal power harnessed by the two
cylinders increases. At each specific L/D, power increases nearly linearly
with the flow velocity. This is counter-intuitive since flow power increases
with the cube of the velocity. The dependence of FSI on K explains this.

(e) The optimal harnessed and converted power occur at the highest velocity
with different configuration. The optimal pairs for (L/D, K) are: (1.57,
1200 N/m), (2.01, 800 N/m) (2.57,400 N/m). That is, as spacing increases,
the highest harnessed power is achieved with low spring stiffness/natural
frequency.

(f) Jumps and drops occur in the harnessed power in galloping. Specifically,
at L/D = 1.57, in the fully developed galloping range (90,000 < Re),
the harnessed power shows unstable trends at most of the ζ harness expect
at ζ harness = 0.04 (lowest) and 0.24 (highest); both points show stable
harnessed power, due to the close spacing and interaction between the cylin-
ders. At L/D = 2.01 and 2.57, the harnessed power in galloping, however,
shows a stable trend in harnessed power, expect at higher stiffness values.
Variations in the harnessed power occur at 1.05 × 105 < Re < 1.15 × 105

at L/D = 1.57 and 1.1 × 105 < Re < 1.15 × 105 at L/D of 2.01 and 2.57. In
our experiments, at lower spacing, the cylinders move as one single bluff
body for most cases; at higher spacing (2.57), the vortex and gap-flow in
between the cylinders may have a positive effect (K = 400 N/m, ζ harness =
0.24), or a negative effect (K = 1200N/m, ζ harness = 0.24) on the harnessed
power. The oscillatory response of the systems that generate optimal power
for each spacing and their respective K and ζ harness are considered next.
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4.2 Oscillatory Response, Power and Efficiency of the Optima

Figures 3, 4 and 5 show that, when placing the two tandem cylinders closer, the
optimal harnessed power occurs at higher spring stiffnessK. Tables 3, 4 and 5 present
the converted power and the ratio of power generated by the two tandem cylinders
in FIO synergy to a single cylinder for the three spacing values in transition to fully
developed galloping. Those areK = 1200N/m, 800 N/m and 400N/m at L/D= 1.57,
2.01 and 2.57, respectively. The harnessed power and the efficiency of the upstream

Table 3 Harnessed power by two tandem cylinders and single cylinder: L/D= 1.57, K= 1200N/m

U (m/s) Converted power (W) Ratio Efficiency (%) Ratio

1st Cyl 2nd Cyl Synergy Isolate Synergy Isolate

0.95 17.43 5.94 23.37 5.36 4.36 34.25 12.35 2.77

1.03 20.73 9.41 30.14 8.01 3.76 33.49 12.13 2.76

1.15 24.7 14.86 39.56 9.29 4.26 30.84 9.83 3.14

1.19 25.85 14.78 40.63 10.59 3.84 28.37 9.79 2.90

1.27 26.92 16.6 43.52 15.02 2.90 25.11 10.31 2.44

1.31 26.56 18.41 44.97 17.71 2.54 24.05 10.54 2.28

Table 4 Harnessed power by two tandem cylinders and single cylinder: L/D = 2.01, K = 800 N/m

U (m/s) Converted power (W) Ratio Efficiency (%) Ratio

1st Cyl 2nd Cyl Synergy Isolate Synergy Isolate

0.95 12.25 2.56 14.81 3.77 3.93 27.48 8.2 3.35

1.03 16.57 2.73 19.3 6.48 2.98 24.44 8.63 2.83

1.15 17.81 4.35 22.16 9.33 2.38 19.58 7.65 2.56

1.19 19.57 4.86 24.43 10.01 2.44 18.83 7.6 2.48

1.27 24.8 7.8 32.6 12.29 2.65 18.58 6.96 2.67

1.31 26.62 7.29 33.91 13.4 2.53 17.12 6.12 2.80

Table 5 Harnessed power by two tandem cylinders and single cylinder: L/D = 2.57, K = 400 N/m

U (m/s) Converted power (W) Ratio Efficiency (%) Ratio

1st Cyl 2nd Cyl Synergy Isolate Synergy Isolate

0.95 9.41 4.35 13.76 1.02 13.49 14.96 2.24 6.68

1.03 15.05 7.45 22.5 6.12 3.68 15.87 6.13 2.59

1.15 18.11 9.35 27.46 8.49 3.23 12.98 5.53 2.35

1.19 18.67 9.64 28.31 9.6 2.95 11.97 5.47 2.19

1.27 21.94 12.08 34.02 12.84 2.65 11.17 5.45 2.05

1.31 22.69 13.27 35.96 13.65 2.63 10.63 5.18 2.05
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Fig. 6 Amplitude A/D upstream (1st) and downstream (2nd) cylinders: K = 1200 N/m, m* =
1.343, L/D = 1.57

(1st), the downstream (2nd), and the isolated cylinder are also shown. In addition,
the harnessed power, efficiency of the upstream and downstream cylinder and the
isolated cylinder are also listed. The ratio values prove the benefit of synergy in a
tandem configuration. Specifically:

(a) At low spacing L/D = 1.57, in the VIV initial branch and transition region, the
harnessed power and efficiency are not on par with the rest of spacing ratios. The
downstream cylinder performs better at L/D = 1.57 than other L/Ds. However,
the harnessed power is considerably lower than the isolated cylinder until the
flow velocity increases to the initiation of galloping for all three spacing values.

(b) At higher spacing L/D = 2.01 and 2.57, in VIV and transition, the upstream
cylinder performs better overall compared to the isolated cylinder in terms of
power. At the closest spacing L/D = 1.57, the interaction between cylinders
causes lower harnessed power in the upper branch atK = 1200 N/m. In the VIV
lower branch to transition, the power of the pair is redistributed from to the 2nd
cylinder.

(c) In transition to galloping and in galloping, the harnessed efficiency increases
considerably as the spacing ratio decreases. For instance, at Re = 89,000, the
efficiency is 16% at L/D = 2.57 and increases to 35% at L/D = 1.57. This is
partially due to the higher stiffness cylinder resulting in higher frequency and
lower amplitude ratio. In galloping at higher spacing L/D = 2.57, the upstream
cylinder shows an enhancement in power, and the rear one is lower than that
of L/D = 2.01. The overall performance is better at 2.57. At lower spacing
L/D = 1.57, the power and efficiency show intense interactions due to cylinder
proximity. Specifically, at 9.5 × 104 < Re < 1.07 × 105, the power drop is
around 50% for both cylinders; the efficiency remains relatively stable and
slowly decreases as the flow velocity increases due to amplitude increase, which
affects the swept area.

(d) The most important conclusions are that: (i) Two cylinders in tandem, in syner-
gistic FIO, can generate 2.56–7.5 times the power of an isolated cylinder in FIO.
(ii) As the spacing of the two cylinders decreases, the optimal configuration has
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Fig. 7 Power and efficiency for upstream (1st) and downstream (2nd) cylinders compared to single
cylinder: K = 1200 N/m, m* = 1.343, L/D = 1.57, ζ harness= 0.24

Fig. 8 Amplitude A/D upstream (1st) and downstream (2nd) cylinders: K= 800 N/m, m*= 1.343,
L/D = 2.01

increasing stiffness K. This is similar to fish in schools; when the school moves
faster, fish reduce spacing and increase their body oscillation frequency.

4.3 Multiple Cylinders

To test the potential of beneficial synergy of multiple cylinders in a VIVACE
Converter, three and four cylinders in tandem tests have been conductedwithmultiple
Vck systems. Only selective cases and results are shown in Fig. 12 for harnessed
power for three cylinders and damping ratios ζ harness = 0.16, 0.20, 0.24. Compar-
isons between the single isolated cylinder and three cylinders are shown in Tables 6,
7 and 8.

Cylinder synergy and important observations are identified in two regions:

(a) 30,000 ≤ Re ≤ 85,000: VIV and transition ranges.
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Fig. 10 Amplitude A/D (1st) and downstream (2nd) cylinders: K = 400 N/m, m* = 1.343, L/D =
2.57
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Fig. 11 Power and efficiency for upstream (1st) and downstream (2nd) cylinders compared to
single cylinder: K = 400 N/m, m* = 1.343, L/D = 2.57, ζ harness= 0.24
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• The harnessed power increases linearly with the flow velocity. Compared to
a single cylinder, power generation by multiple cylinders initiates at lower
Re.

• Aside from ceasing oscillation for a single cylinder in transition fromVIV to
galloping, increasing ζ harness does not increase the harnessed power by much
in the cases tested because amplitudes decrease as the damping increases.

• In the lower branch, the harnessed power for multiple cylinders does not
drop as in a single cylinder. The harnessed power is 330% for three tandem
cylinders and 300% for two tandem cylinders higher than a single cylinder.

• Compared to the power of two tandem cylinders, the power of three cylinders
does not have an obvious drop in the lower branch, where, the power of a
single isolated cylinder drops significantly at higher ζ harness.

(b) 85,000 ≤ Re: galloping range.

• At the initial galloping range, the synergistic FIOofmultiple cylinders greatly
enhances the harnessed power, as shown in Tables 6, 7 and 8. The onset of
galloping is decided by the damping of the oscillator.

• In all the damping values tested, the power of three tandem cylinders is more
than three times that of the single cylinder.

• At the last flow velocities tested, the power of three cylinders drops. The
amplitude of the third cylinder decreases.

5 Conclusions

Flow induced oscillations and hydrokinetic power conversion capacity of two and
three rigid, circular cylinders in tandem, with passive turbulence control [12, 13, 18],
placed on end-springs, were investigated experimentally, for 0.00 < ζ harness < 0.24,
3 × 104 < Re < 1.2 × 105, K = 400–1200 N/m, and center-to-center spacing of 1.57,
2.01 and 2.57 diameters. The Reynolds number range falls in the TrSL3, high-lift,
flow regime. The following conclusions can be drawn.

1. In the galloping range, the converted power by the two-cylinder Converter was
between 2.56 and 7.5 times the power of a single cylinder for the parametric
values tested.

2. The harnessed power by the three-cylinderConverter also shows beneficial syner-
gistic FIO. For the tested values of cylinder spacing, three cylinders harnessed
power between 3.36 and 5.82 times the power of a single cylinder.

3. In VIV, the power enhancement in multiple cylinder FIO is minimal and not
worth the cost of designing a multi-cylinder Converter.

4. Both in transition from VIV to galloping and in galloping, the power increase
due to the synergy between the two cylinders comes from the lead cylinder,
which benefits from the presence of the downstream cylinder. In transition both
cylinders benefit from the interaction regardless of the spacing ratio.
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Fig. 12 Harnessed power of
single isolated, two, and
three tandem cylinders at K
= 400 N/m, m* = 1.343 and
L/D = 2.01
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Table 6 Comparison of tandem cylinders to isolated cylinder ζ harness = 0.16

U (m/s) Harnessed power (W) Ratio two to single
Isolated

Ratio three to isolated

Single Two Three

0.85 3.83 14.36 22.17 3.77 5.82

1.03 5.14 17.58 25.36 3.42 4.93

1.15 6.76 20.31 29.18 3.00 4.31

1.19 7.75 19.20 31.13 2.48 4.01

1.23 8.47 19.24 34.32 2.27 4.05

1.27 9.85 20.89 35.36 2.12 3.59

Table 7 Comparison of tandem cylinders to isolated cylinder ζ harness = 0.20

U (m/s) Harnessed power (W) Ratio two to Isolated Ratio Three to
IsolatedSingle Two Three

0.85 3.40 13.86 23.43 4.07 6.88

1.03 6.03 17.94 28.66 2.97 4.74

1.15 8.79 20.71 31.68 2.36 3.60

1.19 9.42 20.88 34.86 2.22 3.70

1.23 10.73 20.55 36.96 1.91 3.44

1.27 12.41 22.13 38.99 1.78 3.14

Table 8 Comparison of tandem cylinders to isolated cylinder ζ harness = 0.24

U (m/s) Harnessed power (W) Ratio two to isolated Ratio three to isolated

Single Two Three

0.85 0.94 13.04 24.91 13.85 26.46

1.03 5.65 19.73 29.79 3.49 5.26

1.15 7.84 22.79 33.41 2.90 4.26

1.19 8.86 21.58 37.22 2.43 4.19

1.23 9.95 21.70 40.65 2.18 4.08

1.27 11.85 23.70 39.93 1.99 3.36

(5) The highest efficiency reached in this set of tests is 63% of the Betz limit for
converted power. It occurs at center-to-center spacing between the two cylinders
of 2.57 diameters and spring stiffness K = 400 N/m.

(6) As the spacing of the two cylinders decreases, the optimal configuration requires
increased stiffness K. This is similar to fish in schools; when the school moves
faster, fish reduce spacing and increase body oscillation frequency.
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Flapping Foil Hydrokinetic Turbine:
From a Strongly Coupled FSI Solver to
the Experiment in a Confined Channel

Leandro Duarte, Nicolas Dellinger, Guilhem Dellinger, Abdellah Ghenaim,
and Abdelali Terfous

Abstract At a time of reframing the classic large-scale energy production and net-
works, several devices have been designed to fully exploit the hydroelectric potential
all around theworld.One of those promisingmicro-hydro concepts is the bio-inspired
flapping foil harvester, based on the aeroelastic oscillations emerged from the fluid-
structure interactions of an elastically mounted airfoil and a uniform fluid flow. With
the aimof better understanding the dynamics of a fully-passive flapping foil turbine in
low-speedwater flows, a 2Dmodel has been implemented and validatedwithin open-
source toolboxes. This model has shown to be capable of reproducing accurately the
self-sustained oscillations of the foil by means of a strongly coupled fluid-structure
solver, leading the design of a reduced scale prototype for parametric study in a
free surface water channel. The first experimental tests showed that a self-sustained
oscillations regime exists under a wise choice of the structural parameters and that is
highly sensitive to the position of the elastic axis center and the pitching stiffness. In
addition, it has been found that a significant amount of dry friction present on both
degrees of freedom limits considerably the prototype’s performance, which led to
the design of an active compensation strategy.

Keywords Flapping foil · Hydrokinetic turbine · Fluid-structure interaction ·
Renewable energy

1 Introduction

The positive net exchange of energy from a fluid flow to a rigid obstacle leading
to aeroelastic oscillations is typically dealt with in a predictive manner in order to
avoid its adverse effects on structure stability. However, over the last few decades,
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Fig. 1 2D schematic model of a fully-passive flapping foil [2]

mechanisms based on such phenomena have been found to be a promising novel
hydrokinetic energy harvester. Besides reaching efficiencies not very far from the
theoretical Betz limit of 59% for flow energy harvesters, the concept of a bio-inspired
flapping foil turbine has the advantages of being environment-friendly, structurally
robust and deployable in low-speed shallow waters, unlike the widely employed
rotating turbines [5].

Since the application of flapping foils to extract energy from uniform flows was
first proposed in the 80s, a growing number of researches on this matter have been
reported. Among themost significant contributions, wemay cite the stability analysis
performed byPeng andZhu [3] leading to the identification of the different oscillation
regimes and the numerical study conducted by Veilleux, and Dumas [4] suggesting
an optimized configuration for a fully-passive flapping foil.

In order to investigate the feasibility of such fully-passive flapping foil turbine,
just as depicted in Fig. 1, an intensive research project has been conducted at ICube
Laboratory of Strasbourg. This novel concept consists of an elastically mounted
airfoil of chord length c, allowing a translational (y(t)) and a rotational (θ(t)) rigid
body motions, with springs and dampers for both degrees of freedom. The rotational
axis is distant lθ from the leading edge. Put vertically to interact with an uniform
flow, this system is supposed—under a wise choice of its parameters—to perform
self sustained oscillations, harvesting the kinetic energy out of the flow.

Numerical simulations have been performed within OpenFOAM, an open source
computational fluid dynamics toolbox. Along with a finite volume method for the
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incompressible Navier-Stokes equations, a second order solver based on the leapfrog
integration is used to solve for the rigid body motion of the foil. This FSI segregated
solver being implemented with a strong coupling between the fluid and the solid
solvers, no added mass instability has been observed when simulating cases with
a mass ratio of about 1. Through this we should be able to perform a numerical
optimisation in a less restricted parametric space, including cases of a lightweight
foil.

In the absence of experimental data for a fully-passive flapping foil turbine, a
prototype has been recently designed and partially installed in the free surface water
channel at the INSA of Strasbourg. The first test campaign was conducted in order to
characterise the viscous and dry friction present in the heaving motion of the foil, so
that we could estimate the amount of kinetic energy harvested from the flow. Besides,
the friction coefficients measured being slightly too high, a real-time compensation
through a closed-loop control of an actuator has been implemented for the future
tests.

2 The Numerical Modeling

Simulations of fluid-structure interactions between a uniformflowand a fully-passive
flapping foil have been performed through a boundless 2D numerical model imple-
mented within OpenFOAM. Firstly, a CFDmodel to simulate the flow around a fixed
aerodynamic profile has been built, tested and validated against NASA experimental
data for the static stall and the theoretical Strouhal frequency of vortex shedding.
Secondly, a second order solver for the rigid body motion of the foil has been cou-
pled to the CFD solver, along with a morphing mesh technique to reproduce the
oscillations described by the flapping foil.

2.1 Main Features of the CFD Model

The Navier-Stokes equations for an incompressible viscous flow around an aero-
dynamic profile are solved by means of a finite volume discretisation. The mesh
is structured, filling up a circular fluid domain 50 times longer than the aerody-
namic profile at its centre (Fig. 2). Standard inlet and outlet boundary conditions are
applied to the external bounds of the domain, while a smooth wall is set over the
foil. Intended for flow regimes with a Reynolds number of about 105, turbulence is
modelled through a RANS approach. Both the one-equation Spalart-Allmaras and
the two-equations SST k-ω models were tested.

This CFD model has been validated against experimental data for the static stall
of a NACA0012 foil. Despite a relatively early stall, the CFD results with a SST k-ω
turbulence model showed to be in good agreement with the experimental data, being
thus held for future simulations. The model has also been validated with respect to
the Strouhal number for the vortex shedding frequency downstream a stalled foil [2].
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Fig. 2 Structured 2D mesh around the foil. Details on the rigid zone close to the foil and the
outlying morphing zone. Adapted from [2]

2.2 Fluid-Structure Coupling

The equations ofmotion for the elasticallymounted flapping foil can easily be derived
from a Lagrangian formulation. They correspond to those for a 2 DOF second order
system with a term related to the static imbalance and the aerodynamic lift force and
pitching moment:

{
my ÿ + cy ẏ + ky y + mθλg(θ̇

2 sin θ − θ̈ cos θ) = Fy

Iθ θ̈ + cθ θ̇ + kθ θ + mθλg ÿ cos θ = Mz
(1)

These equations are numerically solved by means of a second order solver, inte-
grated to the previous CFD model. The architecture of the FSI solver is illustrated
in Fig. 3. At the beginning of a new time step, the pressure field calculated by the
CFD solver at the previous iteration is integrated over the foil surface to obtain the
aerodynamic forces. To these we add the mechanical forces applied by the springs
and dampers and we calculate the acceleration of the foil. From the acceleration,
the velocity and position are obtained by an implicit leapfrog integration. For the
heaving motion, this scheme can be written as follows:

ẏi+1 = ẏi + �t
2 (ÿi+1 + ÿi )

yi+1 = yi + �t
2 (ẏi+1 + ẏi )

(2)

where i corresponds to the current PIMPLE iteration and �t to the time step.
The mesh is then moved to adjust the new position of the foil and the fluid solver

is called to recalculate the momentum and pressure fields. The updated fluid solution
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Fig. 3 Flow chart of the FSI solver

is then repassed iteratively to the solid solver until convergence is reached before
moving to the next time step.

The strong coupling between fluid and solid solvers through the update of the
mesh on each of the multiple subiterations i make the FSI solver insensitive to the
well-known added mass instability [1]. As a matter of fact, the staggered character
of the FSI solver introduce some sort of holes in the fluid grid after moving the mesh.
Filling these holes greatly affects the pressure field and may propagate instabilities
all over the domain. In the current FSI solver, this is avoided through a reduction
of the time lag between the fluid and the solid solvers. In addition, relaxation of the
acceleration is needed to damp the foil motion in the intermediate subiterations in
order to reach a converged solution via a stable way in every time step.

The added mass instability arises when the ratio between the solid and fluid den-
sities ρs/ρ f approaches 1, which is the case for a lightweight flapping foil designed
for water flows, purpose of this study.

2.3 Numerical Results

Numerical simulations have been conducted with the aim of testing the FSI solver in
terms of its capacity to deal with highly coupled systems with a density ratio close
to 1 without presenting any added mass instability issue. To do so, a baseline case
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Table 1 Structural parameters and flow conditions of the baseline case adapted from [4]

Reynolds number Re 105

Flow velocity U∞ 0.5 m/s

Fluid density ρF 103 kg/m3

Chord length c 0.2 m

Pitching axis location lθ 0.667 m

Heaving mass my 63.9 kg

Heaving stiffness ky 289.5 Nm

Heaving damper cy 97.5 Ns/m

Pitching inertia Iθ 0.146 kgm2

Pitching stiffness kθ 0

Pitching damper cθ 0.501 Nms/rad

has been adapted from a previous CFD study [4]. Its structural parameters and flow
conditions are presented in Table 1. In spite of the relevance of the results presented
in that study, the weakly coupled FSI solver proposed cannot be extended to the case
of a lightweight flapping foil. As a mater of fact, no simulations have been performed
with a mass ratio under 10 due to added mass instabilities.

Starting from this baseline case we could investigate the effect of reducing the
mass ratio on the self-sustained oscillations described by the flapping foil. Besides
the mass ratios, stiffness and damping have also been reduced by the same factor so
that the natural frequency and the damping ratio remained constant. The results are
presented in Fig. 4.

Figure 4a shows the limit-cycle oscillations described by the foil in the baseline
case. Reducing the inertia of the system by a factor of 2, the response observed
in Fig. 3b shows higher amplitudes for both heaving and pitching. Apart from this
amplification, an even lighter foil withmass ratios of 5 or 3 reveals a loss of regularity
in the motion pattern. The two consecutive strokes to the same direction observed in
Fig. 3c, d suggest the existence of a regimewith two attractors. This should be further
investigated once the same behaviour has already been reported in the literature [3].

In spite of the major successes achieved on implementing a strongly coupled FSI
solver, the CFD results have still not been validated against experimental data since
no experimental work has been reported iso far n the literature on this matter.

3 Fully-Passive Flapping Foil Prototype

In the absence of experimental data for a fully-passive flapping foil turbine, a pro-
totype has been recently designed and installed in the free surface water channel
at the INSA of Strasbourg aiming for an experimental study of the main structural
parameters of the system and its influence on the performance of the turbine.
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Fig. 4 Numerical results for the heaving position by chord length y/c and the pitching angle θ of
the flapping foil for a a baseline casewith ρs/ρ f = 15, b ρs/ρ f = 7, c ρs/ρ f = 5 and d ρs/ρ f = 3

3.1 Experimental Setup

Figure 5 presents a front view of the real device built andmounted inside the channel.
The fully passive flapping foil prototype consists of symmetric NACA0015 wing
made out of a 3D printer. A pitching shaft is mounted on its upper edge with a
sliding connection allowing the elastic axis to be accurately positioned in a wide
range on the chord line. The shaft casing is then mounted on the heaving rail through
a linear bearing carriage. Belt pulley transmission links the heaving motion to a DC
servomotor which is intended for applying a viscous friction to model the electric
generator.

During the first tests performedwith a baseline configuration, self-sustained oscil-
lations emerged under a fine adjustment of the parameters. It was observed that the
stability of the system is highly dependent on the position of the elastic axis and the
pitching stiffness, a slight change in one of them leading to a completely different
regime. At present, a sensibility study on these parameters is being performed in
order to draw the characteristic responses of the system, aiming for a validation with
the stability analysis conducted by Peng and Zhu [3] suggesting the existence of 4
different regimes.
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Fig. 5 Experimental
fully-passive flapping foil
prototype

The relatively low heaving speed described by the prototype reveals a poor har-
vesting performance for the baseline case, which reinforces the idea that a parametric
optimisation is needed.We could still try to quantify the energy harvested by the pro-
totype at this stage, that would be equal to the amount of energy dissipated by friction
at the heaving slide link.

3.2 Friction Characterisation

The forces resisting the relative motion between the linear bearing carriage slide and
the heaving rail are of two kinds: dry friction, emerging from the lateral motion of
solid surfaces in contact, and viscous friction, due to the lubrication of the bearing.

In order to quantify these friction forces, a step response identification method
has been applied. Neglecting air resistance, the heaving velocity response v(t) to a
step force FM exert by the DC servomotor is the solution of the following differential
equation:
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Fig. 6 Experimental results for the friction forces involved in the heaving motion of the prototype:
a static dry friction FS for different heaving positions y/c and b kinetic dry friction FK and viscous
friction coefficient cy for different values of step force FM

m

cy
v̇ + v = FM − FK

c
(3)

where m the heaving mass, cy the viscous friction coefficient and FK the kinetic
dry friction. Considering a stationary initial condition v0 = 0, Eq. (3) admits an
exponential solution as follows:

v(t) = FM − FK

c

(
1 − e− cy

m t
)

(4)

From this, the friction characterisation tests performed consisted of submitting
the heaving system at rest to a step force FM and measuring the heaving velocity
v(t) described by the foil while crossing the rail. An optimization method was then
applied to find the values of cy and FK that ensure the best fit between the measured
points and the exponential solution given by Eq. (4). The value of the kinetic dry
friction FK was constrained to be smaller than the maximum value of the previously
measured static dry friction FS , which is simply the minimum force required to
enable heaving motion. Results are presented in Fig. 6.

Despite a slight dispersion of the forces measured depending on the heaving
position and the direction of the motion as depicted in Fig. 6a, the average value
of about 4N for the static dry friction is quite representative. Figure 6b shows an
even smaller dispersion for the kinetic dry friction FK and the viscous coefficient
cy for the different step forces FM , with average values of about 5N and 7.5Ns/m,
respectively.

Knowing the friction forces involved in the heaving motion is essential not only to
estimate the harvesting performances of the turbine but also to improve the numerical
model of the system by correcting the viscous friction coefficient cy and eventually
adding a dry friction term −FKSgn (ẏ).
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Dry and viscous friction are also present in the pitching motion. Even if they do
not impact directly on the harvesting performances of the system, they are a key
parameter for the self-sustained oscillations regime to be achieved. According to
[4], the pitching dry friction must not exceed 40% of the viscous friction, otherwise
the system becomes stable and no limit-cycle oscillations will emerge out of it. For
this reason, a similar test campaign has been conducted in order to characterise the
friction forces involved in the pitching motion of the prototype, preliminary results
suggesting a kinetic dry friction moment MK = 3.94 × 10−2 Nm and a viscous
friction coefficient cz = 2.53 × 10−3 Nms/rad.

4 Conclusions and Perspectives

The fully-passive flapping foil hydrokinetic turbine is a novel promising concept
which tends to be a suitable solution for harvesting low current shallow waters,
extending the exploitable hydroelectric potential and improving the share of renew-
ables in electricity. Since the idea was first raised, many theoretical and numerical
studies have been conducted with the aim of better understanding the feasibility of
such a hydrokinetic harvester. The present work brings considerable contributions
on this matter, notably in terms of the strongly coupled FSI solver and the design of
a reduced-scale prototype.

Through the implementation of an implicit solver for the foil motion, along with
multiple exchanges between the fluid and solid solvers and relaxation of the acceler-
ation in the subiterations, the numerical FSI model is capable of simulating systems
with strong fluid-structure interactions. Numerical results issued by this model have
guided the design of a fully-passive flapping foil prototype, the first to the knowledge
of the authors. The first experimental tests provided evidence of self-sustained oscil-
lations in a harvest regime, despite the high amount of dry friction present in both
heaving and pitching motions. At present, a control technique is being developed
to allow a real-time compensation of not only friction forces but also inertia and
stiffness, which will enable a parametric experimental study of the system aiming to
maximise its harvesting performance.
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Machine Learning of Dynamics
with Applications to Flow Control
and Aerodynamic Optimization

Steven L. Brunton

Abstract The optimization and control of fluid systems, such as a wing in a high-
speed flow, is a central challenge in modern engineering. Turbulent fluids are char-
acterized by high-dimensionality, strong nonlinearity, multiscale physics, and short
time scales, all of which confound feedback flow control. One of the primary chal-
lenges for effective turbulence control is associated with the computational complex-
ity and latency required to make a control decision, which may introduce unaccept-
able time-delays anddestroy robust performance. Similarly, optimizationmay require
several iterations involving experimental or high-performance computing resources,
for example to modify the shape of an airfoil for beneficial lift and drag properties.
Thus, considerable effort has gone into developing efficient reduced-order models
that capture only themost relevant flow features needed tomanipulate and control the
system [6]. Increasingly, data-driven methods and machine learning are dominating
the reduced-ordermodeling, optimization, and control landscapes. In this paper, lead-
ing and emergingmethods are discussed and compared in the context of the optimiza-
tion and control of fluids. A number of dichotomies will be explored, including the
low-data and large-data limits, the challenges of combinatorially large search spaces,
and the derivation of parsimonious model descriptions of dominant fluid behaviors.

Keywords Machine learning · Dynamical systems · Nonlinear dynamics ·
System identification · Flow control

1 Introduction

Reduced order models that capture essential flow physics are necessary for the over-
arching goals of optimization and flow control. Working flows are at the heart of
several trillion dollar industries, e.g., security, energy, transportation, health, and
there is a tremendous potential to benefit from improved optimization and control
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Fig. 1 In the standard
control framework machine
learning may be used (1) to
develop a model of the
system, (2) to learn a
controller, or (3) to identify
effective sensors and
actuators
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algorithms. However, fluids are governed by nonlinear physics and exhibit multi-
scale behavior that require expensive high-dimensional representations; these many
degrees of freedom make optimization and control particularly challenging. For-
tunately, machine learning encompasses a rapidly growing set of techniques for
high-dimensional nonlinear optimization that leverages the increasing wealth of data
available in nearly every field. The field of fluid dynamics, in particular, is generating
unprecedented amounts of data due to advances in computational fluid dynamics and
experiments, along with cheaper computers and storage. Thus, machine learning is
currently redefining what is possible in the modeling, optimization, and control of
complex systems in fluid dynamics. This review will explore a handful of the many
data-driven techniques to model fluids for optimization and control. In particular, we
will explore how machine learning is being used to develop reduced order models
for optimization and control. In addition, machine learning is being used to directly
learn effective controllers, bypassing the modeling step. More extensive reviews of
flow control and modal analysis may be found in [6, 59]. An overview of some of
the potential uses of machine learning for modeling and control are shown in Fig. 1.

1.1 The Big Data and Small Data Limits

Fluid dynamics is one of the original “big-data” sciences, consistently pushing the
frontiers of computation, storage, and data-processing algorithms for decades [47].
Fluid simulations and experiments often generate tremendous amounts of data,which
is necessary to capture the multi-scale nature of turbulence. Ironically, because of the
expense and complexity of these simulations and experiments, it is often challenging
to explore parameter spaces for optimization and control, resulting in very limited
samples for parametric studies. It is critical to recognize these two extremes, as there
are various techniques in machine learning that are tailored to both the big-data and
small-data limits.
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1.2 Combinatorially Large Optimizations

Many practical problems of interest may result in combinatorially hard optimizations
that do not scale well to large systems. For example, the optimal placement of a
few sensors and actuators is combinatorially hard, as it would require trying every
combination to determine the best placement [34]. However, emerging techniques
in sparse optimization are systematically making broad classes of combinatorial
problems tractable.

1.3 Parsimonious Models and Physics

Many of the impressive demonstrations of machine learning have been demonstrated
on static tasks, such as image or scene labeling. In these applications, raw classifica-
tion performance is generally the highest priority. However, when applying machine
learning to physical systems, it is often desirable to havemodels that are interpretable
and that generalize, such as Newton’s laws of motion. Thus, it is essential to extend
machine learning techniques to be able to enforce known constraints, symmetries,
and conservation laws. There is also an increasing emphasis on parsimoniousmodels
for physics, relying on the ubiquitous observation that the simplest model is often
the correct one.

2 Machine Learning for Flow Modeling and Discovery

Model reduction and system identification arewell-establishedfields ofmathematical
physics and engineering,with longhistories influiddynamics.Reduced-ordermodels
have long been used to accelerate optimization and enable low-latency control, and
this is especially important in fluid systems where the dynamics are particularly
high-dimensional and timescales may be quite short. Machine learning and modern
methods in regression and optimization are currently re-defining the scope of what is
possible inmodel discovery andmodeling of fluids.Here,wewill explore a handful of
promising approaches to model dynamical systems from data, such as fluid systems.

2.1 Linear Models

Linear models are by far the most simple to work with, because of the wealth of ana-
lytic and closed-form solutions for linear optimization and control problems. Thus,
linear modeling of fluid flows is an important field of research, despite the inherent
strong nonlinearity of many flows. The dynamic mode decomposition (DMD) [24,
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52, 55, 64] is a particularly useful linear modeling framework, in which it is possible
to identify dominant spatio-temporal coherent structures and a linear model for how
they evolve in time. The DMDmodes are physically interpretable, and the low-order
model is efficient to work with. Because DMD is framed as a linear regression, there
have been many innovations and extensions [50, 69]. DMD also benefits from a
strong connection to nonlinear dynamical systems via the Koopman operator [36,
37, 52].

2.2 Sparse and Parsimonious Models

In many situations, the behavior of a flow is fundamentally nonlinear and must
be modeled accordingly. Recently, the sparse identification of nonlinear dynamics
(SINDy) [7] has provided an interpretable and data-driven technique to obtain differ-
ential equation models for nonlinear systems, including fluids [32, 33]. The SINDy
framework uses sparse regression in a library of candidate nonlinear functions to
identify the fewest terms in an ODE that are required to explain the data, resulting
in a parsimonious model with a handful of physically relevant interaction terms.
It has been shown that these models have increased flexibility and may provide
more accurate predictions than standard Galerkin projection. In addition, it is possi-
ble to directly enforce known constraints and symmetries [32], as SINDy models are
based on an iteratively thresholded least-squares regression scheme. Recent work has
shown that SINDy models may be identified directly on physically realizable sensor
measurements [33], such as lift and drag, which has the potential to overcome the
well-known issue of mode deformation that challenges traditional Galerkin projec-
tion onto proper orthogonal decomposition modes. SINDy has since been extended
to identify PDE models [53, 54], and is able to identify the Navier-Stokes equations
from data [53].

In addition to SINDy, there are many other powerful nonlinear modeling tech-
niques, such as NARMAX [4, 17, 57, 70]. Other leading methods include the use of
Gaussian process priors to inferODEs fromnoisy data [51]. In addition, the viewpoint
of parsimony was taken earlier in the seminal work of Bongard and Lipson [5] and
Schmidt and Lipson [56], where genetic programming was used to identify models
of physical systems.

2.3 Neural Networks

Recently, neural networks and deep learning have demonstrated remarkable perfor-
mance on some of the most challenging machine learning tasks where large labeled
training datasets are available. Neural networks are essentially very sophisticated
curve-fitting techniques that leverage a wealth of historical data for interpolation.
They are generally not effective for extrapolation, but with increasingly vast datasets,
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it may be possible to obtain training data that sufficiently spans the space of possible
future measurements.

Neural networks have long been used in fluid modeling [21, 26–28, 38, 48, 65],
and larger datasets and more powerful computers are driving renewed interest. In
particular, deep learning has been recently leveraged to great advantage for turbulence
closure models [25, 29–31, 35, 45, 58, 62, 63, 66–68]. This is one of the grand
challenge problems in turbulence, and it is increasingly likely that machine learning
will dramatically improve our ability to develop sub-grid-scale models.

2.4 Other Emerging Approaches

There are many other leading approaches that are leveraging modern data science for
flow modeling towards optimization and control. Network theory has recently been
introduced to model fluids [40, 41, 60], based on powerful techniques developed
in graph theory and network science. Cluster-based methods have also been used
for reduced order modeling [2, 19], based on powerful clustering algorithms from
machine learning.

3 Machine Learning for Optimization and Control

In addition to developing models that may then be used for optimization and con-
trol, it is possible to use machine learning directly to optimize and control without
a proxy model. For example, early applications of genetic algorithms in flow con-
trol involved parameter optimization in open-loop control [39], wake control and
drag reduction [14], turbulent channel control [22], and drag reduction of linked
bodies [16], to name a few key applications. More recently, genetic programming
has been used to design nonlinear controllers for fully turbulent systems, including
boundary layers, mixing layers, and jets [6, 11].

Directly using machine learning to design controllers is appealing, as painstak-
ingly identified reduced-order fluid models may change after control is applied.
Instead, directly parameterizing and exploring the control space may result in effec-
tive control laws, regardless of our ability tomodel the resulting phenomena. It is also
important to note that control design is often formulated by an optimization problem
that is constrained by the dynamics or physics of the system. Thus, machine learning,
which constitutes a collection of powerful nonlinear optimization techniques based
on data, is well positioned to advance nonlinear flow control.
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3.1 Optimization

Optimization is generally an iterative procedure, and for fluid systems it is often
desirable to minimize the number of iterations, as these typically require expensive
simulations or experiments. Evolutionary algorithms have long been used in fluid
dynamics for optimization, as they provide an effective method to explore a high-
dimensional search space [8, 14, 16, 23]. Early efforts used evolutionary algorithms
for parameter optimization in open-loop control [39]. This approach was applied to
jet mixing [23], wake control and drag reduction [14, 49], optimization of noisy com-
bustion processes [8], and drag reduction of linked bodies [16]. This methodwas also
applied in a combustion experiment to tune the parameters of H∞ controllers [18].

3.2 Control

Machine learning control based on genetic programming [11] has recently emerged
as a technique to control strongly nonlinear experimental flows [6, 10, 13, 15,
43, 44]. Genetic programming is an optimization procedure inspired by biological
evolution, where the structure of a function is determined using genetic operations
that imitate biological replication, mutation, and cross-over. Genetic programming
control has been used effectively to manipulate macroscopic quantities of interest,
such as drag, lift, and mixing in a wealth of experiments, including a generalized
mean-field model [12], the mixing layer with pulsed actuation jets on the splitter
plate [44], the backward facing step controlled by a slotted jet [13, 15], and and a
turbulent separated boundary layer [13].

There are many other machine learning control strategies, including neural net-
works and reinforcement learning.Neural networks have long been used, for example
in opposition control [27]. In addition, reinforcement learning has been used for flow
control [46] and flight control of UAVs [1, 3, 9, 20, 42, 61].
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Effect of Frozen Turbulence Assumption
on the Local Blades Vibration
on the Choke Flutter Instability
in Transonic UHBR Fan
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Abstract The choke flutter can lead to the failure of fan or compressor blade in
turbojet engines. Choke flutter appears when a strong shock-wave chokes the blade
to blade channel. In UHBR fan, choke flutter appears at part speed regimes and
at low or negative incidence. In this paper, the choke flutter instability is analyzed
based on the resolution of time-Linearised Reynolds-Averaged Navier-Stokes on a
2D blade to blade extraction of an Ultra High Bypass Ratio (UHBR) fan named
ECL5v1. An analytical motion of rotation of the airfoil around its leading edge,
without the deformation of the blade surface is imposed to a typical choke flutter
fan operating condition. For a selected Inter Blade Phase Angle (90◦) and selected
reduced frequency (0.15), choke flutter instability happens. The blade vibration is
decomposed in a large set of subsection to determine the main local flutter sources.
This paper aims to analyze the effect of the turbulence modelling on the position of
the main local flutter sources and on the work exchange along the blade. Two cases
are considered, with the frozen turbulence assumption or with the linearization of
the turbulence model. The results locate the main local flutter sources at the same
position, with the same work exchange direction but with a modulation of the work
exchangemagnitude.Amplification or restriction of themagnitude seems to be linked
to the steady flow phenomena around both the excitation source and the receptor.
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1 Introduction

The choke flutter can lead to the failure of fan or compressor blade in turbojet engines.
Choke flutter appears when a strong shock-wave chokes the blade to blade channel.
In UHBR fan, choke flutter appears at part speed regimes (typically 80 Nn) and at
low or negative incidence (high mass flow, low total pressure ratio). The steady flow
is subsonic upstream and downstream of the blade row and supersonic in the blade
to blade channel. A strong shock-wave chokes the channel from the suction side to
the pressure side.

This paper is the continuity of previous works on a specific case of UHBR fan
named ECL5v1. The choke flutter instability is analyzed based on the resolution of
time-LinearisedReynolds-AveragedNavier-Stokes on a 2Dblade to blade extraction.
An analytical motion of rotation of the airfoil around its leading edge, without the
deformation of the blade surface (i.e. a rigid body motion), is imposed to a typical
choke flutter fan operating condition. For a selected Inter Blade Phase Angle (IBPA
= 90◦) and selected reduced frequency (0.15), choke flutter instability happens [4].
In [1], for the same test-case, the blade vibration is decomposed in a large set of
subsection to determine themain local flutter sources. The analysis reveals few zones
of important work exchange. The exchange induce by the motion of two side by side
small zones near the trailing edge on the pressure side lead the overall stability. The
direction of the work exchange is different for each zone depending on the phase.
The suspected phenomenon, the same in both cases, is the amplification of backward
pressure waves at the shock wave. Another couple of sources located on each side of
the shock-wave on the suction side has a significant contribution to the overall work
exchange. Vibration of these points induce a supplementary motion of the separation
bubble and the shock wave.

In the previous works the k-ω turbulence model is Linearised, the main goal of
this paper is to apply the same methodology on a set of calculation with the frozen
turbulence assumption and compare these results and the results obtain without this
assumption.

2 Numerical Methods

2.1 Steady RANS Solver

The compressible RANS solver Turb’Flow is used in this work to compute the 2D
steady flow in a 90% height blade to blade channel. This solver relies on vertex
centred finite volume method on multi-block structured grids [8].

Convective fluxes are obtained through upwind scheme of Roe [6] with Mono-
tonic Upstream-centred Scheme for Conservative Laws (MUSCL) interpolation of
third order [9]. The interpolation order is reduced in strong gradient zones accord-
ing to Harmonic Cubic Upwind Interpolation (H-CUI) limiter. Diffusive fluxes are
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obtained through central interpolation of conservative variables. The pseudo time
discretisation relies on backward Euler with CFL = 20 and local time step to speed
up the convergence. The linear problem arising from the implicit method is solved
through GMRES iterative method [7].

The flow is considered fully turbulent and the k-ω turbulence model of Wilcox
[11] has been used. At the wall ω value is extrapolated to be assumed infinite.

2.2 Time-Linearised URANS Solver

The Linearised RANS (LRANS) solver Turb’Lin is used to compute the harmonic
flow around the steady state. This solver has been previously validated on transonic
separated flows [3, 5]. The solution is obtained in the frequency domain by solving
the linear system. Spatial discretisation relies on Jameson et al. [2] centred scheme
with linearised pressure sensor.

2.3 Aeroelasticity

The complex amplitude of displacement ˜δx and velocity ˜V is imposed at each node
of the blade mesh to model the blades oscillation. The steady position of the blade
is chosen as the phase origin. This yields

�(˜δx) = 0 ; �(˜V) = 0 (1)

The interblade phase angle (IBPA)σ ismodelled through quasi-periodic boundary
conditions in azimuthal direction

q̃(xb + g) = q̃(xb)e jσ (2)

where q̃ is the complex amplitude of conservative variable fluctuations, xb the domain
boundary and g the interblade pitch.

The work W extracted by the flow from the structure is written according to the
convention of Verdon [10].

W =
T

∫

0

[−˜Ps(x, t) ∗ S(x, t)
]t · ˜V(x, t)dt (3)

where ˜Ps is the instantaneous static pressure, S the vector associated to the instanta-
neous surface, oriented towards the structure, and˜V the instantaneous velocity vector
associated to the blade displacement.
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In frequency domain, neglecting second order terms, the only contribution to the
unsteady work is, for a rigid body motion,

�( 1
˜Ps) S · �( 1

˜V) (4)

where 1
˜Ps and 1

˜V are the complex amplitude of first harmonic of static pressure
and velocity vector, respectively. Thus only the real part of fluctuating static pressure
contributes to the stability of the fluid-structure interaction.

The damping coefficient is then obtained by the integral of the extracted work
normalized by the maximal vibrating kinetic energy along the blade surface

ζ = 1

4π

∫ ∫

�
Wd�

U (5)

where � is the fluid-structure contact interface and U the maximal vibrating kinetic
energy of the blade given by

U = 1

2
ρωSB (6)

where ρ is the blade material density, ω the vibration pulsation and SB the total blade
surface.

Superposition principle induced by the linearisation of RANS equation leads to
the equality between the unsteady flow generated by the vibration of the whole
blade and the vibration of each surface mesh node. The blade vibration can thus be
decomposed in an arbitrary number of zones N and the global damping coefficient
can be computed by the sum of the damping coefficient associated to each vibration.
Formally,

ζ =
N

∑

i

ζi ; ζi = 1

4πU
∫ ∫

�

�( 1
˜Psi ) S · �( 1

˜V)d� (7)

where ˜Psi represents the pressure fluctuations generated by the motion of zone
i . To avoid even-odd decoupling, the blade is decomposed into pairs of adjacent
mesh nodes. Each computation consists in the vibration of two adjacent nodes: first
calculation is computed with the motion of the first and second mesh nodes, next
calculation by the motion of the third and fourth nodes, etc. The equality of the
global damping coefficient, and its repartition along the chord, for the entire blade
vibration and the result of the sum of the motion of each node has been checked. This
decomposition strategy has some subtleties: the distance between adjacent nodes is
not constant, to compare the contribution of each nodes association the extractedwork
need to be normalized by the length between the two points. The set of calculations
includes 828 L-URANS calculations (half with the calculated turbulence in 424
positions and half with the frozen turbulence assumption at the same positions). All
these calculations are based on the same 2D steady state calculation.
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2.4 Frozen Turbulence Assumption

With the frozen turbulence assumption, the turbulence variables are fixed in time at
their steady values, this assumption means that the characteristic time of the turbu-
lence evolution is very slow comparatively to the blade vibration characteristic time
(here 300 Hz). In opposition, without the frozen turbulence assumption, the turbu-
lence model is also Linearised and turbulence variables are calculated in each time
step. Physically, that corresponds to consider that the turbulence reacts without delay
to the fluctuation of the flow. In previous papers, because of the separated flows the
turbulence model has linearised [1, 3, 5].

3 Studied Configuration

3.1 UHBR Fan

The chosen test case is the Ultra High Bypass Ratio (UHBR) fan ECL5v1. The
ECL5 design goals are to generate selected aeroelastic and aerodynamic instabilities,
including the choke flutter at part-speed regime, remaining representative of future
transonic UHBR fan. The operating range of the ECL5v1 fan, issues from numerical
simulations, is plotted in Fig. 1 for three different rotational speeds (nominal speed
Nn = 10 450 rpm).

The energetic method allows to decompose 3D blade in a sum of 2D airfoils. Most
of the extracted work is generated close to the tip due to high levels of both blade
velocity and pressure fluctuations. Therefore a 2D blade to blade channel mesh has
been extracted at 90% of ECL5v1 height to run the aeroelastic study. At this height
the blade surface shows thin, highly staggered blades with low camber, which is
typical of transonic fan tip airfoils.

Fig. 1 Left: operating range of ECL5v1—choked operating point in blue. Right: steady relative
Mach number for choked flow
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Chokeflutter is associatedwith negative incidence and strong shock-wave choking
the interblade channel. It appears for part-speed regime, typically around 80% of the
nominal rotational speed. For the aeroelastic study, the operating point showing the
highest massflow on 0,8 Nn speed characteristic line is thus chosen (in blue in Fig. 1).

3.2 Steady Flow

Themesh used for both steady and unsteady computations has been obtained through
a convergence study. It consists in 106 007 points with y+ < 1 for the first layer
of cells close to the blade surface. Total pressure, total temperature and azimuthal
velocity are imposed at the upstream boundary and the static pressure at downstream
boundary. The boundary conditions of the 2D-steady flow calculation are set to
preserve the shock-wave position from the 3D calculation. The steady relative Mach
number associated with the choked flow is plotted in Fig. 1.

Looking at the leading edge zone, negative incidence can be seen as well as a
supersonic region choking the interblade channel and terminated by a strong shock-
wave. On the pressure side, the maximal Mach number is 1.23 and the boundary
layer is attached to the blade downstream of the shock-wave. On the suction side,
the Mach number reaches 1.32 which leads to the separation of the boundary layer
downstream of the shock-wave. The separation is closed and the reattachment point
is located 8.3% of chord downstream of the separation point.

3.3 Modeshape

In this study, the chosen mode shape consists in a rotation of the airfoil around its
leading edge without the deformation of the blade surface (i.e. a rigid body motion).
This mode shape is representative of the first 3D torsion mode of the blade where
the transonic flutter is observed. Motion of adjacent blades can present a phase shift
called interblade phase angle or IBPA (frequency and mode shape remain identical
between blades). The IBPA is by convention positive when the wave propagates in
the same direction as the rotor speed and negative otherwise. The reduced frequency,
for turbomachinery aeroelastic study, represents the ratio between the time of flight
of a fluid particle along the chord and the time of a vibration period. In this work
based on previous study, the IBPA is set at 90◦ and the reduced frequency is low at
0.15. The damping coefficient obtained is negative. In the paper convention the work
exchange is from the blade to the fluid so this case presents a choke flutter instability.

A sketch of three adjacent blades position during the vibration cycle is plotted
in Fig. 2. For each blade, colours correspond to different instants (−T/4, 0, T/4).
Vibration amplitude and interblade distant are modified for illustration purpose. The
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Fig. 2 Sketch of the
vibration of three adjacent
blades at three different
instants, airfoil colours show
the different instants: −T/4,
0, T/4. Vibration amplitude
and interblade distant are
modified for illustration
purpose

effective solidity (spacing/chord ratio) is 1.37. The out of phase blades vibration
induces different passage section for adjacent interblade channels (see the same
instant for the two channels in Fig. 2). This area fluctuation leads to strong velocity
fluctuations.

4 Effect of Frozen Turbulence Assumption

4.1 Effect on the Total Damping Coefficient

The total damping coefficient ζ (calculate with Eq. 5) is negative, which corresponds
to the blade vibration amplification (flutter case), independently of the frozen turbu-
lence assumption use. The damping coefficient magnitude is smaller, but in the same
order of magnitude, for the frozen turbulence case. The damping coefficient differ-
ence between both cases is similar to the difference when another turbulence model
is Chosen. In this sense the frozen turbulence assumption has a restricted effect on
the prediction of the damping coefficient.

The work exchange, normalized by the maximal vibrating kinetic energy and
element surface, along the chord is plotted in Fig. 3 for the calculated turbulence
case (blue line) and for the frozen turbulence case (dashed red). The smaller damping
coefficient for the frozen turbulence case is induced by a smaller work exchange
downstream to the shock-wave. The work exchange reduction is more important
on the suction side in particular in the flow separation bubble zone. This result
suggests that the effect of the frozen turbulence assumption is concentrated on the
flow separation bubble that is consistent with the importance of viscous effects in this
type of secondary flow. The flow downstream the shock wave is indirectly impacted
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Fig. 3 Extracted normalized
work along blade chord for
calculated or frozen
turbulence (leading edge at
x/xc = 0, pressure side: x/xc
< 0, suction side: x/xc > 0).
Separation, reattachment,
sonic line and shock-wave
positions are represented by
vertical lines labeled S, R, M
= 1 and SW respectively

by the effect on the flow separation bubble and the flow upstream is not affected,
protected by the strong shock-wave which chokes the interblade channel.

4.2 Effect on Main Flutter Source

To determine the main flutter sources, the sum of the work along the chord is per-
formed for the individual motion of each point. Results for both sets of calculations
are represented in Fig. 4, the case with calculated turbulence on the left and with
the frozen turbulence assumption in the middle. The right side of Fig. 4 shows the
enlargement of the trailing edge in both cases. The colours correspond to the work
around the airfoil for the motion of the segment at this position. Here, the work is
normalized by the length of the moving segment to determine main flutter sources
without the effect of the segment length. Colour scale has been restricted for presen-
tation purpose due to local high values near the trailing edge. In Fig. 4, the supersonic
zone is delimited by black lines and the position of the separation point and reattach-
ment point are reported by (S) and (R) respectively.

The global repartition pattern of the flutter sources is similar between both sets of
calculations: the overall stability is induced by few localized excitation sources with
high intensity near the trailing edge. The stabilizing or destabilizing aspect of main
local sources have the same direction in both cases. Four particular zones have been
selected because of their high contribution to stability in a restricted area. In addition
to having the same stabilizing or destabilizing behaviour, main flutter sources with
or without calculated turbulence have the same size. These zones are listed in Table
1 and reported in Fig. 4 with a reference letter (A,B,C,D).

In both set of calculations zones are the same. The A-zone is located on the
pressure side near (but not at) the trailing edge. The vibration of this small zone,
less than 0.1% of the total airfoil length, induces the largest part of the negative
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Fig. 4 Normalized work on the airfoil, sonic line is in black, (S) and (R) are respectively separation
and reattachment points, selected zones are referred by A, B, C, D. Left airfoil represents results
for calculated turbulence, middle figure for frozen turbulence assumption and the trailing edge
enlargement at right

Table 1 Selected region name, work (−:destabilizing, +:stabilizing) for calculated and frozen
turbulence, the percentage in bracket is the work contribution induce by the segment motion in the
destabilizing part of the work (or stabilizing case dependent) and the zone length versus the airfoil
length

Zone name Calculated W/U .10−3 Frozen W/U .10−3 Zone length (% of
chord)

A − 11.5 (56%) − 7.9 (44%) 0.1

B + 8.5 (44%) + 5.7 (32%) 5

C − 3.6 (17%) − 6.1 (34%) 4

D + 3.1 (16%) + 6.1 (34%) 2

Airfoil − 1.4 − 0.3

Sum W/U< 0 − 20.6 − 18

Sum W/U> 0 + 19.2 + 17.7

(destabilizing) work. The vibration of the zone just upstream the A-zone on the
pressure side (B-zone) induces a large part of the positive (stabilizing) work. Even
if B-zone is larger than the A-zone, it is small (4.2% of the total airfoil length).
The stabilizing work induced by the motion of the B-zone cannot compensate for
the large amount of destabilizing work induced by the motion of the A-zone : the
cumulative work of A and B-zones is negative (destabilizing). On the suction side,
most of the contribution on the stability is again induced by the motion of points
located near the trailing edge. The C-zone is just upstream the shock-wave and the
D-zone downstream. D-zone corresponds to the flow separation bubble (between the
separation and the reattachment point). The separation point is the border between C
and D zones and corresponds to an inversion of the work exchange. C zone induces
negative (destabilizing) work instead of D-zone that induces positive (stabilizing)
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work. The proportion to the contribution to the stabilizing work and the destabilizing
work induced by both zones are similar.

The frozen turbulence assumption impact magnitude of all flutter sources but
in different ways. The frozen turbulence assumption tends to predict smaller work
exchange for zones A and B and larger work exchange for zones C and D. For
example, the contributions of zone C on the total destabilizing work is twice when
frozen turbulence assumption is used (from 17 to 34%). The same effect can be
observed for zone D and in the same time contributions of zones A and B decrease.
Despite that, the pressure side flutter sources always lead the global stability. The
balance between zone A and B is smaller when using frozen turbulence assumption
but always negative (destabilizing) and larger than other sources. In comparison, the
couple zone C and zone D tend to cancel their effect mutually in both cases. Due to
this result, the next analysis is focused on the work exchange induced by the motion
of a point of A and B zone only.

4.3 Effect on the Stability Induced by Pressure Side Zones

Figure 5 presents the extracted work along the blade chord for the motion of the
most destabilizing point from A-zone (in red) and for the motion of the most sta-
bilizing point from B-zone (in green). Solid line and dashed lines represent results

Fig. 5 Normalised extracted work along blade chord produced by the motion of a point in zone
A and B (leading edge at x/xc = 0, pressure side: x/xc < 0, suction side: x/xc > 0). Separation,
reattachment, sonic line and shock-wave positions are represented by vertical lines noted S, R, M
= 1 and SW respectively. Solid and dashed line for calculated and frozen turbulence respectively
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Fig. 6 Pressure fluctuation modulus induces by the motion of the most destabilizing point in A-
zone. Calculated and frozen turbulence respectively at left and right

for calculated turbulence and frozen turbulence cases respectively. The two selected
points are close together and on the pressure side downstream the shock-wave near
the trailing edge. As is postulated in [1], backward pressure waves generated by
the motion of a point in zone A or B travel upstream in the blade to blade chan-
nel up to the shock-wave. When the backward pressure waves reach the shock-wave
their amplitude increased. The amplification of the pressure fluctuation induces more
work exchange. Results for frozen turbulence assumption shows a more stabilizing
behaviour downstream the shock-wave in particular in the flow separation bubble.

The pressure fluctuation modulus for the motion of a point in zone A with or
without frozen turbulence assumption is presented in Fig. 6 (the pressure fluctuation
modulus for a point in zone B has the same pattern with a smaller amplitude). At the
excitation source, the pressure fluctuation produced by the motion of the segment
is larger with the frozen turbulence assumption, but as shown in Fig. 6, pressure
fluctuation is smaller in the neighbourhood of the source. The frozen turbulence
tends to reduce the propagation of the pressure waves. Also, the frozen turbulence
reduces the interaction of the pressurewavewith the flow separation bubble and leads
to smaller pressure fluctuations in this region. This observation tends to confirm
the hypothesis that the higher pressure fluctuation gradient on the suction side is
explained by the interaction with the flow separation bubble as formulated in [1].
The frozen turbulence assumption seems to lead to smaller pressure fluctuations
where viscous effects are important.

The direction of the work exchange seems to be linked to the phase of the exci-
tation source. The phase mapping of the motion of a point in A zone (destabilizing)
and in B zones (stabilizing) have similar pattern but with a 180◦ phase shift. The
frozen turbulence assumption has no effect on the phase shift. The representation
of turbulence plays here a minor part. The direction of the work exchange is not
sensitive to the viscous effect and the mechanism of amplification of the pressure
wave at the shock-wave appears mainly like a potential effect.
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Fig. 7 Squared normalized turbulent kinetic energy fluctuation modulus induces by the motion
of the most destabilizing point in A-zone for calculated turbulence at left. Normalized velocity
fluctuation modulus induces by the same point for calculated and frozen turbulence respectively in
the middle and at right. Black lines represent the steady shock-wave

In Fig. 7 the square root of the turbulent kinetic energy fluctuation modulus and
the velocity fluctuation modulus, both normalized by the averaged velocity norm,
are represented. The map of the turbulent kinetic energy fluctuation modulus is not
represented for the frozen turbulence, as by definition this one is null everywhere.
Due to the small displacement assumption in the Linearised calculation, the fluc-
tuation values don’t correspond to the real fluctuation but are scaled for a unitary
displacement.

As shown in Fig. 7, the velocity fluctuation is more prominent at the shock-
wave and in the flow separation bubble in both cases. The velocity fluctuation at
the shock wave is relatively similar with or without frozen turbulence assumption.
Contrary to inside and near the flow separation bubble, the velocity fluctuation is
more important and more uniform in the case of the frozen turbulence. At the same
positions, the turbulent kinetic energy fluctuates when the turbulence is not frozen.
In the case of the frozen turbulence assumption, the fluctuation of the total energy
can only be redirected to the term of pressure fluctuation and velocity fluctuation. In
the case of the calculated turbulence, the term of the turbulence can absorb a part of
the energy fluctuation. Therefore the turbulence (when calculated at each time) acts
like a damper in the boundary layer and limit the velocity fluctuation. Even if the
turbulence fluctuation is three orders of magnitude smaller than velocity fluctuation
they have a non-negligible effect on the work exchange induced by the vibration of
the A-zone.

5 Conclusions

The choke flutter in an Ultra High Bypass Ratio fan is analyzed using a time-
Linearised Reynolds-Averaged Navier-Stokes equation solver on a 2D blade to blade
extraction at 90% height. Two cases for the k-ω turbulence model are considered:
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with the turbulence quantities calculated at each time step or using the frozen tur-
bulence assumption. A vibrating decomposition method based on the superposition
principle is performed on each surface mesh node to identify the main sources of the
work exchange between the flow and the blade.

In both cases, with and without frozen turbulence assumption, the damping coef-
ficient and the position of most intense destabilizing sources and stabilizing sources
are similar. The overall stability is leading by two couples of stabilizing/destabilizing
sources. The first couple is downstream of the shock-wave near the trailing edge on
pressure side. The vibration of this zone induces backward travelling pressure waves,
which propagates upstream up to the shock-wave. The next couple is on the suction
side in the neighborhood of the interaction between the shock-wave and the flow sep-
aration. The destabilizing source is just upstream the shock-wave and the stabilizing
source correspond to the flow separation bubble. For both couples of sources, the
stability direction is linked to the phase, stabilizing sources and destabilizing sources
have a phase shift of 180◦.

The frozen turbulence assumption plays on the amplitude of these two couples of
sources. With the frozen turbulence assumption, the main source on the pressure side
has a smaller work exchange and, in opposition, the work exchange is more intense
for the main source on the suction side. The frozen turbulence has more effect where
the viscous effects are important in the flow dynamics (i.e. in the flow separation
bubble). Analysis of turbulent kinetic energy fluctuations and velocity fluctuations
of the most destabilizing zone (A-zone) reveals that the turbulence acts like a damper
in the boundary layer and limits the velocity fluctuationwhen turbulence is calculated
at each time step. The small proportion of total energy absorbed by the turbulence
has a non-negligible impact on the work exchange. This test-case shows an example
of the importance to calculate the turbulence at each time step, in particular when
flow phenomena are driven by viscous effects.

References

1. Duquesne, P., Rendu, Q., Ferrand, P., Aubertm, S.: Local contribution of blades vibration on
the choke flutter instability in transonic UHBR fan. In: 53rd 3AF International Conference on
Applied Aerodynamics. Salon de Provence, France (2018)

2. Jameson, A., Schmidt, W., Turkel, E.: Numerical solution of the Euler equations by finite vol-
ume methods using Runge Kutta time stepping schemes. In: 14th Fluid and Plasma Dynamics
Conference. American Institute of Aeronautics and Astronautics, Palo Alto (1981)

3. Philit,M., Ferrand, P., Labit, S., Chassaing, J.-C., Aubert, S., Fransson, T.: Derivated turbulence
model to predict harmonic loads in transonic separated flows over a bump. In: 28th International
Congress of Aeronautical Sciences. Brisbane, Australia (2012)

4. Rendu, Q., Aubert, S., Ferrand, P.: Influence of reduced frequency on choke flutter instability
in transonic UHBR fan. In: International Forum on Aeroelasticity and Structural Dynamics,
Como, Italy (2017)

5. Rendu, Q., Philit, M., Labit, S., Chassaing, J.-C., Yannick, R., Aubert, S., Ferrand, P.: Time-
linearized and harmonic balance Navier-Stokes computations of a transonic flow over an oscil-
lating bump. In: 11th International Symposium onUnsteadyAerodynamics, Aeroacoustics and
Aeroelasticity of Turbomachines. Stockholm, Sweden (2015)



352 P. Duquesne et al.

6. Roe, P.L.: Approximate Riemann solvers, parameter vectors, and difference schemes. J. Com-
put. Phys. 43(2), 357–372 (1981)

7. Saad, Y., Schultz, M.: GMRES: A generalized minimal residual algorithm for solving non-
symmetric linear systems. SIAM J. Sci. Stat. Comput. 7(3), 856–869 (1986)

8. Smati, L., Aubert, S., Ferrand, P., Massão, F.: Comparison of numerical schemes to investigate
blade flutter. In: Unsteady Aerodynamics and Aeroelasticity of Turbomachines, pp. 749–763.
Springer, Dordrecht (1998)

9. Van Leer, B.: Towards the ultimate conservative difference scheme. V. A second-order sequel
to Godunov’s method. J. Comput. Phys. 32(1), 101–136 (1979)

10. Verdon, J.: Linearized unsteady aerodynamic theory. In: AGARD Manuel on Aeroelasticity
in Axial-Flow Turbomachines, Vol. 1. Unsteady Turbomachinery Aerodynamics. Advisory
Group for Aerospace Research and Development, Neuilly-sur-Seine (France) (1987)

11. Wilcox,D.C.: Reassessment of the scale-determining equation for advanced turbulencemodels.
AIAA J. 26(11), 1299–1310 (1988)



Numerical and Experimental
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Airfoil Designed for Space Launcher
Applications
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Abstract The capability to reuse space launchers for newmissions requires to better
understand flowphenomena in the transonic regime, such as buffet, and its interaction
with the structure. Indeed, the mechanical integrity of the launcher can be compro-
mised by shock/boundary layer interactions, that induce lateral forces responsible
for plunging and pitching moments. This work reports some numerical and experi-
mental investigations about the aerodynamic and aero-elastic behavior of a diamond
airfoil, designed for microsatellite-dedicated launchers, with a particular interest for
the fluid/structure interaction during buffeting. Experiments have been conducted,
based on Schlieren visualizations, and comparedwith numerical predictions obtained
with unsteady RANS and Large-Eddy Simulation. Finally, the effect of buffeting on
the composite aileron is studied by solving the equation of the dynamics, showing that
the aerodynamic response of the airfoil tends to damp the structural displacement,
and thus limit the effect of buffeting.
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1 Introduction

Microsatellite-dedicated launchers, for which payload is lower than 50 kg, are of
paramount importance for future space missions. Among the difficulties encoun-
tered for the design of such launchers, the aero-elastic behavior of the ailerons in
transonic regimes still remains nowadays partly unknown. Such ailerons are origi-
nally designed to provide stability to the launcher, especially when lateral winds are
experienced. The PERSEUS’ project (French acronym for Academic and Scientific
European Student project for Space research) is an initiative of CNES, the French
Space Agency, to promote the emergence of innovative technical solutions for space
launchers. The present work takes place in the frame of the development of SERA
(Supersonic Experimental Rocket ARES) series launchers (Fig. 1).

To improve the stability of the rocket, SERA is equipped with three ailerons,
composed of diamond airfoils made in composite material. With the objective to
increase their reliability in turbulent transonic flows, it is necessary to better under-
stand the interaction between the unsteady flow, including shock induced flows, and
the compositewalls.Moreover, such information is relevant in the context of reusable
launchers, where the number of cycles that can be accomplished by the aileron must
be accurately predicted.

It is thus necessary to predict the loads induced by the buffeting, to ensure that
structure components and subsystems possess adequate strength, stress and fatigue
margins in regard to the structural dynamic response. Buffeting is a well-known
instability, that occurs in the transonic regime. Buffet is characterized by fluctuat-
ing pressures resulting from flow-induced turbulence, flow separation, wake effects,
and shock oscillations. The interaction between the shock wave and the separated

Fig. 1 Global view of the
SERA launcher and details
of the aileron shape and
dimensions (mm)
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Fig. 2 Evolution of the
Mach number, as recorded
during a typical flight of the
SERA rocket

boundary layer causes the inception of instabilities responsible for a self-sustained
periodic motion of the shock over the surface of the airfoil. In a typical flight of a
SERA rocket, the transonic regime occurs during less than two seconds during its
atmospheric phase as shown in Fig. 2.

Transonic buffet is observed in many aeronautical applications, including internal
flows (e.g. compressor passages) and external flows (e.g. aircraft wings). This phe-
nomenon has been extensively studied, see for example the works of Percey and Rao
[13], Tijdeman [16] and Lee [10], thanks to experimental campaigns on reference
geometries [8, 11] or numerical simulations [4, 14, 15]. Based on this extensive
knowledge, it has been possible to delay or alleviate buffeting in such geometries
[5–7]. Unfortunately, the detailed mechanisms that are responsible for the buffet
inception and its dynamics are still debated. Moreover, contrary to classical super-
critical profiles for civil aircraft, there is a lack of studies for diamond airfoils, adapted
to supersonic flows, which are the target of this work.

The first part of this paper deals with the experimental and numerical methods
that have been used to study buffet. In a second part, aerodynamic data are com-
pared and analyzed, in order to highlight some of the mechanisms related to buffet
for a non-moving airfoil. In the last part of the paper, numerical simulations are
conducted, considering a moving airfoil, that dynamically responds to aerodynamic
forces. Finally, some conclusions and perspectives are drawn.
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2 Methods

2.1 Experimental Setup

The ISAE-SUPAERO transonic wind tunnel has a 130mm-by-80-mm rectangular
slotted test section. It is powered by four vacuum pumps and provides flow Mach
numbers ranging from 0.7 ± 0.05 to 1.3 ± 0.1. Here theMach number is determined
from the stagnation pressure Pi and the test section static pressure P according to
Eq. 1, with Ma the Mach number and γ the heat capacity ratio.

P

Pi
=

(
1 + γ − 1

2
Ma2

)− γ

γ−1

(1)

Time-resolved Schlieren visualizations are recorded using a high speed Photron
camera. Two sets of data can be recorded: (1) 704 × 512 pixels’ image with an
acquisition frequency of 20,000 frames per second or (2) a 512 × 272 pixels’ image
with an acquisition frequency of 50,000 frames per second. (see Fig. 3 for a global
viewof the experimental setup).However, Schlieren technique intrinsically integrates
3D information into a 2D image. This complicates the analysis of the images when
the flow naturally exhibits 3D structures, and is responsible for a hard-to-quantify
inaccuracy.

The aileron dimensions are 80mm in span and 50mm in chord, with a symmetric
diamond shape (Fig. 3). Its thickness is equal to 12% of the chord, corresponding
to 6 mm thick. Such dimensions, with the Mach numbers considered in this work,
correspond to a Reynolds number of about 700,000. The mock-up is fixed on one of
the transparent glass window of the wind tunnel test section (Fig. 3), on a rotating
device allowing to change the angle of attackof the aileron.The0◦ angle is determined
on the basis of the Schlieren images revealing the symmetric distribution of the shock
waves on both sides of the WT model. The accuracy of the aerodynamic angle is
estimated at 0.5◦ via post processing images of calibration targets. The angle of
attack can be set from −2◦ to 2◦ by steps of 0.5◦.

In order to determine the potential occurrence of a coupling between the charac-
teristic frequencies of the flow (in particular with the oscillating shock waves) and

Fig. 3 (Left) Global view of the wind tunnel and Schlieren test bench and a detailed view of the
wind tunnel model of the aileron in the test section, (right) schematic view and dimensions of the
wind tunnel aileron
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Fig. 4 Close view of the vibrating pot (right) and details of the laser scanner used for the modal
analysis (left)

a specific vibratory frequency of the aileron, a modal analysis is conducted on a
vibrating pot (Fig. 4). The setup of the aileron on the vibrating pot is chosen similar
to its setup in the wind tunnel model (Fig. 3), taking into account both the fixing
beam of the aileron to the wind tunnel structure and the window in close contact with
the aileron. The modal analysis reveals three main natural frequencies f1 = 196Hz,
f2 = 226Hz and f3 = 850Hz. The frequency f3 is associated with the fixation of
the window to the vibrating pot, f1 and f2 correspond to the two first flexion modes
of the aileron.

The predicted aerodynamics frequencies are away of the above-mentioned struc-
tural frequencies, which ensures that (i) the potential occurrence of pressure fluctua-
tions on the surface of the aileron due to the buffeting phenomenon and to other flow
unsteadinesses during the wind tunnel tests will not be induced or enhanced by the
structural deformation of the aileron, (ii) the aileron will not experience severe defor-
mation promoted by the aerodynamic excitation and its coupling with the structural
deformation of the model under resonant effects.

On the basis of the time-resolved Schlieren visualizations, a spectral analysis of
the shock oscillation is proposed, based on a three-step process: (i) a one pixel-height
sensor line is selected in the oscillation area (Fig. 5—left), (ii) a time series of the
grey level signal is then extracted (Fig. 5—right), (iii) the Power Spectral Density
(PSD) of this signal can be computed (if the signal is periodic).

Fig. 5 Description of the image processing-based frequency analysis, relying on the selection of a
one pixel-height sensor line (left), where grey level associated with the position of the shock wave
on the image is observed as a function of the time (right, time in abscissa, position in ordinate, see
more details of the signal extraction procedure in the Results section)
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2.2 Numerical Setup

This section presents the numerical analysis, led with unsteady Reynolds Averaged
Navier Stokes (RANS) and Large Eddy Simulation (LES) approaches, considering
the operating conditions of thewind tunnel (includingwind tunnelwalls). As the zone
located downstream of the shock wave is subsonic, it is expected that perturbations
generated in the boundary layer and in the close wake of the aileron travel upstream
and impact the shock development in the zone of the lambda-shaped shock pedestal,
especially as the expected buffeting results from an interaction between separated
boundary layer and the shock wave.

The numerical model used in the URANS approach is purely two dimensional,
in order to reduce computational time effort, corresponding to the section of the
aileron (Fig. 3). The dimensions of the computational domain are similar to those
of the wind tunnel test section (130mm high and 30 chords long). The center of
the model is positioned 10 chords downstream of the inlet of the domain. For the
LES computations, the 2D section of the actual wind tunnel model is extruded in
the spanwise direction, with a span corresponding to 25% of the chord, in order to
ensure uncorrelated turbulence.

The URANS simulations are performed using STAR-CCM+ v11.02. The k − ω

SST-Menter turbulence model [12] is used for modeling the turbulence. A com-
pressible solver is is used with a second order Runge-Kutta scheme for the time
discretization. The spatial discretization of the convective fluxes is performed by
a third-order MUSCL scheme. Regarding the grid, an unstructured polyhedral 2D
mesh is generated with StarCCM+, based on prism layers close to the airfoil walls
and polyhedral cells in the rest of the computational domain. The size of the mesh is
highly refined close to the aileron surface, and in the zone where the shock waves are
expected to develop. The prism layers were set on the aileron and wall surfaces to
better capture the flow gradients in the boundary layer. The size of the first layer was
chosen to impose y+ < 0.5 on the aileron surfaces. A grid convergence study was
performed, based on the evolution of both drag and lift coefficients, showing that a 1
Million cell mesh is sufficient to ensure convergence on the efforts while capturing
the buffeting phenomenon.

LES computations are performed using the CharLESX solver [2], which solves
the spatially filtered compressible Navier-Stokes equations using a finite volume
formulation on unstructured hexahedral meshes. A fourth-order central scheme is
used for the computation (2nd order on stretched volumes as in the present study).
An explicit third-order Runge-Kutta (RK3) scheme is used for time integration with
the Vreman subgrid-scale (SGS)model [17]. The approach relies on the combination
of a non-dissipative centered numerical scheme and an essentially non-oscillatory
(ENO) second-order shock-capturing scheme, with a shock sensor [2]. Two grid
strategies have been considered. The first one relies on a wall-modelling approach,
with y+ ≈ 15, x+ ≈ 30 and z+ ≈ 50, leading to a 30 million cells grid. The second
method relies on a wall resolved approach [9], with y+ ≈ 1, x+ ≈ 30 and z+ ≈ 20,
that leads to a 120 million cells grid. Beyond the mesh size reduction, the main
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Fig. 6 Schematic of the computational domain, mesh grid refinement as a function of grey levels
and boundary conditions

interest with the wall-modelling approach is the possibility to increase the time step
by a factor of 10 in contrast to the wall resolved approach. Indeed, the cost ratio here
between wall resolved and wall modelling approaches is around 40.

As shown in Fig. 6, for URANS, the inlet and outlet flow conditions are modelled
as freestream and the walls are considered as adiabatic with a no-slip condition. For
LES, total pressure and temperature are imposed at the inlet, static pressure at the
outlet, and walls are considered as adiabatic with a no-slip condition.

The spectral analysis presented in the experimental section is applied for the
numerical data on the density gradient captures. Moreover, aerodynamic loads (drag
and lift) are analyzed in order to highlight the link between loads and the position of
shock waves, using Fast Fourier Transform (FFT).

3 Analysis of Results

3.1 At Wind Tunnel Conditions

Shock wave and separated boundary layer oscillations are observed in both experi-
mental and numerical simulations (Fig. 7).

Fig. 7 Schlieren visualizations (a,b), instantaneous iso contours of density gradient (c,d—URANS
results) at 2 distinct instants and instantaneous density gradient, showing dissymmetric shock waves
(e—wall-model LES) , revealing the oscillations of the shock waves associated with the buffeting
phenomenon
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Fig. 8 3D supposed shock wave visualization on the aileron confronted to the 2D Schlieren vizual-
isation (more visible on the animated sequence)

The analysis of the Schlieren-based data shows an aperiodic three-dimensional,
time-varying deformation of the shock wave in the spanwise direction (Fig. 8).

A secondary oscillation of the shock wave is observed in both numerical and
experimental data: the local boundary layer separation induces an oblique weak
shock wave in front of the strong shock wave, resulting in a classical delta shaped
pedestal. While the dominant frequency results from the interaction between the
strong shock wave and the boundary layer separation, the secondary oblique shock
wave also oscillates due to the local periodic flow separation in front of the strong
shock wave.

While numerical data are strictly periodic, experimental data exhibit a chaotic
behavior. Two states can be distinguished in this chaos: the “delta state” and the
“flag state” (Fig. 9). The delta state (Fig. 9 upper right) is a state where a sinusoidal
oscillation of the shock is clearly observed. To be more precise, both the oblique
weak shock wave and the strong shock wave oscillate at the same frequency. For
this state the flow can reasonably be considered as two dimensional. The flag state
(Fig. 9 down right) corresponds to phases of the flow when the shock deforms in
the spanwise direction, in the manner of a wind-flapping flag. At this stage of the
study, the detailed analysis of this specific unstable state is however compromised
by the lack of experimental data. In particular, due to the 2D spatial integration of
the Schlieren technique, it can’t be confirmed if it is or not periodic. When the shock
wave is experiencing the delta state, it is positioned closer to the trailing edge than
when it is experiencing the flag state (Fig. 9 left). Finally, a third state, hereafter
denoted “flying state” can also be transiently observed as the shock wave tends to
travel, but fails to, from the “delta state” to the “flag state” mean positions. Figure 10
depicts the temporal evolution of the shock wave states and of their transitions from
the flag state—number 1 in the figure—to the delta state—number 4 in the figure—
and reversely, and the transient occurrence of the “flying state”—number 3 in the
figure.

With an angle of attack (2◦), both flag and delta states are present. But contrary to
a zero angle of attack, the scenario doesn’t switch alternatively from one state to the
other state. The flag state is present on the suction side of the aileron and the delta
state on the pressure side.
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Fig. 9 Shock position signal (upper left image, time step = 1/60,000 s) illustrating delta (upper
right schlieren image) and flag (lower right image) states

Fig. 10 Temporal history of the shock state changes (time step = 1/60,000 s)
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Fig. 11 Shock magnitude oscillation for LES (a), URANS (b) and wind tunnel test (c)

The frequency of the shock oscillation is evaluated to f = 620 Hz (URANS) and
f = 310Hz (LES)with the spectral analysis.However, the results should be considered
with caution for LES due to the limited amount of time available. As mentioned, the
analysis of the Schlieren-based data remains difficult due to the presence of a three-
dimensional, time-varying deformation of the shock wave in the spanwise direction.

However, the delta state is completely periodic, as revealed by the extraction of
the shock wave displacement as a function of time on the Schlieren images (Fig. 10).
An oscillating frequency of 4,7kHz is determined for the delta states. However, the
oscillating phenomenon observed in numerical results differs from the experiment.
More investigations have to be lead for a best understanding.

Figure 11a, b depicts the density standard deviation fields based on the LES and
URANS computations. Figure 11c shows cumulated density gradient fields based on
time resolved Schlieren images obtained in the wind tunnel. These two complemen-
tary post-processing approaches provide similar information on the displacement
amplitude of the shock wave experiencing the buffeting effect.

The magnitude of the shock wave oscillations varies depending on the method
used (LES, URANS or wind tunnel tests). It is worth to mention that the angle of
attack in the experimental setup is not exactly zero, as revealed by a non-strictly
symmetric distribution of the shock wave footprint. Relatively to the wind tunnel
results, the amplitude of the shock wave oscillations is better predicted with LES
than with URANS. However, the mean position of the shock is better predicted with
URANS than with LES. The shock position is greatly dependant on the boundary
layer thickness on the lateral walls for a given Mach number, which is a difficult
parameter to predict.

The aerodynamic loads are unsteady due to the shock oscillations, as shown in
Fig. 12. Indeed, the lift and drag oscillations are driven by the buffeting phenomenon.
The FFT in Fig. 12 highlights a fundamental peak at 516 Hz and its harmonics. The
Strouhal number, based on the upstream velocity and the chord, is equal to 0.089.
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Fig. 12 Aerodynamics efforts (left: lift, right: drag) as a function of time (s) (URANS results) (left)
and FFT of lift (up right) and drag (down right) from the URANS simulation

Fig. 13 Aerodynamics
efforts (left: lift, right: drag)
as a function of time (s)
(LES results. Note that the
transient phase of the
computation is still not fully
completed, as only the first
buffeting period has been
computed yet)

The analysis of load signals is not straightforward. Interestingly enough, corre-
lations between instantaneous flow fields and lift signals reveal that the instant at
which the lift is null does not correspond to the instant where the shock waves are
symmetric on both sides of the airfoil. This behavior is explained by the dynamics
of the shock wave, which is different depending on its direction of displacement
(upstream or downstream). This shock dynamic is thus associated with both lift and
drag signals which are not sinusoidal, which in turn explains why the zero lift is not
achieved when the positions of the shocks are symmetric. This analysis also shows
that the drag frequency is twice the lift frequency.

The lift and drag predicted with the wall-resolved LES are shown in Fig. 13.
Only one period of the shock oscillation has been simulated at the moment, which is
insufficient to fully analyze the spectral content of the signal. However, these results
highlight two main frequencies: one low frequency associated to buffeting and one
higher frequency, related to the oblique shock oscillation. The magnitude order in
terms of lift and drag are similar to URANS predictions.
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3.2 Influence of Reynolds and Mach Numbers

To complete the numerical simulations, a study has been performed at Reynolds
conditions close to the ones encountered by the SERA rocket at real dimensions.
The URANS approach is used with the same methodology, as previously described.
The 2D geometry considered here is based on a slice of the real aileron, at mid-span
of the real swept aileron. At this location, the chord of the airfoil is 200mm and the
relative thickness is 12% of the chord (Fig. 14).

The numerical simulations are performed for several Mach numbers so that the
transonic range is entirely covered, from Ma = 0.77 to Ma = 0.83. Figure 14 depicts
three instants of the simulation which allows to identify buffeting thanks to the shock
wave and the boundary layer oscillations.

Buffeting is observed for Mach numbers ranging from 0.78 to 0.81. As illustrated
in Fig. 15, the normalized frequency of buffeting is constant, corresponding to a
Strouhal number (based on upstream velocity and axial chord) of 0.083, which is
still very close to the Strouhal number reported for the 1:4th scaled model-based
URANS computations. The amplitude of oscillations increases as a function of the
the Mach number.

Fig. 14 Instantaneous flow fields colored withMach number isocontours, at three different instants
of the buffeting period

Fig. 15 Lift coefficient and Strouhal number evolution with respect to the Mach number
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4 Fluid Structure Interaction: Impact of Buffeting
on Aileron

The objective is now to study the effect of aerodynamic forces on the dynamic
response of the profile. As a first approximation, only rigid movements of the aileron
are considered, such as bending and torsion, as shown in Fig. 16a. The 3D aileron
is reduced to its 2D extruded shape. The bending is modeled by a pure vertical
translation in the plane while the torsion is modeled by a rotation in the plane, as in
in Fig. 16b.

The aileron is made of a sandwich composite material. The core is an epoxy
foam and the skin is a carbon laminate. The aileron is considered as a beam with a
thin web cross section. Moments of inertia are then calculated geometrically, for a
diamond cross section of diagonals equal to 220 and 12.5mm,with a 1mm thick web
corresponding to the laminate skin. The Young’s modulus E and the shear modulus
G are material properties, determined by the Classical Laminate Theory [3]. The
stiffness results are presented in Table 1.

The dynamic response of the aileron is driven by the fundamental equation of
dynamics. The ideal solution is to simulate the solid displacement in a fully coupled
way with the flow. However, the large difference between the characteristic times of
the fluid and the solid makes this approach impracticable in the present case. The
method relies thus on a separation between the numerical simulation of the flow and
the resolution of the aileron dynamics. As a first step, only flapping is considered,
that is driven by (2):

Mẍ + Dẋ + Kx =
∑

FA (2)

Fig. 16 Example of the a aileron deformation (bending and torsion) and b 2D modelling

Table 1 Estimation of the stiffness of the real aileron

K (Nm) f [Hz]

Flexion 1373 13.2

Torsion 346 55.1
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with M is the matrix of mass, D is the matrix of damping, K is the matrix of
stiffness and FA are the aerodynamic forces. In order to simplify the problem, an
equivalent homogeneous material is considered, so matrices are reduced to a scalar.

This equation is time marched by means of a classical four steps Runge-Kutta
scheme. At each time step, the aerodynamic forces are composed of two compo-
nents: one related to the phenomenon of buffet and one due to the reaction of the
aerodynamic force, induced by the profile displacement. The buffet force is extracted
from the numerical simulations (URANS and LES database) and the aerodynamic
response is modelled. Due to the low thickness of the profile, and the fact that dis-
placement velocity is small compared to the fluid velocity, the lift force is modelled
using the thin profile theory, with a compressibility correction [1] (3):

Fli f t = 2π(α − α0)√
1 − M2

× 1

2
ρ∞ U 2

∞ · S (3)

The angle of the flow seen by the profile at each instant of time is estimated as (4):

tan α = − ẋ

U∞
(4)

Since the flow is responding in phase with the solid, the aerodynamic response is a
positive damping term in the equation of the dynamic, Eq. 2. The main limitation
of this approach is that the aerodynamic response to the profile displacement is
instantaneous, while a lag is observed in practice. For this reason, this method is
valid only when the ratio between the flow velocity and the displacement velocity
of the solid is large (so the time lag becomes negligible). The results are expressed
in terms of non-dimensional parameters U∗, representing the ratio between the fluid
velocity and the displacement velocity of the solid and m∗, representing the mass
ratio between the solid and the fluid:

U ∗ = U∞
1
2π

√
k
m · C

m∗ = m

ρSL
(5)

with k the stiffness, C the chord of the aileron and m the mass of the solid. In the case
of the aileron at real dimensions, the value of the normalized velocity U∗ is estimated
to be close to 100. Two cases are considered: without aerodynamic coupling (only
the force coming from buffet is applied) and with coupling (aerodynamic response
of the profile is added). The evolution of the normalized displacement, y∗ = y/C, with
respect to the normalized velocity U∗ is represented in the Fig. 17a (using URANS
data) and in Fig. 17b (using LES data), for a large mass ratio parameter m∗ = 1600.

In Fig. 17a, the peak close to U∗ = 10 corresponds to the resonance between
the natural frequency of the solid and the aerodynamic excitation (buffet). In the
case of LES, the buffet is associated to a more complex signal in term of spectral
content, so two frequencies of resonance are shown in Fig. 17b. In the uncoupled
case, the maximum displacement increased with U∗ (corresponding to a reduction
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Fig. 17 Evolution of the maximal displacement and maximal velocity displacement, with respect
to the parameter U∗: a URANS and b LES (m∗ = 1600)

Fig. 18 Influence of the
mass ratio parameter on the
displacement and
displacement velocity at
U∗ = 100 (URANS data)

of the stiffness). In the coupled case, as expected, the aerodynamic forces act as a
damping term, which reduced the amplitude of the displacement, especially at the
resonance frequency. A plateau is also reached for value of U∗ higher than 500. At
such velocity ratios, the periodic excitation due to buffet is no longer seen by the
solid (since the time-average force of buffet is null, the solid does not react to this
phenomenon). The effect of buffet predicted by LES has a weaker effect on the solid
displacement compared to URANS.

Two normalized masses are compared: m∗ = 80 (light hollow aileron) and
m∗ = 1600 (heavy plain aileron). The previous conclusions are globally unchanged
with the lower mass ratio parameter (m∗ = 80), as shown in Fig. 18. However, as
expected, the maximum displacement is increased (especially at low to moderate
values of U∗) and a smoothening of the resonance peak, due to an increase of the
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aerodynamic damping (velocity displacement of the solid is increased compared to
m∗ = 1600, and so the value of the flow angle is also increased). In all cases, the value
of the angle stays below 7◦–8◦, which is still acceptable for the thin profile theory.

5 Conclusion

Both experimental and numerical investigations have been performed to understand
buffeting phenomenon and its impact on the composite aileron. This study can be
summarized as follows. First, buffeting appears at transonic speed on a diamond
aileron at zero angle of attack, as verified with both numerical simulation and mea-
surements. Second, experimental approach reveals a 3D oscillation of the shockwave
in the manner of a wind-flapping flag, but at this step there is no clear evidence of
the physical phenomena promoting this 3D mode. Third, LES identifies an oscilla-
tion of the width of the shock foot (λ-width) which has a significant impact on the
aerodynamics load, but this phenomenon is not seen with the URANS simulation. At
last, interestingly enough, the experiments have also highlighted the chaotic behavior
of the shock wave as it shifts from an oscillatory periodic state (delta state) to an
erratic 3D flapping state (flag state), transiently separated by transition states, where
the shock moves from a close-to-trailing edge position (delta state) to a close-to-
dihedron position (flag state).

The results reported in this paper still highlight a lack of deciphering of the
buffeting origin. A 3D numerical simulation (both URANS and LES) should be
conducted in order to better understand the spanwise oscillation of the shock observed
experimentally. More information from the wind tunnel is also needed. The use of
unsteady pressure sensors on the aileronwill provide amore accurate validation of the
numerical simulations in the future. Fluid/Structure interaction has been investigated,
considering only the bending mode. The effect of torsion should now be investigated
since it should have more impact on the flow due to the increase of incidence that
amplifies buffeting effects. A provision for future work will also consist in using a
time-dependent stiffness, in order to represent the influence of progressive damages
of unsteady loads on the aileron (fatigue).
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Numerical Simulation and Modelling
of a Morphing Supercritical Airfoil
in a Transonic Flow at High Reynolds
Numbers

J.-B. Tô, D. M. Zilli, N. Simiriotis, I. Asproulias, D. Szubert, A. Marouf,
Y. Hoarau, and M. Braza

Abstract The flow dynamics and their morphing modification concerning the tran-
sonic flow around an Airbus A320 airfoil have been investigated via 2D simulations
at a high Reynolds number. A distinctive flow topology, organised and chaotic occurs
in this regime driven by appearance of coherent structures such as the Von-Kármán
instability as well as the Kelvin-Helmholtz instability. When the Mach number and
angle of attack both belong to a certain range of values, the shock wave develops a
low-frequency motion along a specific distance on the suction side, issued from the
development of transonic buffet instability. This phenomenon is crucial for the design
because it leads to a high rise of drag and can trigger in extreme conditions danger-
ous dip-flutter modes. Electroactive morphing of the trailing edge region achieved
by optimal vibration of piezo-actuators has proved capable to create vortex break-
down of the coherent structures and to act through an eddy-blocking mechanism to
a considerable thinning of the shear layers and of the wake as has been proven in
subsonic regime as shown by Scheller et al. (J Fluids Struct 55: 42–51 [10]). The
eddy-blocking effect in the transonic regime has been studied in the present article
in cruise-speed the conditions, following the studies by Szubert et al. (J Fluids Struct
55: 272–306 [12]) andHunt et al. (IUTAM symposium on computational physics and
new perspectives in 246 turbulence, pp 331–338. Springer, Dordrecht [6]). Accord-
ingly, computations have been made to determine which type of actuation offers
the best performance in terms of buffet dampening and aerodynamic efficiency as a
whole. Lastly, it is shown that a flapping motion of the trailing edge can lock-in the
frequency of the buffet phenomenon at the flapping frequency, which has potentially
useful applications in terms of controlling and reducing shock oscillations.
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1 Introduction

A considerable number of experimental and numerical studies have been devoted to
the appearance and growth of buffet on a wing, i.e. the unsteady periodic motion of
the shock over a transonic wing under specific flight conditions. Pioneering research
driven byMarvin et al. [8], Jacquin et al. [7], Smits andDussauge [11] and Sajben and
Kroutil [9] have given a clear insight of the transonic flows with buffet phenomenon
over wings.

Another study byGrossi et al. [5] showed that the introduction of a splitter-plate at
the trailing edge suppresses theVonKármánmode, hence attenuating buffet. A strong
interaction was thus identified between wake instabilities and the low frequency
shock motion. While the trailing edge dynamics at the origin of buffet was relatively
obscure up until then, an acoustic feedback mechanism has been found to be the
source of buffet, which will be described hereinafter.

There is a strong correlationbetween themovement of the shock and themovement
of the boundary layer, and this paper focuses on bringing to light additional insight
on the mechanisms of buffet reduction thanks to hybrid morphing, while it is also
shown that an appropriate trailing edge actuation can also present beneficial effects
on the mean lift to drag ratio.

2 Description of the Numerical Experiment

2.1 Geometry in Use and Flow Parameters

While transonic buffet realistically appears at high Reynolds numbers, at an order of
magnitude of 107 in cruising flight conditions, it was preferred to investigate buffet
inside a numerical wind tunnel so that the computational mesh would be sufficiently
small due to the strenuous refinement requirements that appear at very largeReynolds
numbers.

The configurationused in this study is directly inspired from thewind tunnel exper-
iments of the European project SMS—Smart Morphing and Sensing for aeronautical
configurations, www.smartwing.org/SMS/EU carried out by IMP-PAN Academy of
Science in Gdansk, Poland. The chord of the prototype is of 0.15 m. Buffet is thus
investigated by means of a two-dimensional CFD computation as a fist step on
the AIRBUS—A320 supercritical airfoil in reduced (laboratory) scale according to
the ongoing experiments in free-stream Mach number of 0.78 and a chord-based
Reynolds number of 2.06 M. The critical angle of attack α concerning the onset of

www.smartwing.org/SMS/EU
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buffet will be the objective of a detailed study concerning this configuration in 3D
and by respecting the geometry of the upper and lower walls of the wind tunnel. In
the present case, the objective is to study the morphing effect on the flow dynamics
concerning a non confined 2D configuration as a first step enabling the design of the
morphing prototype. In this case, onset of buffet has been observed in our studies
at α = 1.8°. At this angle of attack and flow parameters, the buffet frequency was
found to be around 111 Hz.

Another configuration at a higher angle of attack α = 5° is also used to enhance
the buffet as well as the Shock-Wave/Boundary-Layer Interactions (SWBLI) that
take place around the airfoil and within the turbulent wake. For this value of α, a
tangible separation is formed at the shock foot and the extent of the shock motion is
broader than is the case for α = 1.8°.

2.2 Turbulence Modelling and Numerical Parameters

URANS modelling approaches as well as adaptive and more elaborate methods sen-
sitizing the coherent structures development, as the OES—organised Eddy Simula-
tion approach have been employed [1, 2, 12]. Furthermore, a k − ω Scale-Adaptive
Simulation (SAS) approach was used as a first step until it was observed that the
behaviour of the computed flow was non-physical, leading to an excessive suction
and flow detachment.

A two-dimensional multi-block structured grid was used for the purpose of the
computations.

Two different grids have been examined and an exhaustive study of the grid
influence, and time step has been carried out. The grid that was finally retained
contains 160,000 computational cells, and presents a C-H topology. A 190,000-
element mesh was generated afterwards with more cells in the wake region and
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on the suction side in order to better capture the shock and avoid dissipating wake
vortices. The y+ coordinate is of the order of 10−1 in the immediate vicinity of the
airfoil walls.

2.3 Numerical Method

The computations have been made by using the Navier-Stokes Multi Block (NSMB)
code, thanks to the partnership of our research group within the NSMB European
Consortium. Structured meshes are used and the Navier-Stokes equations for com-
pressible flows is carried out following a finite-volume formulation. For this study,
the temporal integration and spatial discretization schemes are chosen similar to
the study from [4]: the convective fluxes are discretized following a third-order
Roe upwind scheme and time integration is performed through a dual-time step-
ping, second-order backward-difference scheme. The number of inner iterations was
appropriately chosen to ensure a sufficient convergence rate with respect to the flow
requirements.

For this particular grid and geometry, it was determined that a time step �ts =
5 × 10−6 s was best suited as a compromise between speed and accuracy, as the
time series for the force coefficients sensibly displayed the same results for �ts and
smaller time steps. An example is showcased in Fig. 1 where the lift coefficient Cl

for the α = 1.8°, static wing at �ts is shown to be identical to a Cl computed for
�t = 10−6 s except for a phase shift.

3 Results

The buffet phenomenon associated with periodic shock motion and subsequent
growth and thinning of the separated area are illustrated in the following figures.

An important issue is the appearance of the Von Kármán instability arising in the
wake due to the presence of two inflection points in the velocity field, that is when
∂2
z u = 0. This instability then merges with the separated boundary layer and these
two systems interact with one another in a viscous �zone�: The thickening of the
boundary layer correlateswith the shedding ofVonKármán vortices. In Fig. 2a, it can
be observed that when a coherent Von Kármán vortex is being released in the wake,
where major viscous dissipation mechanisms occur, bumps appear alternatively in
this viscous zone which act locally as a wedge to a compressible, transonic flow. The
inviscid flow over this region is thus compressed again and gives birth to acoustic
waves. These weak shocks appear intermittently whenever a vortex is shed in the
wake, both over the suction side of thewing and along the pressure side. Therefore, the
VonKármánmode togetherwith the shear-layer instability developed in the separated
shear layers significantly affects by feedback mechanisms the SWBLI region and as
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Fig. 1 One buffet period represented by 6 snapshots. From left to right, top to bottom, the pictures

correspond to times t∗ =
{
0; 1

5 ; 2
5 ; 3

5 ; 4
5 ; 1

}
where t∗ is a non-dimensional time defined by t∗ =

t−t0
Tb

, Tb being the buffet period and t0 the arbitrary moment chosen as the beginning of one buffet
period. Here, it is chosen to be one of the moments when the shock is weakest, i.e. when it reaches
its most downstream position (see [13])

seen in the next section, is able to highly affect the buffet phenomenon. Indeed, the
shear layers and the Von Kármán vortices near the trailing edge constitute a specific
form of an effective obstacle containing the viscous effects and being thicker than the
nominal airofil’s configuration. The inertia effects associatedwith the compressibility
around this virtual obstacle are the reason of formation of acoustic waves travelling
upstream and modifying the SWBLI region, as well as the boundary layer upstream
of the SWBLI. By means of the morphing, this study shows how optimally this
feedback can operate.
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z/
c

Fig. 2 a A density gradient snapshot at t∗ = 2/5

Fig. 3 A schematic view of the main phenomena underlying buffet
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These weak shocks—also known as Kutta waves—have a characteristically
curved and almost circular shape (see schematic diagram Fig. 3), which comes from
the diffraction they undergowhen interactingwith a vortex asmentioned in [3]. These
shocklets then grow and their wavefront propagates both upstream and downstream.
Due to the transonic flow regime in the inviscid region over the separated boundary
layer, thewave fronts deceleratewhile propagating upstream until they hit the lambda
shock and impart their energy to it while fusing together. As it becomes stronger, the
shock separates the boundary layer sooner and sooner, moving upstream along the
wing until the acceleration pocket upstream the shock becomes too lean to allow the
flow to gain speed. The shock thus loses strength and goes back downstream. As a
direct consequence of this loss of strength, the boundary layer somewhat reattaches.
Meanwhile, previously created Kutta waves are reaching the shock, which allows
another cycle to begin.

3.1 Force Coefficients Under the Buffet Effect

The aforementioned physical mechanisms result in unsteady forces (Fig. 1) charac-
terized by a low-frequency periodic pattern repeating itself throughout the numerical
experiment. Smaller oscillations also appear periodically in the grooves of the lift
and drag signals, representing all the wake and boundary layer instabilities. By mov-
ing back and forth along the suction side, the shock thickens the boundary layer and
induces a strong flow separation at its foot when it advances upstream, while the
boundary layer becomes thinner when the shock moves downstream. If a strongly
separated flow helps the Von Kármán and shear layer instabilities happen due to sep-
aration near the trailing edge, the reattachment that ensues causes them to disappear
intermittently as can be seen on the .

In Fig. 4, the lift coefficient is plotted with respect to time in the α = 1.8° case
without morphing. Although the unstable character of buffet is barely visible at this
angle of attack if one were watching flow field snapshots, and even though separation
is intermittent and weak, periodic patterns in the lift and drag coefficients as well as
a distinct peak of energy in the Power Spectral Density (PSD) as seen in Fig. 7 are
proofs that buffet still happens at that low angle of attack. When the trailing edge is
slightly deflected upwards by an angle of 2°, the oscillations disappear, albeit at the
expense of a reduction in performance, as the lift coefficient decreases on average.
However, Fig. 5 shows that the drag coefficient also decreases by a substantial amount
whichmeans that on average, the lift to drag coefficient augments by 10%.This can be
explained by the fact that the slight upward deflection tends to re-accelerate the flow
on the suction side, and the boundary layer will thus be sucked towards the surface
of the wing, disfavouring both separation and the creation of wake instabilities. In
turn, weakened instabilities mean weaker Kutta waves, and a very faint interaction
between said waves and the shock until buffet dies out altogether.
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Fig. 4 Lift coefficients for α = 1.8°

Fig. 5 Drag coefficients for α = 1.8°

This is less obvious for α = 5° because at this sharper incidence, separation is
already too well-established to be suppressed by such a minimal deformation of the
trailing edge. Figure 6 shows less of a difference between the static configuration
and the morphing ones, although it is clear that morphing manages to reduce both
lift and drag on average and to increase the mean lift to drag ratio, even at this angle
of attack.

These results, computed when each signal is stationary, are summed up in Table 1:
As was already pointed out, the improvements in terms of 〈Cl/Cd〉 are more

prominent in the α = 1.8° case, because the angle of attack is reduced and separation
does not occur as strongly as in the α = 5° case. A slight improvement can be noticed
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Fig. 6 Force coefficients for α = 5°

Table 1 Relative mean lift over drag ratio gain compared to the static case

Incidence Angle of attack 1.8 Angle of attack 5

Type of actuation D D + F D D + F
〈Cl/Cd 〉 − 〈Cl/Cd 〉static

〈Cl/Cd 〉static × 100 +10.4% +4.3% +2.5% +0.4%

Note thatDmeans “2° deflection” and “D+F” is the superposition of an immobile upward deflection
and a 90 Hz flapping motion

in all these configurations, with a notable increase in 〈Cl/Cd〉 for the small trailing
edge deflection when the incidence is 1.8°.

While the force coefficientsRMSC f,rms =
(
1
N

∑
i∈N samples

(
C f (ti ) − C f,mean

)2)1/2

shrink dramatically for α = 1.8° when a small trailing edge deflection is applied, this
is less obvious for α = 5°. An important issue of the present study is that an upward
2° deflection is sufficient to reduce both lift and drag RMS quite considerably. Most
crucially, it can be seen on the energy spectra that morphing essentially modifies
buffet through a dampening of flow instabilities in the wake region: By modify-
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Fig. 7 Energy spectra for
α = 1.8°

ing the high frequency region of the energy spectrum (St > 5) and diminishing the
strength of all flow instabilities in this region, the non-linear interactions between
these high-frequency modes and the buffet mode, expressed through the frequency
peaks in between the buffet bump and Von Kármán mode as well as between the
Von Kármán mode and the higher-frequency Kelvin-Helmholtz modes in the energy
spectrum, are suppressed. This is the main mechanism of buffet annihilation.

In the energy spectrum of Fig. 7, it is noticeable that most of the modes have been
dampened by the trailing edge deflection, while flapping modifies the behaviour of
high frequency phenomena all the way to the left where intermediate bumps (which
are harmonics of the buffet mode) are shifted to the left. This effectively displaces
the natural frequency of the buffet instability which now takes the exact same value
as the frequency of actuation.

3.2 A Frequency Lock-In

A frequency lock-in is highlightedwhen the flapping frequency ismodified. Flapping
was performed at fact = 70; 80; 90; 100 and 120Hz, which corresponds to St =
4.16 × 10−2; 4.75 × 10−2; 5.34 × 10−2; 5.94 × 10−2 and 4.16 × 10−2 respectively.

As is shown in Fig. 8, the large bump that corresponds to buffet perfectly coincides
with the actuation frequency, which shows the strong influence of morphing on the
shock motion. This may also explain why it is relatively difficult to act upon buffet
at a larger angle of attack. A PSD for α = 5° shows (cf. Fig. 9) that buffet does not
occur at a single frequency, which means that it does not appear as one single peak
or bump in the PSD, but as a clustering of multiple peaks.
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Fig. 8 Power Spectral Density plots of the lift coefficient for different actuation frequencies. Black
curves: PSD estimation via a Welch method for the following actuation frequencies: fact ={70;
80; 90; 100; 120} Hz. Red curve: Static configuration, i.e. unmorphed airfoil at an angle of attack
α = 1.8°
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Fig. 9 PSD for α = 5°. A
slightly predominant
frequency stands out at
St = 16.48 × 10−2, but it
appears that a cluster of
frequencies better
characterizes buffet than just
a single peak

Fig. 10 A frequency
modulation can be observed,
with zones corresponding to
a low-frequency buffet,
others to a higher-frequency
phenomenon

This translates into a frequency modulation due to the intense non-linear inter-
action between wake instabilities and the shock, as can be seen in Fig. 10. The
small upward deflection cannot influence this interaction strongly enough and the
PSD remains pretty much the same, with a slight drop in energy for low frequency
modes. However, even though flapping does not influence buffet as much as it did for
α = 1.8°, this actuation excites a small bump that exactly corresponds to the mor-
phing frequency, which indicates that a frequency lock-in still arises at that angle of
attack (cf. Fig. 11).
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Fig. 11 An energetic bump
appears at f = 90 Hz for the
deflection + flapping case.
This is a testament of
frequency lock-in at α = 5°

4 Conclusions

The present study analyses the transonic buffetmechanisms related to coherent vortex
formation in the separated shear layers and in the near wake, as well as their feedback
effect towards the SWBLI area.

2D computations by using the OES approach around a static and morphing A320
airfoil have shown that slightly deflecting and optimally actuating the trailing edge
region in the transonic regime corresponding to the cruise phases of flight, is able
to considerably manipulate the surrounding vortex structures and the shear layers
and affect the buffet dynamics. A frequency lock-in of the buffet mode and the
actuation frequency has been shown by specific slight deformations and vibrations
of the near-trailing edge area.
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Fluid-Structure Simulation of a Piston
Shock-Tube Using an Adaptive ALE
Scheme in the Non-ideal
Compressible-Fluid Regime

Barbara Re and Alberto Guardone

Abstract Numerical simulations of the three-dimensional piston-induced shock-
tube problem in Non-Ideal Compressible-Fluid Dynamics are performed by using
a novel interpolation-free adaptive scheme, able to solve the Euler equations within
theArbitrary LagrangianEulerian (ALE) framework, including connectivity changes
due to mesh adaptation. To cope with displacement- and force-imposed boundary
motions, the grid is adapted by means of node insertion, deletion and edge swap-
ping. The Geometric Conservation Law constraint is automatically fulfilled by an
appropriate computation of the geometric grid quantities and no interpolation of the
solution from the original to the adapted grid is required thanks to the interpretation of
the connectivity changes as a sequence of fictitious continuous deformations. These
capabilities represent great advantages with respect to standard interpolation-based
adaptation techniques as they avoid the occurrence of spurious oscillations in the
flow field, which may undermine the robustness of the numerical scheme in the non-
ideal compressible-fluid dynamics regime in the close proximity of the liquid-vapor
saturation curve and critical point. Numerical simulations confirm the feasibility of
an oscillating-piston experiment to observe non-ideal wave propagation including
non-monotone sound speed effects.
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1 Introduction

Non-Ideal Compressible-Fluid Dynamics (NICFD) concerns flows occurring within
the thermodynamic region wherein the fluid thermodynamic behavior significantly
departs from the one predicted by the ideal gas model, such as dense-vapor,
supercritical-fluid and two-phase-fluid flows. In these conditions, attractive and
repulsive molecular forces are not negligible and non-ideal gas effects, such as non-
monotone Mach variation along isentropes, or non-classical phenomena, such as
rarefaction shocks, may possibly occur, see [6].

In recent years, this specific branch of gas-dynamics is receiving more and more
interest, as different modern applications, especially in the field of propulsion and
power, have been conceived to benefit from the non-ideal flow behavior to reach
better performance. An example is represented by the Organic Rankine Cycle (ORC)
engines, where organic fluids of high molecular complexity are used as working
fluids in the Rankine cycle to exploit low-temperature renewable-energy sources.
Nevertheless, the theoretical and practical treatment of the NICFD flow behavior still
presents several challenges, and further experimental and numerical investigations
are required to improve the understanding and the modeling capabilities of non-ideal
compressible flows.

Different efforts have been made to extend standard CFD techniques usually
adopted under the perfect, i.e. polytropic ideal, gas assumption to the NICFD regime,
see [16], and commercial software as well. In addition, new methods are continu-
ously developed to tackle specific numerical tasks or applications. For example,
several contributions have been dedicated to numerical schemes, to efficient evalua-
tion of thermodynamic quantities, and to shock waves and to turbulent flows in the
NICFD regime. Recently, we have discussed an assessment of an interpolation-free
mesh adaptation technique for inviscid simulations in the NICFD regime [12, 13].
Thanks to a peculiar interpretation of the local grid adaptation within the Arbitrary
Lagrangian-Eulerian (ALE) framework [11], this technique avoids the occurrence of
spurious oscillations due to the interpolation of the solution between the original and
the adapted grid, which could be detrimental in proximity of the vapor-liquid satura-
tion curve. Furthermore, an ad-hoc description of the finite volume modification due
to mesh adaptation allows to compute the grid velocities so that the Geometric Con-
servation Law (GCL) is fulfilled even when the mesh connectivity changes because
of node insertion, deletion, or edge swap. As known, this constraint plays a crucial
role in fluid-structure simulations [8]. Concurrently with the numerical techniques,
the experimental activities are fundamental both to improve the comprehension of
NICFD flows, as well as to assess new CFD tools.

Driven by these motivations, we present here the first results of an adaptive Fluid-
Structure simulation of the piston-problem in theNICFD regime. The piston problem
is a quite standard gas-dynamic test, which presents diverse numerical challenges,
such as the presence of traveling waves with different spatial scales and the large dis-
placements of the numerical boundaries that model the piston surfaces. In addition,
this setup is often the core of experimental test rigs, thus the capability of perform-
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ing this kind of simulation is of paramount importance for the design of new test
equipment devoted to the investigation of fundamental behavior of NICFD flows.
This paper stems form the previous work described in [15], where we presented the
simulation of the 2D shock-tube piston-problem filled with air, under the polytropic
ideal gas assumption. The main novelties here introduced concern the fluid-structure
interaction in three-dimensional problems characterized by large displacements, and
mesh-adaptation in non-ideal compressible flow simulations.

2 Methods

The ALE framework allows to solve the flow governing equations on a dynamic,
i.e. deforming, computational grid. In this work, the unsteady Euler equations are
spatially discretized by means of a node-centered edge-based finite-volume scheme,
and the backward Euler formula is exploited for time integration. Thus, the ALE
compressible governing equations over the finite volume Ci can be written as

Viun+1
i − Viuni

�t
=

∑

k∈Ki,�=

φ(ui ,uk, νik, ηik) + φ∂(ui , νi , ξ i ) (1)

whereui is the average value of the vector of conservative variablesu = [ρ, m, ET ]T
over Ci , φ and φ∂ are suitable integrated numerical fluxes for, respectively, the flux
across the domain cell interface ∂Cik = ∂Ci ∩ ∂Ck and, if the node i lies on the
boundary, across the boundary cell interface ∂Ci,∂ . Moreover, Ki,�= is the set of the
neighboring nodes of the finite volume i , and the integrated normals ηik , ξ i and the
interface velocities νik and νi are defined as

ηik =
∫

∂Cik

ni , ξ i =
∫

∂Ci,∂

ni , νik =
∫

∂Cik

v · ni , νi =
∫

∂Ci,∂

v · ni . (2)

When solving flow equations on a moving computational domain, the evaluation
of the geometric quantities connected to the grid movement, that is the ones defined
in Eq. (2), is crucial. In this regard, it is usually recognized that the fulfillment of the
so-called Geometric Conservation Law (GCL) positively affects the stability and the
accuracy of the numerical scheme for dynamic grids and allows larger time stepswith
respect to non-compliant schemes [4, 9]. For the governing equations (1), this con-
straint can be enforced by means of the following Discrete Geometric Conservation
Law (DGCL)

d

dt

∫

C(t)
dx =

∮

∂C(t)
v · n ds , (3)

which can be split into contributions pertaining to the domain and to the boundary:
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�V n+1
ik = �t νn+1

ik and �V n+1
i,∂ = �t νn+1

i , (4)

where�V n+1
ik and�V n+1

i,∂ are the volumes swept during the interval from tn to tn+1 by
the interface portions ∂Cik and ∂Ci,∂ , respectively.When thefinite volumes experience
a continuous deformation, relations (4) allow to easily compute GCL-compliant
interface velocities in terms of the positions of the grid nodes at the beginning and
at the end of the time step, as thoroughly described in [11].

2.1 Adaptive GCL-Compliant Scheme

In unsteady simulations, mesh adaptation techniquesmay be profitably used to tackle
large boundary movements, and to accurately capture the relevant flow features that
originate and move through the domain [2, 5]. For what concerns the first goal,
if the fixed-connectivity redistribution of the internal nodes that is performed after
the boundary movement leads to badly-shaped mesh elements, edge swapping and
barycentric node relocation are exploited to restore the grid quality. This operation
is not performed every a fixed number of time steps, but only when the displacement
to be imposed during the time step will lead to a poor-quality or invalid grid [14].
The achievement of the second goal requires the definition of an effective adaptation
criteria that can be used to determine where grid should be modified. This indicator
can be built in terms of the derivatives of some relevant flow quantities, such as
the Mach number or the density. The grid spacing is indeed related to the solution-
behavior: it is reduced where the gradients are large, while it is increased where the
solution is smooth. An in-depth investigation of these kind of adaptation criteria in
NICFD regimes is presented in [12].

Local grid connectivity changes lead to modifications of the finite volumes that
compose the computational domain. Intuitively, node insertion leads to new finite
volumes, while after node deletion some finite volumes have to be deleted. The
interpolation can be used to map the solution onto the new, adapted grid, but this
operation, from a numerical point of view, is hazardous, as it can undermine positive-
preserving and conservative of the solution, and it can introduce oscillations. An
alternative approach is proposed in [7, 11], where a three-steps series of fictitious
collapse and expansion operations are exploited to describe the grid connectivity
changes as a sequence of continuous deformations, as shown for the 2D edge split in
Fig. 1. In this way, the volume modifications can be taken into account in a conserva-
tive fashion within the ALE framework and the GCL is fulfilled by relations (4) even
when nodes are inserted or deleted and edges are swapped, without undermining the
properties of the underlying fixed-connectivity scheme. Moreover, the absence of an
explicit interpolation prevents the generation of spurious oscillations that may make
more difficult and less robust the solution of the flow field in the NICFD regime.
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Fig. 1 Three-steps procedure applied to the split of edge eik . The non-dimensional time 0 ≤ ζ ≤ 1
is used to describe the different fictitious steps. The dashed grey lines show the grid connectivity in
the original/final configuration (ζ = 0/ζ = 1), while the portions of the finite volumes associated
to i , k and j are shown with light grey , dark grey and the pattern , respectively. The label
xmi indicates the barycenter of the element mi . In the first row the collapse phase 0 < ζ < 0.5 is
depicted: the quadrilateral i-k-v1-v2, composed by the elements that share the edge eik at ζ = 0,
is collapsed over its mid-point. When it reaches a null area, the connectivity is changed (ζ = 0.5):
the new point j is inserted, the edge eik is split into two edges (i- j and k- j) and two new edges are
created to connect j to v1 and v2. The second row displays the expansion procedure 0.5 < ζ < 1:
the nodes i , k, v1, v2 return to their original positions to reach the final configuration (at ζ = 1)

2.2 Thermodynamic Modeling

A complete thermodynamic model of the fluid at equilibrium is obtained from
two independent EoS, such as for example the pressure and energy EoS using the
temperature T and the specific volume v = 1/ρ as independent variables, namely,
P = P(T, v) and e = e(T, v), see [1]. For an ideal gas, P(T, v) = RT/v, and the
compatible energy EoS is a function of the temperature only, which, under the further
assumption of constant specific heats reads e(T ) = RT/(γ − 1), where γ > 1 is the
ratio of the specific heats at constant pressure and volume, respectively. The Peng-
Robinson [10] model is implemented in the CFD solver to include NICFD effects.
Assuming a constant specific heat in the dilute-gas limit, the EoS for the pressure
and the internal energy read

P(T, v) = RT

v − b
− aα2

ω(T )

v2 + 2vb − b2
,

e(T, v) = e0 + φ(T ) − aαω(T )

b
√
2

[
αω(T ) + fω

√
T/Tc

]
tanh−1

(
b
√
2

v + b

)
,

(5)
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where tanh−1 is the inverse of the hyperbolic tangent, e0 is a reference energy and
where the constant a and b are given by a = 0.45724 (RTc)2

Pc
and b = 0.07780 RTc

Pc
,

with R gas constant, Tc and Pc critical temperature and pressure, respectively. The
function αω(T ) is defined as αω(T ) = 1 + fω[1 − √

T/Tc], where fω = 0.37464 +
1.54226ω − 0.26992ω2 and ω is the centric factor of the fluid.

2.3 Computational Procedure

In the present work, the external re-meshermmg3d library is exploited to efficiently
modify the computational grid [3]. Figure 2 outlines the whole computational proce-
dure used in unsteady simulations. At the beginning of the time step tn ≤ t ≤ tn+1,
the grid and the solution are respectively label as Kn and u(tn,Kn). Then, the fol-
lowing operations are performed:

1. Mesh deformation: the displacement of the piston is computed, and the internal
grid nodes are displaced to cope with it. A first attempt is performed by means
of the elastic analogy; if it fails, the grid quality is enhanced by exploiting the
mmg3d library [14]. The new grid is labeled Kn+.

2. Prediction: the solution at next time step, over the grid Kn+, is computed. This
step prevents a delay between the solution-based mesh adaptation and the actual
geometry, and allows to enforce larger time steps.

Fig. 2 Adaptive
computational procedure for
unsteady problems. The grid
Kn+ complies with the
boundary displacement at
tn+1 and, over it, the solution
un+ is computed in the
Prediction step. The metric
field M(un+) is passed as
input tommg3d which
communicates to the flow
solver all performed
modifications �Kn+, so that
it can compute the swept
volumes �V due to mesh
adaptation. Finally, the
solution at tn+1 over the
adapted grid Kn+1 is
computed
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3. Error estimate: the target grid spacing M is computed according to the deriva-
tives of the solution just computed un+ = u(tn+1,Kn+).

4. Mesh adaptation: the grid Kn+ and the target grid spacing M(un+) are passed
as inputs to the librarymmg3d, which locally adapts the grid by means of node
insertion, deletion and edge swapping.

5. Mesh update: the flow solver receives from mmg3d each performed grid modi-
fication �Kn+; the finite volume discretization is modified accordingly and the
resulting swept volumes �V are computed by means of the three-steps proce-
dure [11].

6. Computation of the solution un+1 on the grid Kn+1, using as initial guess un+.

3 Results

The interpolation-free adaptive approachdescribed in theprevious section is exploited
to simulate the flow field generated by a piston oscillating in a infinite-length tube.
No gap between the piston and the tube walls is assumed. Two kinds of simulations
are performed: first, the position of the piston is imposed directly; second, a force
is imposed to the piston and the consequent displacement results from the pressure
acting on the piston surfaces. The second force is calculated so that the resulting
movement is the same. The second test aims at providing a first assessment of the
adaptive procedure in Fluid-Structure simulation in NICFD regimes. Obviously, an
inaccurate thermodynamic model as the PIG gas would lead to a completely erro-
neous motion of the piston. In both simulations, a combination of the Hessian of the
pressure and the gradient of the Mach number is used to build the adaptation criteria.

In the first simulation, an harmonic motion is imposed to the piston, i.e. xnP =
x0 + A cos(2π f tn), with an amplitude A = −0.5 m and a frequency f = 30 Hz.
The piston has a square section of 0.05 × 0.05 m and a length of 0.1 m, and it is
centered at x0 = 0. Thus, the initial position is xP(0) = −0.25 m. The tube is filled
with the linear siloxaneMD4M,1 initially at rest with P0 = 0.9 Pc and T0 = 1.015 Tc,
where the subscripts c indicates the variables at the critical point. Table 1 reports the
thermo-physical and critical properties of MD4M used in this work.

The piston starts to move toward the right with an increasing velocity. This motion
generates compressiveways on the right part of the domain,which, due to the increas-
ing velocity in the first quarter of the period T , may coalesce. At the same time,
rarefaction waves are generated and propagate in the left part of the piston. In the
second part of the period, the opposite occurs, namely rarefaction waves are gener-
ated on the right side of the piston and compression on the left one. The first three
periods of the motion are simulated. Figure 3 shows the results at the end of each
period. We can noticed how the different waves propagate into the domain. A more
quantitative display of the pressure evolution along the tube is given in Fig. 4.

1MD4M is the acronym for the tetradecamethylhexasiloxane.
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Table 1 Thermodynamic properties for MD4M: Mm is the molecular mass, Tb is the boiling
temperature, Tc, Pc, vc are the critical temperature, pressure and volume; Zc is the compressibility
factor at critical point, cp∞/R is isobaric specific heat capacity in the ideal gas limit, and ω is the
acentric factor

Fig. 3 Pressure field in the displacement-imposed test. The results at end of the first three periods
are shown. To improve the clearness of the picture, different aspect ratios are used between x and
y, z axis, namely the lengths over y and z are multiplied by a factor 10

During the first simulation, the pressure force acting on the piston surfaces is
evaluated at each time step. Now, this “recorded” force and the inertial force are
imposed on the piston in the second (e.g. forced) simulation, in order to obtain the
same motion. Assuming a mass m = 1.0 kg, at each time step the velocity (in the x
direction) of the piston is computed as

V n+1
P = V n

P + 1

m

(
−Fn

P,1 − Fn
I,1 +

∫

∂�P

P(un) nx dS

)
/�t , (6)

where FP,1 is the pressure force computed in the first simulation, FI,1 is the inertial
force of the desired motion (i.e., in this case −mẍP ), P(u) is the pressure and nx is
the x-component of the normal to the piston surface, labeled ∂�P . If, the pressure
fields are the same, the integral term cancels out −FP,1, so the motion is driven by
the imposed acceleration ẍP . The final time of this test is the same as the one of the
previous simulation. The results of this test, displayed in Fig. 5, are very similar to the
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Fig. 4 Pressure evolution in
the displacement-imposed
test. The results at end of the
first three periods are shown

Fig. 5 Pressure evolution in
the displacement-imposed
test. The results at times
t = 1 T , t = 2 T , t = 3 T
are shown

ones of the previous test, shown in Fig. 4. This fact is confirmed more clearly by the
comparison of the piston position on both test, shown in Fig. 6. The good agreement
between the two profiles demonstrates the capability of the proposed approach to
deal with Fluid-Structure interaction for rigid bodies. More specifically, even though
the fluid behavior is non-ideal, the force exerted by it on the solid walls of the piston
is correctly taken into account during the motion. The discrepancies in Fig. 6 are
due to the small integration error introduced by the use of quantities at tn to evaluate
V n+1
P , i.e., in the right hand side of Eq. (6). The force imposed to the piston and the

one exerted by the fluid on the piston walls are shown in Fig. 7.
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Fig. 6 Piston position as a function of time for the displacement-imposed simulation (where an
harmonic motion is imposed) and the forced-imposed simulation (where the displacement results
from the difference in the force imposed on the piston and the one exerted by the fluid on the piston
surfaces)

Fig. 7 Forces imposed and resulting in the forced-imposed test. The Imposed force is the one
imposed on the piston, that is FP,1 + FI,1 in Eq. (6); while the Pressure force is the force exerted
by the fluid on piston

The importance of mesh adaptation in this kind of simulations, where the compu-
tational domains experience large displacements and the flow features exhibit strong
unsteadiness, is depicted in Fig. 8, which displays a detail of the flow field together
with the grid in proximity to the piston.

4 Conclusions

In the present work, a novel adaptive ALE scheme for dynamic meshes was success-
fully applied to simulate the fluid-structure interaction of a piston moving inside a
tube filled with the siloxane MD4M. The fluid operates in highly non-ideal condi-
tions and two different types of motion are simulated. First, a periodic displacement
is applied to the piston to produce suitable pressure disturbances within the fluid;
then, a time-dependent force is imposed to the piston, whose motion thus results
from the difference in the external, imposed force and the pressure force exerted
by the fluid on the piston surfaces. A good agreement is reached when the same
acceleration is imposed, confirming the validity of the proposed approach in the
non-ideal regime. Due to the large displacement experienced by the piston within
the tube, mesh adaptation was used to preserve the mesh quality and to modify the
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Fig. 8 Detail of the grid in forced-imposed test, in the region near the piston, at times t = 1 T ,
t = 2 T , t = 3 T . The pressure contour is also shown below the grid to highlight the connection
between the solution and the grid spacing

grid spacing to detect and follow the most significant flow features. A conservative
implementation of the ALE scheme for adaptive meshes was used to avoid explicit
interpolation of the solution across different grids, which may introduce undesirable
oscillations into the flow field. Finally, due to the primary role that the piston prob-
lem plays in several laboratories facilities, the present results could be considered
a confirmation of the feasibility of a shock-tube experiment to study the non-ideal
behavior of compressible-fluid in the close proximity of the liquid-vapor saturation
curve and critical point.
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Fabrication and Characterization
of Folded Foils Supporting Streamwise
Traveling Waves

Sam Calisch, Neil Gershenfeld, Dixia Fan, G. Jodin,
and Michael Triantafyllou

Abstract A body of work has grown around the use of small amplitude traveling
waves on aerodynamic and hydrodynamic surfaces for boundary layer control. In
particular, when the traveling wave speed exceeds the free stream velocity, signifi-
cant drag reductions have been shown in simulation. Building viable prototypes to
test these hypotheses, however, has proven challenging. In this paper, we describe a
candidate system for constructing structural airfoils and hydrofoils with embedded
electromagnetic actuators for driving high velocity traveling waves. Our approach
relies on the fabrication of planar substrates which are populated with electromag-
netic components and then folded into a prescribed three dimensional structure with
actuators embedded. We first specify performance characteristics based on hydro-
dynamic requirements. We then describe the fabrication of fiber-reinforced polymer
composite substrates with prescribed folding patterns to dictate three dimensional
shape.Wedetail the development of aminiaturized single-phase linearmotorwhich is
compatiblewith this approach. Finally, we compare the predicted andmeasured force
produced by these linear motors and plot trajectories for a 200 Hz driving frequency.

Keywords Traveling waves · Separation control · Distributed actuation · Origami

1 Introduction

Both computational and experimental work has grown around the use of small ampli-
tude traveling waves on aerodynamic or hydrodynamic surfaces for boundary layer
control and drag reduction. This work has demonstrated significant drag reductions
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Fig. 1 Traveling wave elements included near the 3/4 chord position of a foil. a Exploded side
view, b exploded perspective view, c assembled perspective view

over awide range ofReynolds numbers so long as thewave speedmoderately exceeds
the free stream speed [1–6]. In these cases, the energy required to drive the travel-
ing waves can be made to be significantly less than the energy savings from drag
reduction. Despite these results, fabricating viable high-speed traveling waves on
aerodynamic surfaces remains a great challenge. This work investigates performance
of structural systems with distributed aerodynamic actuation made using origami-
inspired methods of cutting and folding fiber-reinforced composites. Such systems
could be designed as airfoil sections, ship hulls, vehicle fairings, or automobile pan-
els, potentially providing drag reduction and energy savings for these applications.

Origami-inspired fabrication methods have enjoyed considerable success in
micro-robotics, where the scale of actuators and assemblies prevents manual assem-
bly [7]. These techniques leverageCNCfabrication and lamination techniques similar
to those used in printed circuit board manufacturing. Typically a sequence of cutting,
consolidation, and curing steps is used to produce a laminate with fiber-reinforced
members joined by flexible hinge elements with integrated actuation and electrical
interconnect. Micro-robots produced this way have been shown operable at hun-
dreds of hertz [8], and capable of using a variety of actuation (e.g. piezoelectric [9],
dielectric elastomer [10], electromagnetic [11], shape memory alloy [12], and fluidic
[13]) and sensing [14–18] technologies. Further, the folding mechanisms specified
by hinge patterns not only create effective transmissions for motion [19] and be
made self-folding [20], but also can be used to simplify delicate three dimensional
assembly tasks [21–23] to repeatably produce robots withminimal manual assembly.
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Origami-inspired methods have also been used at a larger scale to create high-
performance structural materials. Honeycombs like those used in lightweight sand-
wich panels can be directly produced with a specified three-dimensional shape by
simply specifying a pattern of two-dimensional cuts and folds [24, 25], thus avoid-
ing costly and imprecise machining of honeycombs. This construction has shown
potential for scalable production [26, 27], and related constructions have already
been demonstrated at commercial scales [28–31]. Further, folding mechanics can be
used to tailor material properties [32–35] over a range of mechanical performance.

This work seeks to leverage these two bodies of work to address the challenge of
constructing high-performance structural systems with distributed actuation of trav-
eling surface waves. In what follows, we first characterize the desired performance
of a distributed actuation system based on hydrodynamic arguments. We then detail
our construction approach, startingwith the fabrication of a fiber-reinforced substrate
with prescribed hinge lines. We then describe the development of an electromagnetic
linear motor which functions when its components are populated onto the substrate,
and outline assembly steps for a complete system prototype. Finally, we compare
measured forces with simulation and verify high frequency operation.

2 Fluid Mechanical Actuation Specifications

We begin by developing a set of specifications for a distributed actuation system
for driving traveling waves on a hydrodynamic surface. For the characteristics of a
desired wave shape, we reference the study of Shen et al. [2] for Reynolds number
Re = Uλ/ν ≈ 104.Weuse three parameters to specify thewave shape: the amplitude
a, the wavelength λ and the wall motion phase speed c. The actuation frequency f
of the actuators is derived as f = c/λ.

The literature uses the wave number (k = 2π/λ) times the amplitude to specify
the wave steepness. Studies suggest values of ka of the order of 0.2 are appropriate.
The wave speed is similarly prescribed by the dimensionless ratio c/U , where U is
the free stream flow velocity. When this ratio is made greater than 1, separation is
eliminated and the wall waves generate a thrust. At c/U ≈ 1.2, energy optimality
has been observed, as the power required to actuate the wall plus the power saved
due to drag reduction is minimal. The choice of the wavelength is a tradeoff between
actuator manufacturing constraints and fluid mechanic considerations.

To satisfy values from the literature and be within the constraints of a feasible
actuator to design, we select an amplitude a = 1mm, a wavelength λ = 20 mm,
and frequency f = 60Hz. This gives a wave steepness of 0.314 and allocates four
actuators perwavelength if each requires 5mmof chordwise extent.With a freestream
velocity U ≈ 1m/s and a chord of 0.15 m, this gives c/U ≈ 1.2 and chordwise
Re ≈ 7.5 × 104.

To estimate the force requirements, we consider only force normal to the wall and
assume a worst case estimate of actuating the suction side with maximal acceleration
under the maximum pressure and inertial forces. Assuming a hexagonal packing of
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actuators with half-cell-span of 5 mm as above, each actuator is responsible for
a surface patch of area A = 100mm2. Numerical simulation provides a pressure
coefficient of 0.06, leading to 30 Pa pressure. A typical hydrodynamic pressure is
around 500 Pa. The total force produced by these pressures is around 53 mN.

To calculate the inertial forces, we must consider the actuator inertia and the fluid
added mass. In general, the added mass in such a case of connected moving walls is
not constant. In the case where the region under consideration has a small chordwise
extent relative toλ, the force due to addedmass can bewritten as F = ρakA(c −U )2.
For the parameters identified above, this added mass force is on the order of 1 mN
(but increases greatly at larger values of c/U ). Assuming a moving mass of 100 mg,
the total required inertial force to operate at 60 Hz is roughly 15 mN. This gives a
total force requirement of roughly 70 mN.

3 Construction

In this section we detail the design and fabrication of our candidate structural system
with distributed actuation for traveling surface waves. We first show a method of
producing stiff, fiber-reinforced composites with prescribed compliant hinge lines.
We then describe a miniaturized, single-phase linear motor, suitable for embedding
in a structure to produce traveling waves. Finally, we detail assembly steps of this
construction, showing how folding allows much of the work to be done in a flat state,
making the process more repeatable and amenable to automation.

3.1 Composite Construction

To fabricate fiber-reinforced compositeswith prescribed hinge lines, we use amethod
similar to one commonly used in microrobotics (c.f. [7]) where sheets of resin-
impregnated carbon fiber are cut and then bonded to a polymer layer (often Kapton
or PET). In regions where the fiber reinforcements have been removed, only the
polymer layer remains, forming a compliant, robust hinge. Hinge cycle lifetimes
approaching 107 have been shown in microrobotics applications with significant
angular deflection, and an exponential relationship between hinge bending length
and cycle life has been identified [36]. At larger scales where hinge lengths can be
greater and angular deflections can be smaller, significantly increased lifetimes are
expected and indefinite operation may be attained by staying below the material
fatigue limit.

Our fabrication process is shown in Fig. 2. In Fig. 2a, a stack of resin-impregnated
carbon fiber layers is cut with an oscillating knife on a flatbed cutting machine. The
stack consists of three layers of unidirectional carbon with a 0-90-0 layup schedule.
This cutting step removes hinge lines with a width of approximately 400µm. Next
in Fig. 2b, the carbon layer is placed between two sheets of 12µm PET film and
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Fig. 2 Fabrication of fiber-reinforced polymer composite laminates. a Cutting resin-impregnated
carbon fiber using oscillating knife to form hinges, b curing resin-impregnated carbon fiber between
two sheets of 12micron PETfilm, c optically registering and cutting cured laminate using oscillating
knife, d Batch of fiber-reinforced parts produced, e optical scan of part, showing clear hinges void
of fiber reinforcement, f microscope image of two incident hinge lines

cured under a vacuum bag at 200 ◦C for two hours. In Fig. 2c, this cured laminate is
optically registered on the flatbed cutting machine and cut again using an oscillating
knife to form registration features and an outline. The composite strips produced
in one cycle are shown in Fig. 2d. A scan of a single strip is shown in Fig. 2e and
a microscope image of two hinge lines is shown in Fig. 2f. For this prototype, the
finished thickness of carbon fiber layers was roughly 150µm, while the combined
PET hinge layer thickness was 25µm.

In microrobotics applications, the polymer layer is usually sandwiched between
two layers of fiber reinforcement to minimize its required bending radius. In larger
scale applicationswithwider hinges, a single layer of fiber reinforcement can be sand-
wichedby twopolymer layers. Thewider hingemaintains safe polymer bending radii,
and placing the continuous polymer layers outside of the fiber reinforcement layer
makes the resulting structure more robust to delamination. As resin-impregnated car-
bon fiber sheets are usually available in substantially thicker dimensions than poly-
mers like PET, this layer inversion allows for thinner resulting laminates. Finally,
when a polymer is sandwiched by two fiber layers that have been preciselymachined,
alignment of these layers is tantamount. With a single machined fiber layer, no align-
ment is necessary, simplifying the fabrication process.

When assembled, the strip produced in Fig. 2 will form one layer of a hexagonal-
celled honeycomb with integrated actuators and flexure bearings (one of the units
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pictured in Fig. 1a). The physical example produced here has a uniform size, and
so the resulting honeycomb will have a constant thickness. To produce honeycombs
filling a desired shape, however, we can apply the geometric derivations of [26] or
[25] to contour a given shape such as the foil shape shown in Fig. 1.

3.2 Linear Motors

To actuate the traveling waves, we now describe the design of a small, single phase
linear motor ideal for embedding in folded structures. Linear motors often use three
phases to extend actuation forces to large strokes, but because the required amplitudes
for this application are only on the order of one millimeter, we use a single phase
to simplify driving and wiring requirements and miniaturize the size of the actuator.
As a large number of these actuators are required, we selected an “E” core shape
which can be wound simply and fits inside a hexagonal honeycomb cell efficiently.
Further, this core design can be parameterized easily to include any number N > 2
of electrical poles, where the force produced scales linearly with the number of poles
(assuming the number of magnetic poles is always N − 1).

In Fig. 3, we show the fabrication of these linear motors. First, in Fig. 3a, core
shapes are cut from round stock of Vimvar, a relatively inexpensive electrical iron

Fig. 3 aElectric dischargemachining cores fromroundVimvar stock,b released coreswithwinding
clamp, c core duringwinding,dwound corewith terminations (U.S.Quarter coin for scale), ewound
core placed in honeycomb scaffolding, f wound core soldered for electrical connection
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with high permeability (μr ≈ 10,000), high saturation induction (Bs ≈ 2.1T ). Two
wire cuts aremake at 90 degrees from each other, enabling three dimensional features
and producing many cores in a single machining operation. In Fig. 3b, the produced
magnetic cores are parted off and prepared for winding with 34 AWG magnet wire.
A custom-built precision coil winder head is used to lay two opposing coils of 90
wraps each. The coil winder uses a Luer-Lok dispensing tip for accurate magnet
wire placement and high packing density, shown in Fig. 3c. The coil winding head
allows the coils to be placed automatically, requiring operator intervention onlywhen
starting or finishing a coil. This significantly decreases the time required to wind a
core and reduces error and inconsistencies in the actuator construction. The coils are
heat-set using a hot air gun and the wire ends are terminated and wrapped around a
central winding guide made of paper phenolic, shown in Fig. 3d. These terminations
can be tinned with a standard soldering iron and connected with the copper traces
used in our construction, shown in Figs. 3e, f.

These wound cores constitute the stator of our linear motor. The rotor consists of
two Neodymium permanent magnets (N50, 3 mm × 3 mm × 0.5 mm) magnetized
through thickness and oriented with opposite polarity. A wedge of Vimvar acts as a
backiron flux return for this magnet pair. When the phase is energized with current,
magnetic flux is directed alternately in and out of the legs of the magnetic core.
This produces a force on the rotor that seeks to align the field of produced by the
permanent magnets with that of the magnetic core. By alternating the direction of
current periodically, the rotor can be made to oscillate at the driving frequency.

3.3 Assembly

To create a functional unit, fiber-reinforced composite substrates and the magnetic
components of the linear motor are combined in a set of assembly steps, shown in
Fig. 4. In Fig. 4a, the wound magnetic cores, magnets, and back-iron components
are populated on the composite substrate while in the flat state. This step is currently
performed manually, but can be automated in much the same manner as industrial
PCB manufacturing for high production rates.

In Fig. 4b, a wiring strip is attached using the magnetic cores for alignment,
constraining the corrugation hinges and supplying soldered electrical connection to
themotors. Thewiring strips are produced using a simplifiedflex-PCBmanufacturing
process, where adhesive-backed copper foil is kiss-cut and transferred to 125µm
Garolite G10. The copper traces are optically registered, and additional features and
an outline are cut. Again, while soldering was performed manually, this is amenable
to reflow or wave soldering such as is used in industrial PCB manufacturing. At
this stage, a skin strip is attached with cyanoacrylate glue, using magnet edges for
registration. This skin strips are made with the same fiber-reinforced composite
process described above, but with a overall thickness of roughly 100µm.

In Fig. 4c, the magnets and back-iron components are brought together with the
aid of attractive forces, assembling the flexure bearings for the linear motors. This



406 S. Calisch et al.

Fig. 4 Assembly steps. a Populate wound cores, magnets, and back-iron components, b apply
electrical routing and skin strips to constrain corrugation hinge angles, c bring magnets and back-
iron components together to complete flexure bearing, dmultiple row units are stacked, e skin strips
lap and are joined into a continuous aerodynamic skin

connection is strengthened with cyanoacrylate glue, completing the assembly of a
full strip unit.Multiple units can be assembled to create a honeycombwith embedded
linear actuators. The stator of one unit align with the rotor of an adjacent unit, loading
the flexure bearings in tension and setting a consistent air gap (roughly 800µm in
the prototype shown in Fig. 4). The skin strips of each row overlaps slightly with
that of the adjacent row. These skins are bonded and covered with adhesive-backed
PET (50µm thickness) to create a smooth hydrodynamic surface.

4 Characterization

This section describes characterization work to ensure the produced force and fre-
quencies meet the requirements of a hydrodynamic traveling wave application.
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4.1 Force

To evaluate force produced by the linear motors, we compare finite element simu-
lation and experimental testing. The simulations were performed using COMSOL
Multiphysics [37]. Figure 5 shows one simulation, with flux intensity and direction
drawn for a linear motor in minimum (5a) and maximum (5b) configurations of the
stroke when the phase current is one ampere. In Fig. 5a, the field of the permanent
magnets opposes the field produced by the coils, and flux seeks alternate paths than
the iron core. In Fig. 5b, the two flux distributions are aligned, providing a low
reluctance magnetic circuit through the core. To simulate these effects, we assumed
a planar flux distribution and ran a two-dimensional simulation, significantly low-
ering the computational burden. While the flux distributions are largely planar, this
neglects fringing fields. Thus we expect simulations to slightly overestimate force
produced but roughly preserve dependence on geometric parameters.

We simulated flux distributions and resulting force on the rotor for a range of
coil currents, stroke positions, and core geometries. These studies indicated the size
of the back-iron was significant in increasing actuator force but also in the moving
mass. For these reasons, we designed the triangular back-iron shown in Fig. 5, which
limits magnetic saturation while avoiding unnecessary moving mass.

To compare simulated values with our physical prototypes, we measured force
using amaterials characterizationmachine (Instron 4411)with 5N load cell, shown in
Fig. 6. We used linear slides to precisely position the rotor and stator and transmitted
force to the load cell using a Garolite flexure to avoid off-axis loads.

Figure 7 plots force vs. stroke and current for simulated and measured actuators
with an 800µm air gap. Deviations from a planar flux distribution are responsible for
roughly 20% reduction in peak force at 1 ampere phase current. We note that 800µm
is a conservative air gap, selected because smaller air gaps deformed rotor flexure
under attractive forces. With a stiffer rotor, smaller air gaps could increase force

Fig. 5 Simulated flux intensity (colormap) and direction (arrows) under positive current of 1 amp.
a A negative most stroke limit, b at positive most stroke limit
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Fig. 6 Test setup for force measurement on material characterization machine. a Perspective view,
showing 5N load cell, flexure for transmitting force, linear stages, and power wiring. b Side view,
showing prescribed gap between magnetic core and magnets

Fig. 7 a Two-dimensional simulation and b measured force with 800 µm air gap

without significantly increasing moving mass. Despite this, the force magnitudes
comfortably exceed the fluid mechanical requirements derived in Sect. 2.

4.2 Frequency

To characterize the high frequency operation of our actuators, we performed simple
trials with square wave drive inputs of varying frequency using a single actuator with
no skin attached. In a fully assembled honeycomb, the rotor travel is limited by the
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Fig. 8 200 Hz operation: a video with motion tracking, b Extracted trajectory

adjacent strip units, but to test variable travel limits, we implemented physical end
stops using aluminum bars in these high frequency trials.

Figure 8 shows the results of sending a 200 Hz driving frequency to the actuator
with a current limit of approximately 1 ampere. The resulting trajectory was recorded
using a high speed video camera (Krontech Chronos 1.4) at 3000 frames per second.
We used video tracking software (Physlets Tracker) to extract the trajectory and plot
it in Fig. 8b. This simple test shows that our actuator is capable of driving its rotor
at 200 Hz with an amplitude of approximately 1.2 mm.

5 Conclusions

We detailed a candidate system for fabricating foils with driven traveling surface
waves. Studies suggest that traveling waves can eliminate separation and signifi-
cantly reduce drag if wave speed moderately exceeds free stream speed, but building
physical prototypes meeting these requirements has proven difficult. The origami-
inspired manufacturing techniques described above produce structures with embed-
ded actuation, motion guides, wiring, and structural support that may realize this
engineering challenge.

In this work, we first estimated wave parameters based on hydrodynamics and
developed a specification for force, frequency, and size required of an actuator system.
We described a generalizable method for producing fiber-reinforced panels with
prescribed hinge lines, which when populated with electromagnetic components
produce shaped volumeswith embedded actuators for driving surfacewaves.We then
simulated andmeasured performance of our actuation system in force and frequency.
In both metrics, performance showed a safe margin over stated requirements.

With these encouraging preliminary results, there is considerable future work
that can improve this distributed actuation system. First, the performance testing
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described above was carried out on the level of a single actuator without the contri-
bution of bending stiffness of a skin and the interactions between adjacent actuator
rows. Using fiber alignment and hinge placement, the skin strips in this work were
designed to have much lower bending stiffness in the chordwise direction than in the
spanwise direction. This minimizes the actuator work required to overcome bending
stiffness, but this must be tested. Future work must also address the necessary com-
pliance in mounting skin panels to accommodate the chordwise geometric effects of
the wave amplitude without causing binding of the rotor flexure bearings.

It is expected that future work could considerably improve actuator performance.
Asmentioned, the air gap used inmeasurements was conservative due to deformation
of the rotor under smaller air gaps. By stiffening the rotor, smaller gaps can be used,
increasing generated force without significantly increasing moving mass. Further,
the drive signals used were simple current-controlled voltage square waves. Better
control would use the actuator transfer function to increase average force generated
while maintaining safe thermal dissipation (the effective limit on driving current).

Finally, an obvious next step is to experimentally verify that the hydrodynamic per-
formance characteristics can be realized and test hypotheses about travelingwaves. If
successful, the macroscopic drag reduction effects of traveling waves could be mea-
sured with a load cell, while the elimination of separation and wave-scale pheonoma
could be visualized using PIV or other flow visualization techniques. This exciting
work is currently an active research effort.
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The Aerodynamic and Aeroacoustic
Effect of Passive High Frequency
Oscillating Trailing Edge Flaplets

Edward Talboys, Thomas F. Geyer, and Christoph Brücker

Abstract Aerofoil noise reduction is a topic of great interest at the present time
and as such many strategies have been presented, in previous literatures whether
they are trailing edge serrations, leading edge undulations or porous aerofoils, to
name a few. The present study investigates a bio-inspired solution where an array of
passive flexible elements, known as flaplets, are extended over the trailing edge of
the aerofoil and are allowed to oscillate freely in the flow field. The aerofoil in used in
the present study is a NACA 0012 and has been analysed by using both time resolved
particle image velocimetry (TR-PIV), in a close circuit wind tunnel, and aeroacoustic
measurements in an open jet wind tunnel atmoderate chord basedReynolds numbers;
ranging from 50,000 to 350,000. The results show a clear reduction in tonal noise
with a clear region of maximum noise reduction scaled with u1.5∞ .

Keywords Noise reduction · Trailing edge flaplets · Shear layer instability

1 Introduction

The main source of aerodynamic tonal noise generated on aerofoils is due to the
trailing edge turbulent boundary layer interaction. And as such this noise signature
plays a crucial role in practically all aerodynamic applications; from small aircraft
to wind turbines and ventilation systems. To mitigate this aeroacoustic interaction
many possible approaches exist, among themare serrated edges, slitted trailing edges,
brush-like edge extensions or porous materials. In the present study, a flexible trail-
ing edge consisting of an array of small elastic flaplets, mimicking the tips of bird
feathers, is used.
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The specific arrangement and structure of feathers on the trailing edge of an
owl’s wing is well known to be one of the key mechanisms that the bird used to
enhance noise suppression [10]. In addition, secondary feathers on the upper side of
the wings of the steppe eagle (Aquila nipalensis) [4] and the peregrine falcon (Falco
peregrinus) [17], to give a few examples, have been observed to pop-up as the birds
attack prey or come into land at a high angle of attack. This phenomena has been
the subject of many research studies. Schlüter [24] could show that by attaching
rigid flaps, via a hinge, on the upper surface of the wing, the CL max is increased
for a series of tested aerofoils (NACA 0012, NACA 4412, SD 8020). Schlüter also
showed that the flaps bring the additional benefit of gradual stall rather than a more
severe lift crisis. Osterberg and Albertani [15] carried out a similar study on a flat
plate subjected to high angles of attack, coming to the same conclusion. Brücker
and Weidner [3] used flexible flaplets attached on the suction side of a NACA 0020
aerofoil that was subjected to a ramp-up motion. The results show a considerable
delay in dynamic stall. Flap length and flap chordwise spacing were varied and it
was found that the most successful configuration was two rows of flaps of length
0.1c spaced 0.15c–0.2c in the chordwise direction. The wavelength of the rollers
in the shear layer was found to be of the same order, 0.15c–0.2c. This led to the
conclusion that the flaplets resulted in a lock-in effect with these rollers, as the two
spacing length scales were comparable. Concluding that this lock-in effect stabilises
the shear layer. Rosti et al. [20] then built on these findings of by carrying out a
DNS (direct numerical simulation) parametric study. The flap element was rigid but
coupled to the aerofoil surface by a torsional spring type coupling. It was found that
when the flap oscillations were at the same frequency as the shear-layer roll up, the
mean lift coefficient was at it’s highest.

Similar effects, as observed for aerofoils, could also be seen on tests with bluff
bodies. A series of studies on cylinder flows with flaplets attached on the aft half
of the cylinder have been carried out [6, 12, 13]. Kunze and Brücker [13] saw that
the presence of the flexible elements allowed the shedding frequency to be locked in
with the most dominant eigen-frequency of the flaplets. This hints to a similar lock-
in effect of the shear layer roll-up observed for the aerofoils [20]. Consequently the
flow-structure in the wake is changed and a reduced wake deficit is observed. Kamps
et al. [12] then tested the same cylinder/flaplet configuration in an aeroacoustic wind
tunnel and could show that the flaplets overall reduce noise, both in the tonal and the
broadband components.

The present study builds off these previous studies in order to study the bene-
fit/impact of flexible flaplets being attached to the trailing edge rather than on the
aerofoil body. Tests of such modifications of the trailing edge by Kamps et al. [11]
already showed promising results in noise reduction. However, no details of the
flow structure and the fluid-structure interaction is known which might explain the
observed aeroacoustical modification.



The Aerodynamic and Aeroacoustic Effect of Passive . . . 415

2 Experimental Set-Up

The experiments are carried out in two stages, the velocity field was measured in the
Handley Page laboratory at City, University of London in a closed loop wind tunnel.
And the acoustics were measured in the aeroacoustic open jet wind tunnel [23] at
the Brandenburg University of Technology in Cottbus. A NACA 0012 aerofoil, with
chord of 0.2 m, was tested at both locations with and without the flaplets. The span
of the aerofoil was different for each experiment due to wind tunnel configurations,
however this is thought to have no bearing on the presented results. A 0.3 mm thick
boundary layer trip was implemented at 0.2c on both sides of the aerofoil to ensure
that the boundary layer was turbulent.

Theflexible flaplets aremade fromapolyester foil (E=3.12GPa,ρ =1440kg/m3),
of thickness 180 µm, which was laser-cut at one long side to form an array of
individual uniform flaplets. Each flaplets has a length of L = 20 mm, a width of s =
5 mm and an interspacing of d = 1 mm in spanwise direction (see Fig. 1b). The foil
was adhered to the pressure side of the aerofoil using thin double sided tape such
that the flaplets face downstream, with their free end located at a distance of x/c =
1.1c downstream of the trailing edge. The flaplets form amechanical systemwhereby
each flaplet is a rectangular cantilever beamwhich is free to oscillate perpendicular to
the mean-flow direction. The oscillating frequency of the flaplets was experimentally
found to be 107 Hz and have a maximum displacement of approximately 1 mmwhen
subjected to the present flow conditions [26].

2.1 Velocity Field Measurements

The test section of the wind tunnel used for the Time Resolved Particle Image
Velocimetry (TR-PIV) is 0.81 m by 1.22 m in cross-section, and has a turbulence
intensity of 0.8%. In this instance the aerofoil span is 0.52 m whereby one side of
the aerofoil spanned to the floor of the tunnel and an endplate was affixed to the
exposed end to negate any end effects. The aerofoil was 3D printed in two sections
with a small perspex section in the measurement window, as per Fig. 1b. The use of
perspex in this region improves the quality of the PIV recordings close to the surface.
Two chord based Reynolds numbers (Rec) were analysed in this study, 100,000 and
150,000, at two different angles of attack, 0◦ and 10◦.

Time Resolved Particle Image Velocimetry (TR-PIV) measurements were carried
out using a 2 mm thick double pulsed Nd:YLF laser sheet in a standard planar set-
up. A high speed camera (Phantom Miro M310, window size 1280 × 800 pixels)
equipped with a macro lens, Tokina 100 mm, with f/8 was used in frame straddling
mode. Olive oil seeding particles, of approximate size 1 µm, were added to the flow
downstream of the model. 500 pairs of images were obtained at a frequency of 1500
Hz with the pulse separation time being 80 µs for the Rec = 100,000 case and 30 µs
for the Rec = 150,000 case.
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Fig. 1 Schematic of the TR-PIV set-up. a Plan view, b side view

The raw images were then processed using the TSI Insight 4G software which
uses the method of 2D cross correlation. The first pass interrogation window size
was 32× 32 pixels, with a 50% overlap. The size was then reduced to 16× 16 pixels
for the subsequent pass. A 3 × 3 median filter was then applied to validate the local
vectors, any missing or spurious vectors were interpolated by using the local mean.

2.2 Acoustic Measurements and Data Processing

The aeroacoustic measurements took place in the small aeroacoustic open jet wind
tunnel [23] at the Brandenburg University of Technology in Cottbus, with a setup
similar to that used in [7]. Thewind tunnel was equippedwith a circular nozzle with a
contraction ratio of 16 and an exit diameter of 0.2 m. With this nozzle, the maximum
flow speed is in the order of 90 m/s. At 50 m/s, the turbulence intensity in front
of the nozzle is below 0.1%. During measurements, the wind tunnel test section is
surrounded by a chamber with absorbing walls on three sides, which lead to a quasi
anechoic environment for frequencies above 125 Hz.

For the measurements, the aerofoil is positioned at a distance of 0.05 m down-
stream from the nozzle. The tips of the aerofoil are attached to a wind tunnel balance
to simultaneously measure the aerodynamic performance. Since the span of the aero-
foil (b = 0.28 m) exceeds the nozzle diameter, no aerodynamic noise is generated at
the tips or the lateral mountings. A schematic of the setup is shown in Fig. 2.

The acoustic measurements were performed using a planar microphone array,
consisting of 56 1/4th inch microphone capsules flush mounted into an aluminum
plate with dimensions of 1.5 m × 1.5 m (see [21]). Themicrophone layout is included
in Fig. 2. The aperture of the array is 1.3 m. The array was positioned out of the flow,
in a distance of 0.71 m above the aerofoil.
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Fig. 2 Schematic display of the measurement setup (top view, ×marks the location of the single
microphone)

Data from the 56 microphones were recorded with a sampling frequency of
51.2 kHz and a duration of 60 s using a National Instruments 24 Bit multichan-
nel measurement system. To account for the refraction of sound at the wind tunnel
shear layer, a correction method was applied that is based on ray tracing [22]. In post
processing, the time signals were transferred to the frequency domain using a Fast
Fourier Transformation, which was done blockwise on Hanning-windowed blocks
with a size of 16384 samples and 50% overlap. This lead to a small frequency spac-
ing of only 3.125 Hz. The resulting microphone auto spectra and cross spectra were
averaged to yield the cross spectral matrix. This matrix was further processed using
the CLEAN-SC deconvolution beamforming algorithm [25], which was applied to
a two-dimensional focus grid parallel to the array and aligned with the aerofoil. The
grid has a streamwise extent of 0.5 m, a spanwise extent of 0.4 m and an increment
of 0.005 m. The outcome of the beamforming algorithm is a two-dimensional map
of noise source contributions from each grid point, a so-called sound map. In order
to obtain spectra of the noise generated by the interaction of the turbulent boundary
layer with the trailing edge of the aerofoil, a sector was defined that only contains
the noise source of interest. The chosen sector has a chordwise extent of 0.2 m and
a spanwise extent of 0.1 m. Thus, spectra of the noise generated by this mechanism
are derived by integrating all noise contributions from within this sector, while all
potential background noise sources (such as the wind tunnel nozzle or the aerofoil
leading edge) are excluded from the integration. The resulting sound pressures were
then converted to sound pressure levels L p re 20 µPa and 6 dB were subtracted to
account for the reflection at the rigid microphone array plate.
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In addition to the beamforming results, auto spectra of a single array microphone
close to the aerofoil trailing edge were analysed. The microphone position is high-
lighted in Fig. 2.

3 Results and Discussion

3.1 Velocity Field Measurements

A virtual velocity probe was placed in the measured velocity field at a suitable
location (x/c = 0.85 and y/c = 0.05) in the boundary layer to detect instabilities. This
is done by means of evaluating the fluctuating vertical component (v′) time-series
at the probe location. A peak in the v′ velocity corresponds to the presence of a
shear layer roll-up vortex passing through the probe area as revealed by the TR-PIV
results. Therefore the time history of this probe is investigated using spectral analysis
in order to see the nature of the shear-layer rollers and better evaluate the effect of
the flaplets.

A proper orthogonal decomposition (POD) of the fluctuating velocity field was
carried out and this aids to the understanding of the spectral results as each POD
mode is associated with a dominant flow feature. In the present case the dominant
features are the shear layer vortices.

It is well understood that the eigenvectors of each POD mode gives the temporal
signature of the mode. Therefore performing a spectral analysis on the eigenvectors
yields the frequency of structure observed in the mode. From the spectral analysis
of the 4thv′ mode, Fig. 3b, it is seen that this mode corresponds to the fundamental
shear layer instability mode. In comparison, the 2nd mode, Fig. 3a, shows half of
the fundamental frequency ( f0−1/2). This mode indicates the presence of a non-

Fig. 3 Spatial reconstruction of the v′ velocity POD modes at Rec = 150,000 and α = 10◦
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linear state in the shear-layer which is the observed pairing of successive rollers,
explaining the factor two change that can be clearly seen in Fig. 3. POD also gives
a graphical representation of the dominant structures and as such the wavelength of
the fundamental shear-layer mode can be estimated.

When analysing the velocity probe data for the zero degree cases, it was seen
that no obvious spectral peaks were present. The shear layer at these conditions is
expected to be in the sub-critical state as the adverse pressure gradient is weaker
compared to the 10◦ angle of attack situation [9].

Table 1, shows the compiled results of Fig. 4 and the results of the Rec = 100,000
cases. The theoretical case is from the empirical equation proposed by [27] for a
NACA 0012 at 10◦ angle of attack. Further agreement is found with experimental
trends from Huang and Lin [9] who graphically present a frequency of ∼100 Hz -
200 Hz, for the tabulated cases.

When observing the Rec = 150,000; α = 10◦; baseline spectra result from the
velocity probe, Figure 4a, it is seen that the strongest peak is at ∼ f0−1/2 position.
This is indicating that the non-linear state is already dominating with rows of large,
merged vortices present in the flow. These vortices will carry an increased lower
tonal noise signature. This merging effect has been seen in many previous planar
shear flow literatures [8, 19]. It must be noted here that this dominant frequency
is not truly half, and is thought to be because the position of the transition point
of the instability is randomly fluctuating in the shear layer; hence giving a more
‘broadband’ region where this frequency is seen [5, 18, 19, 28]. Once the flaplets
are attached to the aerofoil, Fig. 4b, the f0−1/2 frequency is suppressed and the f0 is
now the dominant frequency. This indicates that the shear-layer is stabilised and the
growth of non-linear modes is reduced, thus reducing the tendency of vortex pairing.
This stabilisation is thought to be caused by a lock-on effect between the oscillating
flaplets and the fundamental shear-layer instability, a similar effect to that presented
by Kunze and Brücker [13].

Table 1 Shear layer fundamental and non-linear instability frequencies detected by the PIV probe
and POD modes from Fig. 4, with a theoretical result from Tam [27] for comparison

Test cases PIV Probe POD

f0 (Hz) f0−1/2 (Hz) f0 (Hz) f0−1/2 (Hz)

Rec = 100,000; α
= 10◦; Baseline

150 — 150 Hz —

Rec = 100,000; α
= 10◦; Flaplets

132 — 132 —

Theory 160 Hz — — —

Rec = 150,000; α
= 10◦; Baseline

234 156 234 144

Rec = 150,000; α
= 10◦; Flaplets

246 114 246 114

Theory 221 Hz — — —
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Fig. 4 Spectral analysis of the v′ (probe), 4th v′ POD mode and 2nd v′ POD mode for the case at
Rec = 150,000 and α = 10◦. Each spectra is spaced by two decades for clarity

For the lowest Reynolds Number case, there was no dominating shear layer insta-
bilities/pairing observed in the spectral analysis. And as such the flaplets had no
observable effect on the flow field.

3.2 Aeroacoustics

Due to the less intensive data processing of aeroacoustic measurements, when com-
pared to TR-PIV, various chord based Reynolds numbers at different angles of attack
are tested in the anechoic wind tunnel both with and without the laminar boundary
layer trip. As the wind tunnel is of open jet configuration the geometric angle of
attack is not the true angle of attack and a correction factor, such as the one presented
by Brooks et al. [2], can be applied. In the present study the angles stated are the
geometric angles of attack and not the corrected angles lending to the fact that the
correction factor does not account for 3-D effects.

Figure 5 uses the third octave sound pressure levels (re 20 µPa) at the corre-
sponding centre frequencies, fm. It shows the SPL of the aerofoil with and without
the flaplets at a Reynolds number of 100,000 and at two different geometric angles
of attack, 0◦ and 10◦. Figure 5b, d show the cases where the boundary layer trip
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Fig. 5 Third octave band sound pressure level (SPL), Rec = 100,000

has been removed from the aerofoil, to see the effect of the flaplets under a laminar
boundary layer.

In these cases, it can be seen that, the flaplets have a benefit at very low tonal
frequencies but then at higher, more broadband, frequencies there is in an increase
in the noise level. Even though there is a clear change in the noise spectra in Fig. 5b
compared to Fig. 5a, the flaplets still behave more or less in a similar fashion, a tonal
reduction and then an increase in the broadband noise. The tonal noise reduction is
thought to be due to the stabilisation of the shear layer that was observed in Sect. 3.1,
and hence has changed the vortex shedding frequency of the aerofoil. This results
was also been seen on a previous study using a NACA 0010 aerofoil with trailing
edge flaplets by Kamps et al. [11].

To evaluate the effect of the flaplets over a wider range of Rec, contours of sound
pressure level difference (�SPL) are shown in Figs. 6 and 7. These contours are the
�SPL of a single microphone which was in the region directly above the trailing
edge, see Fig. 2, and �SPL is defined as:

�SPL = 10 · log10
(

p̄2flaplets
p̄2baseline

)
dB (1)

A negative level indicates a noise level reduction with the flaplets and vice versa
for a positive �SPL. From Fig. 6 it can be seen that over a wide range of Reynolds
number there is still the low frequency benefit that was previously discussed, and
then the increase in broadband noise.
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Fig. 6 Sound pressure level difference contours in dB, �SPL, (see Eq. 1) of the tripped aerofoil
as a function of frequency and Reynolds number at three different geometric angles of attack

Fig. 7 Sound pressure level difference contours in dB,�SPL, (see Eq. 1) of the un-tripped aerofoil
as a function of frequency and Reynolds number at three different geometric angles of attack
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Increasing Reynolds number shows an interesting trend, at low frequencies there
is a clear region of ‘maximum’ noise benefitwhich trendswith a f ∝ u1.5∞ relationship,
(see. Fig. 6c). This region is also present in the un-tripped case (Fig. 7). This scaling
has been seen in many previous literatures [1, 16, 27], where the overall trend of
the most intense tonal frequency scales with u1.5∞ , over a wide range of moderate
Reynolds number. This scaling is the subject of much controversy and it is proposed
by Tam [27], that the mechanism behind the scaling is a feedback loop that consists
of boundary layer instabilities and instabilities in the wake. Therefore it is clear that
the flaplets stabilise these instabilities in the boundary layer, as seen in Sect. 3.1, and
have modified the wake. Leading to a reduction in tonal noise.

As the angle of attack increases the magnitude of the noise reduction is reduced,
however there is still a reduction of approximately 5 dB. The reason for this is due to
the instabilities in the boundary layer and the onset of separation is moving further
up-stream which suppresses the tonal noise and promotes a more broadband noise
[14], showing that the flaplets are very good at suppressing the tonal noise component
but are not as effective with broadband frequencies.

Once the flaplets are exposed to a laminar boundary layer the noise reduction
benefits are increased at low frequencies and the broadband noise increase is more
pronounced.

Figure 8, shows the overall sound pressure level from the third octave bands.
Naturally the OSPL increases with increasing flow speed and at low angles of attack
(Fig. 8a) there is a clear overall sound reduction over the range of Reynolds number
investigated. However as the angle increases the difference is less but notably there
is always a slight reduction in noise with the flaplets.
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424 E. Talboys et al.

4 Conclusion

Aerodynamic and aeroacoustic measurements have been taken on a NACA 0012
aerofoil in moderate Reynolds number flows, at varying angles of attack with pas-
sive high frequency oscillating trailing edge flaplets. Both time resolved PIV and
aeroacoustic measurement techniques have been used in the present study and are
in agreement, showing the benefit of having such a device in the tested Reynolds
numbers range. A tonal noise reduction, has been concluded and is attributed to the
stabilisation of the shear layer via a pacemaker effect instigated by the flaplets. An
increase in broadband noise is also seen, however the overall sound pressure level
data (OSPL, Fig. 8) shows that even with the high frequency noise increase, there is
still a benefit. Further detailed integral force measurements is currently being inves-
tigated for the present arrangement of flaplets and a detailed DOE type experiment
is also ongoing to determine how the thickness, width, length and spacing of the
flaplets effects the overall performance in order to attain a greater understanding and
an empirical relationship between flaplet geometry and noise reduction.
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and theRoyalAcademy of Engineering (ResearchChair no. RCSRF1617\4\11), which is gratefully
acknowledged.
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Electroactive Morphing Vibrating
Trailing Edge of a Cambered Wing: PIV,
Turbulence Manipulation and Velocity
Effects

G. Jodin, J. F. Rouchon, J. Schller, N. Simiriotis, M. Triantafyllou, S. Cazin,
P. Elyakime, M. Marchal, and M. Braza

Abstract Inspired from nature, deformations and vibrations are applied on aircraft
wings. Thanks to smart-materials that deform a structure, an electroactive morph-
ing wing prototype at reduced scale has been realized within the Smart Morphing
and Sensing project. Force measures are carried out for different actuations at two
different velocities to highlight up to 2% lift improvement with a wake’s thickness
reduction of around 10%.Then high speed time resolved particle image velocimetries
reveal important effects on flow dynamics as well as on time average. In addition,
based on turbulence manipulation, a theoretical explanation of the mechanisms from
the actuator towards the near trailing edge and wake structure is highlighted. Finally,
actuation ranges leading to increased aerodynamic performances are shown.

Keywords Bio-inspiration · Morphing wing · Piezoelectric · Smart materials ·
Turbulence · Flow dynamics

1 Introduction

The future aircrafts will be more efficient, less noisy, cheaper and more green. These
guidelines are motivated by a highly competitive market within a societal context of
environmental concerns linked to growing fuel prices. Therefore, the aircraft designs
need to be more efficient. With respect to aerodynamic performance, current planes
have fixed wing geometries, optimized for one cruise flight step. During flight, the
altitude, the weight and the speed are changing so one fixed wing shape is sub-
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optimal. Adapting the shape of the wing during the flight can save several percent of
fuel burn for a regional passenger aircraft [11].

Such shape change is called morphing, and it has been of extensive research for
more than 40 years [1], with little application to civil aviation. The actual aim of air-
craft morphing is not to deform a structure but to adapt the flow in real time. Going
further in this concept, let us have a look to nature. The graceful movements of fishes
and birds moving within a fluid is fascinating. Their high level of performance in
terms of maneuverability, noise emission [12] or energy consumption [10] during
their moves comes from their ability to manipulate the surrounding turbulence. Imi-
tating the natural movements of animal is not easy with conventional actuator tech-
nologies. Furthermore, airplanes fly much faster than birds, therefore bio-inspired
concepts and not biomimetic concepts must be developed. Recent advances in the
field of smart materials show the potential to overcome these difficulties, as well as
providing a structure stiff enough to withstand the aerodynamic loads, while being
flexible enough to be deformed.

Considering electroactive materials, Shape Memory Alloys (SMAs) and piezo-
electric materials are commonly used. SMAs are characterized by thermomechanical
behaviors, and most of applications use Joule heating to activate the SMAs. Typical
applications are shape adaptation at low deformation speed [1]. Piezoelectric mate-
rials’ electromechanical behavior is activated via the electric field [1]. The develop-
ments of piezoelectric composites allow for a simple implementation; piezoelectric
composite patches glued on the structure are often used as bending actuators that
control the shape of a wing.

The IMFT and LAPLACE laboratories have been focused on studying electroac-
tive morphing for more than 15 years in various collaborative research projects.
They aim more electric, lighter, less consuming and less noisy aircraft design, [8,
13, 14] within STAE-RTRA DYNAMORPH1 project and Airbus project. Now, an
electroactive morphing wing prototype at reduced scale has been realized within
the Smart Morphing and Sensing project.2 This prototype embeds both SMA and
piezoelectric actuators. This allows both large deformations (≈10% of the chord) at
limited frequency (≤1 Hz) and small deformations (<1 mm) at higher frequencies
(≤400 Hz). Following previous work [8, 13], the first section of the article is ded-
icated to this design. The second section introduces the wind tunnel experimental
setup, that allowed for forcemeasures andHigh Speed Time Resolved Particle Image
Velocimetry (HS TR-PIV). The following sections present experimental data when
the morphing vibrating trailing edge is actuated. Before the conclusion, a last section
discusses how the actuation manipulate the turbulence to change the aerodynamic
performance of the wing.

1www.fondation-stae.net.
2“Smart Morphing and Sensing for aeronautical configurations” is the H2020 European research
project no 723402, http://smartwing.org/SMS/EU.

www.fondation-stae.net
http://smartwing.org/SMS/EU
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2 Prototype Design

The considered prototype is an electroactive hybrid morphing wing. It embeds both
camber control and Higher Frequency Vibrating Trailing Edge (HFVTE) actuators.
The baseline airfoil is a wing section of Airbus-A320. The chord is 700 mm and
the span 590 mm. This aspect ratio affects the flow, but it does not affect the actual
results, as the experiments are dedicated to the changes in the flow due to morphing
compared to a non-morphing wing. Figure 1a presents the three sections of the
prototype. The actuators are sized, simulated and implemented on the last 30% of the
chord, corresponding to usual flap positions. The hollow fixed leading edge contains
electronics and tubing for all temperature, pressure and position transducers as well
as actuator interfaces.

The camber control actuator’s working principle relies on distributed structure
embedded actuators: SMA wires are spread under the upper and lower aluminum
skins of the wing. The actuation of the upper wires (suction side) causes bending
of the trailing edge towards higher cambered shapes. Antagonistically, the actuation
of SMA wires under the pressure side skin causes a decrease in camber. Figure 1b
shows the SMA actuated wing section. When warmed by means of electric current,
the wires tend to retract. This bends the skin and change the wing shape.

The HFVTE actuators are composed of metallic substrates sandwiched between
“Macro Fiber Composite” (MFC) piezoelectric patches on both sides. MFC patches
areLZTpiezoelectricfibers and electrodenetworks encapsulatedwithin epoxy.When
supplied by a voltage, the patches stretch out and generate bending. The whole is
covered by a flexible molded silicon that provides the trailing edge shape. Figure 2a
illustrate the actuator topology. The active length of the HFVTE is 35mm chordwise.
This design allows for quasi-static tip deformation peak to peak amplitude of almost
1 mm, while able to vibrate at amplitudes large enough up to 400 Hz. Figure 2b
introduce the performance of the actuator: it is the maximal vibration amplitude
versus frequency. These results have been obtained by means of a high speed camera
focused on the trailing edge of the wing mounted inside the wind tunnel.

pressure sensors  

Trailing 
edge

Silicon encapsulated 
SMA wire (intrados)

Silicon encapsulated 
SMA wire (extrados)

200[mm]

Fig. 1 (a) Reduced Scale (RS) prototype. (b) Bending through Shape Memory Alloys
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Fig. 2 a Sketch of the piezoelectric trailing edge actuator. bActuator performance characterization:
amplitude VS frequency under 1kV supply. 1/1000 and 0.5/1000 chord fraction indications are
related to peak to peak amplitudes

The authors invite the reader to refer to the previous publications [7, 9] for more
details related to the design and the electromechanical characterization of this elec-
troactive morphing wing.

3 Experimental Setup

The wingmodel is tested in a subsonic wind tunnel. The test section is 592mmwidth
per 712mm high. The wing is mounted with an incidence of 10◦. which are subject to
the same blockage ratio. The turbulence intensity of the inlet section is about 0.1%
of the free stream velocity. Measurements are carried out at ambient temperature
(22 ◦C).

A first campaign of experiments consists of drag and lift measures, thanks to a
custom made aerodynamic balance.

A second campaign of experiments followed the analysis of the data from the
first one. A selection of morphing configuration has been selected for HS TR-PIV
measures. Figure 3 presents a 3D view of the wind tunnel test section experimental
set up. Smoke particles of 3.4 µm diameter are introduced in the airflow for this
purpose. The depth of the field was focused on the 2.5 mm thick stream-wise laser
light sheet—in Fig. 3 the green area corresponds to the laser sheet within the camera
range. The laser pulsations are generated by a two cavity Nd:YLF (527 nm) laser
(Photonics Industries International Inc. DS-527-60). Using mirrors, the laser lights
up the wing’s wake from the bottom and the laser sheet is reflected from up to
bottom to light up the upper side of the wings trailing edge. This arrangement allows
for novel PIV measures of the flow over a wing with a vibrating morphing trailing
edge. Particle images are recorded during the experiment using the digital high-
speed camera Phantom V1210. Each image is divided into interrogation windows.
The interrogation window size is 16 × 16 px2 (px being Pixel), which corresponds
to 3.4 × 3.4 mm2, with an overlap of 75%. The computation of the velocity fields
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Fig. 3 Wind tunnel test
section drawing with hybrid
morphing wing model. PIV
setup is represented. The PIV
plane is located mid-span

from the images was done using an open source MPI software CPIV-IMFT that runs
on regional clusters to compute a set of more than 50,000 images in a short time (e.g.
2 h 41 min on 15 nodes of 20 CPU each). Prior using this software, a comparison
with the well known reference commercial software DAVIS8 fromLavision has been
performed. As a result, the pic-locking effect are similar, the average fields are in
good accordance. Nevertheless, CPIV-IMFT seems to generate dynamic velocities
with a bit more variance than DAVIS8. The open source MPI software has been
found to be reliable enough for the investigation of morphing effects by comparing
the different experiments. Acquisitions of 50,000–200,000 images (≈5–21 s) are
sufficient to obtain statistical convergence of the results presented in the following.

4 Global Morphing effect—Force Measures

The first experimental campaign consists in the exploration of the frequency and the
amplitude of the vibrations of the trailing edge. At initial camber (SMA actuators are
off), lift and drag forces have been recorded when the HFVTE is supply by different
sinusoidal voltages. Non-significant changes in drag have been measured (change
under the measurement accuracy). The balance characterization showed that for the
considered force measures have a 95% confidence interval of ±0.3% for the lift,
and ±0.2% for the drag. The percentages are related to the baseline wing forces
at 10◦ angle of attack, no morphing, and at a Reynolds number related to the chord
(Re = U · c/ν,U being the free streamvelocity, c thewing chord and ν the kinematic
viscosity) of 500,000. The relative precision is even higher for the results at Reynolds
number of 760,000. Figure 4a, b presents the processed data from 1000 experiments,
each during 20 s. HFVTE frequency range is 12–450 Hz (i.e. a reduced frequency
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Fig. 4 Average lift coefficientmodifications due to trailing edge actuations, for different frequencies
and amplitudes. a Reynolds number 5 × 105. b Reynolds number 7.6 × 105

f ∗
a = f · c/U ∈ [0.8 . . . 30], with f the actuation frequency). 5 amplitude levels are

tested from20 to 100%of themaximumamplitude of the actuators, Reynolds number
is Re = 500, 000 (noted Re 500 k) for Fig. 4a and Re = 760, 000 (noted Re 760 k)
for Fig. 4b. Attention has been paid to repeatability and accuracy of the measures.
The order of the measures has been generated randomly, to prevent any memory or
hysteresis effect from the sensors. Finally, one measure at a given HFVTE setting is
compared to a previous and a following reference measured data with no actuation.

Figure 4a, b show the variation of the lift coefficient in relation with the actuation
frequency. The different actuation amplitudes are drawn in different colors. Pale
areas described the variations of themeasures between the two experiment repetitions
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whereas the darker lines are the average values. The experiments are repeatable with
±0.14% lift difference.

The first observation is the effect of the amplitude. Generally, the larger the
HFVTE amplitude the larger the gain. This clearly indicates that if the actuator could
vibrate at larger amplitudes, more gains can be achieved. But increasing amplitude
over a certain limit would decreases the gains, as reported in [3] for the forced active
control of airflows.

A second observation is the low effect of the HFVTE at low frequencies, followed
by a quick rise of the lift after a threshold frequency (around 90 Hz for Re 500 k
on Fig. 4a, and respectively around 150 Hz for Re 760 k on Fig. 4b). For the two
considered frequencies, the corresponding reduced frequencies are about f ∗

a = 6.
Also, some positive lift improvements are visible for both velocities for f ∗

a = 5.
So, the velocity is important to determine a efficient actuation frequency. The flow
conditions only do not explain thewholemeasures. Some difference in gains between
the two figures are related to the performance of the actuator: the characterization
of the vibrating actuator presented in Fig. 2b reveals that a resonance with a large
amplitude occurs around 120Hz. This large amplitude leads to significant effects. On
both velocities, some lift improvements are visible around 120 Hz. Specifically for
Re 500 k (on Fig. 4a) the superposition of the threshold frequency plus the actuator
resonance leads to a very sharp edge in the lift gains. After this resonance, between
150 and 200 Hz the amplitude is smaller. This can explain the smooth rising of gains
for Re 760 k (Fig. 4b) as well as the small decrease in lift for Re 500 k (Fig. 4a). Over
280 Hz, the amplitude of the vibrations decreases to lower values, thus explaining
the lower gains in lift at these high actuation frequencies.

To sum up the results, within the considered Reynolds numbers, actuations over
a reduced frequency of 6% good lift improvements, under the condition of having a
sufficient vibration amplitude. Very small vibrations are enough to enhance signifi-
cantly the aerodynamic performances, e.g. a 0.7 mm peak to peak vibration—0.1%
of the chord—at 220 Hz improves the lift by 2% for the Re 500 k case.

5 Flow dynamics—PIV

Following the previous force measures, HS TR-PIV measures have been performed
on 5 experiments, all at a Reynolds number of 5 × 105. The first case is the static
non-actuated baseline, for reference. Then, according to the Fig. 4a, the best actuation
case (i.e. 220 Hz 1 kV), a frequency just after the threshold (i.e. 110 Hz 1 kV) and
an intermediate frequency with low amplitude due to actuation limit but still with
good lift improvement (i.e. 150 Hz 1 kV) are considered. Also, another point with
low gain (i.e. 55 Hz 1 kV) has been recorded. This point is similar to previous study
of the authors [8]. A good consistency with authors’ previous results is fortunately
obtained.
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Fig. 5 Snapshots of streaklines. Red, black and blue seeds are inserted. Flow comes from left to
right. Background color indicates velocity amplitude.a Static baselinewithout actuation.b actuation
at 220 Hz

5.1 Streaklines

Presenting the streaklines is helpful to understand the flow dynamics, before getting
into details. Figure 5 present two snapshots with streaklines. Blue seeds are located
on the pressure side, red ones on the suction side, and black seeds are placed at from
the trailing edge to roughly the separation point. Figure 5a is the static baseline.
Composition of black and red vortices go downstream, interact with smaller vortices
from the trailing edge and generate a large oscillating wake with both smal and large
eddies. Figure 5b corresponds to the 220 Hz actuated case. The vibration of the
trailing edge causes constantly spaced waves in the wake. They are clearly visible,
made of lines of black particles surrounded by blue ones. Here the actuation helps
to drain the black particles from the recirculation area, thus reducing the wake width
before the trailing edge. The resulting wake is therefore dominated by the forced
trailing edge vortices. On both actuated and reference cases, the different colored
particle streams seem not to mix. This supports the Eddy Blocking Effect, described
by Hunt [5]. More details are provided in the discussion section.

5.2 Proper Orthogonal Decomposition

A proper orthogonal decomposition (POD) is performed on the PIV velocity fields.
The POD is a mathematical tool that allows for decomposing a system dynamic into
modes, ranked by energy. This approach can be viewed in the context of Reduced
Order Modeling and is useful to the physical understanding. See [2] for more details
about the algorithm used, as well as authors’ previous studies [8].
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Fig. 6 4 PODmodes of the static baseline. Re = 500 k. Eachmode comeswith PSD of its temporal
coefficient, and vorticity contour with superimposed velocity vectors from spatial coefficient

5.2.1 Non Actuated Flow Dynamics

The first four modes – the most energetic ones – describe the main mechanisms of
the flow. Figure 6 presents the modes #1, #2, #3 and #5. Mode #4 is equivalent of #3
with a 90◦ phase shift. Modes #5 to #12 describe the samemechanisms. Eachmode is
summarized by a Power Spectral Density (PSD) of its temporal coefficient, together
with the vorticity field of its spatial coefficient superimposed by velocity vectors.
Mode #1 is related to the average field, mode #2 represent the effect of the flow
separation over the wing that is involved in the von Kármán vortices, mode #3-4 is
linked to the shear layer instabilities that have frequencies in the range 50 to 170Hz,
including Kelvin Helmholtz instabilities. Mode #5 describes the link among the
separation, recirculation and the shear layer, as it contains space and time similitudes
with the modes associated with he considered phenomena.

5.2.2 Morphing Effects on Main Dynamic

The HFVTE has considerable effect on flow dynamics. For instance, all the actuation
tested – even the less efficient 55 Hz—cause a shift of the shear layer instabilities.
Figure 7a presents mode #3 of the 55 Hz case. Peaks at fundamental and harmonic
of the actuation frequency dominate the PSD. According to the spatial mode, more
energy is present close to the actuated trailing edge.

The actuation with the higher amplitude—i.e. 110 Hz 1 kV—completely changes
the dynamics and the order of the modes, compared to the static case. As in all
cases, the first mode is linked to the time average velocity, but in the 150 Hz and
110 Hz cases, the modes #2–3 demonstrate the actuation modifying the main shear
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Fig. 7 4 POD modes of different actuation cases. Re = 500 k. For all the modes, PSD of its
temporal coefficient and vorticity contour are drawn. Superimposed arrows correspond to velocity
vectors

layer instabilities, as visible in Fig. 7b. Then, several intermediates modes appear,
dedicated with the actuation. The highest energy occurrences of such modes are #5
for the 220 Hz case, #4 for 110 Hz and #18 for 150 Hz. Figure 7c illustrates the
first occurrence of modes dedicated to actuation, for the 220 Hz case. The energy is
mainly contained in small coherent vortices coming from the trailing edge vibrations.

Figure 7s illustrates the interaction between vortices generated through actuation
versus vortices generated through separation. This mode contains space and time
features linked to the two type of considered vortices.

5.2.3 Morphing Effects on High Order Modes

Less energetic phenomena linked to higher PODmodes are interesting to explain the
physics, as a small changemay lead to large effects in such chaotic flows. Indeed, this
study shows that a small amplitude trailing edge vibration considerably manipulated
the near wake vortices. Szubert et al. had showed that introducing energy in high
order POD modes leads to significant changes in the flow dynamic [15].

Mode #14 of the static baseline (presented in Fig. 8a) describes the interaction
of teh the wake with alternating vortices from the suction side of the wing. Such
mode is downsized to #17 of the 220 Hz actuated case. This mode is similar to the
corresponding mode of the non-actuated case, but presents a peak at the actuation
frequency.

Mode #18 of the 220 Hz case is a typical mode caused by the actuation. In Fig. 8b,
the actuation is linked to the energy of the wake coming from both sides of the wing.
This can be interpreted as a synchronization of the dynamics.
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Fig. 8 Equivalent POD modes of the static baseline and the 220 Hz actuated case

6 Discussion

Investigating the effect of an electroactive deformable vibrating trailing edge, the
understanding of the mechanisms is decomposed threefold: a exploration of the fre-
quencies and amplitudes macroscopic effects, the observation of the flow velocity for
some selected experiments, and a modal decomposition to explain the mechanisms.

First, compared to existing studies relating active flow control, the actuation at the
trailing edge provides an action on both the wake and the upstream flow. Indeed, as
related by Greenblatt et al. [4], most of the harmonic flow forcing are done upstream
to the separation to attempt controlling it.

Second, the amplitude seems to have second order effect on the gains. Actuation
at 110, 220 and 150 Hz have 0.7 mm (0.1%c), 0.4 mm (0.06%) and 0.12 (0.017%)
peak to peak amplitude, respectively. Nevertheless, they all provide more than 1%
lift improvements. This is also visible with the POD analysis, where same significant
impacts on flow dynamics occur: shift in natural vortex shedding frequency, more
coherent shear layer, and energy introduction near the trailing edge. However, both
force and PIV measures tend to show that the more the amplitude, the more the
effect. It can be guessed that very large amplitudes would not increase the gains;
nevertheless such amplitudes have not bee reached experimentally.

Third, the 220 Hz actuation case deviates the wake downwards. This effect is
not visible for the 150, 110 and 55 Hz cases. A wake deviated downwards can be
compared to downward jet, thus leading to an upwards resulting force, so an improved
lift. This could explain why this moderate actuation amplitude is the best actuation
frequency.

Fourth, if no visible deviation of the wake is visible for other actuations, how can
we explain the gain in performance? Looking at Fig. 5, the black eddies, coming
from the recirculation zone stay within the upper red and lower blue shear layer that
form interfaces from turbulent flow to non-turbulent flow (T-NT). The black area is
a turbulent to turbulent interface (T-T). It is interesting to note that none of these
black eddies do not go through the other interfaces. This clearly illustrates the Eddy
Blocking Effect, as in the case of free interface shear layers [6]. Therefore, the wake
thickness depends on the size of the black eddy area. Actuation introduces smaller
scale vortices which produce vortex breakdown of existing larger coherent vortices.
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Therefore it helps controlling the size of the wake vortices and also helps to drain
this detached area. The vortex breakdown occurring in the actuation manipulated
area lead to a thinner wake, thanks to the eddy blocking effect.

Finally, comparison of forcemeasures at different velocities seems to indicate that
the involved mechanism are similar in the considered Reynolds range. In addition,
the threshold frequency observed is linked to the flow conditions. An increase of the
Reynolds number by 50% increased the threshold frequency by roughly 50%. This
is the first step to determine a priori and efficient actuation range for design purpose.

7 Conclusions

This paper presents a hybrid electroactive morphing wing prototype equipped for
wind tunnel experiment. The present study focuses on the aerodynamic performance
enhancement thanks to trailing edge active vibrations.

A first part of the study explored the actuation parameters at two different veloc-
ities. It has been shown up to 2% of lift improvement. Afterwards, five actuations
have been selected for Time-Resolved PIV. Important morphing effects on the flow
dynamics and on the time-averaged quantities have been shown. Based on turbu-
lence manipulation, an explanation of the mechanisms generated by the actuation
and affecting the local flow structure has been put in evidence. Finally, efficient
actuation range have been indicated by the present study.
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Camber Actuation of an Articulated
Wing with Electromechanical Actuators

Alexandre Giraud, Martin Cronel, Ioav Ramos, and Bertrand Nogarede

Abstract This paper relates the design of electromechanical actuators for camber
actuation in a morphing flap. In order to reduce fuel consumption, the camber of an
articulated wing or flap is controled to reach specific aerodynamic profiles. The wing
is divided in 6 parts, connected with 5 hinges. The angles of the hinges are controled
by the electromechanical actuators, through a proper leverage and a linear force. The
leverages are specified for each articulation from the torques applied on it, which
are calculated to reach the profiles under flight conditions. The electromechanical
actuators consist in a motor, a gearbox and a screw and nut transmission. Their
integration and their torque close control are presented

Keywords Wings · Morphing · Electromechanical actuation · Camber control

1 Introduction

Recent studies highlighted the benefits the morphing could provide when applied
to aircrafts [1], especially from an aerodynamic point of view by allowing aerody-
namic shape optimization [11]. Hence, adaptive morphing wings have the potential
to reduce fuel consumption of aircraft by adapting shape to flight conditions. Fuel
consumption is a high issue from an environmental point of view and an economic
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one. For instance, in 2008, civil aviation was responsible of 2% of CO2 emission
[17]. Moreover, one kilogram of fuel saved can allow a 1000 $ savings [4].

The work presented in this article is a part of a European project called Smart
Morphing and Sensing (SMS), which deals with several kinds of morphing applied
on wing shape. Here, a slow motion of morphing flap is studied: controlling its
camber is the main objective. In this way, the profile of the flap can be adapted more
precisely to flight conditions which depend on the flight phase, altitude, temperature
or even weather conditions.

Such a flap will be integrated to a wing but the general principle of the study
might be extended to a whole aircraft wing in the future. The feasibility of such
a study has been proved in [10] where camber control of a small flap was using
Shape Memory Alloy (SMA) actuators and proposed hybrid actuation with a high
frequency actuation using piezoelectric actuators. SMA actuators are adapted to slow
motion in high force conditions, [9]. We propose here to extend camber control to
a larger flap. Due to reliability and acceptance in aeronautical industry, we also
propose an electromechanical actuation solution, which have a higher maturity level
in aero actuation, but remains a true challenge to integrate in aircraft conditions. It
will provide a good comparison to SMA actuation in the future.

First, the morphing flap is presented, with all its functional parameters, such as
hinges positions, torques or angles. Then, an electromechanical actuation is proposed
and detailed. Finally, the integration and control of the actuators are discussed.

2 Presentation of the Flap and Its Actuation

2.1 Flap Details

The flap profile has to be controled to reach the shapes between two positions, Shape
Up and Shape Down, from a reference profile. The shape positions, presented in
Fig. 1, are determined by other partners of SMS project, depending on aerodynamic
forces in flight conditions.

In order to control the profile of the flap, a specific articulated wing has been
designed. The wing is divided in six parts linked by five hinges or articulations,
such as a dorsal vertebra. The location of articulation ai , i ∈ {1, . . . , 5} (Fig. 2) is

Fig. 1 Wing profiles
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Fig. 2 Morphing wing with hinges

Table 1 Flap dimensions

Distance (m)

C 1

TE spar 0.85

LE spar1 0.15

Hu 1 0.092

Hu 2 0.082

HU 3 0.053

Hu 4 0.044

Hu 5 0.033

Hd 1 0.061

Hd 2 0.043

Hd 3 0.060

Hd 4 0.058

Hd 5 0.030

determined by an optimization for an actuation with Shape Memory Alloy (SMA).
The corresponding dimensions of Fig. 2 are gathered in Table 1. Table 2 presents the
different torques applied on each articulation and its limit angles of opening. These
values are specified by other partners of SMS project in order to reach the desired
aerodynamic profiles in flight conditions.

The solution presented here uses Electromechanical Actuators (EMA), providing
an alternative to SMA actuation. In this way, a detailed comparison will be possible
later with the researches of another work within the SMS project, which focuses
on SMA actuation for the same flap. EMA are also more accepted for actuators in
aeronautical industry, providing more interest to a comparison with SMA.Moreover,
EMA design is faster and will provide more rapidly a morphing flap for the very first
aerodynamic tests.

EMA may be used directly on the rotation axes of each hinge, like in [14]. How-
ever, due to the very high torque needed to control the camber in the specified
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Table 2 Torques and angles

Hinge Torque (N m) Angle > 0 Angle < 0

a1 446 4.8 −2.5

a2 140 1.5 −5.3

a3 88 1.5 −0.1

a4 62 2.2 −0.4

a5 28 3.4 −4.1

Fig. 3 First hinge scheme

conditions of the project, we decided to use the leverage available above and below
articulation (y axis of Fig. 2). In this way, the rotation is obtained with a linear force
applied on x axis (Fig. 2) with a linear NOVATEM’s EMA. The force depends on
the torque on each hinge and the distance from the center of rotation. For instance,
the torque on the first articulation (a1) is 446 N m. A more detailed scheme of the
first articulation is presented on Fig. 3. The evolution of lever force with the distance
from the center is shown on Fig. 4. Thus, the position of the NOVATEM’s EMA can
be determined to apply the needed force to articulate a1. The same process is used for
all hinges. Table 3 sums up the different torques, leverages and force for each hinge.
Depending on the leverage and the angles, the corresponding linear stroke permits
the determination of the screw of the linear NOVATEM’s EMA, also presented in
Table 3.

2.2 Actuation Choices

Several types of EMAare possibles to get a linear force. Direct linear electromagnetic
actuators are a solution [22], but their design is more complex and their dynamic is
not adapted to the needed actuation for the flaps. A rotational actuator connected to
a gear and a screw and nut transmission is more adapted here [18]. It would also be
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Fig. 4 Force evolution around the first hinge

Table 3 Torques and leverages

Hinge Torque (N m) Leverage (m) Force (kN) Screw stroke
(mm)

a1 446 +0.05 9 7

a2 140 +0.04 3.5 6

a3 88 −0.03 3 1.5

a4 62 −0.03 2 1.5

a5 28 +0.012 2.35 2

conceivable to avoid gears and have a direct driven motor like in [6], connected with
the screw and nut transmission. This kind if solution is attractive because avoiding
gears increasing the efficiency of the chain. However, without gear, the need motor
torque would be very high, leading to a bad compacity and a high current intensity
and so heating issues. Generally, to increase compacity of an electromchanical actu-
ator, the electromechanical conversion frequency has to be increased, reducing the
quantity of the active parts (iron, copper, magnet) [8]. That is why the most adapted
solution here is a very compact and small motor functionning at high speed, linked
to a high reduction ratio gear and an adapted screw and nut transmission.

Nevertheless, such a solution involves an iron losses augmentation [13, 20], which
can be estimated thanks to simple and efficient models [3] or more accurate but
complex ones [7]. It is also possible to estimate iron losses experimentally with a
specific bench proposed in [2]. This type of bench could also provides aerolical and
mechanical losses, detailed in [16] with Joule losses. At this range of speed, losses
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must be taken precisely into account in the actuation design, which has to use global
optimization like in [5]. The following section details the different components of
the EMA.

3 Electromechanical Actuator Description

3.1 Motor

The synchronous permanent magnet motor is designed to get the maximum possible
specific torque and efficiency, but for the highest compacity. It is thus designed around
a high saturation iron cobalt stator yoke with a high density winding allowing for
high linear current density. Because of the relatively high reduction ratio of the EMA
assembly, the motor has a relatively high rotational speed, thus inducing iron losses.
These losses are attenuated by the low magnets polarization and large airgap. A
maximum efficiency of 94% was reached thanks to the implemented topology and a
specific torque of almost 0.9 Nm/kg. This two combined figures make of this motor
ideal for the current EMA application.

The motor general parameters are gathered in Table 4. The field distribution of
magnetic flux density obtained by finite element computation is presented on Fig. 5
and a picture of the produced motor is given in Fig. 6.

3.2 Gearbox

The gear of our EMA must have a high reduction ratio, to get the highest torque
possible on the nut. The most adapted solution is a 4 stages planetary gearbox. This
solution is classical but remains efficient. The parameters of the chosen gear are
gathered in Table 5.

The efficiency ηg of the gearbox depends of the power flow direction [15]. As the
input power flow and ouput one are on the same axes, the efficiency of the gearbox
is directly obtained from the efficency of the basic epicyclic gear, which depends on
speed, torques and the number of teeth of the differents trains [12]. It y is usually
estimated from experimental tests [15]. Here we have:

Table 4 Motor parameters

Outer yoke
diameter (mm)

Motor shaft
diameter (mm)

Stator length
(mm)

Maximum torque
(mN m)

Corresponding
speed (rpm)

18.5 5 42.5 35 10,000
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Fig. 5 Magnetic field
distribution in the motor

Fig. 6 Picture of the motor

ηg = 64% (1)

The gearbox transmits the motor torque to a screw and nut, up to 12.2 N m.

3.3 Screw and Nut

The screw and nut transmission (a planetary roller screw here) allows the conversion
of the rotational motion provided by the motor through the gearbox into a linear
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Table 5 Gear parameters

Outer diamater (mm) Length (mm) Reduction ratio

42 84 546

Table 6 Screw and nut parameters

Screw diameter
(mm)

Nut diameter
(mm)

Nut length (mm) Screw length
(mm)

Screw thread
(mm)

15 36.5 50 20 5

motion, apply a force on a leverage (specified in Sect. 2). The output torque of the
gearbox Cgear is linked to the linear force Fscrew provided by the screw with the
following equation:

Cgear = p.Fscrew

2πηs
(2)

Where p is the screw thread and ηs is the efficiency of the screw and nut, given
by Eqs. (3) et (4) respectively for direct and inverse transmission.

ηs = 1

1 + dπμ

p

= 0.88 (3)

ηsinv
= 2 − 1

η
= 0.87 (4)

The constant μ = 0.010 depends on the helix angle α = 4.3◦ of the screw whose
diameter is d. Therefor, with 12.2 N m on the nut, the screw can apply a force up to
13.37 kN.

Table 6 presents the parameters of the screw and the nut.

3.4 Plays

The estimation of the different plays is essential due to their influence on the real
position of the screw when it is actuated through the motor and the gearbox. The
plays of direct connexion are neglected, like between the motor and the gearbox or
between the gearbox and the nut. The output gearbox radial play is estimated at 1◦ :
the accuracy of nut radial position is limited to 1◦. One turn of the nut theoretically
provides a 5 mm screw linear motion, due to its thread. So the gearbox play limits
the accurary of the screw position to 13.9 µm.

The play of the screw and nut connexion can be avoided by applying a specific
charge on the nut. However, in order to estimate the global plays in the worst case,
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Table 7 Torques and leverages

Hinge Screw stroke (mm) Percentage of plays (%)

a1 7 0.39

a2 6 0.45

a3 1.5 1.79

a4 1.5 1.79

a5 2 1.35

the screw and nut connexion play is considered as equal to 23µm, whch corresponds
to the plays for low quality screw [19]. The global play is then included between
these two values. Table 7 details the percentage of plays on the screw thread for each
hinge, in the worst case (26.9 µm).

4 Mechanical Integration and Control

4.1 Integration and Bearing Utility

The different parts of the EMA (Fig. 7) must be connected to each other. They
are detailed on Fig. 8. The solution proposed here consists in a direct motor gear
connexion. The nut is linked to the gear with a specific nut carrier and rotates at the
output speed of the gearbox. That rotation provides a linear motion to the screw, with
a linear force involved by the torque on the nut. The same EMA is used for the 5
hinges.

A specific frame is design in order to maintain all the parts together and to connect
the EMA to the wing structure at the proper leverage above each articulation, linking
the two parts on both sides of it and allowing the motion.

However, the linear force passing through the screw may damage the gearbox.
Therefore, tapered roller bearings are used to transmit the force to the frame or to
the nut carrier, through dedicated flanges. The force transmission depends on the
motion direction whether the articulation is opening or closing. The bearings must
be correctly mounted on the nut carrier and in the frame, as shown on Fig. 9.

This solution of integration is the most compact and efficient for such an appli-
cation. The weigth of the motor, the gearbox, the bearings and the screw and nut
transmission is equal to 1.07 kg. Depending of the material, the packaging parts
(frame, carter, nut carrier, strut) can weigh between 500 g and 1 kg, increasing the
total weight around 2 kg at maximum per EMA, so 10 kg at maximum for all the
EMAs.
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Fig. 7 Complete electromechanical actuator

Fig. 8 Detail of electromechanical actuator

4.2 Close Control Strategy

The general camber control is not described here as it is a part of a more complexe
research work, linked with aerodynamic seached profiles. However, the camber con-
trol of the wing depends on the angle control of each hinge, which is directly deter-
mined by the motion and the position of the screw, and so the linear force it provides.
In this way, a close control of the torque of the motor is proposed, like in [21].

As there is a real space and weight constraint, we planned to keep a full analog
close control in order to reduced to a minimum the complixity of the electronics. The
reference torque (Iset ) of each motor will be calculated in a central control command
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Fig. 9 Force distribution with bearings

Fig. 10 Close control diagram

strategywhile eachmotor has a driver torque close control. The driver TorqueControl
strategy is described in Fig. 10 diagram.

The current set-point Iset is provided by the central electronics and serves as a
modulation for the position sensor signals (Vh1m , Vh2m and Vh3m ) generically called
Vhxm . The result of themodulation is the variation in themagnitude of the Vhxm signals,
thus resulting in the current reference by phase Ire fx . A comparison to the actual value
of each phase current, Ixm , is performed and corrected with an amplification gain.
The resulting signals (αx ) are directly used as current reference to be compared to a
carrier in a full Pulse-Width Modulation (PWM) strategy. Finally, the resulting gate
signals are sent to a 3-phase inverter with integrated drivers.

The torque close control is included in a larger speed control loop. Then, thanks
to a incremental encoder in the motor, it is possible to get the position of the screw
from the radial position of the motor rotor, taking into acount the differents plays in
the EMA (gear and screw and nut connexion).
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5 Conclusions

The designed electromechanical actuators produce enough force to actuate the cam-
ber of the flap. They consist in the complex integration of a permanent magnet
synchronous motor, a planetary gearbox and a screw and nut tranmission. In this
way, the output motor torque is producing a linear force on the screw. Each EMA
use a specific leverage to articulate the parts on both sides of its hinge. Therefore,
the angle of each hinge is controled by the screw thread, and so the motor rotation.
A close torque control of the motor is presented. The torque control can easily give
the position control of the screw.

Nevertheless, the global control of the camber is a part of another research subject
in the SMSeuropean project. It links all the actuators together in order to have a global
motion, fitting the camber with specific profiles. By controling the profile camber of
the flap, and even of a larger wing, the fuel consumption will decrease as the flap (or
wing) morphing is adapted to flight conditions.
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Numerical Study of Trailing-Edge
Dynamics of a Two Element Airfoil-Flap
with Morphing Flap at High Reynolds
Number

A. Marouf, N. SImiriotis, J. B. Tô, Y. Bmegaptche, Y. Hoarau, J. F. Rouchon,
and M. Braza

Abstract This article examines the morphing effect of trailing-edge flap of high lift
configuration at the take-off position. It includes vibrations with different frequen-
cies and amplitudes around the supercritical Airbus A320 wing-flap. The Reynolds
number is 2.25million and the angle of attack 8.2° which corresponds to take-off and
landing phases. The flap deflection angle from its initial position is 10° and trans-
lated with 30 cm horizontally from the main wing. The results have been validated
with numerical data [1] that worked on a similar two-element wing named GA (W)
2. In the present study, we show through spectral analysis and Proper Orthogonal
Decomposition (POD the influence on the wake’s width and on the aerodynamic
performances, on the predominant frequencies and instabilities.

Keywords Electroactive morphing · Vibration · Trailing-edge · Simulation ·
Wings · Aerodynamic

1 Introduction

Trailing-edge high-lift devices have beenwidely used onmany kinds of aircraft previ-
ously. The structure-deformation technology has also been regarded as promising in
the field of aircraft design. Traditional high-lift devices have a precedent of using
the concept of deformation, which is mainly applied to the rear of wing, in order
to improve the performance of takeoff and landing and this concept enables the
manipulation of the near-region turbulence enhancing specific beneficial structures
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in the wake. In this way and thanks to the introduction of smaller-scale chaotic turbu-
lent vortices, breaking down or suppression of preexisting predominant instability
modes can be achieved. This study is a part of electroactive morphing activities in
the context of the SMS (Smart Morphing and Sensing) European project (www.sma
rtwing.org/SMS/EU). It includes numerical simulations and physical analysis issued
from the hybrid morphing, operating different time scales and associating different
smart actuation approaches. This article focuses on the high-lift flap in take-off
configuration of Airbus A320 at high Reynolds number, using adopted turbulence
modelling. This design using smart material properties in interaction with fluid flow
aims at simultaneously increasing the lift, reducing the drag and the aerodynamic
noise of the aircraft wings of the future. The morphing applied is partly bio-inspired.
Optimal vibration and slight deformation of the trailing edge region by using smart
piezo-actuators have been studied. The camber control is achieved by shape memory
alloys operating at low frequencies (order of 1 Hz), whereas the trailing-edge vibra-
tion are of higher order (100–500Hz). The association of both actuations concerns the
hybrid morphing [2]. The actuation of MFC (Micro-Fiber Composite) piezo-patches
in the trailing edge region [2] is simulated by using an amplitude of the vibration
at 0.35 mm and a frequency range of [20–500 Hz]. The access to ongoing experi-
mental studies in our research team contributes to the understanding of the physics
and the performance of morphing. The study uses advanced numerical simulation
approaches implemented in our research team and used elsewhere in the European
research institutes and aeronautical industry. Afirst part of the study concerns simula-
tions of the two-element A320 wing-flap in the take-off configuration with vibrating
trailing edge is performedwhich optimal actuations will be accessed in relation to the
fixed objectives in association with the experimental large-scale morphing prototype
of the SMS project in full scale.

2 Numerical Method and Turbulence Modelling

2.1 Flow Configuration

The subsonic flowover theA320wing in the Take-off position is investigated numeri-
cally at a free-streamMach number in the range of 0.032 and a chord-based Reynolds
number of 2.25 Mio. The A320 has a main wing and a flap, the total chord for the
large scale is 2.72 m. An angle of attack is chosen α = 8.2◦ that corresponds exactly
to high angles of taking-off configurations. The wind tunnel properties have the same
properties as the numerical. The wing was mounted wall-to-wall in the wind tunnel
S4 of IMFT by Y. Bmegapche Tekap. We simulated the flow in 2D domain and
compared the numerical results to numerical results of GA(w)-2 airfoil [1] which is
a similar wing as the A320.

http://www.smartwing.org/SMS/EU
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2.2 Numerical Methods

The simulations of the A320 airfoil in the Take-off position have been carried out
with the Navier-Stokes Multi-Block (NSMB) [3] solver. The NSMB solver is the
fruit of a European consortium that included Airbus from the beginning of ’90s,
as well as main European aeronautics research Institutes, as KTH, EPFL, IMFT,
ICUBE,CERFACS,Univ. ofKarlsruhe, ETH-Ecole Polytechnique deZurich, among
other. This consortium is coordinated by CFS Engineering in Lausanne, Switzerland.
NSMB is a structured code that includes a variety of efficient high-order numerical
schemes and of turbulence modelling closures in the context of LES, URANS and
of hybrid turbulence modelling. A first reference of the code description can be
found in [4] concerning the versions of this code in the decade of ‘90s. Since then,
NSMB highly evolved up to now and includes an ensemble of the most efficient CFD
methods, as well as adapted fluid–structure coupling for moving and deformable
structures. These developments can be found in [5] regarding URANS modelling
for strongly detached flows [6], in the area of moving body configurations [7] and
[8] allowing for Detached Eddy Simulation with the NSMB code. NSMB solves the
compressible Navier–Stokes equations using a finite-volume formulation on multi-
block structured grids.

2.3 Multiblock Grid

Two 2D normal and finer multiblock grids built in our research team have a C-H
topology and a size of 0.5 and 0.6 M cells approximately (Fig. 1). The grids have
been tested in NSMB. A comparison of these two grids for the pressure coefficients
with the experimental results is provided. The results are very similar for the two
grids. The refined grid has been used for this study.

In addition, a Chimera grid that contains two independent grids, the first grid is
the fluid domain including the wing and the second one is around the flap Fig. 2. The
Chimera is used for optional configurations of Take-off and Landing where the flap
changes its deflection angle from 10° to 40°.

Fig. 1 Presentation of the refined grid
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Fig. 2 Presentation of
Chimera grid

The y+ length regarding the turbulence modelling near the wall is smaller than
0.5 in the whole domain.

In order to take into account, the movement of the geometry or the deformation
over time, the ALE (Arbitrary Lagrangian Eulerian) formulation was introduced
into the Navier-Stokes equations. The ALE formulation is particularly well suited
for taking dynamic meshing into account [9]. The formulation adopted in the NSMB
code adapts to discretized conversational equations using the finite volume method.
The motion and slight deformation of the near-trailing edge region with a frequency
of the vibration f and the amplitude.

2.4 Results Validation

Different cases have been studied and investigated to find the right approxima-
tion to experimental results, different grids, time stepping for a low Mach number
(compressible schemes).

A study of the time step has been carried out for the 2D grid. After testing values
of �t = 10−3, 10−4 and 10−5 s, we continued the simulations with 10−5 that was

Fig. 3 a Schematic diagram of the non-dimensional velocity Mach number. b Presentation of the
pressure coefficient for different grid and experimental data
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an optimal time for the independence of the solution in an adopted implicit method.
A typical number between 60 and 100 inner steps Runge-Kutta was sufficient for
the convergence in each time step. The grid independency is demonstrated in Fig. 3
by comparing both of normal and refind meshes, and the numerical solution is very
approximate to the experiment data of GA (w) 2 airfoil Fig. 3, the only difference
between both of A320 airfoil and GA (W) 2 is the thickness of the wing and the GA
(W) 2 has a smaller flap.

2.5 Turbulence Modelling

Based on previous studies in our research groupwhich examined the predictive ability
of various turbulencemodels [10, 11], it was shown that the two-equation k− εmodel
(Chien model 1982) was not able to produce the instability and the unsteadiness at
the present incidence value. The OES (Organised-Eddy Simulation), Bourguet et al.
[10] provides a quite good flow detachment dynamics including the separated shear
layers and wake the vortex dynamics. In the present study this turbulence modelling
approach has been used and shown a clear appearance of the shear layer instability,
the Kelvin-Helmholtz and von Karman vortices past the trailing edge at a first time
to our knowledge concerning the two-element configuration involving a large gap
between the main wing and the flap. These aspects are crucial for the modification of
these dynamics thanks to morphing and are well captured by the present approach.
The refined mesh has around 250 cells in 2 chords in the wake, to capture small
eddies with a size around 1.5–2 cm, it explains the presence of wake instabilities
shown in Fig. 4 for the static case.

Fig. 4 Presentation of streaklines on the wake + pressure on the surface of the A320 wing
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3 Static Configuration Versus Morphing

The electroactive morphing applied in the experimental set-up creates vibrations
of small piezo-actuators disposed long the span near the trailing edge region and
able to provide small deformations (order of cm) with frequencies in the range of
100–300 Hz. It is shown in the present study that this kind of vibration has a has
prominent effect on the development of vortical structures in the wake, on the wake’s
width and on the aerodynamic forces, as shown in the following section. The effects
of the actuating case (with vibrations) compared to the static case are shown for
different frequencies from a low range of 30 Hz up to a higher range of 400 Hz.
The optimal results have been analysed concerning the higher-order range of the
vibration frequency.

3.1 Wake Instabilities

To a better understanding of the flow around the two wing-flap elements at the take-
off position, we distinguish 3 elementary attached flow regions due to the presence
of two objects in the flow (wing and flap), a separating area is noticed due to the
presence of the gape Fig. 5. The presence of two different natural frequencies in the
wake, a higher frequency of 80–90 Hz which corresponds to the turbulent structures
created near to the flap and a lower frequency which is the half of the first 30 Hz
that represents the bigger instabilities and structures created by the presence of the
main wing Fig. 5. Drawing the streaklines Fig. 5 it is clearly seen that this frequency
corresponds to Kelvin Helmholtz instability.

The understanding of the operation of vortex shedding allows their control by
means of morphing. The trailing edge vibration triggers eddy blocking effects that
change the wake. We compared the wake instabilities in the static and morphing
cases, vibration in low frequencies and near to the natural frequencies gave a slight
modification of the flow. Actuation at high frequencies has shown an interesting
results Fig. 5 the vibrating the trailing edge influences the shear layer instabilities,
there is an interaction between flow coming from the flap, the gap and the main wing,
the actuations at 300 Hz Fig. 5 and 400 Hz can delay and suppress almost completely
the formation of the Kelvin Helmholtz instabilities wake.

The signal of the crossflow velocity component is extracted for 5 points from the
static and morphing cases. Figure 6 shows the wake crossflow velocity field, that
exhibit the vortical structures. The monitor points are located in the wake close and
far from the flap trailing edge.
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(a)

(b)

Fig. 5 Streaklines in the wake region, a Static case. b morphing case 300 Hz

3.2 Modal Analysis

The POD is applied to study the coherent structures developed in the flow and the
wake specially. It was introduced at the first by Karhunen and Loweve and applied
in Fluid Mechanics by Berkooz et al. [12]. The flow solution is decomposed into
spatial φi modes and αi temporal coefficients sorted by their relative energy in the
flow.
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(a) (b) (c) 

 (d)   (e) (f)

 (f) (g) (h)

fSL

Fig. 6 Spatial modes and PSD ([13]) for the temporal modes computed for the crossflow velocity,
the static (a), (d) and (f) and the morphing case (b), (e) and (g) at 200 Hz

The POD is applied for the crossflow velocity, the modification of the flow is
highlighted when comparing the first and higher modes of the unactuated case in
Fig. 6 to the cases at actuation frequencies of 200Hz, it has shown themost prominent
effects in the wake. The time step of the sampling is 10−3s which is less than inverse
of the highest natural frequency on the wake. A constant number of snapshots (300)
were used to construct the POD correlation matrix.

The spatial modes (shown in Fig. 6) for the unactuated and actuating case is
significantly different from first to higher modes. The effect of the actuation is seen
where the energy of the coherent structures in the wake is decreased, the actuation
introduces additional modes which supersede the frequency of the shear layer, that
was also shown by Johannes et al. [14]. In addition, the temporal coefficients (shown
in Fig. 6) and their PSD such as a3 underline this behaviour.

3.3 Mean Fields in the Wake

The profiles of the mean axial velocity are compared for different x/c positions
placed respectively on the wake x/c = 1.05, x/c = 1.15, x/c = 1.20, x/c = 1.40, for
the comparison of the unactuated and actuated cases (shown in Fig. 7).
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Fig. 7 The mean longitudinal velocity profiles along the wake for various actuating frequencies

The adjacent layers coming from the flap, the gap and the main wing of fluid
move parallel to each other with different speeds, it creates a shear layer due to the
difference of the velocity. With an actuation frequency we can modify the behaviour
of the shear layer, as shown in Fig. 7 a slight modification of the velocity profiles is
visible at early x/c stations for low frequencies actuations as 30 Hz (near to natural
frequency), but in the station x/c = 1.40, the region of the gap is suppressed and a
mixing between the two shear layers coming from the flap and the wing. With an
actuation frequency 100 Hz the changes are important and the deficit of the velocity
decreasesU −Uin f . Reducing this quantity causes the diminution of the shear stress
τ = μ.∂u/∂y.

4 Conclusions

In this study themorphing studied byHigh-Fidelity numerical simulations introduces
optimal vibration frequencies with a slight deformation of the flap trailing edge
region. The wake dynamics are significantly affected by the application of morphing
when acting in frequencies higher than the natural frequencies of the separating shear
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layers. The POD has showed newmodes replacing the existing of the unactuated case
and the PSD that shows clearly the attenuation of the global instabilities in the wake.
The aerodynamic performance are increased for some actuating cases such as for
60 Hz, the mean value of the ratio lift/drag is increased up to 1.54%, and an increase
of lift of +0.57% in the case of higher frequency actuation of 300 Hz.
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The Passive Separation Control
of an Airfoil Using Self-adaptive Hairy
Flaps

Chunlin Gong, Zhe Fang, Gang Chen, Alistair Revell, Adrian Harwood,
and Joseph O’Connor

Abstract In recent years, researchers have found that separation control could
increase the mean lift, decrease the drag, delay stall, reduce noise and influence
the transition to turbulence, which has a significant economic and ecological impact
on society, and it has been used extensively in the design of unmanned aerial vehicles
(UAVs) and micro aerial vehicles (MAVs), which operate at low Reynolds numbers.
In this paper, the passive separation control of a NACA0012 airfoil at Reynolds
number Re = 1000 using self-adaptive hairy flap is investigated. The fluid motion is
obtained by solving the discrete lattice Boltzmann equation, the dynamics of the flaps
are calculated by the finite elementmethod (FEM), and the coupling of flap dynamics
and flow dynamics is handled by the immersed boundary method (IBM). Aerody-
namic performance is quantified by the mean drag and mean lift of the NACA0012
airfoil. The influence of the flap parameters (quantity, length, rigidity and position)
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on the aerodynamic performance is investigated and a mean drag reduction and lift
increment under a certain circumstance are observed.

Keywords Passive separation control · Lattice Boltzmann · Immersed boundary ·
Finite element method

1 Introduction

Due to their high flight efficiency, high maneuverability and low flight noise,
unmanned aerial vehicles (UAVs) and micro aerial vehicles (MAVs) are becoming
more and more popular and have been applied in many areas. However, these
aircraft usually operate at low Reynolds numbers and high angles of attack, causing
many related challenges in their design, an important one being the control of
flow boundary-layer separation [1]. To solve this issue, people have proposed many
biomimetic methodologies by observing that some birds pop-up their feathers when
flow separation starts to develop on the upper side of their wings. Liebe [2] and
Carruthers et al. [3] interpreted this self-adjusting behaviour as a biological high-lift
device and assumed that a delay in flow separation resulted in higher lift at lower
flight speeds. Using a wind tunnel, Meyer et al. [4] demonstrated that the lift of an
airfoil (HQ17) would increase about 10% in nominally stalled conditions by setting
self-deploying flexible flaps on its suction side. Similar results were also observed
by Schluter [5]. Bechert et al. [6] who conducted a series of wind tunnel experiments
and extensively investigated the effects of adaptive flaps mounted on the wing. Their
results indicated that for a large aspect ratio wing, adaptive flaps could suppress flow
separation which developed gradually from upstream of the trailing edge, enhancing
the maximum lift by up to 20%. Bramesfeld and Maughmer [7] mounted small,
movable tabs on the upper surface of a S824 aerofoil and tested its aerodynamic
performance in a low-speed wind tunnel at a chord Reynolds number Re = 1.0 ×
106. They discovered that the tabs act as pressure dams which could reduce the
adverse effects of the flow separation, allowing lower pressures upstream of their
location than would occur otherwise. Compared to the clean airfoil, the maximum
lift coefficient could be increased by approximately 20% with these simple devices.

For the further investigation of this passive separation control mechanism, John-
ston et al. [8, 9] compared the effects of free-moving and fixed flaps mounted at
different deployment angles over an angle of attack range from 12° to 20°. They
observed a progressive increase in the stall angle of attack with increasing flap angle,
with diminishing returns beyond the effector angle of 60°. The oil flow visualization
on the airfoil with andwithout the fixed-angle flaps proved that the effector caused the
separation point to move aft on the airfoil, as compared to the clean airfoil. Bruecker
and Weidner [10] investigated various configurations of self-adaptable hairy flaps
located on the lower half of NACA0020 airfoil at low Reynolds number flow and
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measured the flow evolution along the airfoil with and without hairy flaps in ramp-
up angle of attack motion. They interpreted the stall delay as the reduction of the
backflow and re-organisation of the shear layer roll-up process.

Besides the wind tunnel experiments, people have also used numerical methods
to investigate passive separation control and have obtained many useful conclusions.
Favier et al. [11] numerically simulated flow past a two-dimensional circular cylinder
with a cilia-like hairy coating at Reynolds number Re = 200. They found the overall
drag can be reduced by 15% compared to the clean cylinder. Similar work was done
by Venkataraman and Bottaro [12] who simulated a NACA0012 airfoil with hairy
coatings attached to its upper surface and found that the coatings could decrease drag
oscillations by approximately 11%and increase lift by approximately 9%under sepa-
rated flow conditions. Rosti et al. [13] used the Navier-Stokes equations to calculate
the three-dimensional turbulent flow around an NACA0020 aerofoil with hairy flaps
installed on the suction side and close to the trailing edge during a ramp-up motion.
In their work each flap was still modeled as a lumped 1D flexible filament.

Using a many-core fluid-structure interaction solver LUMA [14], this paper
numerically investigates the influence of various hairy flaps located on the upper
surface of a NACA0012 airfoil, the Reynolds number defined by chord-length of
airfoil is Re = 1000. In LUMA, the fluid motion is obtained by solving the lattice
Boltzmann equation. The dynamics of the hairy flaps are calculated using the finite
element method (FEM), and the interaction between fluid and structure is handled
using the immersed boundary method (IBM). Aerodynamic performance is quanti-
fied by the mean drag and the mean lift of NACA0012 airfoil. And the influence of
the flap parameters (length, rigidity and position) on the aerodynamic performance
is investigated.

2 Numerical Method

This section describes the global formulations employed in LUMA to simulate the
non-linear dynamics of flexible flaps which interact with a flow fluid.

2.1 Lattice Boltzmann Method

Based on microscopic models and mesoscopic kinetic equations, the lattice Boltz-
mann method (LBM) has been proven to be a viable and efficient substitute for NS
solver and put into use in many fluid-flow simulations. The evolutionary process of
the LBM is simple and clear, and its computational stencil is local, making it very
suitable for parallel calculations [15].

The Boltzmann equation for incompressible viscous flow is:
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∂ f

∂t
+ e · ∇x f + F · ∇e f = � f (1)

where f is the distribution function of the particles located at spatial coordinate x and
time t with velocity e. The force term F accounts for any external force applied to the
fluid, �f represents the collision operator which includes a non-linear distribution
function term f . The collision operator can be simplified using the Bhatnagar, Gross,
and Krook (BGK) approach [16], which is given by:

� f = 1

τ

(
f (eq) − f

)
(2)

where τ is the single relaxation time parameter related to the kinematic viscosity of
the fluid υ, and f (eq) is the equilibrium distribution function obtained by a Taylor
series expansion of the Maxwell-Boltzmann equilibrium distribution [17].

Equation (1) can be discretised in time and space, and solved on a uniform Carte-
sian mesh. At each point on the mesh, each particle is assigned one of a finite
number of discrete velocity values. In our case we use the D2Q9model, which refers
to two-dimensional and nine discrete velocities, referred to by subscript α.

For the discretization of the external forcing term F, we use the representation
proposed by Guo et al. [18] which accounts for the contribution of the additional
force to the momentum and momentum flux. The expression can be written as:

Fα =
(
1 − 1

2τ

)
wα

[
eα − u
c2s

+ eα · u
c4s

eα

]
· f (3)

where cs = 1
/√

3 is the speed of sound, wα are the weight coefficients, which take

standard values [15], f is the force density acting on the fluid.

2.2 The Immersed Boundary Method

The immersed boundary method uses independent grids to discretize the fluid and
structure separately. The fluid is discretized by a set of Eulerian points, which are the
fixed, regular Cartesian lattice points, while the boundary of the structure immersed
in the fluid is discretized by a set of markers, which are called Lagrangian points
[19]. The predicted velocity u* simulated by the fluid in the absence of the structure
is interpolated onto the embedded geometry of the obstacle, G, discretized using
Lagrangian marker points with coordinates Xk:

U∗(Xk, t
n
) = �(

u∗) (4)

Knowing the velocity U∗(Xk, tn) at the location of the Lagrangian markers, a
distribution of singular forces that restore the desired velocity Ud(Xk, tn) on G is
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determined as:

F∗(Xk, t
n
) = Ud(Xk, tn) − U∗(Xk, tn)

�t
(5)

The singular surface force field given over G is then transformed by a spreading
operator � into a volume force-field defined on the Cartesian mesh points xi,j
surrounding G:

f∗(xi, j , tn
) = �

[
F∗(Xk, t

n
)]

(6)

In the case of the lattice Boltzmann method, the force f∗(xi, j , tn
)
is used directly

as f in Eq. (3) to correct the flow field.

2.3 Model of Flexible Flap

The dynamic FEM is introduced as the structural solver to obtain the dynamic
response of flexible flaps. In addition, the geometrical non-linearity is also taken
into consideration. In the non-linear dynamic FEM, the kinetic equation of flexible
flap can be written as:

MẌ(t) + CẊ(t)+Fint (X) − Fext (t) = 0 (7)

whereX, Ẋ and Ẍ represent the displacement, velocity and acceleration of boundary
points (Lagrangian points), respectively.M andC are themass and dampingmatrices
of flap. Fint represents the internal force of flap, and it is a non-linear function of
the displacement X. Fext (t) represents the external forces such as the fluid force and
gravity acting on the flap.

Equation (7) can be solved by the Newmark-β method [20] which is also an
implicit method. In this method, the acceleration and velocity of flap can be written
as:

Ẍt+�t = c0(Xt+�t − Xt ) − c2Ẋt − c3Ẍt

Ẋt+�t = c1(Xt+�t − Xt ) − c4Ẋt − c5Ẍt (8)

where cn are six variables which are related to the accuracy and stability requirements
of this method.

In order to obtain the displacement of flap at time t + �t , we use the Newton-
Raphson method to process the non-linear item Fint(X) in Eq. (7). In this method, we
assume that the non-linear internal force of flap Fint at time t + �t can be expressed
as:
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Fint,t+�t = Fint,t + ∂Fint

∂X
�X = Fint,t + KT,t�X (9)

where KT is the global tangent stiffness matrix of the flap.
The final iteration expression of Eq. (7) can be written as:

[
K i

T,t+�t + c0M + c1C
]
�Xi+1 = Fext,t+�t − Fi

int,t+�t

− M
[
c0

(
Xi

t+�t − Xt
) − c2Ẋt − c3Ẍt

]

− C
[
c1

(
Xi

t+�t − Xt
) − c4Ẋt − c5Ẍt

]
(10)

Because KT ,M and C are symmetric matrices, the above iteration can be solved
by the triangular decomposition method. When the above iteration converges, the
displacement of flap Xt+�t can be obtained. Substituting Xt+�t into Eq. (8), the
acceleration Ẍt+�t and velocity Ẋt+�t of flap can also be obtained.

3 Results and Discussion

In this section, the flow around a NACA0012 airfoil with and without hairy flaps
is investigated, and the effects of flaps with different lengths and positions on aero-
dynamic performance, quantified by the overall mean lift and drag coefficients, is
analyzed.

3.1 Flow Over a NACA0012 Airfiol

The first case studies the unsteady flow around aNACA0012 airfoil at Re= 1000 and
AoA = 10°, which has been investigated extensively in the literature. The Strouhal
number St is defined as St = f Dc/U∞, where f D is the shedding frequency, c is
the chord length of airfoil, U∞ is the free stream velocity. In the present case, the
computed Strouhal number is 0.8417, which is about 2.2% smaller than the value of
0.861 reported by Falagkaris et al. [21] and the value of 0.86 reported by Johnson
and Tezduyar [22].

The time evolution of the lift and drag coefficients in the present case is shown in
Fig. 1a, and the time-averaged lift coefficient over the last six periods is compared
with the reported values in [21, 22] in Fig. 1b. It can be seen that the present results
agree well with these two references.

Figure 2 shows the boundary layer thickness around the NACA0012 airfoil and
the time-averaged vorticity over six oscillation periods. From this figure, we can see
that the distribution of vorticity along normal directions in present results are similar
to the results reported in [21].
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Fig. 1 a Time evolution of lift and drag coefficients for the flow around a NACA0012 airfoil at Re
= 1000 and AoA = 10°. b Averaged lift coefficient over six oscillations with period T

Fig. 2 Normalized absolute vorticity field around the NACA0012 at Re= 1000 and boundary layer
thickness δ (red line). The black lines show the vorticityωnl , scaled with the maximum value (ω)nl ,
on the normal directions nl .

3.2 Flow Over a NACA0012 Airfiol with a Rigid Fiap

Figure 3 shows a NACA0012 airfoil with one rigid flap clamped on the suction side.
Its length is L, the deployment angle between flap and airfoil upper surface is θ, and
the distance from the leading edge to the fixed end of flap measured along the chord

Fig. 3 Configuration of a
NACA0012 at AoA = 10°
with a flap mounted on its
suction side

θ
L

S

c
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Table 1 The values used for length ratio L* and position ratio S*

L* 0.04 0.06 0.08 0.10 0.12

S* 0.5 0.6 0.7 0.8 0.9

c is S. In this section, we investigate the effects of rigid flap length and position on
aerodynamic performance.

Here we define two dimensionless parameters: the length ratio L* = L/c and the
position ratio S*= S/c, their values are listed in Table 1. As a preliminary calculation,
the deployment angle θ is fixed at 90°.

Figure 4a, b shows the mean lift coefficients and mean drag coefficients of
NACA0012 airfoil together with rigid flap in different test cases, respectively. For
comparison, the results of the clean airfoil case are also included. From these two
figures, it can be seen that for a rigid flap of a certain length, the closer it is to the
trailing edge of airfoil, the higher the overall mean lift coefficient and the smaller
the overall mean drag coefficient. When the length of flap increases, if the flap is
not too close to the trailing edge (S* = 0.5, 0.6), the overall mean lift coefficient
decreases and the overall mean drag coefficient increases. If the flap is close to the
trailing edge (S* = 0.7, 0.8, 0.9), the overall mean lift coefficient increases first and
then decreases. Analogously, the overall mean drag coefficient decreases first and
then increases.

We can conclude that when L* = 0.1 and S* = 0.9, the airfoil with a rigid flap
achieves its best aerodynamic performance (highest lift coefficient and smallest drag
coefficient), and its performance is better than the clean airfoil. Focusing on this
case, in the next step we continue to investigate the effects of deployment angles and
material properties of flap on aerodynamic performance.

Figure 5 shows the mean lift and mean drag coefficients of a NACA0012 airfoil
together with a rigid flap having different deployment angles θ. This figure shows
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Fig. 4 a The mean lift coefficients of airfoil together with rigid flap in different cases. b The mean
drag coefficients of airfoil together with rigid flap in different cases
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Fig. 5 The mean lift coefficient and mean drag coefficient of NACA0012 airfoil together with rigid
flap in different deployment angle cases

that when the deployment angle θ increases, the mean lift coefficient increases and
mean drag coefficient decreases. At θ = 80°, the airfoil and flap achieve maximum
mean lift coefficient and minimum mean drag coefficient.

3.3 Flow Over a NACA0012 Airfiol with a Flexible Fiap

Finally, focusing on the case L* = 0.1, S* = 0.9, θ = 80°, we replace the rigid flap
with a flexible flap and change the material properties of the flap. The values of flap
density ρs and Young’s modulus E used for the experiments are listed in Table 2.

Figure 6 shows the mean lift and mean drag coefficients of the NACA0012 airfoil
together with flexible flap for different density ρs and Young’s modulus E values.
The results of the NACA0012 airfoil with the rigid flap are also included. From this
figure, it can be seen that when the flap density ρs and Young’s modulus E change,
the overall mean lift coefficients in all case are higher than the rigid flap case. When
ρs = 9000 kg/m3, E = 0.05 MPa, the airfoil and flap achieve maximum mean lift
coefficient. For the mean drag coefficients, in most cases they are higher than the
rigid flap case. When ρs = 4000 kg/m3, E = 0.05 MPa, the airfoil and flap achieve
minimum mean drag coefficient.

Table 2 The values of flap density ρs and Young’s modulus E

ρs (kg/m3) 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

E (MPa) 0.05 0.1
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Fig. 6 The mean lift coefficient and mean drag coefficient of NACA0012 airfoil together with
flexible flap in different cases

From what is discussed above, we choose the case ρs = 4000 kg/m3 and E =
0.05 MPa as the best case because it has the smallest mean drag coefficient and a
relatively high mean lift coefficient, It also achieves a better aerodynamic perfor-
mance than the rigid flap case (higher lift coefficient and smaller drag coefficient).
Compared with the clean NACA0012 airfoil case, it has a 6.9% higher mean lift
coefficient and a 5.27% smaller mean drag coefficient.

4 Conclusions

We have used the fluid-structure solver LUMA, which combines the lattice Boltz-
mann method, immersed boundary and finite element method, to investigate the
effects of a flap mounted on a NACA0012 airfoil. The flap length, position and
rigidity have been varied. For a rigid flap, the results show that when the flap is
closer to the trailing edge of airfoil, the airfoil has higher mean lift and lower mean
drag. When the flap is close to the trailing edge of the airfoil and its length increases,
the overall mean lift coefficient increases first and then decreases, and the overall
drag decreases first and then increases. When L* = 0.1 and S* = 0.9, the airfoil
with the rigid flap achieves the best aerodynamic performance, and its performance
is better than the clean airfoil. When the deployment angle θ increases, the mean
lift coefficient increases and the mean drag coefficient decreases. At θ = 80°, the
airfoil and flap achieve a maximum mean lift coefficient and a minimum mean drag
coefficient. For the flexible flap, when its density ρs = 4000 kg/m3 and Young’s
modulus E = 0.05 MPa, it has better aerodynamic performance than the rigid flap
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case. Compared with the clean NACA0012 airfoil case, it has a 6.9% higher mean
lift coefficient and a 5.27% smaller mean drag coefficient.
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Dynamic Response of Wall-Mounted
Flaps in an Oscillating Crossflow

Joseph O’Connor and Alistair Revell

Abstract The coupled interactions between fluids and slender structures play a
number of critical roles in a broad range of physical processes. In flow control
applications, poroelastic coatings consisting of arrays of passive slender structures
have been shown to provide beneficial aerodynamic characteristics when applied
to bluff bodies. This effect has been linked to the appearance of a travelling wave
through the array which locks in to the shedding frequency of the wake. Through
a simplified test case, which reduces the problem complexity while retaining the
essential physics of the behaviour, the present work aims to further elucidate this
phenomenon via numerical simulations. A range of array lengths are tested and the
appearance and propagation of the travelling waves are monitored. The results show
that for small arrays there exists one clearly defined wave, which is attributed to
the advection of the primary bulk vortex over the array. However, for larger arrays,
secondary vortices are generated at the tips which also induce a wave-like behaviour.
These secondary vortices are smaller in size and intensity than the primary vortex
and induce a smaller deflection in the flaps which dissipates quicker as it propagates
though the array.

Keywords Fluid-structure interaction · Slender structures · Lattice Boltzmann
method · Immersed boundary method · Finite element method

1 Introduction

The coupled interactions between fluids and slender structures play a number of
critical roles in a broad range of physical processes. Cilia, for example, are ubiquitous
in nature and serve several physiological functions, fromcell propulsion [4] to particle
regulation [15]. Moreover, the interactions between vegetation and fluid flows have
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important consequences in terms of agriculture [3] and coastal protection [7]. A
further example is in the field of biomimetics, where bioinspired designs based on
slender structures are finding industrial applications in areas such as flow sensing [12]
and flow control [5, 13].

The flow control capability of self-adaptive hairy coatings has been a topic of
interest in several recent studies. Under the right conditions, the compliance of these
coatings allows them to interact with and modify the wake pattern and shedding
cycle behind bluff bodies, leading to improved aerodynamic characteristics. Favier
et al. [5] developed a homogenised model to simulate such systems and noted drag
reductions of 15% and reductions in the lift fluctuations of 40% under optimal condi-
tions. These observations were later confirmed experimentally by Niu and Hu [17].
Furthermore, in the optimal regime, [5] observed a travelling wave through the array,
with a frequency that matched the vortex shedding frequency. This travelling wave
and its associated lock-in effect has been observed in multiple related studies [13,
16, 21], with the lock-in effect being linked to optimal aerodynamic performance.

Theseobservations provided themotivation for theEU-fundedPELskinproject [6]:
a consortium of partners focussed on investigating the potential flow control capabil-
ity of a poroelastic (PEL) coating for aerodynamic surfaces. The aim of this project
was to investigate and characterise the potential for passive slender structures to
interact with bluff body wakes and improve their aerodynamic performance (e.g.
reduce drag). As part of this work, a simplified test case was sought so as to reduce
the complexity of the problem while still retaining the fundamental physics of the
behaviour. Such a case was studied both experimentally and numerically [6, 19].
The travelling wave observed in previous studies also presented in the simplified
case and a preliminary analysis suggested a link between the travelling wave and the
advection of secondary vortices generated at the tips of the array. However, since
the focus of the study was on examining the parameter space, this effect was not
analysed in detail.

The aim of the present research is to build on the work conducted within the
PELskin project. Specifically, the aim is to analyse the generation of secondary
vortices at the tip of the array and how they propagate to initiate the travelling wave.
Since the length of the array proved to be a limiting factor in earlier work [19], a
range of array lengths (number of flaps) are tested. The case is studied numerically
via a lattice Boltzmann-immersed boundary-finite element model and the resulting
dynamics and behaviour are analysed in detail. The model is first validated against
the experimental data from the reference case, before extending the case to explore
the effect of increasing array length. Through an analysis of the flap dynamics and
flow topology, the key behaviour modes are characterised and quantified and their
significance is highlighted.
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2 Methods

2.1 Lattice Boltzmann Method

The lattice Boltzmann method (LBM) has evolved over recent years to become an
attractive alternative to the Navier-Stokes equations for certain complex flows. The
LBM is derived from kinetic theory and relies on a mesoscopic description of the
fluid. The driving equation behind the LBM is the Boltzmann equation, which in its
discrete form is given by:

fi(x + ci�t, t + �t) − fi(x, t) = �t

τ

[
f eqi (x, t) − fi(x, t)

] + �tFi(x, t) (1)

where x are the spatial coordinates, t is time, ci is the ith component of the lattice
velocity vector, and Fi(x, t) is an external force discretised on the lattice. The proba-
bility distribution function, fi(x, t), describes the proportion of fluidmolecules within
an elemental volume located at x and time t moving with velocity ci. The relaxation
time-scale, τ , is related to the (lattice) viscosity via:

ν =
(

τ − 1

2

)
c2s�t (2)

where cs is the lattice speed of sound. The equilibrium function, f eqi (x, t), is a func-
tion of local macroscopic quantities only, and can be obtained via a Taylor series
expansion of the Maxwell-Boltzmann distribution [9, 10], giving:

f eqi (x, t) = wiρ

(
1 + ci · u

c2s
+ (ci · u)2

2c4s
− u · u

2c2s

)
(3)

where wi is a velocity-specific weighting factor related to the discrete lattice. The
macroscopic quantities, ρ(x, t) and u(x, t) can be calculated by taking moments of
the distribution function:

ρ(x, t) =
∑

i

fi(x, t) (4)

ρu(x, t) =
∑

i

cifi(x, t) + �t

2
f (x, t) (5)

In the present work, the force density, f (x, t), provides the coupling between the fluid
and structural dynamics. Its Cartesian form is discretised on the lattice to give [8]:

Fi(x, t) = wi

(
1 − 1

2τ

)(
ci − u
c2s

+ ci · u
c4s

ci

)
· f (x, t) (6)
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2.2 Finite Element Method

The present model adopts the corotational formulation of the finite element method
(FEM) to solve the structural dynamics. Themain idea of the corotational formulation
is to decompose the motion of each element within the assemblage into a rigid
body motion and a purely deformational one [2]. Two-noded Euler-Bernoulli beam
elements are used to discretise the structure. The use of such elements implies the
cross sections of the structure remain rigid, so that the presentmodel is only applicable
to slender structures. Since large deformations are expected in the present work,
geometric nonlinearity is handled via an incremental Newton-Raphson procedure.

Following [1], the equilibrium conditions governing the nonlinear Newton-
Raphson solution are:

MÜ
n+1,k+1 + Kn+1,k�U k = Rn+1 − Fn+1,k (7)

Un+1,k+1 = Un+1,k + �Uk (8)

where n and k are the time step and iteration counters, M is the mass matrix, K is
the tangent stiffness matrix, R is the external load vector, F are the internal forces
within the structure, Ü are the nodal accelerations, and�U are the incremental nodal
displacements. Second-order time stepping is achieved via the constant-average-
acceleration version of the Newmark integration scheme.

2.3 Immersed Boundary Method

The immersed boundarymethod (IBM) provides the link between the fluid and struc-
tural dynamics. It relies on two separate non-conforming grids to represent the fluid
and the boundary. The fluid is defined on an Eulerian grid (the lattice), which is
Cartesian and fixed in space. The boundary, on the other hand, is represented on
a Lagrangian grid, which is curvilinear and free to move across the computational
domain. Themain idea of the IBM is to mimic the effect of the boundary by introduc-
ing a source term (force) in the governing fluid equations. These forces are calculated
in such a way so that the fluid feels the presence of the boundary through this force,
and the no-slip condition is satisfied along the surface.

Since the two grids are separate from each other, communication between them
is crucial. Moreover, since they are non-conforming, this data transfer requires spe-
cialised interpolation/spreading operators. Specifically, the momentum field must be
interpolated from the fluid grid (Eulerian) to the boundary grid (Lagrangian), and the
resulting forces must be spread back from the boundary grid to the fluid grid. The
operators defining these communication steps are given by:
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�(X) = I[φ(x)] =
∑

�s

φ(x) δ̃(x − X)�x�y�z (9)

φ(x) = S[�(X)] =
∑


s

�(X) δ̃(x − X)ε�q�r�s (10)

where x = (x, y, z), X = (q, r, s), φ is a quantity defined in the Eulerian frame, � is
the same quantity defined in the Lagrangian frame, and ε is a scaling factor which
ensures reciprocity between the interpolation and spreading steps [18]. Here, lower-
case notation denotes values in the Eulerian frame, and upper-case notation denotes
values in the Lagrangian frame. The present work adopts the three-point version of
the discrete Dirac Delta function, δ̃, proposed by [20].

The full LBM-IBM algorithm is given by Li et al. [14] and makes use of the fact
that the LBM forcing scheme [8] decomposes the velocity into a predicted and a
force-corrected term [22]. After solving the LBM equation, the macroscopic fluid
velocity can be written:

ρu(x, t) = ρu∗(x, t) + �t

2
f (x, t) (11)

where u∗ is the predicted velocity field. Since the fluid velocity at the boundary must
equal the velocity of the boundary, Ub = I[u], (Eq. 11) can be converted into the
Lagrangian frame to give:

I[ρ(x, t)]Ub(X, t) = I[ρu∗(x, t)] + �t

2
F(X, t) (12)

Since the velocity of the boundary, Ub, is known, (Eq. 12) can be rearranged and
solved for the corrective force density, F. The force is then transferred back to the
Eulerian frame via the spreading operator, S. Finally, the velocity field is updated by
adding the corrective force to the predicted velocity field (Eq. 11).

2.4 Fluid-Structure Coupling

To enhance the stability of the coupledmodel, a blockGauss-Seidel implicit coupling
scheme is adopted. This technique iterates over the separate field solvers within the
time step until the interface conditions are met. To accelerate the convergence of
these iterations, the solution is relaxed by combining the structural displacements at
the current and previous iterations, such that:

U = ωŨ + (1 − ω)U k−1 (13)
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where U is the relaxed solution which is passed to the fluid solver, Ũ is the displace-
ment computed from the structural solver, andUk−1 is the solution from the previous
iteration. The relaxation factor is adjusted dynamically according to Aitken’s delta-
squared method [11]:

ωk = −ωk−1 (rk−1)
T (rk − rk−1)

|rk − rk−1|2
(14)

where rk is the residual vector, which is also used as a stopping criterion.

rk = Ũk − Uk−1 (15)

3 Simulation Setup

Figure 1 shows a schematic of the reference case from [6], which consists of an
oscillating channel flow over a row of 10 flexible flaps. This setup is used to simulate
the conditions of a von Kármán street behind a bluff body. The parameters describing
the dimensions and physical properties of the problem are summarised in Table 1.
The Womersley and Reynolds numbers are calculated based on the flap length, and
the reference velocity is given as the maximum centreline velocity obtained for a
clean channel (no flaps). In the original experiment, the flaps spanned most of the
channel width, leading to a quasi-2D flow field. As such, only 2D simulations are
conducted in the present work.

While the original experiment was conducted only for 10 flaps, the purpose of
the present work is to investigate the travelling wave that arises due to secondary
vortices which are generated at the tips. Therefore, to examine how this effect arises
and propagates through the array, the number of flaps is varied over a range from
6 to 20. The following section presents results examining the effect of flap number
while keeping all other problem parameters constant.

Fig. 1 Schematic of computational domain for reference case
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Table 1 Problem parameters for test case

Parameter Symbol Value

Channel height H 6cm

Flap height L 2cm

Flap thickness h 1mm

Fluid density ρf 1200kg/m3

Kinematic viscosity ν 1 × 10−4 m2/s

Flap density ρs 1200kg/m3

Young’s Modulus E 1.2 MPa

Frequency f 1Hz

Womersley number α 5

Reynolds number Re 120

4 Results

4.1 Validation

To validate the current approach, the model is tested against the experimental data
obtained for the reference case [6]. Figure 2 shows the experimental and numeri-
cal results for the streamwise tip deflection of each flap. Overall the agreement is
good; however, some slight discrepancies are observed. These may be attributed to
differences in the approximation of the experimental parameters. In particular, the
bending rigidity of the flaps is extremely sensitive to the flap thickness. Another pos-
sible explanation for the noted differences is 3D effects, due to the finite span of the
flaps in the experiment, which are not captured in the 2D simulation. Nevertheless,
the agreement is good and shows that the present model can reproduce the dynamic
motion of the system.

4.2 Effect of Array Length

A range of array lengths were tested in the present work, spanning from 6 to 20 flaps.
Figures 3 and 4 show the tip histories over three periods for the two extreme cases
(6 flaps and 20 flaps). Both cases show a main dynamic which is governed by the
driving flow (1Hz). However, also evident is the appearance of secondary dynamics
which manifest as small ‘kicks’ in the tip motion. This behaviour can be attributed
to the travelling wave phenomenon and the overlaid dashed lines in Figs. 3 and 4
show how the wave propagates through the array.

For the shorter array (6 flaps), there exists one clearly defined wave-like motion
that travels the length of the array and follows the motion of the flaps. After the flow
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Fig. 2 Validation of present model. Streamwise tip positions for each flap are compared against
the experiment of [6]

Fig. 3 Streamwise tip positions for each flap for an array of 6 flaps. Dashed line shows propagating
wave motion due to advection of vortices over the array
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Fig. 4 Streamwise tip positions for each flap for an array of 20 flaps. Dashed line shows propagating
wave motion due to advection of vortices over the array
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reverses direction the flaps deflect to the opposite side in a whip-like motion and
the travelling wave follows shortly after. As will be shown later, the appearance of
this clearly defined wave can be attributed to the passage of the primary bulk vortex
which passes over the array periodically. In addition to the travelling wave motion,
there is also a lag in the whip-like motion between the flaps. The outermost flap in
the direction of the deflection initiates the whip-back motion, which is then shortly
followed by the adjacent flap. This proceeds through the array until all of the flaps
are deflected in the reverse direction.

In the case of the longer array (20 flaps), the ‘kick’ motion which results from
the travelling waves is still evident. However, as opposed to the shorter array, where

t = 0 t = 0

t = 0.1T t = 0.1T

t = 0.2T t = 0.2T

t = 0.3T t = 0.3T

t = 0.4T t = 0.4T

Fig. 5 Snapshots of velocity (a, c, e, g, i) and vorticity (b, d, f, h, j) contours over one half-period
for an array of 6 flaps. The second half of the period is antisymmetric
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t = 0 t = 0

t = 0.1T t = 0.1T

t = 0.2T t = 0.2T

t = 0.3T t = 0.3T

t = 0.4T t = 0.4T

Fig. 6 Snapshots of velocity (a, c, e, g, i) and vorticity (b, d, f, h, j) contours over one half-period
for an array of 20 flaps. The second half of the period is antisymmetric

only one wave exists, multiple waves can now be observed. This effect is more
pronounced towards the edges of the array, although it diminishes in strength as it
propagates through the array. Also in contrast to the shorter array, the first flaps to
initiate the whip-back are located at the centre of the array. After the centre flaps
start to deflect backwards, the adjacent flaps also follow and this behaviour spreads
out in both directions to the edges of the array.

Figure 5 shows snapshots of the streamwise velocity and vorticity contours
through one-half cycle. Clearly observable is the primary bulk vortex which is shed
from the array and is a feature of the finite size of the array. Due to the relatively
short length of the array, only the primary bulk vortex exists and no secondary vor-
tices form. At t = 0, the primary vortex is located at the centre of the array and is
propagating through the array in the direction of the flow. The presence of this vortex
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induces a local deflection (kick) in the surrounding flaps, which also travels through
the array with the vortex. After the end of the half-cycle the flow changes direction
and this is followed by the vortex and corresponding deflection wave.

Figure 6 shows the velocity and vorticity contours for the array with 20 flaps, over
the same time period as Fig. 5. In addition to the primary bulk vortex which appears
at the edges of the array, secondary vortices are also generated in the centre of the
array at the tips of the flaps. Like the primary vortex, these vortices propagate along
the array and induce a local deflection in the flaps, which appears as a travelling
of deflection. Due to their small size and intensity, their effect on the flaps is less
pronounced than that of the primary vortex and they quickly dissipate, as evidenced
in the tip deflections shown in Fig. 4. Such behaviour could prove important in terms
of flow control applications since the generation and lock-in of these travelling waves
have been previously linked to optimal aerodynamic performance.

5 Conclusions

This work has aimed to further elucidate the flow control capability of arrays of
passive slender structures. Specifically, the appearance of travelling waves propagat-
ing through the array have been investigated in relation to the length of the array.
A simplified test case, which reduced the problem complexity while still retaining
the essential dynamic behaviour, was studied numerically via a lattice Boltzmann-
immersed boundary-finite element model. A range of array lengths were tested and
the appearance and propagation of the travelling waves were monitored.

The results show that for small arrays there exists one clearly defined wave, which
is attributed to the advection of the primary bulk vortex over the array. However,
for larger arrays, secondary vortices are generated at the tips which also induce a
wave-like behaviour. These secondary vortices are smaller in size and intensity than
the primary bulk vortex and dissipate quicker as they propagate through the array,
leading to decreased deflection in the flaps. This has important implications for flow
control applications, since the appearance of these waves has been previously linked
to optimal operating conditions in terms of drag reduction, and future work should
focus on how these waves can be sustained and tuned to operate under a variety of
flow conditions.

Acknowledgements The authors would like to acknowledge the use of the Computational Shared
Facility at The University of Manchester and the ARCHER UK National Supercomputing Ser-
vice. Support from the UK Engineering and Physical Sciences Research Council under the project
‘UK Consortium on Mesoscale Engineering Sciences (UKCOMES)’ (Grant No. EP/L00030X/1)
is gratefully acknowledged



Dynamic Response of Wall-Mounted Flaps … 491

References

1. Bathe, K.J.: Finite Element Procedures, 2nd edn. Prentice Hall (2014)
2. de Borst, R., Crisfield, M.A., Remmers, J.J.C., Verhoosel, C.V.: Non-Linear Finite Element

Analysis of Solids and Structures, 2nd edn. Wiley (2012)
3. de Langre, E.: Effects of Wind on Plants. Annu. Rev. Fluid Mech. 40(1), 141–168 (2008)
4. den Toonder, J.M.J., Onck, P.R.: Microfluidic manipulation with artificial/bioinspired cilia.

Trends Biotechnol. 31(2), 85–91 (2013)
5. Favier, J., Dauptain, A., Basso, D., Bottaro, A.: Passive separation control using a self-adaptive

hairy coating. J. Fluid Mech. 627, 451–483 (2009)
6. Favier, J., Li, C., Kamps, L., Revell, A., O’Connor, J., Brücker, C.: The PELskin project - part

I: fluid-structure interaction for a row of flexible flaps: a reference study in oscillating channel
flow. Meccanica 52(8) (2017)

7. Gedan, K.B., Kirwan, M.L., Wolanski, E., Barbier, E.B., Silliman, B.R.: The present and future
role of coastal wetland vegetation in protecting shorelines: answering recent challenges to the
paradigm. Clim. Change 106(1), 7–29 (2011)

8. Guo, Z., Zheng, C., Shi, B.: Discrete lattice effects on the forcing term in the lattice Boltzmann
method. Phys. Rev. E 65(4), 046308 (2002)

9. X. He and L. Luo. Theory of the lattice Boltzmann method: From the Boltzmann equation to
the lattice Boltzmann equation. Physical Review E, 56(6):6811–6817, 1997a

10. He, X., Luo, L.: A priori derivation of the lattice Boltzmann equation. Phys. Rev. E 55(6),
R6333 (1997b)

11. Irons, B.M., Tuck, R.C.: A version of the Aitken accelerator for computer iteration. Int. J.
Numer. Meth. Eng. 1(3), 275–277 (1969)

12. Kottapalli, A.G.P., Bora, M., Asadnia, M., Miao, J., Venkatraman, S.S., Triantafyllou, M.:
Nanofibril scaffold assisted MEMS artificial hydrogel neuromasts for enhanced sensitivity
flow sensing. Sci. Rep. 6, 19336 (2016)

13. Kunze, S., Brücker, C.: Control of vortex shedding on a circular cylinder using self-adaptive
hairy-flaps. Comptes Rendus Mécan. 340(1–2), 41–56 (2012)

14. Li, Z., Favier, J., D’Ortona, U., Poncet, S.: An immersed boundary-lattice Boltzmann method
for single- and multi-component fluid flows. J. Comput. Phys. 304, 424–440 (2016)

15. Masoud, H., Alexeev, A.: Harnessing synthetic cilia to regulate motion of microparticles. Soft
Matter 7(19), 8702–8708 (2011)

16. Mazellier, N., Feuvrier, A., Kourta, A.: Biomimetic bluff body drag reduction by self-adaptive
porous flaps. Comptes Rendus Mécan. 340(1–2), 81–94 (2012)

17. Niu, J., Hu, D.L.: Drag reduction of a hairy disk. Phys. Fluids 23(10), 101701 (2011)
18. Pinelli, A., Naqavi, I.Z., Piomelli, U., Favier, J.: Immersed-boundary methods for general

finite-difference and finite-volume Navier-Stokes solvers. J. Comput. Phys. 229(24), 9073–
9091 (2010)

19. Revell, A., O’Connor, J., Sarkar, A., Li, C., Favier, J., Kamps, L., Brücker, C.: The PELskin
project: part II—investigating the physical coupling between flexible filaments in an oscillating
flow. Meccanica 52(8) (2017)

20. Roma,A.M., Peskin,C.S., Berger,M.J.:An adaptive version of the immersed boundarymethod.
J. Comput. Phys. 153(2), 509–534 (1999)

21. Venkataraman, D., Bottaro, A.: Numerical modeling of flow control on a symmetric aerofoil
via a porous, compliant coating. Phys. Fluids 24, 093601 (2012)

22. Wu, J., Shu, C.: Implicit velocity correction-based immersed boundary-lattice Boltzmann
method and its applications. J. Comput. Phys. 228(6), 1963–1979 (2009)



Effects of an Oscillating Flap on the Main
Airfoil Unsteady Lift in Grid Turbulence

Herricos Stapountzis, Athanasios Barlas, Georgios Papageorgiou,
and Athanasios Patsiouras

Abstract A wing of NACA 0015 profile and Aspect Ratio 2.4 fitted with a Trailing
Edge Flap was tested in a wind tunnel for both smooth and turbulent flow conditions
at a Re number 108000. The unsteady lift on thewingwasmeasuredwith andwithout
the flap. Two types of flap excitation were tried: One was of the “open loop” type in
which the flap was subjected to sinusoidal pitching oscillations while the wing was
set to a constant angle of attack. In the second, “closed loop” mode, the excitation
signal fed into the flap originated from the unsteady lift of the wing itself. The phase
lag between those signals was changed and it was found that it played a significant
role in the suppression of the main wing unsteady lift.

Keywords Trailing edge flap · Wind turbine load alleviation · Smart blades ·
Unsteady aerodynamics · Active flow control

1 Introduction

Atmospheric turbulence and gusts are responsible for inducing unsteady loads to
airplane wings, helicopter blades and wind turbine rotors. The last ones however,
on account of their relatively larger size, are subjected to additional cyclic load
increments due yaw misalignment, tower shadow and wind shear in the atmospheric
boundary layer. Flapwise bending moments near the blade root would be a serious
cause for fatigue. It is desirable to maintain, as much as possible, a rather steady or
prescribed blade loading in order to lower the fatigue risk and also suppress vibra-
tions especially for helicopter blades. Various methods have been tried towards this
objective, which in some cases could also result in increased annual energy produc-
tion of the wind turbine, Barlas and van Kuik [1], Krzysiak and Narkiewicz [2],
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Siala and Liburdy [3], Maldonaldo et al. [4]. Collective or individual pitching of
the wind turbine blades (cyclic pitch with a phase shift) was found to effectively
reduce fatigue loads, Larsen et al. [5], but rather sluggish to attenuate atmospheric
turbulence effects. Better control of the blade lift would be accomplished by moving
a large hinged flap through a small angle, Hassan [6]. Further load reductions could
be effected by the deployment of small size trailing edge flaps, or deformable, “mor-
phing” trailing edges, which because of their smaller moment of inertia, would be
accordingly activated to account for various unsteady conditions, including shorter
atmospheric gusts, Hulskamp et al. [7], Wolff et al. [8], Madsen et al. [9], Pankonien
and Inman [10], Valasek [11]. Considerable research is devoted to such “smart rotor”
innovations from both the experimental and computational point of view. One issue
is the correct and realistic aerodynamic modelling and another one is the method of
active control (open or closed loop), Bergami and Hansen [12], Frederick et al. [13].
With regard to aerodynamic problems, among the points of interest are the size and
position of the flap relatively to the main wing, the amplitude of deflection β0 and
the pitch rate, in case the wing is at a steady angle of attack α. If the wing itself oscil-
lates along with the flap then their phase difference needs to be investigated. It was
found that there exist regimes of appropriate phase difference where the undesirable
unsteady lift is suppressed, Bak et al. [14], Bergami et al. [15], Krzysiak et al. [2],
Wolff et al. [8].

Figure 1, adapted from the experimental results of [14], shows how the fluctuating
part of the unsteady lift on the main steady fixed wing at α = 4.6° is influenced by the
reduced frequency k of sinusoidal flap oscillation during a full cycle. The reduced
frequency is defined as k=ωc/(2U∞), whereω is the circular frequency of oscillation
ω = 2πf, f being the frequency in Hz, c is the wing chord, including the flap chord
and U∞ is the free stream speed. The instantaneous flap angle is β (in degrees) and
half amplitude of the flap oscillation is denoted by the angle β0.

For sinusoidal motion the root mean square of β, βRMS = β0/
√
2. Due to exper-

imental limitations the amplitude β0 could be maintained at a constant level as the

Fig. 1 Fluctuating part of
the lift with flap angle β in
sinusoidal oscillation and
main wing RISOE B1-18
steady at angle of attack α =
4.6°. Adapted from wind
tunnel test results of Bak
et al. [14]
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Fig. 2 Unsteady lift
coefficient for various
oscillating flap reduced
frequencies with wing
NACA 64-418 steady at α =
0° Adapted from ATEF
model calculation results of
Bergami et al. [15]
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frequency of oscillation was varied, a problem that was encountered in the exper-
iments of the present work, as will be seen later. It is observed that the unsteady
lift amplitude and consequently its RMS value decrease with reduced frequency as
well as the average lift curve slope. The loop in the CL − β curve, as reported in
[14], is counterclockwise indicating a favorable behavior towards the lowering of the
unsteady lift.

Figure 2, shows similar results from the computational work of Bergami et al.
[15], using their ATEF (Adaptive Trailing Edge Flap) engineering model. The main
wing is set at a zero angle of attack α = 0°.

The computations show that when the amplitude of flap oscillation β0 was set to
β0 = 2° there is a systematic trend to reduce the unsteady lift as k increases.

Figure 3, adapted from [14], shows the experimental results for combined sinu-
soidal motion of the wing and its attached flap. A phase difference of 40° yields the
lowest unsteady lift fluctuation. On the other hand, inappropriate phase differences
may increase the unsteady lift significantly, e.g. �ϕ = −150°.

In the presentwork experiments of similar nature to those reported from [14] above
are carried out in order to examine the influence of reduced frequency, turbulence
intensity and manner of flap excitation on the wing unsteady lift. Comparisons with
the experimental findings of [14, 15], where possible, due to the big difference in the
wing chord to flap chord ratios, will be attempted.

2 Experimental Setup

The open, suction type wind tunnel at the University of Thessaly Mechanical Engi-
neering Department was employed for the unsteady lift measurements using piezo-
electric force transducers. The wind speed was U∞ = 13 m/s and the 2-D wing/flap
assembly of AR= 2.4 with end plates was positioned 20M downstream of a standard
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Fig. 3 Unsteady Lift
Coefficient for simultaneous
wing and flap sinusoidal
oscillation at k = 0.84 and
main wing RISOE B1-18
angle of attack α = 4.5°. The
phase difference between
wing and flap is �ϕ degrees.
Adapted from wind tunnel
test results of Bak et al. [14]
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biplanar grid (M = 90 mm mesh to square bar size ratio = 4.5). At this downstream
location the turbulence intensity without the grid was 0.7% and with the grid 5%.

The wing was of the NACA 0015 profile with chord c = 125 mm and the flap
profile was close to that of an EPPLER 561 17% thick profile of chord length cF =
65 mm, Fig. 4. Tests were performed at Reynolds numbers Re = U∞ c/ν between
108,000 and 135,000. The wing chord to flap chord ratio c/cF in this work is equal
to 1.92, which is in fact too small compared to the ratio found in the literature, [14].
Limitations in the Lab instrumentation has contributed to this decision.

Two types of flap rotary oscillation were considered (mechanically accomplished
by means of a hinge and a connecting rod mounted on a powerful loudspeaker):
(a) sinusoidal, of frequency fF, by means of an independent signal generator of
which the amplified signal was fed into the loudspeaker and (b) by feeding the
unsteady (turbulent) lift signal of thewing into the amplifier and subsequently into the
loudspeaker in order to vibrate the hinged flap. The wing and the flap were mounted
independently, so that mechanical cross-talk of forces would be avoided. For case
(a) the flap frequencies were equal to 0, 10, 12.5, 15 and 20 Hz with corresponding
half amplitudes β0 = 0 (no flap oscillation), 25.4°, 6.6°, 3.1° and 2°. For case (b)
the unsteady lift signal was fed into the loudspeaker via two different ways: first,
directly from the output of the amplifier and second, with its polarity reversed. In the
former case, the unsteady lift and the excitation were in phase (denoted as “Phase
Lift”) while in the latter they were 180° out of phase (“180 Lift”). The shape of the
two time records was checked visually using an oscilloscope and also numerically
via the coherence function of the corresponding analogue signals, simultaneously
sampled in time.
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Fig. 4 Wind tunnel models. Main wing NACA 0015, chord c = 125 mm, span b = 300 mm. Flap
EPPLER 561 17% thick, chord cF = 65 mm, span = 300. Reduced frequency k is based on c

3 Unsteady Lift Results for the Model Wing Without a Flap

Figure 5 presents experimental data for the unsteady lift on an isolated non-oscillating
wing (no flap) set at a steady angle of attack α. Variability in the unsteady lift may
arise from the inherent flowunsteadiness of awind tunnel in nominally “smooth”flow
(for example acoustic excitation) or background turbulence, intentionally generated
turbulence, as in this work by means of a grid, turbulent boundary layer on the wing
surface, flow separation (stall) and to some extend extraneous noise from the force
balance.

The rootmean square of the fluctuating part of the unsteady lift coefficient, CL RMS,
which is plotted against α, is seen to increase with angle of attack in all cases,
concerning our results and those found in the literature, e.g. Gaunaa [16], Smith
et al. [17], Humphreys [18], Lysak et al. [19].

Our results show that grid turbulence with an intensity i of 5% causes significant
increase in the CL RMS of the NACA 0015 wing, compared to that in the wind tunnel
flow without the grid (i = 0.7%). The data of Gaunaa [16] suggest lowering of
CL RMS as Re increases, partly because of the lower turbulence intensities at higher
wind speeds.

As stall is approached the unsteady lift increases (α > 15°) in all data. Closer to our
results are those of Smith et al. [17], who tested a NACA 0012 wing in the turbulent
boundary layer of a water tunnel and those of Lysak et al. [19] (not shown in Fig. 5)
who measured the unsteady lift on a NACA 651A-012 wing in a water tunnel with
grid turbulence. Their data point to a ratio CL RMS-TURB/CL RMS-SMOOTH = 3.2 for α =
0°, of the same order of magnitude found by Stapountzis [20] in earlier experiments
in a wind tunnel. Increase in airfoil thickness is also known to cause higher unsteady
lift.

4 Unsteady Lift with Flap in Steady Conditions

This section deals with the unsteady lift of the wing equipped with the flap, but not
yet in oscillation, β = 0°. Values of CL RMS are again plotted against α for smooth
flow and grid turbulence in Fig. 6.
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Fig. 5 Fluctuating lift for
wings without flap in smooth
and turbulent flows from
present experimental work
and from Gaunaa et al. [16],
Smith et al. [17], Humphreys
[18].
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The presence of the flap and for angle of attack α = 0°, increases the unsteady lift
in smooth flow by about 50%, while it has the opposite effect in turbulent flow, the
unsteady lift decreases by about 15%. At α = 7.5° and turbulent flow, no appreciable
change in the unsteady lift is noticed due to the flap presence (compare Figs. 5 and
6).

Bak et al. [14] measured the unsteady lift on a Risoe-B1-18 airfoil with c/cF =
10, at quasi steady conditions (k ≈ 0.003) at Re = 1.66 × 106 and background
wind tunnel turbulence ≈ 1%. The CL RMS at α = 4.6° was 0.04, close to our result
for smooth flow at α = 0°. It seems therefore that grid turbulence attenuates the
interference caused by the flap in a steady condition (β = 0°) with regard to the
unsteady lift development.

5 Unsteady Lift with Flap in Sinusoidal Forcing

Figures 7 and 8 demonstrate how the oscillating flap in sinusoidal excitation, β(t)
= β0cos(ωt), influences the unsteady lift of the main wing. The nearest (taking into
account the too small value of c/cF in the present experiments) available data for
comparison are those reported in [14] (experiments, α = 4.6°) and in [15] (compu-
tations with the ATEF model, α = 0°). Representative plots of the β − CL lobes with
increasing k were given in Figs. 1 and 2 in the Introduction. Using their data the
root mean square lift coefficients were computed. In order to bring their results to
a comparable form with ours the CL RMS data were normalized with the RMS flap
amplitude, β0 RMS, assuming variations of the type β(t)= β0cos(ωt) (withω = 2πfF).

Figure 7 shows the variation of the normalized RMS lift coefficient with reduced
frequency at α = 0° for smooth and turbulent flow. Our data point to a non favorable
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Fig. 6 Fluctuating lift for
wings with flap in smooth
and turbulent flows from
present experimental work
with flap steady (k = 0, β =
0°, Re = 1.08 × 105) and
from Bak et al. [14],
(quasi-steady, k ≈ 0.003, Re
= 1.66 × 106)
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Fig. 7 Normalized
fluctuating lift for wings at α
= 0° with flap in smooth and
turbulent flows from present
experimental work for flap
with sinusoidal excitation
and from ATEF model of
Bergami et al. [15]
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contribution of the flap excitation for unsteady lift alleviation especially for grid
turbulence. A roughly linear increase of the normalized lift with k is observed, one
of the reasons could be the large size of the flap compared to the wing and the large
unsteadiness caused in its wake. The increase in the normalized lift with reduced
frequency k found from the data in [15, 21] is very mild compared to ours. In their
work the RMS values of the fluctuating parts of the unsteady lift for k = 0.1 and 0.5
are 0.019 and 0.027 respectively and the normalized values for β0 = 2° are shown in
Fig. 7. A fair agreement might be assumed in the low reduced frequency regime, k
< 0.3.

In Fig. 8 there are data for more angles of attack besides the zero angle, i.e. for α

= 5°, 7.5° (our experimental data) and α = 4.6° (experimental data in [14]).
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Fig. 8 Effect of reduced
frequency k and mean angle
of attack α on the normalized
fluctuating lift for wings with
flap in smooth and turbulent
flows from present
experimental work for flap
with sinusoidal excitation
and from Bak et al. [14]
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In our case the normalized lift does not seem to be significantly influenced by
increases in the angle of attack at least in the range examined (0° to 7.5°) and again
it increases with reduced frequency k. On the contrary, the experimental results of
Bak et al. [14] indicate a mild, though favorable effect of the flap oscillation on the
alleviation of the unsteady lift. The data taken from Fig. 1, [14], and normalized as
described above show in Fig. 8 that the unsteady lift can indeed be lowered when k
increases. There are no available data beyond k = 0.5 in order to ascertain whether
this favorable effect reaches an optimum value for load alleviation. Research with
sinusoidal excitation dealing alsowith phase changes is quite extensive in this respect
e.g. [22, 23].

6 Unsteady Lift with Flap in a Closed Loop Excitation

The signal fed to the actuator moving the flap was the unsteady lift felt by the
wing in turbulent flow. It was beforehand amplified in order to be able to drive the
powerful loudspeaker. The two signals were followed in time and recorded for further
analysis. As mentioned in Sect. 3, the phase between the two signals could be altered
by changing the polarity in the actuator (loudspeaker). Then the flap would move in
the opposite direction. The advantageous effect of a flap as a high lift device is well
documented, i.e. when the flap moves downwards, β < 0, (assuming that upwards
causes the wing nose up, α > 0) the lift increases. Figure 9 shows that this phase lag
can dramatically affect the normalized unsteady lift. In Fig. 10 time traces of the two
signals are presented.

The decrease with phase change in the normalized lift is more pronounced at
low angles of attack. For example at α = 0° the lift without phase change is about
0.075, while with 180° phase change the corresponding value is 0.05. Reverting to
Fig. 8 and assuming sinusoidal excitation this would imply operation at a reduced
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Fig. 9 Effect of feedback method (lift-flap phase shift 0° and 180°) and mean angle of attack α on
the normalized fluctuating lift for wing with flap in smooth and turbulent flow

Fig. 10 Unsteady lift record in turbulent flow with feedback flap excitation using the lift signal
and phase shift for no phase shift 0° (green) and 180° (blue)

frequencies k ≈ 0.45 and 0.35 respectively. It is as if the phase change reduces the
strength of the unsteadiness of lift in terms of sinusoidal excitation. Further work
would be needed in order to cover a wide range of phase differences and perhaps
locate an optimum for unsteady lift alleviation.

7 Conclusions

The experimental results of the present study show that unsteady lift is affected by
trailing edge flaps but the degree of load alleviation depends on many factors like
the relative size of the flap and the excitation mode. For sinusoidal excitation, the
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presence of strong turbulence renders the effects of changes in mild angles of attack
(e.g. α < 8°) less important than changes in the reduced frequency of oscillation.
Flap excitation with a signal originating from the unsteady lift sensed by the main
wing itself seems to have potential benefits for unsteady lift alleviation provided that
appropriate phase differences in the closed loop procedures are used. Smart rotors
and their control strategies is currently drawing a lot of attention in the wind energy
scientific and industrial sector, [24–27].

References

1. Barlas TK, van Kuik GAM (2007) State of the art and prospectives of smart rotor control for
wind turbines. Sci Making Torque Wind J Phys Conf Ser 75, 01 2080 (2007)

2. Krzysiak, A., Narkiewicz, J.: Aerodynamic loads on airfoil with trailing-edge flap pitching
with different frequencies. J. Aircraft 43(2), 407 (2006)

3. Siala, F., Liburdy, J.A.: Energy harvesting of a heaving and forward pitching wing with a
passively actuated trailing edge. J. Fluids Struct. 57, 1–14 (2015)

4. Maldonado, V., Farnworth, J., Gressick, W., Amitay, M.: Active control of flow separation and
structural vibrations of wind turbine blades. Wind Energy. 13, 221–237 (2010)

5. Larsen, T.J., Madsen, H.A., Thomsen, K.: Active load reduction using individual pitch, based
on local blade flow measurements. Wind Energy 8, 67–80 (2005)

6. Hassan, A.A.: Experimental/numerical evaluation of integral trailing edge flaps for helicopter
rotor applications. J. Am. Helicopter Soc. 50, 3–17 (2005)

7. Hulskamp, T., Champliaud, H., van Wingerden, J.-W., Barlas, A., Bersee, H,.van Kuik, G.,
Verhaegen, G.: Smart dynamic rotor control: Part 1, Design of a smart rotor. In: The Science
of Making Torque from Wind (2010)

8. Wolff, T., Ernst, B., Seume, J.R.: Aerodynamic behavior of an airfoil with morphing trailing
edge for wind turbine applications. Sci Making Torque Wind J Phys Conf Ser 524, 012018
(2014)

9. Madsen, A.H., Andersen, P.B., Andersen, L.T., Bak, C., Buhl, T., Li, N.: The potentials of the
controllable rubber trailing edge flap (CRTEF). In: EWEC Proceedings (2010)

10. Pankonien, A., Inman, D.J.: Experimental testing of spanwise morphing trailing edge concept.
Proc. SPIE 8688(15), 1–13 (2013)

11. Valasek, J. (ed.). (2012).MorphingAerospaceVehicles and Structures.Wiley,NewYork (2012)
12. Bergami, L., Hansen, M.H.: High-fidelity linear time-invariant model of a smart rotor with

adaptive trailing edge flaps. Wind Energy 20(3), 431–447 (2017)
13. Frederick,M.,Kerrigan, E.C.,Graham, J.M.R.:Gust alleviation using rapidly deployed trailing-

edge flaps. J. Wind Eng. Ind. Aerodyn. 98, 712–723 (2010)
14. Bak, C., Gaunaa, M., Andersen, P.B., Buhl, T., Hansen, P., Clemmensen, K.: Wind tunnel test

on airfoil Riso-B1-18 with an active trailing edge flap. Wind Energ. 13, 207–219 (2010)
15. Bergami, L., Riziotis, V.A., Gauna, M.: Aerodynamic response of an airfoil section undergoing

pitch motion and trailing edge flap deflection: a comparison of simulation methods. Wind
Energy 18(7), 1273–1290 (2015)

16. Gaunaa, M.: Unsteady aerodynamic forces on NACA 0015 airfoil in harmonic translator
motion. Ph.D. Thesis, Technical University of Denmark

17. Smith, S.M., Pearce, B.W., Brandner, P.A., Clarke, D.B., Moreau, D.B., Xue, Y.: Steady
and unsteady loads acting on a hydrofoil immersed in a turbulent boundary layer. In: 20th
Australasian Fluid Mechanics Conference, Perth, Australia (2016)

18. Humphreys, M.D.: Measurements of normal-force-coefficient fluctuation on four 9-percent-
thick airfoils having different locations of maximum thickness. In: NACA RM 154B22 (1954)



Effects of an Oscillating Flap on the Main Airfoil … 503

19. Lysak, P.D., Capone, D.E., Jonson, M.L.: Unsteady lift of thick airfoils in turbulent flows. In:
Proceedings of ASME IMECE2009-11414 (2009)

20. Stapountzis, H., Graham, J.M.R.: The unsteady lift on bluff cylindrical bodies in unsteady flow.
Aero. Q. 33, 219–236 (1982)

21. Bergami, L., Gaunaa, M.: ATEFlap aerodynamic model, a dynamic stall model including the
effects of trailing edge flap deflection. DTU Risoe-R No 1792 (2012)

22. Oltmann, N.-C., Sobota, D., Hoffmann, A.: Load reduction of wind turbines using trailing edge
flaps. In: 4th International Conference on Energy and Environment Research, ICEER 2017,
Porto, Portugal (2017)

23. Li, C.F., Xu, Y., Zhao, X.L., Xu, J.Z.: Influence of trailing edge flap onwind turbine using three-
dimensional computational fluid dynamics method. In: 6th International Conference on Pumps
and fans with Compressors and Wind Turbines, IOP Conference Series: Materials Science and
Engineering, vol 52, 052005 (2013)

24. Bernhammer, L.O., van Kuik, G.A.M., de Breuker, R.: How far is smart rotor research and
what steps need to be taken to build a full-scale prototype? Sci Making Torque Wind J Phys
Conf Ser 555, 012008 (2014)

25. Plumley, C., Leithead, W., Jamieson, P., Bossanyi, E., Graham, J.M.R., Comparison of indi-
vidual pitch and smart rotor control strategies for load reduction. Sci Making Torque Wind J
Phys Conf Ser 524, 012054 (2014)

26. Shan, M.: Load reducing control for wind turbines: load estimation and higher level controller
tuning based on disturbance spectra and linearmodels. Dr.-Ing. Dissertation,Universitat Kassel
(2017)

27. Njiri, J.G., Soffker, D.: State-of-the-art in wind turbine control: Trends and challenges. Renew.
Sustain. Energy Rev. 60, 377–393 (2016)



Fast Sensitivity Analysis for the Design
of Morphing Airfoils at Different
Frequency Regimes

Felix Kramer, Marian Fuchs, Thilo Knacke, Charles Mockett, Emre Özkaya,
Nicolas Gauger, and Frank Thiele

Abstract An approach to produce sensitivity maps to facilitate the design of mor-
phing aerostructures is proposed and analysed. The process assesses the effect of
large-scale deformations at low actuation speeds as well as low-scale deformations
at high frequencies. Emphasis is put on a fast process to obtain results within a rapid
turnaround time. The resulting sensitivity maps for an industrially relevant airfoil
are qualitatively matched to published experiments of the same configuration and
aerodynamic interpretations. The sensitivities are calculated using an in-house flow
solver and its discrete adjoint derivative. Subject to the approximations inherent to the
adopted unsteady RANS methodology, some suggestions for effective deformation
locations are proposed.

Keywords Sensitivity · Adjoint · Airfoil · Morphing

1 Introduction

Current wing design on commercial aircraft is commonly optimized for selected
flight states such as cruise, take-off and landing. The mechanical parts required to
realize these configurations limit the achievable shapes and enforce compromises
on the design. During the last decade, extensive research has been conducted to
implement deforming morphing wing structures to overcome this limitation [1].
Numerous trailing edge deviceswere conceived and investigated [2, 4, 7] all ofwhich
use servo actuators to realize the deformations. The work in the present paper was
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done within the framework of the H2020 EU project “Smart Morphing and Sensing”
(SMS) which combines shape memory alloys for low frequency deformations with
distributed piezoelectric fiber actuators for high frequency actuations [3, 8]. Finally,
this actuator concept will be complemented by fiber optic sensors to achieve a closed-
loop control.

The main contribution of the present work is to numerically identify the most
efficient placement for such actuators. When dealing with a distributed actuator sys-
tem, a sensitivity-based approach using an adjoint solver has the inherent advantage
that the costs for the sensitivity evaluation are independent of the number of control
faces, rendering it very efficient for distributed controls [5, 6]. In this paper, such an
adjoint solver is applied to a realistic commercial airfoil with several reference defor-
mations closely matching the experimental campaign [3]. The resulting sensitivity
maps identify efficient locations for the low (LF) and the high frequency (HF) actua-
tion in order to increase the lift. Being a design tool, it is important to quickly assess
the different designs of complex configurations. Therefore, the presented approach
focuses on methods with rapid turnaround times.

2 Numerical Setup and Primal Flow

TheLFdeformation ismodeledbyquasi-steady simulationswithin a domainmatched
to the wind tunnel of the corresponding experiments. The computational domain in
Fig. 1 demonstrates the blocking and the total dimensions of the channel Lx = 7.7 m
and Ly = 0.712 m whereas the chord length of the airfoil is c = 0.7 m. Throughout
this paper, values are kept dimensional for direct comparison with the experiments.
Themeshwas generated (and subsequently morphed) usingANSA fromBETACAE
Systems and is based on an airfoil geometry provided by the Institut de Mécanique
des Fluides de Toulouse (IMFT). Although all cases under investigation use an angle
of attack of AoA = 10◦, the mesh is constructed with AoA = 0◦. It is morphed
afterwards to the intended AoA as shown in Fig. 2a. The trailing edge (TE) region
of the baseline case (black) in Fig. 2b is then morphed to 6 different reference
deformations, of which only the maximum upwards and downwards deflections are
shown.

Themesh at the important leading edge (LE) and TE regions is shown in Fig. 3a, b
before morphing at AoA = 0◦ and after morphing to AoA = 10◦ in Fig. 3c, d. Only
mild degradation of mesh quality is visible after morphing and the mesh quality

Fig. 1 Computational domainwith the blocking of the block-structuredmesh.Airfoil in the channel
center
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Fig. 2 Blocking before and after morphing

is considered sufficient for the present investigation. Currently, the meshes are 2D
and consist of 196,000 cells. The wall normal size of the first cells at the airfoil is
roughly 2 × 10−5m growing with 10% in the wall normal direction. The in-house
flow solver CFDFlux is a block-structured Finite Volume code solving the Navier-
Stokes equations on a colocated grid and with second order accuracy in time and
space. It uses a fully-implicit scheme and a pressure-based algorithm with a numeri-
cally advanced Rhie and Chow interpolation suitable for sensitive applications such
as aeroacoustics. Although features like Large Eddy Simulation and newest meth-
ods for Detached Eddy Simulation are available, the present investigation uses for
efficiency the unsteady RANS branch only. The sensitivities are calculated by deriv-
ing an adjoint solver from the primal solver using discrete adjoints. The correctness
of the adjoint solver was verified by comparing with Finite Differences at selected
locations. The excessive memory demands of the adjoint solver being caused by
storing flow solutions forward in time is avoided by using a two-level checkpoint-
ing approach which carefully balances disk and memory usage in a hybrid storage
scheme.

In accordancewith the experiments, theReynolds number is Re = c · uin/ν = 106

and the Mach number Ma = uin/a = 0.065 where c = 0.7 m is the chord length,
uin = 21.5 m/s the inflow velocity and a the speed of sound. For the k-ω turbulence
model, a turbulent intensity of TU = 0.01 and viscosity ratio of ν/νt = 1 are applied
as inflow conditions.

Figure 4 demonstrates the course of the unsteady lift coefficient after the initial
transient phase. The time step for these simulations was set to a rather coarse value
of �t = 2 × 10−5 s to reduce unsteadiness for the LF investigation. As expected,
the displacement of the trailing edge dTE has a strong influence on the lift. The
corresponding average values over the shown time interval are given in Table 1.
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Fig. 3 Different views of the mesh

The solver CFDFlux uses a hybrid wall boundary condition which blends
smoothly between a low and a high Reynolds boundary condition, relaxing common
constraints on the near wall mesh. However, the mesh in the present investigation
is designed to resolve the boundary layer with a low Reynolds boundary condition.
Figure 5 shows that the commonly used condition of y+ < 1 is valid on most of the
airfoil surface.
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Fig. 4 Lift coefficient for the reference cases

Table 1 Mean lift coefficients based on an interval of T = 0.2 s

dTE (mm) Mean lift coefficient

0 1.51

8 1.37

16 1.21

20 1.13

−8 1.61

−16 1.69

−25 1.88

3 Sensitivities for Quasi-Steady Morphing

The low frequency actuation shall be modeled by quasi-steady simulations. The
evaluation of the sensitivities on the reference deformation states intends to show
where improvements of the deformation are most effective. The resulting sensitivity
maps with respect to the mean lift evaluated over a time interval of T = 0.2 s are
shown in Fig 6. Comparing with Fig. 4, the interval is large enough to achieve
a meaningful statistical sample for the unsteady flow. Positive contours indicate
that local outward deformation of the wall would be beneficial for the lift whereas
negative contours favour inward deformation to increase the lift. The sensitivities
must be interpreted strictly locally in the design space and can not predict the result
of a full optimization (the sensitivities of a fully optimized airfoil would be zero).
Therefore, the sensitivities show the influence of very small deformations on the lift.
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Fig. 5 Contours of the cell height y+

The baseline casewith no additional bending of the TE in Fig. 6a reveals a negative
sensitivity in the LE region and positive values in the rest of the upper nose region.
This corresponds to a flattening of the leading edge and an upward deformation of
the upper nose region whereas the lower part is comparatively neutral. The trend is
therefore to reduce the curvature of the LE and increase the thickness. A similar effect
is commonly achieved by slats on multi-element airfoils. The outward deformation
on the mid section of the upper wing surface increases the camber of the airfoil. The
sensitivity in the TE region is clearly dominated by the inward deformation of the
lower surface which increases the circulation (Kutta condition). This is reinforced
by the local maximum of the upper surface slightly upstream of the TE.

The upwards deformed reference cases with dTE > 0 in Fig. 6b–d share the char-
acteristics of the baseline case.

Thedownwards deformed reference cases inFig. 6e, f showsimilar characteristics,
but much more pronounced. The mid section shows a stronger trend towards camber
increase, and the local maximum in the TE region is stronger and concentrated on a
smaller region.

The maximum downward deformed reference case in Fig. 6g produces the max-
imum lift of the reference cases, and illustrates that better optimized shapes tend to
show weaker sensitivities. The mid section as well as the TE region feature signifi-
cantly reduced sensitivities, with only the nose and lower TE regions retaining strong
sensitivity. The negative local minimum on the rear part of the airfoil might indicate
that a reduction of the excessive local curvature is favourable.

Focusing on the TE region, the following conclusions can be drawn within the
limitations of the numericalmethods. Common to all reference cases andmost impor-
tant is the inward deformation at the lower surface close to the TE. On the upper
surface upstream of the TE, mostly a slight outward deformation is favoured. The
values located directly at the corners of the blunt TE can not be directly interpreted
because sensitivities tend to show excessive values at feature edges.
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Fig. 6 Sensitivity of the lift with respect to wall normal outward deformation of the baseline case
AoA= 10◦ and various reference deformations characterized by the displacement of the trailing
edge dTE
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4 Approximating Sensitivity for High Frequency
Deformations

In the previous section, the quasi-steady simulations were set up to show only minor
unsteadiness. To investigate the effects of the high frequency actuation it is desirable
to resolve more unsteadiness. This is achieved by reducing the time step size from
�t = 2 × 10−5 to�t = 1 × 10−5 aswell as by staying in the later part of the transient
phase of the simulation when the flow has not yet completely settled. Consequently,
the lift oscillations in Fig. 7 are much stronger than in Fig. 4 from the low frequency
investigation.

The time integration interval T plays an important role for interpreting sensitivity
results. A long interval like in the previous section filters out most of the unsteady
effects such that the sensitivity will not change much with even longer periods. With
shorter intervals, a favourable deformation along the sensitivity map might have
an adverse effect outside of the used interval. However, this commonly unintended
trade-off between intervals can be used to derive conclusions for high-frequency
deformations. The difference to a long interval is stronger the shorter the chosen
interval, as can be seen comparing Fig. 8a, g where the former is the same as in the
quasi-steady investigation, and the latter is a factor 100 shorter.

The sensitivity on such short intervals can be split into two contributions: A
strong contribution of larger scales, which is illustrated by the features that change
only mildly with increasing T in Fig. 8, and a weaker contribution linked to unsteady
structures.

The large scale contribution is independent of the phase angle (i.e. starting point
of the interval). This allows the contributions to be separated by shifting the phase
angle in a stepwise manner and decomposing the result into an ensemble average
and a fluctuating part. As an example, such a shifting interval was used in Fig. 9
for a single point on the upper surface about 0.04c upstream of the TE. The x-axis

Fig. 7 Example for the lift
oscillation of the
high-frequency investigation
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Fig. 8 Influence of integration interval on to sensitivity of the lift with respect to wall normal
outward deformation of the baseline case at AoA= 10◦. Data is based on single simulations from
a common starting point. The contour scalings of (a) and (b) deviate from the remaining plots
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Fig. 9 Sensitivity at an individual point 4% of the chord upstream of the TE for various phase
positions and fixed intervals

denotes the shifted starting point of each interval. The sensitivities oscillate around
a positive mean value with a frequency similar to the lift oscillation frequency.

The decomposition in mean and fluctuating components is performed for the
whole airfoil and the strength of the fluctuation is summarized by the root-mean-
square of the fluctuation in Fig. 10a, b. Except for the upper TE region, the map
of the mean sensitivity is consistent with pitching the airfoil up. The RMS sensi-
tivity demonstrates that the lower airfoil surface is of only minor relevance for the
high frequency actuation whereas the upper surface is much more effective. When
approaching the upper TE, the values decrease. In contrast to the quasi-steady inves-
tigation where the excessive sensitivities at the TE were restricted to the last cell face
at the TE, the present high frequency evaluation shows strongRMSvalues distributed
over multiple cell faces in the lower TE region. This is interpreted as strong indica-
tion that such an actuation is very favourable, as already shown by the experiments
of the IMFT [3, 8].

With focus on the TE region, two starting points were selected in Fig. 10c, d when
the sensitivity fluctuations are extreme in this region, i.e. representing a peak and
trough respectively in Fig. 9.

5 Conclusions

The presented approach demonstrates a fast process based on efficient methods to
obtain sensitivity maps for low and high frequency deformations at short turnaround
times. Emphasis was initially put on a fast evaluation of the approach rather than
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Fig. 10 Decomposition of sensitivity contributions based on 100 short intervals of T = 0.001 s
each shifted by 0.0002 s covering a total duration of 0.02 s

resolving more complex flows with higher accuracy. However, within an unsteady
RANS context, this approach can easily be extended to more complex situations.

For the low frequency regime, sensitivity maps were produced for a baseline case
and 6 reference deformations of an industrially-relevant airfoil. Features of the result-
ing sensitivitymaps, such as a thicker nose with reduced curvature, more camber, and
a trailing edge modification increasing the circulation could be successfully matched
to aerodynamic interpretations. Within the limitations of the numerical methods
applied, the lower trailing edge region is best modified by an inward deformation
whereas the upper trailing edge region should be deformed slightly outwards.

Sensitivities for high-frequency deformation were successfully extracted using
the same code base as for the low frequency regime avoiding additional solver com-
plexity. From these maps, it was inferred that the high-frequency actuation at the
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lower airfoil surface is ineffective except for an actuation close to the trailing edge.
Here the lift is seen to be very sensitive, which agrees with experimental findings.
For the upper surface, the sensitivity map suggests high frequency deformations over
the whole mid wing.

In future work, similar evaluations of the sensitivity to low and high-frequency
surface deformation will be made for an objective function that better reflects aero-
dynamic efficiency, such as lift-to-drag ratio. Furthermore, shape optimisation sim-
ulations will be carried out to find an optimal deformed steady shape starting from
different trailing edge deflections.
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Thin Shear Layers in High-resolution
Direct Numerical Simulations
of Turbulence

Takashi Ishihara, Koji Morishita, and J. C. R. Hunt

Abstract Recent studies based on high-resolution direct numerical simulations
(DNSs) of turbulence have shown that there are three different types of shear layers
in homogeneous and inhomogeneous turbulent flows; at the outer edge (T/NT), in
the interior (T/T) and within the buffer layer near the wall (T/W). All the layers play
important roles in various turbulence phenomena in the fields of natural sciences
and engineering applications. Data analyses showed that all the shear layers act as
a barrier of the velocity fluctuations by blocking velocity fluctuations from the one
side to the other side. It was suggested that the blocking mechanism of thin turbulent
wall (T/W) layers can be used to control the turbulent wake of aerofoils. For high
Reynolds number, flows over typical aerofoils at low angle of incidence in the thin
turbulent boundary layers (TBLs) have a conditional structure with thin T/W layers
which act as a barrier to eddies in the outer part of the TBL. Recent studies indicate
that using disturbance—devices at the airfoil surface enhances the blocking effect of
the TW barrier and leads—unexpectedly-to reduced shear fluctuations at the wall.
This suggests that deeper understanding of the structures and properties of the T/W
layers may provide ideas to consider the better strategies for aerofoils designs. In
this paper, we review the recent studies on the three different types of shear layers,
which are based on the high-resolution DNSs of homogeneous isotropic turbulence
(HIT), turbulent boundary layer (TBL), and turbulent channel flow (TCF).
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1 Introduction

Recent developments of supercomputer enable us to perform large-scale direct
numerical simulations (DNSs) of turbulence. A history of the number of grid points
used in the DNS of homogeneous isotropic turbulence shows an increase by a factor
of 109 times over the past 40 year. Thanks to this development, we can now analyze
turbulent flow fields in detail at much higher Reynolds number than previously.
Our recent studies using the DNS data of homogeneous isotropic turbulence (HIT),
turbulent channel flow (TCF), and turbulent boundary layer (TBL) have shown that
there are three different types of shear layers in homogeneous and inhomogeneous
turbulent flows; at the outer edge (T/NT), in the interior (T/T) and within the buffer
layer near the wall (T/W) [1]. Since all the layers are related to energy containing
eddies (forcing at large-scales) or boundary conditions in the turbulent flow fields,
they necessarily play important roles in various turbulence phenomena in the fields
of natural sciences and engineering applications.

Analysis of the DNS data of turbulent boundary layers (TBLs) showed that the
conditional cross correlations of streamwise velocity fluctuations near turbulent/non-
turbulent (T/NT) interface are de-correlated across the T/NT interface [2]. Such
de-correlation is consistent with the blocking mechanism proposed by a theoretical
study [3]. Recent studies Szubert et al. [4], Hunt et al. [5] suggested that the blocking
mechanism of T/W layers can be used to control the turbulent wake of aerofoils.
Flows over typical aerofoils at low angle of incidence in the thin turbulent boundary
layers (TBLs) have a conditional structure with thin T/W layers which act as a barrier
to eddies that are generated in the outer part of the TBL. Recent studies indicate that
using some device within the airfoil surface enhances the blocking effect of the T/W
barrier and leads to reduced shear fluctuations at the wall. Therefore, understanding
of the structures and properties of the T/W layers is necessary to consider the better
strategies for aerofoils designs. Note that in typical engineering flows the Reynolds
numbers are very high as shown in this study. Note also that thin shear layers (T/T)
also form in the interior of these boundary layers and wake flows [6].

In this paper, we review our recent studies on the three different types of shear
layers based on the DNSs of homogeneous isotropic turbulence (HIT) (Rλ = 1100),
turbulent boundary layer (TBL) (Rθ = 900 − 2000), and turbulent channel flow
(TCF) (Rτ = 5120).

2 DNS Data of Turbulent Flows

In this study, we use the DNS data of three different types of incompressible turbu-
lence including homogeneous isotropic turbulence (HIT), turbulent boundary layer
(TBL), and turbulent channel flow (TCF). The DNS data of HIT in this study are
those used in Kaneda et al. [7] and Ishihara et al. [8]. A fully alias-free Fourier
spectral method was used in those DNSs. The TBL data are from Ishihara et al. [2]
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in which the DNSs were performed using a Fourier spectral method in the stream-
wise and spanwise directions combined with a Jacobi polynomial expansions in the
wall-normal direction (after changing the variable) [9]. The TBL can be assumed to
be periodic in the streamwise direction by introducing a fringe region downstream,
although theflow is changing in the streamwise direction as the boundary layer grows,
c.f. Spalart and Watmuff [10]. The DNS data of TCF are those used in Morishita
et al. [11] and Kaneda et al. [12], where a Fourier-spectral method was used in the
streamwise and spanwise directions and a Chebyshev-tau method was used in the
wall-normal direction. The parameters used in the DNSs of three different types of
turbulence are listed in Table 1.

Table 1. Parameters of the DNSs; a HIT (from Ishihara et al. [8]), b TBL (from Ishihara et al. [2]),
c TCF (from Kaneda et al. [12])

(a) HIT; N: number of grid points in one direction, Rλ:Taylor microscale Reynolds number, L:
integral length scale, λ: Taylor microscale, η: the Kolmogorov length scale

Run N Rλ L λ η

256-1 256 167 1.13 0.203 0.00797

512-1 512 257 1.02 0.125 0.00395

1024-1 1024 471 1.28 0.0897 0.00210

2048-1 2048 732 1.23 0.0558 0.00105

4096-1 4096 1131 1.09 0.0339 0.00051

(b) TBL; Nx * Ny * Nz: number of grid points in the streamwise (x), wall-normal (y), spanwise
(z) directions, Rθ: Reynolds number based on momentum thickness, θ0: momentum
thickness at the inlet, �x, �z: domain size in x and z directions, �x+, �z+: grid size in x
and z directions

Run Nx * Ny * Nz Rθ �x/θ0 �z/θ0 �x+ �z+

R900 1920 * 256 * 384 344–1130 1221 91.6 10.4 3.91

R2500 4608 * 512 * 768 835–2443 1293 97.0 10.2 4.72

(c) TCF; Rτ: friction Reynolds number, h: channel half-width, Nx * Ny * Nz: number of grid
points in the streamwise (x), wall-normal (y), spanwise (z) directions, Lx, Lz: domain size
in x and z directions, �x+, �z+: grid size in x and z directions, �yc+: grid size in y direction
at the center

Rτ Lx/h Lz/h Nx * Ny * Nz �x+ �yc+ �z+

640 π π/2 256 * 384 * 256 7.9 7.9 3.9

1280 π π/2 512 * 768 * 512 7.9 7.9 3.9

2560 π π/2 1024 * 1536 * 1024 7.9 7.9 3.9

5120 π π/2 2048 * 1536 * 2048 7.9 15.9 3.9
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3 Three Different Types of Thin Shear Layers

3.1 T/T

In HIT studies of vorticity fields obtained by using DNS showed that there is a
transition in the forms of intense vortical structures from isolated vortex tubes at
Rλ = O(100) to dense vortex clusters (thin shear layers) at Rλ = O(1000) [13,
14]. A series of analyses of conditional statistics of the thin shear layers in HIT
showed the following [14]; (i) The size and thickness of the layers are O(L) and
O(λ), respectively. (ii) Across the layer there is a velocity jump of O(urms). (iii)
Strong micro-scale vortices are generated inside the layer with strength of order
Rλ

1/2 greater than that predicted by K41. (iv) These vortices are associated with
strong energy dissipation (of order Rλ greater than the mean) and high net energy
transfer with large fluctuations within the layer. (v) The interfaces of the layers act
partly as a barrier to the fluctuations outside the layer.

Recently, Elsinga et al. [15] showed quantitatively using the eigenframes of rate-
of-strain tensor that there are transitions of vortical structures in turbulent flows as Re
increases. Figure 1 shows that strong microscale vortices in a layer-like region with
a skewed distribution of a vortex component induce a shear flow across the layer.
Similar T/T structures have been found in experiments [16]. Also, similar layers
were observed in much higher Reynolds number turbulence (Rλ = 2300) obtained
by recent highest resolution DNS with 12,2883 grid points [17]. Recently, it was
suggested that the thin shear layer which was analyzed in detail in IKH is generated
by a forcing at large-scale as a part of double spirals around a large-scale low-pressure
vortex. Micro-scale double spirals around a tubular vortex were firstly observed by
Kida andMiura [18] in a DNS of decaying turbulence at Rλ = 106. The double spiral
structure at Rλ = O (1000) is similar to that observed in Kida and Miura [18] but is
different in that it is constructed as a cluster of intense microscale vortices.

(b)(a)

(c)

Fig. 1. Contour plots of a enstrophy and b z-component of velocity in a x-z plane. The size of
the plotted domain is 1.16L × 1.16L (L is the integral scale). c High |ωy| peakes in the layer; blue
circles are forωy > 0 and red circles are forωy < 0. The pink square region in (a, b) is plotted (From
IKH).
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Fig. 2. A contour plot of streamwise velocity component in a plane perpendicular to the spanwise
direction. The bottom of the bounding box is one of the wall of the TCF, the top is the channel center.
The depth of the bounding box indicates a 1/8 part of the computational domain in the spanwise
direction

Fig. 3. Iso-surfaces indicating low speed zone, high enstrophy regions, high speed zone, and their
superpositions, in a red subdomain shown in Fig. 2

T/T layers similar to those observed in the above studies have been also observed
by experiments within turbulent boundary layers [6]. Recently, de Silva et al. [19]
observed uniformmomentum zones (UMZ) in TBLs. They observed that shear layers
of intense vortices separate each zone. However, the relation between the UMZ and
the thin shear layers in high Re wall turbulence has not been studied in detail yet.
Figure 2 shows a contour plot of streamwise velocity component on a wall-normal
cross section in the streamwise direction of TCF at Rτ = 5120.We can observe sharp
changes (jumps) in the streamwise velocity component at some parts of the contours.
The observation indicates also that the edges of the UMZ are not always strong (T/T)
shear layers.

Figure 3 shows low speed zone, high speed zone, and high enstrophy regions in a
sample subdomain. It shows that the clusters of strong vortices are generated at the
thin regions between the low speed zone and high speed zone. As observed in the
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figure, high speed and low speed zones are fully three-dimensional and the internal
thin shear layers are not always parallel to thewall. Therefore, the geometrical shapes
of the thin shear layers are more complex and cannot be studied by two-dimensional
as proposed de Silva et al. [19]. Our observations based on three-dimensional visual-
izations of the high Re TCF agree well with the conceptual scenario (nested packets
of hairpins or cane-type vortices growing up from the wall) given by Adrian et al.
[20]; see Fig. 25 in their paper. However, Fig. 3 suggests that it may be appropriate
to replace the packets of large-scale hairpins or cane-type vortices in their Fig. 25
by the thin shear layers constructed by dense vortices when the Reynolds number is
high enough. The similar is expected for the T/T layers within high Re TBLs.

3.2 T/NT (of TBL)

Analyses of the conditional statistics near the external turbulent/non-turbulent (T/NT)
interface of the TBLs (the momentum-thickness-based Reynolds numbers, Rθ = 500
− 2200) [2] showed that the T/NT interface can be well determined as the outer-most
iso-surfaces of the vorticity-amplitude.We usedω = αU/δ (α = 0.7) as the threshold,
where U is the streamwise velocity at y = ∞ and δ is the boundary layer thickness
(see Fig. 4a). The average height of the T/NT interface is about 0.8δ. We observe that
there is a velocity jump of order urms, where urms is the rms value of the streamwise
velocity component near the T/NT interace.

Analyses of the conditional statistics near theT/NT interface showed that theT/NT
layer has an inertia-viscous double structure which consists of a turbulent sublayer
with a thickness of the order of the Taylor micro-scale and its outer boundary with
a thickness of the order of the Kolmogorov length scale. The analysis also showed
that the conditional cross correlations of the streamwise or the wall-normal velocity
fluctuations change sharply across the interface, suggesting that the T/NT layer acts
as a barrier to the external velocity fluctuations.

3.3 T/W

In general wall-bounded turbulent flows, we observe a change of functional form of
mean velocity profile at the region (about 10ν/uτ from the wall) between the viscus
layer and log-law region, where ν is kinematic viscosity and uτ is the friction velocity.
In the actual snapshots of velocity profiles it is expected that we may observe much
sharper velocity jumps near the wall. To characterize such a sharp velocity jump,
we tried to determine the T/W interface by using ω = αU/δ (α = 7.0, 8.0, and 9.0)
as the threshold values for the TBL (Rθ = 900). The resulting PDFs of the heights
of the interface are plotted in Fig. 5. The average heights, which are 40, 31, and
25 in wall units for α = 7.0, 8.0, and 9.0, respectively, depend on the threshold
values, while the peak heights of the PDFs (12.7, 11.9, and 10.4, respectively) have
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Fig. 4. Iso-surfaces of vorticity amplitude showing a T/NT interface determined by ω = 0.7U/δ
and b T/W interface determined by ω = 7U/δ

Fig. 5. PDFs of the height of the T/W interface in the TBL (Rθ = 900) determined by ω = αU/δ
(α = 7.0, 8.0, 9.0). The corresponding data for the T/NT interface (α = 0.7) are also plotted for
comparison

Fig. 6. a Conditional average of the streamwise velocity component near the T/W interface defined
by ω = 7.0U/δ in the TBL (Rθ = 900). b Conditional cross correlations of the streamwise velocity
fluctuations for the T/W interface
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1000 ν/uτ

Flow Flow

Fig. 7. Visualizations of the T/W layer in a DNS of the TCF at Rτ = 5120; a iso-surface of vorticity
amplitude (ω+ = 0.6) colored by the value of u (Blue is fast and yellow is slow) and b iso-surface
of streamwise velocity component (u+ = 10) colored by the value of vorticity amplitude (Green is
large and red is small).

weak dependence on the threshold values. Figure 4b shows the iso-surface of vorticity
amplitude determined byω = 7.0U/δ. As observed in Fig. 4b, the iso-surface consists
of the base part and hairpin vortices. The results in Fig. 5 with the visualization in
Fig. 4b suggest that the majority of the T/W interfaces lies in the region about 10ν/uτ

from the wall. Note that ω = 7.0–9.0U/δ for Rθ = 900 corresponds to ω+ ~0.4–0.5.
Therefore, for the extraction of the T/W interface, the threshold values ofω+ ~0.4–0.5
are appropriate for different Reynolds numbers.

Figure 6 shows the conditional average of the streamwise velocity component and
conditional cross correlations of the streamwise velocity fluctuations. We observe
sharp velocity jumps of order (0.2–0.3U) across the T/W interface. Also, we can
observe the strong de-correlation of velocity fluctuations at the T/W interface. This
indicates that the blocking mechanism at T/W interfaces is stronger than that at T/NT
interfaces.

To understand the structure of the T/W layer in high Reynolds number TBLs, we
investigate the T/W layer in a DNS of the TCF at Rτ = 5120 in Fig. 7. As in the case
of low Reynolds number TBL, the T/W layer in Fig. 7a is constructed by the base
part and hairpin vortices. The base part of the T/W layer has scale-like thin structures
and has cracks in the streamwise direction. The top of the base part is blue and the
bottom is yellow. We confirm from these colors that the T/W layer is a shear layer.
The iso-surface of the streamwise velocity in Fig. 7b has flame-like structures and
has mountain ranges extending in the streamwise direction. The mountain ranges
correspond to low-speed streaks (see, e.g., [21]). Their positions agree well with
those of cracks observed in Fig. 7b.
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4 Conclusions

In this paper, we have compared the characteristics and role of the thin shear layers
that are found in the high-resolution DNSs of HIT, TCF, and TBL. Three types
of thin shear layers are found in high Re turbulence; internal T/T layer in HIT
and in TCF, external T/NT layer in TBL, and T/W layers in TBL and in TCF. We
observed that the T/T layer in high Re HIT and TCF has a velocity jump across
the layer, which is composed by dense microscale vortices. Also, we observe the
decorrelation of velocity fluctuations at all the layers and that the decorrelation of
velocity fluctuations at the T/W interface of TBLs are stronger than that at T/NT
interfaces of TBLs. The T/W layers are at y+ ~10 and they have scale-like vortical
structures when the Reynolds number is high. Stabilizing the T/W layers may be the
key to controlling the wall-bounded turbulent flows.

As shown by Xu et al. [22], the velocity fluctuations in T/W is highly
non-Gaussian. Numerical experiments to confirm these results would be interesting.
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Scaling Laws for an Airfoil with
MFC-Actuated Trailing Edge Plate

F. Auteri, P. Bettini, and N. Bonfanti

Abstract This study describes the steady effects on the lift coefficient of an airfoil
with a plate mounted on the trailing edge and actuated with MFC piezoelectric
devices. The problem is analysed numerically with a low fidelity model which has
been validated experimentally. A linear structural model is developed taking into
account large beam rotations. Finite differences have been used to solve the structure
equations, while XFoil is employed to solve the aerodynamic problem by virtue of its
speed, accuracy, and widespread use. The performance of the system is evaluated by
the derivative of the lift coefficient with respect to the actuation force. The behaviour
of this scalar value as a function of both structural and aerodynamic parameters is
modelled with approximate, closed form scaling laws when possible. A rather simple
but accurate scaling law can be envisaged for the inviscid, uncoupled results. The
viscous ones can be described as functions of the boundary layer properties over the
actuation system. The coupled formulation suggests that aeroelastic effects decrease
the actuation efficacy and can be modelled as a power law of both flight velocity
and actuator length. The new insight provided in the present paper can be useful
in preliminary design to rapidly evaluate the performance advantage that can be
obtained from this morphing technology.

Keywords Morphing wing · MFC

1 Introduction

In the aerospace sector, the term “morphing” indicates aerospace structures that are
able to change their shape to increase the performance of an aircraft, see [13]. The
concept ofmorphing structure has been inspired by nature. Birds, for instance, rely on
their capability to change the geometry of the wings to improve the controllability
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and efficiency of flight and to extend their flight envelope. While morphing has
always been present to a certain extent on aircraft, e.g. ailerons or flaps, a more
extensive application of this concept is recently obtaining increased attention from
the aerospace industry by the development of new enabling technologies, such as
ShapeMemory Alloys (SMA), piezoelectric actuators and compliant mechanisms
[9].

A particular kind of morphing that has received a limited attention to date is
related to thin plates that are actuated by piezoelectric devices and are installed on the
trailing edge of the wing, see [1] and [5]. The actuation for these devices is provided
by Micro Composite Fiber (MFC) piezoelectric actuators, first developed at the
NASA Langley Research Center. These actuators exploit uniaxial fibres surrounded
by a polymeric matrix and the voltage is applied through an interdigitated electrode
pattern deposed on a polyimide film [14]. Owing to their simplicity, low weight and
high bandwidth, they could have several applications, ranging from the optimisation
of the load distribution to gust-load attenuation.

In this work, a low-fidelity investigation of the performance of an airfoil, equipped
with a morphing trailing-edge plate, is carried out. MFC actuators are flush mounted
on a thin plate that is installed as a cantilever on the trailing edge of the airfoil, as
shown in Fig. 1. This configuration is particularly interesting for its simplicity, since
the plate can be quite easily retrofitted on an existing wing. The paper is organised
as follows. In Sect. 2, the mathematical models employed to describe the actuated
plate and the aerodynamic forces acting on the airfoil-plate system are described.
Section 3 is devoted to the experimental validation of the models adopted. In Sect.
4 the obtained results are reported and discussed. Finally, some concluding remarks
are drawn in Sect. 5.

Fig. 1 Airfoil with
MFC-actuated trailing-edge
installed in the wind tunnel
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2 The Mathematical Model

Owing to the discrete character of the MFC actuators, the structure is actually 3D, as
shown in Fig. 2 (left), as is also the wing. We can assume, however, that the actuators
will be densely distributed along the span, that loads do not vary sensibly along it
and that the bending stiffness of the plate is higher along the span than along the
chord, then a homogenisation along the span allows us to obtain a more manageable
2D problem. Assuming also that the wing has a high aspect ratio, we can deal with
the single wing section, while the full wing properties can be obtained by Prandtl’s
finite wing theory [7] for a sufficiently slender wing.

The aforementioned hypotheses permit a substantial simplification of the prob-
lem, the deformation becoming a plane function ε(x, y, z) ≈ ε(x, y). The virtual
deformation work per unit span can be written

∫
x

∫
y εx(x, y)EM (x, y) εx(x, y) dy dx,

where the overbar denotes the virtual deformation, E is the material Young modulus
and EM (x, y) = 1

Lref

∫
z E(x, y, z) dz is the average of the plate/MFC Young moduli

over Lref. Considering a spanwise uniform Young modulus for both the plate and the
actuator, the equivalent Young modulus (EM ) is E(x, y) = EB3D for (x, y) ∈ VB and
E(x, y) = EP = NactLactEP3D/Lref for (x, y) ∈ VP , where VB and VP are the section
areas of the plate and of the actuator, respectively, see Fig. 2 (right), EB3D and EP3D

are the Young moduli of the plate and piezo-actuators, respectively, while Lref and
Lact are the plate and MFC spans while Nact is the number of MFCs per Lref. The
structure is composed of the just derived 2D beam, with the two active MFCs on the
top and bottom side, as shown in Fig. 2 (right). Using the virtual displacement prin-
ciple (VDP) leads to the governing equations and natural boundary conditions. Since
the plate is very thin, it is safe to use the Euler–Bernoulli beam model. This implies
a null beam shear energy, and the VDP simply reads

∫
V εxσx dV = 0. The integral

can be divided in two different domains: the beam one (VB) and the piezo-actuator
one (VP): ∫

V
εxσx dV =

∫

VB

εxσx dVB +
∫

VP

εxσx dVP. (1)

A linear approximation is used for both the piezo-actuator and the beam, and a strain
definition that takes large rotations into account has been used for the beam.

Fig. 2 3D plate-MFC configuration (left). Visual representation of a beam (VB) with the installed
piezo-actuators (VP) (right). Figures are not to scale
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We start by modelling the effect of the MFC actuator on the plate, which is con-
sidered as a 1D beam. Amore detailed modelling, considering the three-dimensional
nature of the actuator, according to the techniques employed in [2] or, more recently,
[3], would be possible, but it is actually out of the scope of the present work. Here
we will look for a simple 1D beam model using the virtual work principle. By virtue
of linearity, we consider the effect of the upper and lower MFC separately. A substi-
tution of the piezoelectric characteristic equation in the single piezo-actuator work
gives

σx = EPεx − d33
V
de
EP

WP = ∫
VP

εxσx dVP

}

⇒ WP =
∫

VP

εx

(

EPεx − d33
V

de
EP

)

dVP, (2)

where d33 is the piezoelectric-effect coefficient [12], de the distance between elec-
trodes, and V the applied voltage. We can assume a linear strain εx = du0/dx −
ydv0/dx. Substituting this definition in Eq. (2) and integrating over the beam section
gives

WP =
∫

xP

du0
dx

EAP
du0
dx

dxP +
∫

xP

d2v0

dx2
EJP

d2v0
dx2

dxP −
∫

xP

d2v0

dx2
ESP

du0
dx

dxP

−
∫

xP

du0
dx

ESP
d2v0
dx2

dxP − d33
V

de
EAP

∫

xP

du0
dx

dxP + d33
V

de
ESP

∫

xP

d2v0

dx2
dxP,

(3)
where SP and JP are the section first and second order moment, respectively, and
EJ (x) = ∫

y E(x, y)J (x, y) dy. Integrating the last two terms of Eq. (3), we obtain the
virtual work of the actuator

WP,act = −d33
V

de
EAP

(

u0

∣
∣
∣
∣
xPf

− u0

∣
∣
∣
∣
xPi

)

+ d33
V

de
ESP

(
dv0

dx

∣
∣
∣
∣
xPf

− dv0

dx

∣
∣
∣
∣
xPi

)

. (4)

The two terms can be separated, and written as the effect of two axial forces
−F(u0(xf ) − u0(xi)) and two moments M (θ z(xf ) − θ z(xi)). It is possible to eas-
ily find the blocking force from the piezo-actuator datasheets, and the force distance
is obtainable by geometric considerations of the beam-actuator system. This means
that F and M are calculated as F = Fup + Flow andM = (HB + HP)(Fup − Flow)/2.
The linear dependence between the applied force and the induced displacement typi-
cal of MFCs is taken into account by increasing the plate stiffness where the actuator
is present.

A simple linear Euler–Bernoulli model has been employed for the structure. By
virtue of simplifications, it takes the contribution of large rotations into account [10]
but neglects the effect of the axial load applied by the MFC since its effect on the
displacement is irrelevant. The equation and boundary conditions read
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Fig. 3 Left: comparison of beamdeformations for a uniform distributed load of 12Nm−1 computed
with the linear and nonlinear solver. Right: endpoint deflection of the actuated plate in still air:
comparison between the numerical model and the experimental values

ÊJ
d4v0
dx4

= q, v0(0) = 0,
dv0

dx

∣
∣
∣
∣
0

= 0, ÊJ
d2v0
dx2

∣
∣
∣
∣
l

= M , ÊJ
d3v0
dx3

∣
∣
∣
∣
l

= 0,

(5)
where q is the distributed normal load acting on the plate and M is the moment
applied by the MFC. In Fig. 3 (left), beam deformations computed with the present
linear model and with a nonlinear model are compared. It is evident how at a given
x value the two methods output very similar y, so that the use of a linear model is
perfectly justified.

The aerodynamic forces were computed using the open source code Xfoil [4]
that uses a panel method with linear vorticity and constant source distribution along
straight panels to compute the 2D potential flow. The laminar/turbulent boundary
layer is taken into account by an integral, compressible formulation, and the invis-
cid/viscous coupling is obtained by Lighthill’s transpiration velocity [8]. Compress-
ibility is taken into account, where indicated, using the Kármán–Tsien correction
[11].

3 Experimental Validation

To test the structural model, a simple experimental setup was used. A plate, 0.085m
long, 0.028m wide and 0.2718 × 10−3 m thick, made of unidirectional carbon fibre
withYoungmodulus 3.4GPa, was equippedwith a SmartMaterialM-8528-P1MFC.
The endpoint normal deflection was measured as a function of the input voltage. The
average over three sets of measures is compared with the numerical results in Fig. 3
(right). A satisfactory agreement is found between the model and the experiment.

The aerodynamic tests were performed in an open-circuit wind tunnel with
0.30 × 0.30 × 1.00 m test section and maximum wind speed of 45m s−1. A NACA
63(.2)-218 airfoil with 0.29m span and end plates was employed equipped with
the actuated plate, see Fig. 1. The wind speed was measured by a Pitot-static tube
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mounted in the upstream side of the test section. The endpoint displacement of the
plate was measured by processing the images acquired with a Canon 1DS Mark-I
camera equipped with a 50mm lens and a macro ring. The focus plane was aligned
with the lateral endof the plate. Themeanvalue obtained from80measureswas taken.
The plate, 12 cm long, 6.5 cm wide and 0.2mm thick, has beenmade of two sheets of
pre-impregnated unidirectional carbon fibre (Hexcel Hexply 913/CHTA/12K/5/34)
with fibres aligned along the span, and an intermediate teflon sheet extending approx-
imately to one third of the plate chord. Two Smart Material M-8528-P1 MFCs were
mounted on the suction side with non- technical adhesive tape to allow disassembly.
The plate was laminated in a press, with 2-bar pressure and at a temperature of 120◦
C. One of the carbon sheets was attached to the suction side of the airfoil trailing edge
and one to the pressure side by non-technical adhesive tape also to allow disassembly,
so that the plate formed a 13◦ angle with the airfoil chord.

The experimental model had two important differences from the ideal one: first,
a very high compliance of the plate where it is attached to the airfoil trailing edge;
second, a suboptimal gluing of the MFC. These effects have been modelled by a
concentrated spring Kt and a performance-degradation coefficient ε. The values of
the parameters have been identified by comparing experiments and calculations at
fixed angle of attack, varying the actuation voltage and wind speed. The torsional
spring stiffness is computed fitting themeasured 0V deformations with the computed
ones, Fig. 4 (left), obtaining 8N rad−1. The actuation effectiveness is estimated by
comparison between the computed and measured CL,F , Fig. 4 (right), obtaining ε =
0.5. The numerical simulations used viscous and compressibility corrections.

Validation results are shown in Fig. 5. The matching is very good at high speeds,
while it is definitely poor for speeds under 10m s−1 due to numerical and experi-
mental errors.
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Fig. 4 Left: Endpoint deflection as a function of the velocity compared with the experimen-
tal data; the error bars represent the uncertainty due to the pixel-to-length conversion. Actua-
tion voltage: 0 V. Right: measured and computed CL,F for a 3◦ angle of attack, obtained with
−500, 0, +500, +1500 V actuation voltages



Scaling Laws for an Airfoil with MFC-Actuated Trailing Edge Plate 533

0 5 10 15 20 25 30 35 40 45
−0.5

0

0.5

1

1.5

2

2.5

3
·10−4

wind velocity [m s-1]

C
L,
F
[N

-1
]

experimental data
XFoil, Kt = 8 N/rad, E = 0.5

0 5 10 15 20 25 30 35 40 45
−0.5

0

0.5

1

1.5

2

2.5
·10−4

wind velocity [m s-1]

C
L,
F
[N

-1
]

experimental data
XFoil, Kt = 8 N/rad, E = 0.5

Fig. 5 Measured and computed CL,F as a function of speed for 0◦ (left) and −3◦ (right) angle of
attack, obtained with −500, 0, +500, +1500 V actuation voltages

4 Results and Discussion

First, the aerodynamic performance of the actuated airfoil, a NACA 0012, is inves-
tigated neglecting the aeroelastic coupling. The aim is to isolate the effects of MFC
actuation from the aeroelastic effects to have a clearer picture of the actuation
behaviour and provide a bound for static aeroelastic calculations. Table 1 shows the
default configuration of the tested airfoil. All the computations have been performed
varying one or two parameters at a time, leaving the other ones unchanged.

Smart Material Corp.’s datasheet gave the MFC properties for the M-8557-P1
model. The upper and lower sidewhere symmetrically operated in the−500 ÷ 500 V
range.

First, we investigate the relationship between the actuation force F and the lift
coefficient CL. The results, not reported for conciseness, clearly show the linearity
of CL(F). The linear behaviour of the CL with respect to the actuation force allows
us to describe the actuation effectiveness by the derivative of the lift coefficient w.r.t.
the actuation force

Table 1 System properties used in the simulation

Parameter Value Parameter Value

Airfoil NACA 0012 MFC width 0.64 × 10−1 m

Airfoil points 100 MFC plate coverage 100%

Plate thickness 0.3 × 10−3 m MFC Young modulus 30GPa

Plate length 0.1 × 100 m MFCs per spanwise
meter

5

Plate angle 0 MFC forces range −308 to 308N

Plate Young modulus 20GPa Angle of attack 0

Plate points 30 Reynolds number Inviscid

MFC thickness 0.3 × 10−3 m Mach number 0
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Fig. 6 Left:CL,F plotted as a function of the plate thickness for several plate lengths, with semilog-
arithmic axes; the dashed lines are exponential fits. Right: ratio between numerical results and C̃L,F
as function of l for several values of t; the closer the curve to the constant law, the more accurate
the proposed scaling law

CL,F
def= ∂CL(. . . ,F)

∂F
, (6)

whereF is themean actuation force applied by the upper and lower actuators. Having
opposite positive direction, the positive upper force is a traction while the lower is a
compression. The force has been preferred to the voltage to avoid any dependence
on the MFC model, and to the torque to avoid dependence on the plate thickness,
which is part of the parameter space.

Next, we investigate how CL,F depends on the structural and aerodynamic prop-
erties of the system. For convenience, all lengths are normalized with respect to the
airfoil chord, not considering the length of the actuated plate. The dependence ofCL,F

on the geometry of the plate length and thickness is reported in Fig. 6 (left). It clearly
shows an exponential dependence of CL,F on the plate thickness. A similar plot, not
shown for conciseness, shows that a power law relates CL,F to the plate length. The
scaling law can be therefore expressed as C̃L,F(l, t) = eK1+K2 t lK3 , where K1, K2 and
K3 are constants that can depend on the other parameters. Figure 6 (right) shows the
ratio between the computed CL,F and the value predicted by the approximate scaling
law C̃L,F . The values tend to collapse on unity for sufficiently long plates, indicating
the accuracy of the scaling law. The oscillations observed for low plate lengths are
related to the fact that errors become more and more important as the plate length is
reduced.

A very similar scaling law can be derived for CL,F as a function of the Young
modulus E. The results, not shown for conciseness, allow us to obtain a unique
scaling law taking into account the plate thickness, length and Young modulus:

C̃L,F (l, t,E) = eK+Kt t+KEtE t lKl , (7)

where K , Kt , KEt and Kl are all constants depending on the other parameters. The
computed constant values for the present case are K = 4.554, Kt = 1.486 × 103,
KEt = 1.631 × 10−8, Kl = 1.524. A Montecarlo approach has been used to test the
accuracy of this scaling law, to avoid spanning a three-dimensional parameter space,
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obtaining a mean error of 0.4%, therefore the scaling law is quite accurate if related
to the low fidelity models adopted and provides the designer with a quick tool to
explore the parameter space and select the main design parameters in a preliminary
design phase. Pearson correlation coefficients indicate a weak correlation with the
length that can be explained with a slight misestimation of the Kl coefficient. A
similar error analysis has been conducted for other airfoil shapes with comparable
results, proving that this formulation is robust since it remains valid irrespective of
the shape of the considered airfoil.

After the impact of the main structural properties on performance has been anal-
ysed, we discuss the dependence of CL,F on the aerodynamic parameters such as the
angle of attack, the Reynolds and Mach numbers.

First, the effect of the angle of attack was evaluated by plotting CL,F/lKl as a
function of the angle of attack and another parameter, either the plate length or the
thickness or the Young modulus, with similar results, not reported for conciseness.
They show that the effect of the angle of attack is to simply rescale CL,F by cosα.
The scaling law for CL,F(α, l, t,E) can therefore be expressed as

CL,F (α, l, t,E) = eK+(Kt+KEtE)t lKl cosα. (8)

A further Monte Carlo analysis with this last formulation and the angle of attack as
additional free parameter reveals that the model retains almost the same accuracy as
the previous one, the mean error being 0.5%.

Then, we analysed the effect of Mach number on the airfoil performance exploit-
ing XFoil compressibility correction, which is valid well below the airfoil critical
Mach number. The results, not reported for conciseness, show that the actuation per-
formance increases significantly with the Mach number, especially at high angles of
attack where the airfoil load is higher, velocities are higher and therefore the correc-
tion is higher, with an increase going from 30 to 60% at aMach number of 0.6. These
results are neither power laws, exponential, or logarithmic, and the scaling law for
the dependence of CL,F on the Mach number is still elusive.

The effect of viscosity is subtler. A clearer insight can be obtained by plotting
CL,F , corrected by cosα to isolate the viscous effects, as a function of the mean
displacement thickness on the actuated plate and of the flow Reynolds number for
a turbulent boundary layer with almost constant shape factor, H < 1.5, Fig. 7 (left).
It is evident from the figure that reducing the boundary layer thickness, either by
increasing the Reynolds number or by changing the angle of attack, increases the
effectiveness of the actuation. In fact, the boundary layer slows down the flownear the
wall, thus decreasing the sensitivity to the plate displacement [6]. Notably, in these
conditions CL,F is a decreasing linear function of the displacement thickness. The
combined effect of the angle of attack, Reynolds number and of the average shape
factor, rescaled to lie in the interval [0, 1], can be appreciated in Fig. 7 (right). The
effectiveness of the actuator grows with the Reynolds number, it is quite independent
on the angle of attack but depends dramatically on the shape factor. In particular,
it drops dramatically when the shape factor approaches its maximum value, typical
of incipient separation. As a matter of fact, high shape factors are associated with
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boundary layer velocity profiles with a low derivative of the velocity with respect
to the wall distance at the wall, and therefore small velocities near the wall that
limit the effectiveness of the actuated plate [6]. The complex behaviour of viscous
flows prevents a simple representation of CL,F as a function of the Reynolds number
in closed form, but these observations on the connection between the shape of the
boundary layer velocity profile and the effectiveness of the control plate allow one
to predict when such actuation systems could be ineffective. In particular, we can
infer that the plate effectiveness will be maximum in cruise conditions and will be
limited in take-off and landing conditions, where we can expect the shape factor of
the boundary layer to be higher near the airfoil trailing edge. Another interesting
result can be obtained by plotting CL,F as a function of the Reynolds number and of
the actuator length, Fig. 8. The CL,F dependence on the Reynolds number and length
can be modelled as a decrease of the apparent length, as Fig. 8 (left) shows. The data
can be collapsed on the same curve when appropriately translated by a function of the
Reynolds number, that we will call apparent shortening in the sequel. The apparent
shortening and the average displacement thickness show the same dependence on the
Reynolds number up to a multiplicative constant, so that the apparent shortening can
be directly related to the average displacement thickness, as shown in Fig. 8 (right)
for l = 0.0158m, and represented by the function

{
ls(l,Re) = S1tδ

∗
(ξ ; l,Re) + S2t(l) : turbulent boundary layer,

ls(l,Re) = S1l(l)δ
∗
(ξ ; l,Re) + S2l(l) : laminar boundary layer.

(9)

where δ
∗
denotes the average boundary-layer displacement thickness over the actu-

ated plate. Figure 8 (right) shows that two different regions in the graph display
a linear behaviour, with different slopes, one corresponds to a laminar boundary
layer, the other one to a turbulent boundary layer. A transition region that cannot
be described by a simple curve connects the two linear trends. The same qualita-
tive behaviour, not reported here for conciseness, can be observed for different plate
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Fig. 8 Left: CL,F as function of the plate length, for different Reynolds numbers. The curves are
nicely collapsed by plotting them as a function of the length corrected by the apparent shortening
described in Eq. (9). Right: Apparent shortening as a function of the displacement thickness. The
dashed lines represent the linear regression for the two regions of the curve. The slope changes with
transition

lengths, the main difference being a shift for the portion associated with a turbulent
boundary layer, and both a shift and a slope change for the laminar part. The only
fit parameter not varying with l is the curve slope when the boundary layer over the
actuator is turbulent, with a value of 0.289 ± 0.0249. The others vary substantially,
and a simple algebraic description of this variation has to be found yet.

Up to now, the aerodynamic calculation was not coupled with the structural defor-
mation for simplicity. The results thus overestimated the actual effect of compliant
surfaces. Compliance can hardly be neglected in the present problem, where very
thin control surfaces are considered. We now investigate how the deformation of
the control surface due to aerodynamic loads may influence its performance. Owing
to the nonlinearity of the problem, an iterative procedure is adopted. The coupled
simulations take generally 15–40 iterations to converge, therefore the CL,F calcula-
tion is significantly slower than in the uncoupled case. We checked that, despite the
problem is intrinsically nonlinear, the CL(F) is still substantially linear with respect
to actuation force, for reasonable values of the force, andCL,F can still be considered
a meaningful parameter to evaluate the plate performance.

The CL,F analysis varying the plate length and thickness was carried out with a
plate and calculation parameters almost identical to that described in Table 1 but
for the plate young modulus that was higher, 70GPa. The air speed was 50m s−1

and its density 0.9 kg/m3. The results reveal a quite different behaviour with respect
to the uncoupled case. While, in the uncoupled case, we observed a monotonic
behaviour for CL,F (l) and CL,F (t), in the present case the behaviour is no longer
monotonic, Fig. 9 (left). The reason is that the deformation of the actuation plate due
to aerodynamic loads increases with the plate length, decreasing its effectiveness.
Since the computation of the complete (l, t, V ) space is computationally onerous,
the optimal thickness envelope, shown in red in Fig. 9 (left), is investigated. The
envelope presents a maximum, that is the maximum inviscid CL,F achievable at
a given velocity (50m s−1). The optimal thickness is shown in Fig. 9 (right) as a
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green line as), at 50m s−1. The envelope of the curves is also reported (red line). Right: optimal
thickness as a function of the plate length; the error bar represents the resolution of the method used
to identify the envelope

function on the length. It is reasonably represented by a piecewise linear behaviour.
For small lengths the optimum thickness is zero, meaning that the stiffness of the
actuator (30GPa) is sufficient or even excessive for the purpose.

It is useful to define now the aeroelastic efficiency of the system as the ratio
between the uncoupled CL,F and the coupled one, Ec = Ccoupled

L,F /Cuncoupled
L,F ∈ [0, 1].

We can observe in Fig. 10 that this ratio has two regions: for low values of the
independent variable, be it the length or the velocity, it is one,meaning that aeroelastic
effects do not play a role when the plate is stiff enough or the aerodynamic forces
are sufficiently small. For large lengths or velocities, it asymptotically decreases as
a power law.

The scaling law for Ec can therefore be expressed as

Ẽc(l, V ) =
{
Q VQV lQl l > lc(V ),

1 l < lc(V ),
(10)

where lc is the length at which the power laws intersect with the value Ec = 1, and
the computed constants areQ = 0.505,QV = −1.398 andQl = −2.136. Notice that
these values can depend on other parameters, as, for instance, the Young modulus.
A more complete parameter space exploration is left for a future investigation.

As can be observed in the figure, the scaling law (10) does not work well when
l ≈ lc. If higher precision is needed in the transition region between unit efficiency
and the decreasing power law, it is possible to model the aeroelastic efficiency as a
fractional power law,

Ẽc(l, V ) = 1

1 + G VGV lGl
, l < (1 + P) lc(V ), (11)
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Fig. 10 Aeroelastic efficiency Ec as a function of the length of the plate, for several values of the
air speed (left) and plate length (right)

where G = 1.33, GV = 1.7168, Gl = 2.6387 and P is a positive value that extends
the applicability range of the scaling law also to actuators slightly longer than lc.
This model works better in the transition between the two behaviours, but it becomes
inaccurate when lengths and velocities are high enough.

5 Conclusions

Thiswork describes the steady behaviour of compliantMFC-actuated platesmounted
on the airfoil trailing edge. The numerical results show that the actuation behaviour
can be modelled with simple laws, providing a good starting point to explore the
parameter spacewhen searching for optimal configurations in the preliminary design.
When considering the optimum thickness for a given length, the scaling law describ-
ing the sensitivity of the lift coefficient to the actuation force in the inviscid case can
be summarised by Eqs. (10) and (11). This simple scaling law can be particularly
useful for a fast evaluation the actuation effects. Indeed, just a few simulations will
be sufficient to estimate the values of the coefficients.

Viscous effects are more involved, but some observations are in order. First, for
a turbulent boundary layer, the CL,F decreases linearly as a function of the mean
displacement thickness measured on the actuated plate, when varying the angle of
attack. Second, an apparent actuator shortening, function of the Reynolds number,
appears to be a simple but effective method to take the boundary layer effects into
account. Third, high shape factors of the boundary layer velocity profile over the
actuated plate cause the CL,F to drop, especially at low Reynolds numbers. The wind
tunnel tests showed good agreement with the numerical model.

The MFC installation is rather simple, this means that they could be retrofitted
on existing aircraft. Real case analyses, not reported here, provided very promising
results.
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CFD Simulations with Dynamic
Morphing on the Airbus A320 Airfoil

Konstantinos Diakakis and Georgios Tzabiras

Abstract Dynamic flapping simulations were performed on the Airbus A320 airfoil
in a closed tunnel configuration. Various frequencies paired with different amplitude
values were examined. The analysis showed that improvement of the aerodynamic
performance is definitely possible. There exists some interaction with the natural
frequencyof the airfoil that tends to amplify oscillationswhen the vibrating frequency
is close to the observed natural frequency or it is a first harmonic. For vibrating
frequencies that are high enough but are not competing with the natural, increase in
aerodynamic performance was observed.

Keywords Morphing wings · Aerodynamics · Simulation · Trailing-edge
vibration

1 Introduction

Limiting energy consumption is always an important goal in contemporary aviation
applications. For most aircraft, energy consumption is directly tied to fuel consump-
tion during the flight. Most airfoil shapes are mainly optimized for nominal cruise
conditions.However, during the actual flight these conditions are constantly changing
and thus the initial design for the nominal conditions is rendered sub-optimal.

Changing the wing shape during flight can have a significant effect on airfoil con-
sumption [1]. Traditionalmethods forwing shape control and adaptation,which com-
monly utilize flaps and slats, are solutions that do not have a wide performance range
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[2]. For this reason, recent advances inmaterials science aswell as actuation technolo-
gies have led to an increasing interest in wing morphing, which is a real time adap-
tation of the wing shape that enables optimization based on current flow conditions.

In aviation, morphing has been known for decades. In the work of Lyu and Mar-
tins [1], it was demonstrated that camber control of the trailing edge is an efficient
way to improve overall aerodynamic performance on commercial airliners. Sub-
sequently, the concept of trailing edge morphing was tackled by many European
research programs [3, 4]. Initially, adaptive structures were actuated through con-
ventional servomotors. A more novel approach in morphing actuation is via the use
of smart materials, mainly Smart memory Alloys (SMAs) and piezoelectrics, which
show potential in making a wing both flexible enough to be easily deformed and
stiff enough to withstand aerodynamic loads. The purpose of morphing is to have a
favorable effect in the macroscopic behavior of the airflow; improved lift and drag,
increased aeroelasticity, and load alleviation.

The purpose of this paper is to examine the aerodynamic performance of the
AirbusA320 airfoil equippedwith a high frequency vibrating trailing edge (HFVTE).
The experimental setup is described in [5], where a reduced-scale prototype with a
piezoelectric patch that enabled high frequency morphing of the trailing edge was
tested. In the work presented, simulations are carried out for various frequencies and
amplitudes, in an effort to observe performance trends and locate optimal morphing
parameters. Effects of trailing edge morphing on aerodynamic performance as well
as near wake behavior are assessed and discussed.

2 Flow Modeling

2.1 Solver

The in-house CFD solver MaPFlow [6] is used. MaPFlow solves the compressible
RANS equations using a cell centered finite volume discretization method based
on the Roe approximate Riemann solver [7] for the convective fluxes. Low Mach
preconditioning and Venkatakrishnan’s limiter [8] are also implemented. In space
and time the scheme is second order accurate defined for unstructured grids and
implicit with dual time stepping for facilitating convergence.

The original version of the SST k − ω two-equation model proposed by Menter
[9] is used for turbulence closure. In order to have the turbulence level measured in
the experiment, the SST model is augmented with ambient values in both k and ω

equations, as suggested by Spalart [10]. These terms counteract turbulent decay and
help maintain freestream Tu∞ and viscosity ratio μt/μ values in the computational
domain.
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2.2 Deformation

The high frequency vibrating trailing edge (HFVTE) is defined by a polynomial
offset on the y axis. For all stations on the airfoil with x coordinate greater than
the designated value xs, the offset is calculated based on the following sinusoidal
equation:

dy(x, t) = a((x − xs)/(C − xs))
2 sin(2π ft) (1)

where a is themorphing amplitude,C is the airfoil chord, xs is the x coordinate that the
actuation starts, f is the morphing frequency, and t is the time. Note that, as described
by the equation, the flapping is considered non-articulated, so the deformation only
refers to the y axis, whereas x coordinates of deformable stations are not affected.
An example of trailing edge deformation, depicting the original, maximum up, and
maximum down positions is given in Fig. 1.

Arbitrary Langrangian-Eulerian(ALE) polynomial deformation is employed in
the simulations for the deformation of the internal nodes.

2.3 Grid Generation

The domain extent is based on the experimental configuration described in (REFER-
ENCE). The airfoil was rotated 10◦ around the axis origin. The inlet and outlet walls
were set approximately 5 chords away from the airfoil, whereas the top and bottom

Fig. 1 Example of trailing
edge morphing
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Fig. 2 Hybrid grid for the Airbus A320 tunnel configuration. Left: airfoil close-up,Right: trailing
edge detail

walls were located approximately 0.5 chords away from the leading and trailing
edge, respectively.

For the simulations, hybrid grids were generated. Using a hybrid grid helps alle-
viate some of the difficulties in grid generation that are commonly present when
using structured grids for tunnel configurations (i.e. too many cells towards the trail-
ing edge, skewed elements when airfoil blocks meet with tunnel wall blocks). The
airfoil has a structured region up to approximately 10% of the chord in the normal
direction, with the rest of the domain being unstructured using quads and triangles.
Since this work focuses on airfoil morphing and grid deformation, extra care was
taken in order to make sure that the region around the trailing edge was sufficiently
refined and able to withstand the desired grid deformation. The resulting grid had
approximately 500 points around the airfoil, whereas the structured region around
the airfoil had 80 elements in the normal direction. The height of the first cell was set
to 5 × 10−6 chords, following common CFD practice. This resulted in y+ < 1 at all
times. The resulting grid had 70 thousand elements. Neumann boundary conditions
were used for the upper and lower walls of the tunnel. The grid around the airfoil
and the trailing edge is shown in Fig. 2.

3 Computational Results

Two dimensional simulations were carried out, with flow conditions Re = 1 × 106,
andM∞ = 0.1. InletTuwas set to 1%,which yields k

U∞ = 1.5 × 10−4U 2∞. This value
for k was also used for the ambient term in the k equation of the SST model. In order
to keep the viscosity ratio relatively low, inlet and ambient ω were set to ω L

U∞ = 50,
which yields a freestreamμt/μ of approximately 3. It has been shown (REF Spalart)
that the range for the inlet and ambient ω is not too narrow and that values up to 100
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Fig. 3 A320 airfoil,Re = 106,α = 10◦, PSDof averaged streamwise velocity from the experiment,
courtesy of G. Jodin

are safe when fully turbulent calculations are considered. Simulations withmorphing
always employed 360 time steps permorphing period. The airfoil was deformed from
95% of the chord, towards the trailing edge.

Figure 3 shows the Power Spectral Density (PSD) of the averaged streamwise
velocity in the near wakemeasured in the experiment. This PSD diagram is produced
by taking the velocity history in a fixed position in the near wake and, via fast fourier
transformation (FFT), analyzing the amount of energy that each frequency carries.
It is shown 178Hz is the frequency that carries the highest amount of energy. In the
simulations, the natural frequency of the airfoil in simulations without morphing was
approximately 150Hz,which is adequately close to value observed in the experiment.
Figure 4 shows the averaged streamlines and the contour of averaged streamwise
velocity near the trailing edge, showing the region of separation as well as flow
recirculation.

Various frequencies and amplitudes were simulated. At first, the amplitude was
fixed to a value of 0.2mm. Figure 7 shows the effect of vibrating frequency on the
mean velocity in the near wake. With a vibrating frequency 60 and 100Hz, wake
behavior has only minor differences when compared to the static case. When the
vibrating frequency is set to 150Hz, which is the same as the natural frequency, the
contour differs considerably, with a significantly smaller recirculation region past the
airfoil. A similar, but less pronounced, behavior is observed in 300Hz case, which
is the first harmonic of the natural frequency. For 600Hz, the wake is again similar
to the static one, as is expected due to the fact that the frequency is much higher than
the natural.

In addition, Fig. 5 shows the profiles of averaged streamwise velocity at three
different positions in the near wake (x/c = 1.1, 1.2, and 1.4). The observed trend is
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Fig. 4 A320 airfoil, Re = 106, α = 10◦, Tu∞ = 1%, computational separation and flow recircu-
lation with averaged streamlines

that an increase in vibrating frequency slightly decreases the minimum U value in
the profile, as observed for frequencies 60, 100, 300Hz compared to the static case.
The frequencies of 150, 300Hz differ, though, as they exhibit a significantly lower
U deficit in both x/c = 1.1 and 1.2 positions. For the most downstream position of
x/c = 1.4, it is observed that all vibrating frequencies apart 150, 300Hz have almost
converged to the same profile, with 150Hz case now exhibiting a lower minimum
in U velocity. T300Hz case has a similar difference in U profile, although less
pronounced.

Figure 8 shows instantaneous snapshots of wake vorticity at nondimensional t =
35. It is evident that both 150, 300Hz exhibit significantly less irregular vortices,
having more coherent structures that start forming at the trailing edge. This behavior
is responsible for the higherminima inU velocity observed for these two frequencies,
as well as the slower recovery observed in the most downstream position, due to the
fact that one of the two vortices in strongly more coherent than the other, whereas in
all other cases velocity is diffused much faster since both vortices behave the same.

A parametric investigation was also carried out for various amplitudes per exam-
ined frequency. In this part of the analysis, amplitudes of 0.2, 0.5, 1, 2, 5mm were
considered. The resulting CL and CD polars, as well as aerodynamic performance
L/D, are shown in Fig. 6. An interesting finding was that 100 and 150Hz, an ampli-
fication occurred, which resulted in high lift and drag coefficient oscillations. This
did not occur for the case of 200Hz, which yielded lower amplitudes than 100 and
150Hz, as depicted in Fig. 6, top left and right. This behavior is probably attributed
to 100, 150Hz being too close to the natural frequency of the airfoil, 200Hz was
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Fig. 5 A320 airfoil, Re = 1 · 106,M = 0, 1, Tu∞ = 1%, averaged streamwise velocity profiles at
various positions in the near wake with different morphing frequencies, amplitude fixed at 0.2mm.
Top left: x/c = 1.1, Top right: x/c = 1.2, Bottom: x/c/1.4

high enough to supress the amplification. Moreover, the case 300Hz also exhibited
an amplification in lift and drag oscillations, due to the fact that it is the first harmonic
of the natural frequency. For most cases beyond 100Hz, amplitudes of 25mm are
omitted, as they gave very high amplitudes.

When overall aerodynamic performance is considered, 150 and 300Hz gave high
aerodynamic performance but, unfortunately, exhibited higher amplitude oscilla-
tions. On the other hand, the cases of 100 and 200Hz, while both being close to the
natural frequency of 150Hz, produced slightly higher performance than the static
case, without significant oscillations. For frequencies below 60Hz, no increase in
performance was observed for the examined amplitudes. This suggests that these
frequencies will probably be more suitable for even lower amplitudes than those
examined and presented in the scope of this work.
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Fig. 6 A320 airfoil, Re = 1 × 106,M = 0, 1, Tu∞ = 1%, aerodynamic performance with varying
frequency and amplitude. Top left: mean CL and error, frequencies 60–150Hz, Top right: mean
CL and error, frequencies 200–600Hz, Middle left: mean CD and error, frequencies 60–150Hz,
Middle right: mean CD and error, frequencies 200-600Hz, Bottom left: mean L/D, frequencies
60–150Hz, Bottom right: mean L/D, frequencies 200–600Hz
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Fig. 7 A320 airfoil, Re = 1 · 106, M = 0, 1, Tu∞ = 1%, averaged streamwise velocity contour
in the near wake with different morphing frequencies, amplitude fixed at 0.2mm. Top left: static,
Top right: 60Hz,Middle left: 100Hz,Middle right: 150Hz, Bottom left: 300Hz, Bottom right:
600Hz
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Fig. 8 A320 airfoil, Re = 1 × 106, M = 0, 1, Tu∞ = 1%, instantaneous snapshots of vorticity
contour (nondimensional t = 35) in the near wake with different morphing frequencies, amplitude
fixed at 0.2mm. Top left: static, Top right: 60Hz, Middle left: 100Hz, Middle right: 150Hz,
Bottom left: 300Hz, Bottom right: 600Hz
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4 Discussion and Conclusion

Simulations carried out showed that there exists the possibility to improve aerody-
namic performance using a HFVTE. The morphing parameters have to be carefully
evaluated, since the aerodynamic behavior does not always exhibit a predictable
trend. The fact that this particular flow case is characterized by an initial natural
frequency may lead to amplifications that can have a significant effect on the aerody-
namic performance. For frequencies that competed with the natural frequency or its
natural harmonics, amplifications and instabilities were observed, wheres for high
enough frequencies that did not compete with the natural, the aerodynamic behavior
was overall better. In particular, the cases of 100 and 200Hz seemed to be able to
improve aerodynamic performance for the amplitudes tested in this work (Figs. 7
and 8).

A more detailed analysis should be carried out, testing even lower amplitude
values with lower and higher frequencies. It should be again noted that this work
utilized 360 timesteps per morphing period which for high frequencies may not be
able to provide an accurate flow solution. Perhaps 720 or even more timesteps should
be used in order to resolve high frequencies. Similarly, high amplitudes even in low
frequencies may need a more detailed analysis for the simulations to give a more
clear view on their effect on aerodynamic performance. Lastly, another parameter
that may need to be examined is the morphing patch length. For this work, it was set
to 95%x/c but for low frequencies perhaps a larger deformed area will give more
favorable aerodynamic results.

Acknowledgements This work has been carried out within the scope of the Research Project
“SMS—Smart Morphing and Sensing”. SMS has received funding from the European Union’s
Horizon H2020 program for research, technological development and demonstration under grant
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URANS Flow Calculations Around
a Morphing and Heaving Airfoil

Stylianos Polyzos and George Tzabiras

Abstract The presentwork is concernedwith the numerical prediction of the incom-
pressible flow past a 2D airfoil with a morphing trailing edge. Also considered is
the problem of a simultaneously heaving and morphing airfoil. The above prob-
lems are solved using the incompressible URANS solver, developed in-house at the
Laboratory for Ship and Marine Hydrodynamics (LSMH) of the National Technical
University of Athens (NTUA). Turbulence is modelled using the Spalart-Almaras
andMenter k-ω-SST two-equation turbulencemodel. A fully implicit scheme is used
to study the evolution in time. Using the conformal mapping technique, the software
generates an orthogonal curvilinear C-type grid around the morphed profile of the
2D airfoil at each time step. By employing this method, the problem is solved around
a 2D morphing airfoil at free-stream and at a Reynolds Number of 1e6, for 30 and
300 Hz of morphing frequencies and amplitudes of 1 and 5 mm. The effect of the
morphing trailing edge on the lift and drag characteristics is examined. Also two
cases of a heaving and morphing airfoil are examined.

Keywords CFD · Incompressible flow · URANS · SST · Conformal mapping ·
Morphing airfoil · Heaving airfoil

1 Introduction

In recent years there is increasing demand of the aerospace industries for safer,
more economic and environmentally greener transport. Although themodern aircraft
wing is highly optimized, there is still room for improvement. One aspect of the
flow that can be exploited, is related the trailing-edge vortex dynamics (the well-
known Kelvin-Helmholtz vortices) and finer-scale vortices. These flow structures
can be manipulated in order to breakdown harmful vortex structures and to enhance
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Fig. 1 The profile of the Airbus A320 airfoil

beneficial ones, achieving reduced pressure fluctuations, responsible for the trailing-
edge noise, at the same time attenuating flow separation andmodifying the boundary-
layer, both related to drag. The above can be achieved through active devices that
morph the airfoil profile in real-time. Such a technology thus, enhances the flight
performance, reduces noise and increases efficiency.

In recent years extensive research is performed regarding the performance of
morphing airfoils [1]. In this presentwork an effort wasmade to numerically solve the
unsteady free-stream flow around a 2D Airbus A320 airfoil (Fig. 1) the trailing edge
ofwhom is oscillatingwith a set frequency and specific amplitude. To achieve that, the
CFD software developed in-house at the Laboratory for Ship and Marine Hydrody-
namics (LSMH) of the National Technical University of Athens (NTUA) was modi-
fied to generate and handle a changing grid. Also the problem of a simultaneously
morphing and heaving airfoil was examined.

2 Method

2.1 Numerical Flow Solver

It is assumed that the Reynolds and the continuity equations describe the incompress-
ible flow around a 2-D airfoil. A local curvilinear coordinate system in conjunction
with a curvilinear orthogonal grid is employed due to the advantages of such a setup
in terms of accuracy and convergence [2]. In such a curvilinear coordinate system,
the Reynolds averaged Navier-Stokes equations can be written as [3]:

C(u1) = − 1

h1

∂p

∂x1
+ ρu22k21 − ρu1u2k12 + (σ11 − σ22)k21

+ 2σ12k12 + 1

h1

∂σ11

∂x1
+ 1

h2

∂σ12

∂x2

C(u2) = − 1

h2

∂p

∂x2
+ ρu21k12 − ρu1u2k21 + (σ22 − σ21)k12

+ 2σ21k21 + 1

h2

∂σ22

∂x2
+ 1

h1

∂σ12

∂x1
(1)
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where C(ui) is the time derivative and the convection term:

C(ui) = ρ
∂ui
∂t

+ ρ

h1h2

[
∂h2u1ui

∂x1
+ ∂h1u2ui

∂x2

]
(2)

In the above equations, h1, h2 are the grid metrics and k12, k21 the curvatures. The
stress tensor σij includes the viscous stresses and the double velocity correlations and
can is expressed as:

σ11 = 2μe

[
1

h1

∂u1
∂x1

+ u2k12

]
= 2μee11, σ22 = 2μe

[
1

h2

∂u2
∂x2

+ u1k21

]
= 2μee22

σ12 = μe

[
1

h1

∂u2
∂x1

+ 1

h2

∂u1
∂x2

− u2k21 − u1k12

]
= μee12 (3)

The calculation domain is covered by an orthogonal curvilinear C-type structured
grid and the finite volumemethod is applied to numerically solve the system of trans-
port Eq. (1). A staggered grid arrangement is adopted to solve the strongly coupled
momentum and continuity equations, i.e. the velocity components are defined at
different points from the pressure. Each transport equation is integrated in the
corresponding control volume and results in a discretized equation of the general
form:

AP�P = AE�E + AW�W + AN�N + AS�S + S� (4)

where N, S, D and U correspond to the neighbouring nodes of the central node P, in
the physical space. The coefficients Ai, i=N, S, D, U, represent the combined effect
of the convection and diffusion terms appearing in the original differential Eq. (1).
Diffusion terms are approximated by central differences while the convective part of
Ai is approximated by the first-order upstream scheme.

The integrated time derivative (first term on the RHS of (2)) is decomposed in
two terms that are included respectively in AP and S� as follows:

AP : V(t)

δt
, S� : V(t)

δt
�old (5)

where V(t) is the volume of the corresponding cell in the running time t and �old is
the value of the corresponding velocity component at t − δt which is calculated by
linear interpolation among the grid points in t and t− δt. This treatment corresponds
to a first-order implicit time-marching scheme, since all other variables are evaluated
at t.

In order to model turbulence, the k-ω-SST (Shear stress transport, [4, 5]) model
is employed. SST is a widely used two-equation model based upon the Boussinesq
approximation. This model divides the domain into two regions, the outer where the
k-ε model is applied and the inner where the k-ω model is applied. In the expression



556 S. Polyzos and G. Tzabiras

Fig. 2 Definition of the
computational domain

N

S

N

E

W

for the effective viscosity, eddy viscosity μe is a function of k and ω, the latter being
the specific rate of dissipation of the turbulence kinetic energy k.

The numerical solution of the elliptic-in-space, discretized Eq. (1) requires the
specification of boundary conditions on all boundaries of the calculation domain
(Fig. 2). On the external boundary N the pressure and velocity components are spec-
ified by Dirichlet conditions according the considered laminar free stream flow. On
the South boundary, no-slip conditions are applied on the airfoil, i.e. both u1 and
u2-velocity components are set equal to zero, while Neumann-open type conditions
[6] are applied for the pressure. On the East andWest boundaries, the outflow bound-
aries, Newmann conditions are applied to all variables, except for the pressure where
the value on the boundary is calculated by linear extrapolation of the corresponding
values on the two finite volumes nearest to the boundary, as calculated in the previous
iteration.

An iterative algorithm is followed to solve the time-dependant flow. In each time
step the momentum and continuity equations are solved until a specified number of
internal iterations is completed, making sure that convergence has been achieved.
A SIMPLE-type pressure correction method is applied to solve the pressure field,
Tzabiras [7]. To achieve convergence in any case, the application of under-relaxation
factors is necessary. After convergence of a particular time step, the new airfoil profile
is calculated from the original profile, by deforming it near the trailing edge by dy:

dy(x, t) = a
[
(x− xs/c− xs)

2 sin(2π ft)
]
, x > xS (6)

where x is the chord-wise length, measuring from the leading edge, a is the defor-
mation amplitude, xs is the chrod-wise length at which deformation begins, c is the
chord and f is the morphing frequency. Then, a new grid is generated through the
conformal mapping method and the momentum and continuity equations are solved.
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2.2 Conformal Mapping and Grid Generation

In order to generate the numerical grids required by the finite volume method, the
well-known conformal mapping method is employed in this work [8]. First the
morphed airfoil profile is analytically represented through the coefficients cn = an
+ i * bn, of the conformal mapping of the profile onto the complex plane of the unit
circle [9, 10]:

ζ = c0 + c−1
z

RC
+

N∑
n=1

cn
Rn
c

zn
(7)

where ζ is the complex plane of the airfoil, z the complex plane of the circle with a
radius RC. Then each angle ϕ on the circle corresponds to a point of the profile with
coordinates x(ϕ) and y(ϕ). The calculation of the coefficients ai, bi, is straightforward,
provided the relation between the angle ϕ and the coordinates x, y. Since, in general,
this relation is not known, an iterative procedure is required [2].

The conformal mapping coefficients are then employed to generate the 2-D
orthogonal-curvilinear c-type grid (Fig. 3). Fist, the profile is analytically represented

Fig. 3 C-type orthogonal curvilinear grid around the A320 airfoil
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Fig. 4 Detail of a C-type orthogonal curvilinear grid near the trailing edge of a morphed A320
airfoil, with an upwards trailing edge deflection of 5 mm (a, on the left) no trailing edge deflection
of 5 mm (b, centre) and a downwards trailing edge deflection of 5 mm (c, on the right)

in terms of the coefficients of the conformal mapping to a unit circle. Then a c-type
orthogonal curvilinear grid is generated around the unit circle, on ζ-plane, made up
of four sub grids. The two sub-grids around the upstream half comprise homocentric
circles and radii. The grid lines of the two sub-grids around the downstream half
are calculated as flow and equipotential lines of the potential flow around the circle.
Since the employed mapping is conformal, the inverse mapping is also conformal.
Consequently, the grid nodes that result from the inverse mapping of the z-plane
nodes, form an orthogonal curvilinear grid on the original ζ-plane. The distribution
of nodes on both radial and peripheral directions is variable. When the distribution is
prescribed on the z-plane, the corresponding radii and angles are calculated through
the direct mapping.

It is worth noting here that this type of grid generation is quite fast and requires
negligible CPU time compared to the time required to solve the Navier-Stokes. The
time-consumingwork is to perform an initial transformation of the specified sections,
required to calculate and tabulate the corresponding conformal mapping coefficients.

At each time step, a new grid is generated around the morphed airfoil (Fig. 4a–c).
Then an interpolation procedure is employed in order to calculate the values of the
flow variables at the centres of their respective control volumes, from the calculated
values at the centres of the control volumes of the previous time step.

3 Results and Discussion

In order to examine the effect of a morphing trailing edge on the lift and drag of a
2D airfoil, a series of numerical experiments were conducted for an A320 airfoil in
free-stream. The chord length was 0.70 m, the free-steam air speed was U= 21.5 m/s
corresponding to a Reynold’s Number of Re = 106. Three values for the angle-of-
attack were examined, 0.75° (zero degrees with respect to the chord line), 6.00 and
10.00°. In the tests with a morphing profile, the part of the airfoil near the trailing
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Table 1 Results for the
steady-state numerical
experiments

Angle-of-attack (°) 0.75 6.00 10.00

Morphing frequency (Hz) – – –

Morphing amplitude (m) 0.000 0.000 0.000

Lift coefficient CL (E + 01) 1.944 7.064 1.032

Drag coefficient CD (E + 02) 1.145 1.646 2.307

Lift-to-drag CL/CD 16.98 42.92 44.73

edge was periodically deforming. Two deformation amplitudes were tested, 0.001
and 0.005 m. In the first case, the last 0.035 m (5%) of the airfoil was deforming
while in the later, 0.080 m (11.5%). Regarding the frequency of the deformation, two
values were examined, 30 and 300 Hz as well as the static case without deformation.
Finally two cases with a morphing and heaving airfoil were examined, with 0.001
and 0.005 m deformation amplitudes respectively. In both cases the angle-of-attack
was 6.00°, the morphing frequency was 50 Hz, while the heaving frequency was
5 Hz and the heaving amplitude 0.070 m, or 10% of the chord.

In all numerical experiments, the same grid setup was utilised. Specifically each
grid measured NI × NJ = 1000 × 300 grid nodes, in the peripheral and radial
directions respectively. Of the NI= 1000 nodes, 600 were on the airfoil and a further
400 behind the trailing edge. The numerical grid extended 8 chord lengths in the
radial direction, as well as ahead of the leading edge. Behind the trailing edge, the
grid extended for 6 chord lengths. For each numerical experiment, the lift and drag
coefficients are presented, along with the lift-to-drag ratio. For the tests with the
morphing profile, the mean values are presented, calculated over eight periods.

3.1 Steady State Calculations

As a base-line, three steady-state numerical experiment were conducted, one for
each angle-of-attack, 0.75, 6.00 and 10.00°. In Table 1, the results are presented for
the steady-state case, with regards to the lift coefficient, the drag coefficient and the
lift-to-drag ratio.

3.2 Morphing Airfoil at 30 Hz

A first group of tests was concerned with a morphing frequency of 30 Hz. Four
numerical experiment were conducted, two for 0.75° angle-of-attack and a further
two, one for 6.00 and one for 10.00° of angle-of-attack. In Table 2, the results are
presented for the 30 Hz morphing cases, with regards to the lift coefficient, the
drag coefficient and the lift-to-drag ratio. In parentheses are provided the per cent
differences with regards to the respective steady-state test. In Fig. 5a, b the time
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Table 2 Results for the numerical experiments with a morphing frequency of 30 Hz

Angle-of-attack
(°)

0.75 0.75 6.00 10.00

Morphing
frequency (Hz)

30 30 30 30

Morphing
amplitude (m)

0.001 0.005 0.005 0.005

Lift coefficient
CL (E + 01)

1.718 (−11.61%) 1.757 (−9.61%) 7.176 (+1.58%) 1.093 (+5.90%)

Drag coefficient
CD (E + 02)

1.156 (+1.00%) 1.206 (+5.33%) 1.430 (−13.15%) 2.126 (−7.86%)

Lift-to-drag
CL/CD

14.86 (−12.49%) 14.57 (−14.18%) 50.19 (+16.96%) 51.41 (+14.93%)

Fig. 5 Time history of the lift (CL, a) on the left and drag (CD,b) on the right, coefficients,morphing
frequency 30 Hz, amplitude 0.005 m, angle-of-attack 0.75, 6.00 and 10.00°

history of the lift and drag coefficients are presented respectively for the above cases.

3.3 Morphing Airfoil at 300 Hz

Then a morphing frequency of 300 Hz was examined. Four numerical experiment
were conducted, two for 6.00° angle-of-attack and another two for 10.00° of angle-
of-attack. For each frequency one test had a morphing amplitude of 0.001 m and one
had 0.005 m amplitude. In Table 3, the results are presented for the 300 Hz morphing
cases, with regards to the lift coefficient, the drag coefficient and the lift-to-drag ratio.
In parentheses are provided the per cent differences with regards to the respective
steady-state test. In Fig. 6a, b the time history of the lift and drag coefficients are
presented respectively for the 6.00° angle-of-attack cases, while in Fig. 7a, b, the time
history of the lift and drag coefficients are presented for the 10.00° of angle-of-attack
cases.
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Table 3 Results for the numerical experiments with a morphing frequency of 300 Hz

Angle-of-attack (°) 6.00 6.00 10.00 10.00

Morphing
frequency (Hz)

300 300 300 300

Morphing
amplitude (m)

0.001 0.005 0.001 0.005

Lift coefficient CL
(E + 01)

7.673 (+8.62%) 7.656 (+8.38%) 1.166 (+12.98%) 1.175 (+13.87%)

Drag coefficient CD
(E + 02)

1.888 (+14.71%) 1.972 (+19.80%) 2.691 (+16.65%) 2.840 (+23.09%)

Lift-to-drag CL/CD 40.64 (−5.31%) 38.83 (−9.53%) 43.33 (−3.14%) 41.38 (−7.49%)

Fig. 6 Time history of the lift (CL, a) on the left and drag (CD,b) on the right, coefficients,morphing
frequency 300 Hz, angle-of-attack 6.00°, amplitude 0.001 and 0.005 m

Fig. 7 Time history of the lift (CL, a) on the left and drag (CD,b) on the right, coefficients,morphing
frequency 300 Hz, angle-of-attack 10.00°, amplitude 0.001 and 0.005 m

3.4 Morphing and Heaving Airfoil at 50 Hz

Two cases of a morphing and heaving airfoil were examined. In both cases the
angle-of-attack was 6.00°, the morphing frequency was 50 Hz, while the heaving
frequency was 5 Hz and the heaving amplitude 0.070 m, or 10% of the chord. The
deformation amplitude was 0.001 and 0.005 m respectively. In Table 4, the results
are presented for the morphing and heaving cases, with regards to the lift coefficient,
the drag coefficient and the lift-to-drag ratio. The values are the RMS values through
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Table 4 Results for the
numerical experiments with a
morphing and heaving airfoil

Morphing amplitude (m) 0.001 0.005

Lift coefficient CL (E + 01) 7.776 7.898

Drag coefficient CD (E + 02) 3.624 3.652

Lift-to-drag CL/CD 21.46 21.63

Fig. 8 Time history of the lift on the left (CL, a) and drag (CD,b) on the right, coefficients,morphing
frequency 50 Hz, angle-of-attack 6.00°, amplitude 0.001 and 0.005 m, heaving frequency 5 Hz,
heaving amplitude 0.070 m

20 morphing periods or 2 heaving periods. In Fig. 8a, b the time history of the lift
and drag coefficients are presented for the heaving cases.

3.5 Discussion

In order to aid the extraction of useful conclusions, the results presented in previous
paragraphs are now presented in Figs. 9, 10 and 11 as graphs. Specifically in Fig. 9a–
c the lift and drag coefficients and the lift-to-frag ratio are presented as functions of
the morphing frequency. In Fig. 10a–c the lift and drag coefficients and the lift-to-
frag ratio are presented as functions of the morphing amplitude. In Fig. 11a–c the
lift and drag coefficients and the lift-to-frag ratio are presented as functions of the
angle-of-attack.

Fig. 9 Lift (CL, a) and drag (CD, b) coefficients as well as the lift-to-drag (CD, c) ratio, as a
function of the morphing frequency
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Fig. 10 Lift (CL, a) and drag (CD, b) coefficients as well as the lift-to-drag (CD, c) ratio, as a
function of the morphing amplitude

Fig. 11 Lift (CL, a) and drag (CD, b) coefficients as well as the lift-to-drag (CD, c) ratio, as a
function of the angle-of-attack

The main conclusion to be drawn is that the low frequency (30 Hz) morphing is
more efficient than the high frequency (300 Hz). Specifically all 30 Hz tests present
an increase in lift and a reduction in drag, regardless from the angle-of-attack. On the
other hand the 300 Hz tests present increased lift but also a significantly increased
drag, leading to a decreased lift-to-drag ratio. Another interesting result is that the
morphing amplitude has negligible effect on lift and a negative, though small, effect
on drag. At this point it should be pointed out that the results at the higher frequency
may be affected by the use of a relatively coarse grid.

Regarding the angle-of-attack, all tests indicate a near linear increase of lift, with
respect to the angle-of-attack, up to the maximum tested angle of 10°. This indicates
a small effect of the flow detachment, although morphing actually forces the flow
to detach earlier. In Fig. 12a, b, the time histories of the detachment point on the
suction side are presented, as a percentage of the chord, at 10° angle-of-attack,
300 Hz morphing frequency and 0.001 m and 0.005 m deformation respectively. In
both figures, the dashed line corresponds to the steady-state detachment point.

Also interesting is the prediction of the drag coefficient for each of the morphing
cases, in order to achieve the lift of the two steady-state cases. Using linear interpola-
tions, the predictions for the 6.00 and 10.00° angle-of-attack are presented in Tables 5
and 6 respectively. In both cases, the lower frequency (30 Hz) is more efficient.
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Fig. 12 Time history of the point of suction side detachment (as a percentage of the chord),
morphing frequency 300 Hz, angle-of-attack 10.00°, amplitude 0.001 (a on the left) and 0.005 m
(b on the right)

Table 5 Prediction of the drag coefficient at 6.00° angle-of-attack

Morphing frequency (Hz) – 30 300 300

Morphing amplitude (m) – 0.005 0.001 0.005

Angle-of-attack (°) 6.00 5.89 5.52 5.54

Lift coefficient CL (E + 01) 7.064 7.064 7.064 7.064

Drag coefficient CD (E + 02) 1.646 1.425 (−15.51%) 1.738 (+5.31%) 1.819 (+9.53%)

Lift-to-drag CL/CD 4.292 4.957 (+13.43%) 4.064 (−5.61%) 3.883 (−10.53%)

Table 6 Prediction of the drag coefficient at 10.00° angle-of-attack

Morphing frequency (Hz) – 30 300 300

Morphing amplitude (m) – 0.005 0.001 0.005

Angle-of-attack (°) 10.00 9.35 8.66 8.60

Lift coefficient CL (E + 01) 1.032 1.032 1.032 1.032

Drag coefficient CD (E + 02) 2.307 2.013 (−14.61%) 2.421 (+4.72%) 2.536 (+9.04%)

Lift-to-drag CL/CD 4.473 5.127 (+12.57%) 4.262 (−4.95%) 4.069 (−9.94%)

Afinal conclusion, relative to heaving is that its effect is at least one order ofmagni-
tude greater, than that of morphing as indicated by the amplitude in the oscillations
of Fig. 8a, b.

4 Conclusions

The present study is a first attempt to analyse the effect of morphing and heaving
on the characteristics of subsonic airfoils. The necessary changes were made to the
in-house developed software including the time-dependant grid deformation. The
presented results indicate that the software is working well and is able to capture
the effect of the morphing profile. According to the presented results, low frequency
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morphing is more efficient than higher frequency morphing, though this position
should be reinforced by more data points. A further result is that the effect of
heaving is at least one order of magnitude greater than that of morphing. The effort
towards understanding the behaviour of a morphing airfoil should continue with
more extensive studies.
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General Boundary Identification
Through Surface Pressure Measurements
on a 2-D Foil

Jack H. Clark and Jason M. Dahl

Abstract Digital twins can be used as model representations of physical systems
given adequate information about the physics through environmental measurements.
For moving bodies in the presence of boundaries, knowledge of the local boundary
conditions is necessary to develop a model that can be used in a control system or
decision making process. This paper presents a method using a viscous numerical
simulation as a model combined with pressure measurements on the surface of a foil
in order to estimate general wall boundary conditions in the vicinity of the foil. The
method uses an Unscented Kalman Filter and presents a weighted estimate approach
that outperforms the standardUnscented Filter for estimation ofwall shape. B-splines
are used to generalize the shape of the wall. The algorithm is demonstrated to be
capable of identifying an individual wall protrusion and multiple wall protrusions in
order to update the wall boundary conditions for a real time numerical simulation.

Keywords Lateral line · Digital twin · Flow sensing

1 Introduction

A digital twin is an artificial representation of a physical system which properly cap-
tures the environmental loading on the system in order to provide information about
the health of the system, lifetime performance of the system, or it may be used in
decision making or control of the system. While cyber-physical systems have been
in large use for structural health monitoring purposes [15], the combination of phys-
ical measurements with simulations of dynamically moving bodies pose additional
challenges. The development of digital twins has been underway in aeronautics, par-
ticularly for structural health monitoring and fatigue estimation in aircraft materials
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[16]. In aircraft, however, the majority of an aircraft’s flight path occurs in what can
be considered an unbounded fluid, such that numerical simulation of the surround-
ing flow field does not define solid boundary conditions other than those defining
the geometry of the aircraft. In marine flows, such as ships and submarines, these
vessels often operate in shallow water with near bottom conditions, they operate
in a mutliphase flow environment at the interface of water and air, and these local
boundary conditions change in time, particularly when the vessel is moving. In situ-
ations with unknown boundary conditions, a digital twin could deviate significantly
from the physical system, particularly where fluid-structure interactions are strong.
The following work develops a method for determining unknown general boundary
conditions using a simple two-dimensional viscous flow model of a wing passing
by an object on a wall. The method assumes the use of simple hydrodynamic mea-
surements available at the surface of the foil (pressure in particular), to estimate the
local boundary shape, which can provide a more representative simulation of the
nearby flow field. The presented method is an initial step towards realizing a real
time computational model integrated with real time measurements for the operation
of a moving body in a fluid that could be used for decision making and control.
The general method based on a B-spline representation of the boundary provides for
natural extensions to 3-D surfaces and flow fields and provides an extension from
previous biologically inspired work on artificial lateral line systems.

The integration of physical measurements for object detection has a natural bio-
logical analog with the mechanosensory lateral line system of fish. The lateral line
is a sensory system in fish and aquatic amphibians that allows for the sensing of
pressure and velocity changes in the surrounding fluid [6]. The structure of the bio-
logical sensory system is complex with significant variability amongst fishes that
have evolved in different environments [18], which has lead to different types of fish
using the system in different ways, such as detecting flow perturbations in different
flow conditions [7], encoding aKarman vortex street [2], or recognizing and avoiding
objects [4]. The expansive functionality of this system in nature has lead to research
in the implementation of artificial lateral lines systems for use in underwater vehicles
as navigation and environmental sensing are inherently difficult in turbid underwater
environments.

Much research has focused on the development of novel pressure and velocity
sensor systems that can mimic the functionality of a lateral line system [1, 12] and
algorithms have been developed for interpreting these measurements in a variety of
applications. Fernandez et al. [8] demonstrated object detection and tracking using
embedded pressure sensors in a foil. Using a simple potential flow panel method to
describe the geometry of the foil and a generalized transform for the shape of a sim-
ple body [3], it was shown that the location, size, and general geometry can be found
through inversion of the pressure measurements using an unscented Kalman filter.
Maertens et al. [14] elaborated on this technique, applying the method to a variety
of different shapes and multiple bodies, however it was found that the technique can
break downwhen flow separation results in measured pressures that significantly dif-
fer from the potential flow model. Additionally, the use of the generalized transform
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limited the ability for detecting objects to predefined shapes assuming truncation of
the transform.

Viscous effects in physical lateral line systems are known to be critically impor-
tant in affecting flow behaviors in the boundary layer and at the scale of the physical
receptors [21]. Maertens and Triantafyllou [13] showed that even with separation, if
viscous information is known about the flow field, potential flow modeled pressures
may be corrected using the displacement thickness, such that shape information
derived from pressure sensing may be preserved. The fluctuating boundary layer
information in this case is shown to act as an amplifier, improving object charac-
teristic estimates. The viscous information used in object detection, however, are
determined a priori through a learning algorithm, such that the technique is not
applied in real time. The present study looks to improve upon this previous work
in two major aspects: (1) Applying a fully viscous model of the fluid to directly
incorporate viscous effects for object detection and (2) Developing a technique for
the general characterization of an object’s shape based on standard spline geometry.
These modifications look to enhance the integration of physical measurements with
a viscous flow model for boundary identification, which will help to enable general
boundary updating in a real time digital twin.

2 Experimental Methods

In order to develop an algorithm for feature detection based on hydrodynamic mea-
surements, we define a basic problem of interest aroundwhich the algorithm is devel-
oped. For our problem, we define a streamlined body (NACA 0012 wing section) at
zero angle of attack, that passes by a feature protruding from a flat wall. Figure 1
shows the basic setup of the problem, with the NACA foil section in the vicinity of
a protrusion from a flat wall. In the present study, all measurements are generated
through simulations, so no physical measurements are used. It is assumed that mea-
surements of pressure are taken at the surface of the foil section (indicated by circles
in Fig. 1). The measurements of pressure are then used to infer the shape of the wall
as the foil passes by the wall in time. A viscous model of the flow field is used as a
forward model in order to estimate the unknown boundary conditions.

2.1 Simulation Model Definition

The numericalmodel of the system is generated using an open source, 2-D,Cartesian-
grid, Navier-Stokes solver called LilyPad [19]. LilyPad is a numerical tool designed
to help researchers perform complex dynamic fluid-structure simulations at low
computational cost and with immediate visual feedback. For simulating dynami-
cally moving bodies, the numerical model implements the boundary data immersion
method (BDIM) [20], an immersed boundary technique that uses kernal functions to
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Fig. 1 A diagram of the simulation showing the distribution of pressure sensors

blend field equations and boundary conditions for the fluid and solid in the vicinity
of solid boundaries. The technique has been demonstrated to be capable of achieving
second order accuracy in force estimates and has been validated against a variety
of complex dynamic fluid-structure interaction problems [13]. The simple structure
of the LilyPad code allows it to run quickly on a single computer processor, such
that multiple simulations may be run in parallel on a single computer with multiple
processors.

In typical numerical simulations, it is necessary to perform convergence and val-
idation studies in order to ensure that the chosen grid scales and parameterization of
the model will produce meaningful numerical results that properly model the physics
of the system. In the present study, we are interested in developing an algorithm that
utilizes the numerical model as an estimate of a physical system, but in this sense,
it does not need to necessarily perfectly model all aspects of the physical system.
For this purpose, we choose to run a simulation of the system that is underresolved
in space, but sufficiently resolved in time to give a stable solution, as this speeds up
computational time in the development of the algorithm. Since we use the numeri-
cal model to generate simulated measurements, it is okay if the model is not fully
resolved to perfectly capture the true physics. In contrast, extension of the algorithm
to a physical system using physical measurements will require that the numerical
model sufficiently resolves the flow field in space to produce a meaningful estimate
of pressure and velocity for the physical system.

The simulation is set up by defining a long wall in the presence of a NACA 0012
foil. The NACA 0012 foil is defined to have a body length of 10 grid points, while
the length and height of the Cartesian grid domain is defined to be 27 or 128 grid
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points. Proper resolution of the flow field requires about 20 grid points over the
length of the foil and a domain length of 29–210. Rather than moving the foil through
the simulation, the foil remains stationary in the simulation and the wall along with
features defined on the wall are moved at a defined velocity that is equivalent to the
velocity of the free stream flow field. This is an equivalent condition to a foil moving
through a still flow field and it ensures that a boundary layer does not form on the
surface of the wall due to fluid motion. Sixteen points over the wall side of the foil
are defined where the field pressure is evaluated on the foil as a function of time
(shown in Fig. 1).

In order to define a general wall condition that can be modified to represent a
variety of general shapes, a cubic B-spline definition of the wall shape is defined.
Using a cubic B-spline representation of the wall has two particular advantages: (1)
The wall shape may be defined based on the location of control points, which can be
considered states of a system defining the general shape of the wall; and (2) B-splines
have a natural extension to three-dimensional NURBS surfaces, such that the method
could be extended to three-dimensional space.

The wall surface is defined using a standard B-spline representation as in Eq. (1),
where a 2-D line is defined by a set of control points multiplied by a set of weighted
basis functions [5],

Sm,t(x) =
D−1∑

i=0

Pi Bi,m(x) (1)

where Sm,t (x) is a particular spline segment of polynomial orderm at point x relative
to the knot vector t, Pi are the D control points, and Bi,m(x) is the basis function
relative to the knot vector. The basis function is defined as in De Boor [5]. Choosing
the order, number of control points, and knot vector a priori allows for the spline
boundary to bemodified simply by the locations of the control points. Figure 1 shows
an example wall shape defined using a B-spline definition.

2.2 Estimation Algorithm Definition

Estimation of the wall boundary condition in the presence of the foil is performed
using an Unscented Kalman Filter [17]. The Unscented Kalman Filter (UK F) is an
extension of the Linear Kalman Filter, which has the ability to account for highly
non-linear state and measurement relationships by assuming Gaussian statistics for
the unknown states. TheUK F uses a sigma transform and an unscented transform to
estimate the first and second moments of the random variable measurement and state
distributions, while limiting the number of random realizations necessary to obtain
a statistical representation of these variables. The sigma transform and unscented
transform are able to account for high order statistical moments with low added
computational cost.
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In our algorithm, we define the location of control points that define the surface of
thewall to be unknown system state variables thatwewish to estimate.Measurements
of pressure on the surface of the foil are assumed to be measured observations that
are known at specific instances in time. If we wish to estimate the location of control
points using our pressure observations, the system can described in a state equation
(Eq. 2) and a measurement equation (Eq. 3),

P[k + 1] = P[k] + v[k] (2)

p[k] = F(P[k]) + w[k] (3)

where k is discrete time, P are the y-location of N control points with covariance
CP , p is a windowed time history of pressure modeled at defined locations on the foil
from the numerical simulation (denoted as non-linear process F) with covariance
CF , and v[k] and w[k] are uncorrelated additive noise associated with the state and
measurement respectively [17]. The state and measurement noise have variances q
and r , and covariance of the form Q = q I and R = r I where Q is size N × N and
R has size O(pF ).

For simplicity in demonstrating the algorithm and to avoid ambiguity in our solu-
tion, the control point locations P, are chosen to have evenly spaced, pre-defined
horizontal locations, such that only the vertical position of the N control points is
variable and unknown. Pressure measurements must be sampled sufficiently in time
over a large enough length of time to satisfy the assumptions of a Gaussian dis-
tribution. In the present study, we use M ≥ 50N measurements per pressure time
history.

The sigma transformation [17] is a method to select a set of weighted sample
points that contain information about the true mean and covariance of a Gaussian
random variable. The number of sigma points (L), are determined by the number of
states as L = 2N + 1. The value of each sigma point is determined by Eqs. (4), (5),
and (6) based on the estimated mean state, P̄, and the estimated state covariance Cx ,

X0 = P̄ (4)

Xi = P̄ + (
√

(N + λ)Cx )i , i = 1, . . . , N (5)

Xi = P̄ − (
√

(N + λ)Cx )n−i , i = N + 1, . . . , 2N (6)

where λ = α2(N + κ) − N is a scaling parameter corresponding to the mean and
covariance weights, Wm and Wc in Eqs. (7) and (8). The unscented transform con-
stant α > 0 controls the spread of the sigma points about the estimated mean state
and is typically a small number, though it can vary depending on the type of esti-
mated variable [17]. A value of κ ≥ 0 guarantees that the estimate of the covariance
will remain positive semi-definite, but can vary depending on the type of estimated
parameter.
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Wm
0 = λ

N + λ
, Wm

i = 1

2(N + λ)
, for i = 1, . . . , 2N (7)

Wc
0 = Wm

0 + (1 − α2 + β), Wc
i = Wm

i (8)

β ≥ 0 is used to incorporate statistical information about higher ordermoments of the
random variable distribution, where β = 2 produces a standard normal distribution.
The unscented transform is a method to estimate the mean and covariance of a
transformed random variable distribution from the sigma points using the defined
weights. Using the sigma points as determined above, we pass the sigma points
through the state and measurement equations, Eqs. (2) and (3). This allows us to
defineμP andμF , the current state andmeasurement estimates, as aweighted average
based on the sigma points as in Eqs. (9) and (10).

μP =
2N∑

i=0

Wm
i Xi (9)

μF =
2N∑

i=0

Wm
i pF

i (10)

pF
i is the measurement of pressure from a numerical simulation run using the bound-

ary conditions determined through the sigma transformation Xi . From these esti-
mates, we can define the covariance matrices of the state and measurement using
Eqs. (11) and (12).

Cx =
2N∑

i=0

Wc
i (Xi − μP)(Xi − μP)T (11)

Cy =
2N∑

i=0

Wc
i (pF

i − μF )(pF
i − μF )T (12)

Ultimately, the unscented transform passes the statistical properties of the estimated
random variable through the non-linear relationship between state andmeasurement,
while properly transforming the distribution and mean of the random variable. When
used with a Kalman filter, the unscented transform then allows one to correct the
estimate of a particular system state based on the error of the measurement estimate
compared with the observed measurement, while performing fewer random real-
izations through the Sigma transform, than would be necessary to fully statistically
sample the random variables.

Following the method of Wan and Van Der Merwe [17], the cross-variance
between the state and measurement estimates is computed as in Eq. (13).

Cx,y =
2N∑

i=0

Wc
i (Xi − μP)(pF

i − μF )T (13)
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The gain of the filter, K is then calculated as in Eq. (14), and themean and covariance
of the system states are updated based on themeasurement pmeas , gain, and estimated
states, as in Eqs. (15) and (16).

K = Cx,y(Cy)−1 (14)

P̄ = μP + K (pmeas − μF ) (15)

CP = Cx − K (Cx,y)T (16)

2.3 Estimation Algorithm Implementation

Implementation of the estimation algorithm requires a set of a priori decisions about
how to define the states and measurements in the system. In the B-spline definition
of a wall, we can choose an arbitrary number of control points to define the surface
of the wall, however, as each control point is a state variable to be estimated, we
would like to limit the number of states to be estimated at any point in time. One of
the useful features of a B-spline is that the shape of the spline is determined only by
the nearest local control points, hence if one moves a single control point, the curve
only varies its shape in that local vicinity. This implies that one does not necessarily
need to estimate the location of all control points at once, but rather can estimate the
locations of a subset of control points that shift with the location of the foil. We first
define that at each discrete time step, k, the foil advances forward due to its forward
speed. The shape of the wall is initially assumed to be flat, and defined by D control
points (i.e. all control point positions are zeroed to the wall and the covariance of the
states is initialized as the identity matrix). The discrete time step, k, is defined such
that each control point exists at a location Uk, where U is the forward speed of the
foil. A subset, N , number of control points is selected in a window region near the
location of the foil to be updated according to theUK F algorithm. It is important to
note that each time step k is not related to the numerical simulation time, it is instead
the global time that defines the current location of the foil. At each time step, the
sigma points are computed, which define L number of simulations to be performed
using wall shapes defined by the sigma point choices (i.e. the sigma points define
different locations of the control points, which vary the shape of the wall where
the L simulations will allow for computation of the statistics associated with the
variability of the sigma points). The states of the system are then updated according
to the previously defined UK F algorithm and a comparison is made between the
state estimated pressures and themeasured pressure, computing the root mean square
error (RMSE) for all of the pressure estimates. The UK F process is then repeated
until a convergence criteria has beenmet for the RMSE of the modeled andmeasured
pressure at time k. In the presented results, the convergence criteria is defined aswhen
the RMSE changes by less than one percent of the previous value. At this point, n
control points on the downstream side within the window of N states become fixed
and are not allowed to change, the foil moves forward in time by k, and n control
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points are included in the new window of N states to be estimated. This algorithm
repeats as the foil moves forward in time.

One important challenge of this method is the fact that fluids contain memory,
such that the pressure at any instant in time is dependent on the time history of the
wake of the object. Even though the physical foil is moving forward in time, in order
to compute the pressure on the surface of the foil at a particular time k, simulations
must all begin at the same point in the past, otherwise the history of the wake will
be different and the modeled pressure will be incorrect. This requires that as the
foil moves forward in time, simulations using the sigma parameters become longer.
Also, any errors in control points that become fixed due to the propagation of the
algorithm in time, will also propagate errors in the estimate of pressure over time.
While the length of simulations could be reduced by altering the initial conditions of
the simulations based on the current global time of the foil, the propagation of errors
in simulations due to errors in fixed estimated states will need to be considered in
future work.

3 Results and Discussion

Initial results are shown for a window of N = 19 control points, with the window
shifting by n = 1 control point at each discrete time step. The numerical simulation
noise level was assumed to be Q = 0 and the measurement noise level was set to
be proportional to the resolution of the LilyPad simulation, such that R = 0.5 ×
10−3 I , based on previous observations on the estimation of splines using recursive
methods [9, 10]. For this implementation, following guidelines from [11, 17] on the
implementation of the UK F algorithm, we chose α = 1, β = 5, and κ = 1.

3.1 Standard Estimation Method

To construct the measurement matrix in the UK F algorithm, we can consider each
pressure measurement at a given point in time to be an observation of the system. In
thisway,we construct themeasurementmatrix,pmeas as a single column array of each
pressure measurement time history pi at measurement location i , with i = 1 . . . 16
over the chord of the foil. This evenly weights any observation of pressure on the
surface of the foil to be used to estimate the location of the control points.

Figure 2a shows the wall estimate from the algorithm as the foil moves forward
to three discrete positions in time. The shapes near each line indicate the positions
of the windowed estimated control points for that discrete position in time. One can
see from the figure, that the algorithm is capable of distinguishing that a protrusion
exists at the wall, giving a relative estimate of the size and location of the feature
(i.e. the height of the protrusion is captured well and the width of the protrusion is
somewhat identified), however there are small fluctuations in the spline estimate of
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(a) Standard Estimate

(b) Weighted Estimate

Fig. 2 Standard (top) and weighted (bottom) estimate of wall shape and foil position shown at 3
discrete time steps of the filter, where color denotes each time step and shapes (circles, triangles,
and squares) show control point locations in that time step
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the flat wall regions and large deviations from the true wall shape on the back side
of the feature. The fluctuations in the flat wall region are likely due to insensitivity
of the algorithm to pressure changes for features that are relatively far from the foil.
Bouffanais et al. [3] showed that specific shape features are only sensitive to pressure
in the vicinity of one body length. Additionally, by evenly weighting the influence of
each pressure observation, the estimate of the wall shape can be skewed by pressure
measurements that may have little or no useful information in estimating the feature.

3.2 Weighted Estimation Method

Figure 2b shows the estimate of the wall feature at the same instances in time as
Fig. 2a, however in this case, we slightly alter the algorithm to weight certain pres-
sure measurements differently. Instead of constructing a measurement matrix from
all pressure measurements, we construct the measurement matrix only from each
single measurement location i and make an estimate of the wall shape from the time
histories obtained from that single measurement point. Using each measurement
location separately, we can obtain a separate estimate of the control point locations
from each separate pressure location. The separate estimates of control point loca-
tions are then averaged, using a weighted average, to obtain the estimate for control
point locations. The weights of the average are determined by computing the RMSE
between the pressure measurement and estimation for a given point, then inverting
and normalizing the value to obtain a weight between 0 and 1, where the weights
sum to 1 over the number of pressure measurements used. The advantage of this
method is that pressure measurements that give more information about the feature
on the wall will be given more preference in determining the shape of the wall. One
can see from Fig. 2b, that there is a marked improvement in capturing the true shape
of the feature. The height and width of the feature are now captured well, although
slight fluctuations still exist along the flat wall and a slight dip in the feature exists
near the peak.

3.3 Multiple Shapes

Applying the weighted estimation algorithm to multiple shapes, we can see how the
algorithm performs for more general estimation problems. In this case, two protru-
sions extend from the flat wall, where we vary the distance between the protrusions.
Figure 3 shows the comparison of the estimated shape once the foil has passed the
second shape with the true shape of the wall. While the algorithm is capable of iden-
tifying multiple shapes in a single pass of the foil, some limitations exist. When the
object shapes are close to one another, as in Fig. 3a, the estimation of the individual
features tend to blend together as the resulting wake produces a stagnant region in
between the two features.
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(a) Case 1 - Near shapes (b) Case 2 - Far shapes

Fig. 3 Estimate of wall shape with two features

While the two peaks of the features are inferred by the algorithm and the width
of the two features is reasonably estimated, there is error in the height of the feature
and significant error in distinguishing two separate features. It is important to note
that in this simulation, the forward speed of the foil is not varied, hence if we were
to slow the forward speed of the foil, this might help with more refined detection of
the wall shape. When the features are further apart from one another, the features
are identified much more distinctly, with clear protrusions identified at each feature
location. Estimation of the height and width of the features is reasonable, although
the second feature is estimated to be shorter and wider than the true feature.

3.4 Error Discussion

Error was previously only shown visually, however Table 1 quantifies the quality
of the feature estimation in each of the shown examples based on the RMSE in
the estimate of the peak value (closest point to the foil), the overall RMSE of the

Table 1 Error metrics for the B-spline ukf

Peak RMSE Total RMSE Mean error Max error

Standard
estimation

0.0312 0.0627 0.0047 0.3327

Weighted
estimation

0.0443 0.0263 0.0012 0.1062

Close shapes 0.0780 0.0422 0.0061 0.2450

Far shapes 0.0745 0.0431 0.0107 0.2774

Values are in terms of a root mean square error. Mean and max error are presented as absolute
values. Units are in chord lengths
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Fig. 4 Pressure time
histories corresponding to
three timesteps of the ukf.
Actual and estimated
simulations are shown in the
upper left corner with
vorticity
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total shape, the mean error of the total shape, and the max error in the total shape.
Although the standard unweighted method is slightly better at estimating the peak
value of the feature, the weighted estimation method demonstrates a better overall
estimate of the total shape, reducing the mean overall error and max error. While
visually, estimation of the features for the two shapes that are far from one another
appears to be a better estimate than when the shapes are close together, based on the
quantitative metrics, there is little difference in the quality of the estimates.

While we quantify the error in estimates based on the resulting estimated shape
of the feature, the measurements by which the shape is estimated are only a proxy of
the object shape, since wemeasure pressure. In order to estimate the true shape of the
object, the estimated pressure would need to perfectly match the measured pressure
over time. Figure 4 shows a comparison of the resulting pressure estimates at four
points on the foil compared with the measured pressure from the true object shape,
using the weighted estimation method. The upper left images in each subfigure show
the true feature (top) and the current estimated feature (bottom) corresponding to the
shown pressure time histories. Although the algorithm tends to follow the pressure
in each time history fairly closely, minor deviations from each pressure time history
lead to minor adjustments to the wall shape, such that the exact shape is difficult to
recover. While this method may be useful in identifying the presence of a general
wall feature, utilizing this technique for updating boundary conditions in a digital
twin may require refinements due to propagation of error from minor differences in
estimated boundaries.

4 Conclusion

In conclusion, we present an algorithm for determining general boundary features
in the presence of a foil based on pressure measurements at the surface of the foil.
By representing the wall feature with B-spline control points, estimated using an
unscented Kalman filter, it is possible to estimate the general shape. A weighted
estimation technique is shown to improve the algorithm, where fine features are bet-
ter identified. The algorithm is shown to be capable of handling the identification
of multiple objects as well. Utilizing the method for boundary condition updating
in a CFD digital twin would require further analysis of how boundary errors would
propagate in time. While the estimate of the wall is not an exact model of the true
system, it could provide valuable information to a control system for avoiding col-
lisions or for identifying fine features. This paper only presents a limited sample of
the algorithm applied to a specific identification problem. It is important to note that
the UK F algorithm is sensitive to the statistical coefficients which may need to be
tuned for different estimation problems.
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Analytic Modeling of a Size-Changing
Swimmer

Gabriel D. Weymouth and Francesco Giorgio-Serchi

Abstract Cephalopods use large-scale structural deformation to propel themselves
underwater, changing their internal volume by 20–50%. In thiswork, the hydroelastic
response of a swimmer comprised of a fluid-filled elastic-membrane is studied via
an analytic formulation of two coupled non-linear dynamic equations. This model of
the self-propelled soft-body dynamics incorporates the interplay of the external and
internal added-mass variations. We compare the model against recent experiments
for a body which abruptly reduces its cross-section to eject a single jet of fluid
mass. Using the model we study the impact of size-change excitation on sustained
swimming speeds and efficiency.

Keywords Fluid-structure interaction · Biological flow · Swimming · Modeling

1 Introduction

The maritime sector requires complex tasks to be performed in always more for-
bidding environments and with a constantly increasing degree of autonomy. These
requirements are fostering the incremental improvement of themanoeuvring capabil-
ities of state-of-the-art underwater vehicles [2, 13, 14] either by refining navigation
and positioning systems or by undertaking completely disruptive design processes.
This is the case of biomimetics, where water dwelling organisms are taken as the
source of inspiration for the development of innovative vehicles. Underwater robotics
has extensively employed the swimming biomechanics of fish and other aquatic crea-
tures in order to endow new prototypes with the capability of hovering, short radius
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turning, fast start/slowdown and low-speed manoeuvring [1, 9, 18]. The propulsion
routines of biologically- inspired robots entails, for the most part, cyclic oscillations
of one or more body parts. These commonly drive the onset of momentum-rich vorti-
cal flow structures responsible for generating unsteady hydrodynamical forces which
propel the vehicles. Flapping foil propulsion, for instance, relies on actuators which
mimic the continuous deformation of fins and tails by means of discrete sequences
of rigid links and joints. However, new actuators which more closely resemble the
compliant nature of living tissues are now being developed by exploiting soft struc-
tures [10] which offer the advantage of intrinsic safer physical interaction with the
environment as well as a higher degree of agility [11, 17].

The employment of compliant body parts or entirely soft-bodied vehicles and
actuators not only provides a higher degree of structural resilience and the need for
less-refined control strategies, but it also lends itself to mimic those organisms which
rely extensively on large body-volume variations to propel themselves, such as squids
and octopi. These sea-dwelling creatures sport a repertoire of extremely aggressive
manoeuvres thanks to their pulsed-jetting propulsion which is driven by the inflation
and deflation of a cavity of their body [7]. While the study on pulsed-jet locomotion
has mainly revolved around the contribution to thrust from the vortex generated at
the nozzle exit-plane [8], it is becoming apparent that the role of the external shape
variation represents a prominent factor in this mode of propulsion, [3, 15]. The
analysis performed on submerged bodies subject to abrupt shape-changes confirms
that the forces associated with added-mass variation participate in the generation of
thrust to a large extent, [6, 16]. Thus, the exploitation of added-mass variation as a
potential source of thrust can have a major impact on the design [3] and control [4,
12] of new kinds of underwater vehicles. To this end, in this paper we devise a model
for capturing the coupled fluid-structure-interaction effects of such kind of vehicles.
The purpose of this model is to offer a fast tool for exploring the design space of new
prototypes and shed light over the potential to employ added-mass variation effect
as a source of thrust in aquatic vehicles.

2 Methodology

Weconsider a canonical self-propelled size-changing swimmer consistingof a hollow
ellipsoidal neutrally buoyant elastic shell completely immersed in fluid, Fig. 1. In the
manner of squids and cephalapods, the swimmer propels itself by contracting its
cross section, characterized by the minor semi-axis B, while maintaining the major
semi-axis length L fixed, and ejecting a portion of the internal fluid mass through an
exit nozzle with area Ae. For sustained propulsion, the shell re-inflates with fluid via
an opening at the center of mass to avoid ambiguity, and repeats the process.
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Fig. 1 Flow kinematics inside and outside a self-propelled hollow membrane oscillating around
its equilibrium configuration

2.1 Coupled Swimming Model

The length and time scales of the body are set by the invariant major semi-axis
length L and frequency of pulsation ω. The mass scale is set by the water density ρ.
We describe the dynamics of this system with two-degrees of freedom; the body’s
dimensionless translation velocity u = U/(Lω) and dimensionless minor semi-axis
length b = B/L.

Using a superscript notation to denote the coefficients related to each of the two
modes, the dynamical equations are expressed as

m(u)u̇ + c(u)u = τ (1)

m(b)b̈ + c(b)ḃ + k(b)(b − b0) = ψ (2)

where m, c, k are the dimensionless lumped inertia, damping, and stiffness coeffi-
cients for the translation and deformation, τ is the jet thrust, b0 is the resting semi
minor-axis length and ψ is the deformation excitation. The goal is to determine the
form of these coefficients, making simplifications as appropriate.

2.2 Translation Model

Building on previous work [5, 15] the translation mode can be modeled as

(Ms + Mf )
dU

dT
=

∑
F = −dMf

dT
Uj − d

dT
(MxxU ) − 1

2
CDAf |U |U (3)

whereMs is the (constant) mass of the structure andMf is the (variable) mass of the
internal fluid and

∑
F are the sum of the fluid contributions. The first fluid forcing

term is the thrust due to mass flux out of the jet at speed Uj. The second term is the
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dynamic added-mass force based on the added mass in the translation directionMxx.
The third is a quasi-steady drag force based on the frontal area Af and an empirical
drag coefficient CD for slender ellipsoids.

The kinematics of the system link the changes in vehicle volume V = 4
3πB

2L to
the changes in internal mass and jet velocity.

Ms + Mf = ρL3( 43πb
2),

dMf

dT
= ρL3ω( 83πbḃ) ∝ AeUj (4)

As stated above, we will consider the jet thrust to only be active during deflation.
Similarly, the external added mass is modeled as that of the inscribed spherical body

Mxx = ρL3( 23πb
3),

dMxx

dT
= ρL3ω(2πb2ḃ) (5)

which is within 0.01ρL3 of the analytic added mass of an ellipsoid for all values of
B < 2L. The variational term is critical because as the ellipsoid changes size during
translation, the variation in added-mass produces a force− dMxx

dT U , which significantly
changes the dynamics of the swimmer.

Grouping terms shows that the inertia of the translation mode is the sum of the
hollow body mass, the mass of internal fluid, and the added-mass of the external
flow. Translation damping includes forces from the fluid drag and the added-mass
variation.Applying the dimensional scaling defined above gives the translationmodel
coefficients as

m(u) = 2
3πb

2(2 + b), c(u) = πb2(2ḃ + 1
2CD|u|), τ = α( 83πbḃ)

2 (6)

where α = L2/Ae during deflation and α = 0 during inflation. Note that each term
is coupled to the deformation mode (via b or ḃ), that the drag term is nonlinear (as
expected), and that Ae is the only free design parameter in the translation model.

2.3 Deformation Model

As a first step toward modeling jetting swimmers, only the radial expansion mode
of the membrane deformation is considered. Therefore the membrane remains ellip-
soidal at all times1 and the radius R along the body length is defined as

R = B
√
1 − x2 = Lb

√
1 − x2 (7)

1Note that if the length and exit size are fixed, we can’t maintain a perfect ellipsoidal shape while
shrinking. However, for modest size changes and small exit areas, the error will be small and
confined to the region near the exit plane.
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Fig. 2 Relevant terms in the definition of the internal added-mass

where the body-fixed coordinate runs along X = −L . . . L and x = X /L. The gov-
erning equation for this mode is then

(Is + If )
d2B

dT 2
+ (Cs + Cf )

dB

dT
+ (Ks + Kf )B = KsB0 + � (8)

where Is is the modal inertia of the structure and If is the added inertia of the fluid
due to acceleration of this mode. Similarly, Cs,f and Ks,f are the structural/fluid
damping/restoring coefficients. KsB0 is the resting force needed to achieve a non-
zero resting size B0 and � is the excitation force. The structural coefficients depend
on the design and material of the structure and will not be investigated in detail here.
However, we will link the fluid coefficients to the kinematics of the swimmer, as we
did for the translation model.

First, we investigate the added inertia by determining the fluid kinetic energy
induced by deformation. Since the ellipsoid is streamlined, the confined internal
flow causing the jet can be conceptualized as 1D, Fig. 2. As is well known, confined
flows amplify the kinetic energy for a given motion, and so the internal flow will be
the dominant fluid contribution:

Ef ≈ 1

2
ρ

∫
U 2

i dV = 1

2
ρL

∫ xe

−1

F2(x)

A(x)
dx (9)

where Ui is the internal flow velocity, F is the flux through area A = πR2 =
L2πb2(1 − x) and xe < 1 is the exit location.

Incompressible flow requires that the change of the section area due to shrinking
is equal to the increase in the flux through that section. Therefore the differential
equation for F is

dF

dX
= dA

dT
= 2πL2ωnbḃ(1 − x2) (10)
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And integration gives

F(x)

L3ω
= 2πbḃ

∫ x

−1
(1 − x̃2)dx̃ = 2

3
πbḃ(2 + 3x − x3) (11)

Substituting F and A gives

1

L4ω2

∫ xe

−1

F2

A
dx = 4

9
π ḃ2

∫ xe

−1

(2 + 3x − x3)2

1 − x2
dx

= 4

9
π ḃ2

(
−4x + 2x2 + 5x3

3
− x5

5
− 8 log(x − 1)

)∣∣∣∣
xe

−1

We can simply this formula by using xe ≈ 1 for the nonlinear polynomial parts. The
fluid inertia, defined by Ef = 1

2 If (
dB
dT )2, is therefore

If
ρL3

= 16

9
π

(
2 log

(
2

1 − xe

)
+ xe − 34

15

)
(12)

As an example, if the body is slender with b = 0.2 and xe = 0.8 then If ≈ 17ρL3 ≈
100(Ms + Mf )! It is clear that this term greatly dominates over structural inertia for
a density matched body.

Similarly, the fluid damping term will also be dominated by the internal flow. We
model this loss using a Darcy friction factor. The pressure head loss at the jet exit
and due to wall shear stresses approaching the jet can be written:

	p = 1
2ρCFUj|Uj| (13)

where CF is Darcy’s friction factor

CF = 32

Re

1√
1 − x2e

+ 1

2
(14)

which comprises of the term for head loss along constant radius cylindrical pipes
at Re < 2100 and of an additional coefficient which accounts for viscous effect at
square-edged inlets.

Finally, we consider if there are any fluid restoring forces. There is no fluid restor-
ing force if u = 0 since the fluid is static regardless of the value of b. However, when
the body is in motion the pressure distribution on the external surface depends on the
shape, and therefore b. This scaling argument shows that kf = Kf /(ρL3ω2

n) ∝ −u2b,
therefore its relative importance is quantified by aWeber numberWe = u2b/ks. The
dynamics of the fluid and body are strongly coupled at high We and the structural
model will require more than a single deformation mode. We assume We � 1 for
the slender and stiff elastic body considered in this work.
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Using these approximations, modal deformation coefficients are dominated by
the internal flow and structural stiffness, i.e.

m(b) = If /ρL
3, c(b) = 1

2
CF |ḃ|, k(b) = ks (15)

Note that in this case the deformation equation is decoupled from u and when
the deformation amplitude |b| = max(b) − b0 is small, we have an effectively
linear oscillator with natural frequency ωn = √

ks/m(b) and damping ratio ζ =
2
3π CFω|b|/√m(b)ks.

2.4 Jetting Escape Model Validation

Next our dynamical model is compared to the experimental results of Weymouth,
Subramaniam, and Triantafyllou, Bioinspiration and Biomimetics, 2015. In that
work, an elastic membrane was stretched over a rigid hull, inflated with water, and
allowed to freely translate as it deflated. The body jetted away at high-speed, simi-
lar to the escape maneuver of an octopus. The experimental vehicle has L = 18 cm,
Ae/L2 = 0.05 and b0 = 0.2 and the initial mass was 3.5 times the resting mass
Mf = 3.5M0, and the stiffness ks is set to achieve approximately the same empty-
ing time as the experiment T ≈ 1 s. These model was set to match these values and
CD = 0.05 and CF = 0.25 are chosen from the literature (and did not significantly
impact the results). Finally, the excitation ψ is set to zero and the model Eq. (1) is
integrated numerically.

An important difference between the analytic model described above and the
experiment is that the vehicle’s rigid endo-skeleton causes the ejection period to
abruptly stop 1.0kg limit. Instead, the current model allows the shell to oscillate
around the equilibrium width b0, the point where the fluid content in the shell is
about 1.0kg.

Despite these differences the comparison in Fig. 3 is remarkably good. The model
results replicate the essential acceleration curve, as well as the measured peak veloc-
ity. This model enables us to estimate the role of thrust and added-mass variation
effect in determining the burst of acceleration of the body. In agreement with the
postulated mechanics in Weymouth et al. [16], the contribution from added-mass
variation approaches 25% of the jet force on the vehicle.

3 Pulsed Swimming Results

These results give some confidence in the model to predict swimming performance.
The next step is to use the model to study the impact of the excitationψ to the pulsed
swimming characteristics.
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In this set of tests we maintain the same parameters as in the validation test, but
define the excitation as

ψ = ‖ψ‖ cos(ωt) (16)

where the amplitude ‖ψ‖ is chosen to achieve a characteristic deformation of δb =
b − b0 = 0.025, i.e. ‖ψ‖ = 0.025ks. This amplitude is somewhat arbitrary, but the
corresponding volume change of 50% is similar to the levels found in nature.

Figure4 shows the results as the excitation frequency is varied with respect to the
swimmer’s natural frequency in water. As with the validation case, we’ve initialized

Fig. 3 Comparison of the analytic model of Eq. (1) to to the experimental measurements for the
translation speed ẋ = U/L (left) and the internal mass m ≈ ρ 4

3πL3b2 (right)

Fig. 4 Performance of the size changing swimmer based on the coupled analyticmodel Eq. (1). The
velocity ẋ over time (left) and the quasi-propulsive efficiency η (right) as the excitation frequency
ratio is varied
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the swimmer at 350% of its resting volume and so we see the same initial peak in the
velocity response. However, the long term behavior of the swimmer is determined
by the frequency ratio ω/ωn. When the ratio is greater than one, the amplitude of
deformation and therefore the magnitude of velocity variation decreases. In contrast,
when ω/ωn < 1 the deformation magnitude remains fairly large, but the jet velocity
is reduced, leading to an overall decrease in average swimming velocity down to
u = 2.5 L/s. Excitation at the natural frequency generates the largest deformation as
expected, and maintains a swimming speed of u = 4 L/s.

A similar trend is observed in terms of the efficiency. As the body is freely swim-
ming, the thrust and drag forces are balanced on average making the net force an
inappropriate metric for the efficiency. Instead, the quasi-propulsive efficiency is
used

η = Pin

Ptow
(17)

wherePin = ψ ḃ is the power put into themotion by the excitation force,Ptow = ∑
fu

is the power it would take to tow the body at its resting size through the same velocity
history. Both of these powers are averaged over a steady cycle. The result in Fig. 4
shows that it is far more efficient to swim when exciting at the natural frequency,
with the peak value reaching just above 90% for the chosen model parameters.

4 Conclusions

This study has developed a simplified analytic model for size changing swimmers.
The model uses only two degrees of freedom, translation and radial deformation, but
is found to capture the essentially features of previous experiments, namely:

1. The translation of an impulsive swimmer during an escape maneuver was found
to reach peak velocities above 10 L/s.

2. The translation model accounts for the variation in added mass which produces a
thrust approaching 25.

In addition, the model highlights previously unexplored features related to the defor-
mation, namely:

1. The deformation model accounts for the internal inertia of the fluid, which com-
pletely dominates over the structural inertia and so sets the natural frequency of
the swimmer.

2. The deformationmode was found to be effectively uncoupled from the translation
mode for stiff membranes (ks � u2b). Since the inertia of the flooded systems is
high, large oscillation frequencies would only be possibly with stiff membranes,
making this an important case to consider.

The model was then applied to the case of a swimmer which is excited in its
deformation mode. The results show that the excitation at the natural frequency
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results in a mean swimming speed of 4 L/s and a quasi-propulsive efficiency of
90%. Excitation off of the natural frequency resulted in a rapid drop-off in efficiency
and swimming speed.

Despite these promising results, there are still many issues to improve in this
model. The fundamental weakness is in limiting the structure to a single radial
deformation mode shape. In addition, visco-elastic damping in the structure may
be important, depending on the manner of the swimmer’s design. These elements
and others are part of ongoing work, with the goal of developing a freely swimming
experimental prototype in the near future.
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