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Abstract. Data relationships and the impact of synthetic loss have not
been concerned by previous sample generation methods, which lead to
bias in model training. To address above problem, in this paper, we
propose a relationship-aware hard negative generation (RHNG) method.
First, we build a global minimum spanning tree for all categories to
measure the data distribution, which is used to constrain hard sample
generation. Second, we construct a dynamic weight parameter which
reflects the convergence of the model to guide the synthetic loss to train
the model. Experimental results show that the proposed method outper-
forms the state-of-the-art methods in terms of retrieval and clustering
tasks.
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1 Introduction

Deep metric learning (DML) aims at training a deep learning model to learn
effective metrics, which measure the similarities between data points accurately
and robustly. Deep metric learning has been successfully applied to a variety
of tasks, including recommendation [22,26], image retrieval [1,4], person re-
identification [10,21], and many others.

Many recent deep metric learning approaches are built on similarity or dis-
tance between samples, such as Triplet loss [19], N-pair Loss [15] and Angular
Loss [18], etc. Sampling strategy intends to search for samples that profit training
most to achieve faster convergence and higher performance, such as Semi-hard
Triplet [14] and lifted Structured [11], etc. Recently, sample generation methods
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have been proposed to optimize the network globally by synthetic hard samples.
Duan et al. [2] utilized a generator with adversarial loss to synthesize potential
hard negatives. Zheng et al. [25] proposed a hardness-aware method to synthe-
sized hard samples.

However, shortcomings still remain in those sample generation methods.
First, they randomly sample different categories of samples to form sample pairs
as the basis for synthesizing hard samples, without considering the global geo-
metric distribution of data. Synthetic samples are constrained to be close to
the anchor point and remain in different categories, while the distribution of
these two categories are of great discrepancy. Although such synthetic sample
can generate large gradients for training, it does not conform to the distribution
characteristics. Compare to the standard hard sample, it more like an outlier in
the data than a hard sample. Training with synthetic outlier samples will make
the model learn the wrong features. Second, they did not take the interactions
between the training progress and loss of hard synthetic into account. In the
early stages of training, the model can easily extract informative samples for
training, thus premature training with synthetic samples will prevent the model
from learning the characteristics of original data well.

To address the above problems, we propose the Relationship-Aware Hard
Negative Generation (RHNG) method. One idea in RHNG is that we construct a
continuously updated global minimum spanning tree, which acts as a sampler to
screen suitable sample pairs as the basis for synthetic hard samples. Furthermore,
we design an adaptive dynamic weight to control the effect of synthetic loss on
model training as the training progresses. In this way, the synthetic loss will
continuously participate in training to avoid the early impact on training, which
will further promote model performance.

In general, the main innovations and contributions of this paper can be sum-
marized as follows:

e We utilize graph structure to learn the data relationship, which is used to
maintain the distribution of synthetic samples. As such, synthetic hard neg-
atives are more conducive to promote model training.

e An adaptive dynamic weight is elaborately designed to guide the synthetic
loss on model training, which encourages the model fully to learn the original
samples and improve the performance by synthetic loss.

e Extensive experimental results demonstrate that the proposed method out-
performs the state-of-the-art methods in terms of retrieval and clustering
tasks.

The remainder of this paper is organized as follows. Section 2 provides a brief
overview of the state-of-the-art related works. Section 3 details our proposed
RHNG method. The experimental results and analysis are provided in Sect. 4
and Sect. 5 concludes our work.
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2 Related Work

Metric Learning. Metric learning aims at learning effective metrics to mea-
sure the similarity of the input data. Many existing methods pay more attention
on building a proper loss function to illustrate relation between samples. Con-
trastive loss [5] is proposed to train on pairwise samples, which gives penalty
to negative pairs with distances smaller than a margin. Triplet loss [19] is pro-
posed to construct triplet input samples to ensure the relative distance order
between positives and negatives. Furthermore, more classes are involved in N-
pair Loss [15]. Instead of comparing samples in euclidean space, distance with
angle constraint was measured in Angular Loss [18], which captures additional
local structure. Xu et al. [20] proposed asymmetric loss for deep metric learning.

Hard Sample Mining. Hard sample mining [6,23] plays an essential role in
speeding up convergence and boosting performance of DML model, which con-
tinuously mines hard samples that give more information to promote model
training. Semi-hard mining [14] is proposed to further utilize the relation among
samples by constructing semi-hard triplets within a batch. To take full advantage
of the relative relationship, lifted Structured Loss [11] emphasized incorporating
all negative samples within a batch. Wang et al. [2] focused on applying weights
on samples to reflect their importance on optimization. Ge et al. [3] proposed
Hierarchical Triplet Loss (HTL) that builds a hierarchical tree of all classes.

Hard Negative Generation. Hard negatives usually account for a small part
in the training set. Therefore, synthesis methods are proposed to generate poten-
tial hard negatives, these synthetics contain more information to fully train
the model. Duan et al. [2] utilized a generator with adversarial loss to syn-
thesize potential hard negatives that exploit a large number of easy negatives
on training. Similarly, Zhao et al. [24] proposed an adversarial approach to gen-
erate training examples by an adversarial network, which is used to improve
triplet-based training. Zheng et al. [25] exploited an auto-encoder architecture
to synthesize label-preserving hard samples by exploiting existing samples with
adaptive hardness-aware augment.

3 Relationship-Aware Hard Negative Generation in Deep
Metric Learning

3.1 Overview

Figure 1 shows the overall network architecture of our proposed method, which
is comprised of four key components: encoder, graph-based sampler, genera-
tor and classifier. The solid arrows represent the data flow and the dotted
arrows represent the loss being calculated. The encoder consists of two parts,
one is a typical convolutional neural network and the other are several contin-
uous fully-connected layers. Convolutional network acts a feature extractor to
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Fig. 1. Overview of the proposed RHNG framework.

extract meaningful image representations, and the fully-connected layers act as
the embedding projector following the feature extractor to obtain the embed-
ding. Graph-based sampler is a sample mining process that composes sample
pairs based on a minimum spanning tree. The generator takes the sample pairs
as input to synthesize hard negatives then maps them back to the feature space
which will be exploited for training. However, a generator alone is insufficient to
generate reliable synthetic samples, so we use a classifier with cross entropy loss
to constrain the generator.

We employ the widely used triplet on our proposed method. Let X be the
training data set, X = {x;}&, is the mini-batch set from X and L = {;}V is
the corresponding labels where [; € {1...k}. A triplet <z;, x], x; > is composed
by an anchor point z;, a positive point z; and a negative point x; with its label

lj + li. We denote the feature extractor by F, whose output can be expressed
as Y(y;) = F(X) where y; € RP represents a D-dimensional feature. Similarly,
Z(z) = E(Y) and z; € RM express that the embedding projector E projects the
features into metric space.

3.2 Relationship-Aware Hard Negative Generation

We employ minimum-spanning tree algorithm to construct the connected sub-
graphs of all categories in the training set. Categories with edges connected
means they are close in the metric space and more reasonable to have hard
negatives.

We calculate cluster center for each category to reduce computational com-
plexity. Concretely, we use the encoder to get the encoding for all instances
which are denoted as U = [u!,u?,... u*] where u’ represents all instances in
i-th category. Denote C* = [dg,dy, . ..,d,,] as the cluster center of i-th category
and d,,, is m-th element, we utilize element-wise average for all instances in the
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category to calculate the cluster center. For p-th element of C?, we have:

Ci(dp) = Z z(dp) (1)

zeut

where n; is the number of training samples in the i-th category and z are
instances. Then we calculate a distance matrix for all categories in the train-
ing set. The distance between the i-th and the j-th category is computed as:

m

d(C°,07) = | Y (Ci(dy) — CI(dy))? (2)

p=1

Finally, we follow the work in [12] to calculate minimum spanning tree, which
acts the sampler to form sample pairs according to the edge connection. The time
complexity of the algorithm is O(n?), in our work n is the number of categories
in the dataset. The sampler updates interactively at the certain iterations over
the training.

Inspired by the work in [25], we utilize linear interpolation to obtain the
hardness of the synthetic samples. The generator takes the embedding of mini-
batch X and the sampled triplet sets 7 as input. For samples in X, we perform
no transformation, i.e. 2 = z, while construct hard embedding 2~ by linear
interpolation based on triplets in 7:

d —d* + -
dt <d
=2 4+ AMz—z2T), A=< 47
z z (z—27) {1 At >d

3)
where d* = ||z — 2" |2 and d~ = ||z — 27 |2 denote the distance between positive
pair and negative pair, respectively. The sample embedding obtained by simple
interpolation may not meet the sample characteristics, so we apply a network
g to map the original embedding z and the synthesize 2~ to the feature space
respectively: _ .

Y(yz) = g(zi)7 (Y7 Zl) € {(Y7 zl)? (Y, él)} (4)

where Y is the synthetic hard negative that will be re-input to the encoder to
calculate the synthetic loss, and Y is used to calculate the reconstruction loss.

3.3 Loss Function

The basic objective function loss used to train the encoder is defined as follows:

Lyi(<z,2", 27 >) = [d(z,2") — d(z,2”) + m]; ()
where d(x,2%) = |z — 27||% is the squared Euclidean distance between two
embedding vectors, []; represents the loss function only takes the positive com-

ponent as input and m is the margin. For each batch, we first get its feature
Y and embedding Z through the encoder. We use the feature set Y to train
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the classifier, then use the trained classifier to constrain generator. We train the
classifier by minimizing the following cross-entropy loss:

lj
min Joq = Lee(Y, L) = —log k@@# ©
" > i1 exp(y')

where 3% represents a feature vector of j-th category and 6. is the parameter of
the classifier.

For the purpose of maintaining the semantic characteristics of the synthesized
samples, we formulate the objective function of the generator as follows:

Helin Jgen = Accont (Y7 ?) + ECE—S?I” (?7 L)
’ N A 7
= Y =P+ Y L D) @
er,@}e? gjeY

where 0, is the parameter of the generator, L.ons and Lee_syn are the content
loss and classification loss, respectively.

Finally, we obtain the embedding of synthetic samples Z by 7Z-F (?) Based
on Eq. (5), combining two metric losses calculated from the original and synthetic
samples, the objective function to train the encoder can be formulated as:

min Jmetric = Em,om’ + /Bﬁm,syn
05
N
_ P S Y .o
= ;:1 [d(zi, 2] ) — d(2i, 25 ) +m] (8)

N
BN i =) — d(2i, 7)) + il
i=1

where 6 is the parameter of the encoder, and 3 is a trade-off parameter.

We construct the adaptive dynamic 3 according to the convergence of L, _or;-
In order to eliminate the training fluctuation, we get a smooth convergence curve
by using Exponential Moving Average (EMA) [7] for L, _or::

VUt = YUi-1 + (1 - W)Efn,ori (9)

where v; represents the value in ¢-th iteration and ~ is a constant that set to
0.98, which means v; is calculated from the latest 50 iterations according to the
characteristics of the EMA. Then we use the hyperbolic tangent function to map
the 0 between 0 and 1 as:

B =1—tanh(n-v;) (10)

where 7 is a trade-off hyper-parameter.
The necessity of dynamic ( lies in two aspects. On the one hand, in the
early stages of training, the model can’t measure the distance metric of samples
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well, only using the random triples can generate enough gradients to promote
the model convergence. With the training process, the original samples can not
support the optimization of the model and synthesize hard negatives as com-
plements to the original ones that helps the model to be further optimized. On
the other, we synthesize hard negatives based on the global distribution and
the distance of sample pairs, so synthetic hard negatives in the early stage of
training process may meaningless that easily damage the metric space structure,
resulting the model train in the wrong direction from the beginning.

3.4 Summary of the Proposed Method

The details of the training process of proposed approach are described in Algo-
rithm 1. It is worth noting that even though the methods in [2,24,25] and our
method focus on hard sample generation, moreover, some procedures (such as
the linear interpolation and autoencoder generation architecture, etc.) are the
same as the method in [25]. However, the emphasis is quite different from the
following aspects: First, RHNG takes advantage of the graph structure to obtain
more precise synthetic hard samples for deep metric learning. Second, previous
generation methods lack of considering the impact of synthetic loss on training.
However, our method design adaptive dynamic weight to guide the synthetic loss
on model training.

Algorithm 1. Training process of proposed RHNG

Input: Training set X'; hyper-parameters: 7, update epoch and the margin m;
iteration numbers T'
Output: Parameters of the encoder 0y, the generator §, and the classifier 6.
1: Initialize the graph-based sampler according to Eq. (1) and Eq. (2) by feed-
forwarding X into the encoder
2: for iter =1 to T do
Sample triplet set 7 by the sampler
Generate synthetic hard negatives per Eq. (3) and Eq. (4)
Calculate Leont, Lee_syn and Ly, _syn per Eq. (7) and Eq. (8)
Update 6. by minimising J.;, in Eq. (6)
Update 6, by minimising Jg,, in Eq. (7)
Update 6; by minimising Jyetric in Eq. (8)
9:  Update the minimum spanning tree with current model
10: end for
11: return 6., 8, 0;

4 Experiments

4.1 Experimental Settings

Evaluation Metrics and Dataset. We evaluated the proposed method and
existing methods on both retrieval and clustering tasks.
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Table 1. Experimental results (%) on CUB-200-2011 dataset

Method R@l R@2 R@4 R@8 NMI F1q
Triplet 43.61 55.73 68.93 80.08 55.79 21.54
Semi-hard 45.29 58.25 70.99 80.71 56.37 22.88
N-pair 46.28 59.85 72.21 81.83 58.08 24.48
Lifted 49.72 62.10 74.35 83.86 57.58 26.01
Angular 49.39 61.30 74.48 83.40 58.96 27.58

DAML (Triplet) 37.60 49.30 61.30 74.40 51.30 17.60
HDML (Triplet) 48.51 61.37 74.02 83.65 59.30 26.55
RHNG (Ours) 50.47 63.30 75.10 84.21 59.58 27.34

Table 2. Experimental results (%) on Cars196 dataset

Method R@l R@2 R@4 RQ@8 NMI Fq
Triplet 55.70 68.20 78.68 86.31 53.82 22.60
Semi-hard 57.72 70.47 80.05 87.84 54.94 23.66
N-pair 60.53 73.28 83.42 89.70 56.82 24.14
Lifted 64.84 76.54 85.49 90.00 57.69 25.10
Angular 68.84 80.23 87.35 92.57 61.31 28.80

DAML (Triplet) 60.60 72.50 82.50 89.90 56.50 22.90
HDML (Triplet) 66.65 78.10 86.17 91.82 59.91 26.61
RHNG (Ours) 68.68 79.28 87.45 92.89 61.64 28.74

For retrieval task, we calculated the percentage of retrieved samples with the
same label to the query images in K nearest neighbors as performance metrics,
where K € {1,2,4,8}, marked as RQK. For clustering task, we employed stan-
dard K-means algorithm in test set, which evaluated with normalized mutual
information (NMI) and F; score. NMI counsists of the ratio of mutual informa-
tion divided by the average entropy of clusters and the average entropy of labels.
F; score computes the harmonic mean of precision and recalls on determining
whether sample attribution to a specific cluster.

We conduct the experiment on widely-used CUB-200-2011 [17] dataset and
Cars196 [9] dataset.

e CUB-200-2011 [17] dataset contains 11,788 bird images in 200 bird categories.
We exploited the first 100 categories with 5,684 images as training set and
the rest 5,924 images in 100 categories for testing.

e Cars196 [9] dataset includes 16,185 car images with 196 categories. We used
the first 98 categories with 8,054 images for training and remaining rest 100
categories with 8,131 images for test set.
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Fig. 2. Comparison of using different update epoch in the clustering (right) and
retrieval (left) on Cars196 dataset with n = 0.001.

0.600
0575
0.550

— 0525

Z o500
0475
0.450

0.425

1000 2000 3000 4000 5000 6000 7000 8000 1000 2000 3000 4000 5000 6000 7000 8000
Iteration Iteration

Fig. 3. Comparison of using different values of 7 in the clustering (right) and retrieval
(left) task on Cars196 dataset with update epoch = 10.

Implementation Details. We used GoogLeNet [16] architecture as the feature
extractor to extract 1024 dimensional features, and embedding projector consists
of three full connection layers whose output dimension are 512, 256 and 128
respectively. Meanwhile, we implemented the generator with two fully connected
layers whose output dimension are 512 and 1,024 respectively. The classifier is
also consisted by three fully-connected layers.

We initialized the GoogLeNet with weights pretrained on ImageNet ILSVRC
dataset [13] and all other fully-connected layers with random weights. We set
hyper-parameters n = 1073, update epoch = 10 and the margin m = 1. We
employed the ADAM [8] optimizer with a learning rate of 8¢ — 4 on training,.

4.2 Comparisons with the State-of-Art Methods

We compared our method with some famous deep metric learning approaches,
including the triplet loss [19] and the Semi-hard triplet loss [14], the classi-
cal sample mining method N-pair loss [15], the state-of-the-art lifted structure
[11] and Angular loss [18], the hard negative generation method DAML [2] and
HDML [25]. We followed the settings mentioned in these original papers through
the comparison experiments.

Table1 and Table2 show the result compared to other baseline methods
in two benchmark datasets respectively. We observe our proposed method can
achieve competitive performance in terms of two datasets on retrieval and clus-
tering tasks. The comparison with the state-of-the-art DAML and HDML shows
the effectiveness of our proposed method in sample generation approaches. For
the state-of-the-art Angular loss, we reached a higher performance on the smaller
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CUB-200-2011 dataset, but failed to achieve their performance on the larger
Cars196 with a small margin in some metrics. We analyse that the difference
comes from the size of the training set, as the increase of samples in each class,
we fail to collect sufficient information within a fixed number of samples through
simple sampling.

4.3 Hyper-parameters Sensitivity

There are two hyper-parameters affecting our method, which are the “update
epoch” and trade-off parameter 7, respectively. We discuss the effect of various
parameters for the clustering and retrieval tasks in terms of Cars196 dataset.

Figure2 shows the effect of different update frequencies. Larger “update
epoch” means slower update frequency and “update epoch= /” means that we
only use the initialized minimum spanning tree and no longer update it. The-
oretically, the higher the frequency of updating the minimum spanning tree,
the timelier that data distribution can be reflected in different training periods
of the model. However, the performance of updating every 10 epochs is bet-
ter than updating every 5 epochs. We speculate that it is because the model
needs sufficient training to learn at different periods, replacing hard negatives
too frequently will make the training insufficient.

The impact of n is shown in Fig.3. We can observe that the performance
increases with the increase of 1. The proposed method can achieve the best
performance when n = 0.001, and then the performance gradually decreases. We
speculate that it is because the constructed dynamic parameter 3 can better
reflect the learning state of the model when n = 0.001.

4.4 Validation for Single Modules

Due to the deep network architecture, the performance improvements can be
caused by many factors. To investigate the impact of different factors on the per-
formance of the proposed method, we conduct a series of validation experiments
on the Cars196 dataset. We investigate three RHNG variants: (1) “RHNG-G”
is a RHNG variant without graph-based sampler, that is, randomly selecting
sample pairs to synthesize hard negatives as the previous generation method.
(2) “RHNG-L” is a RHNG variant without linear interpolation, which means
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27 = z7. (3) “RHNG-B” is a RHNG variant without dynamic weight 8 by a
constant 3 = 1.

Figure 4 shows the experimental results of RHNG and its three variants. From
the results, we can see that the full RHNG performs best on all evaluation met-
rics, which indicates that all of the three components in the model contribute to
the final performs. The performance degradation of RHNG-G shows the signif-
icance of the graph-based sampler, which enhances the generalization ability of
the model by maintaining the data distribution. Furthermore, the performance
of RHNG outperforms RHNG-L, which demonstrates that the synthetic samples
without enough hard levels cannot promote further training of the model. At the
same time, the result of RHNG-B also proves that the strategy of using dynamic
parameter to control the weight of synthesis loss is correct.

5 Conclusion

In this paper, we proposed a relationship-aware hard negative generation
(RHNG) method in deep metric learning. We utilize global minimum span-
ning tree to constrain the generation of synthesized hard negatives. Besides,
we construct a dynamic weight parameter to guide the synthetic loss to train
the model, which prevents synthetic loss from misleading model. Experimental
results demonstrate that our RHNG is effective and outperforms some state-of-
art methods. In future work, we will focus on precise relationship constraint and
efficient synthesis strategy to improve our proposed method.
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