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Abstract. With the increasing popularity of location-based social net-
works (LBSNs), users can share their check-in location information more
easily. One of the most active problems in LBSNs is friendship inference
based on their rich check-in data. Previous studies are mainly based on
co-occurrences of two users, however, a large number of user pairs have
no co-occurrence, which weakens the performance of previous proposed
methods. In this paper, we propose a method CIFEF that Combines
the I'mplicit Features and a Explicit Feature for friendship inference.
Specifically, based on whether a user has different trajectory patterns
on weekdays and weekends, we take the embedding technique to learn
implicit weekdays’ trajectory features and weekends’ trajectory features
from their check-in trajectory sequences, respectively, which can work
effectively even for user pairs with no co-occurrence. Moreover, we pro-
pose a new explicit feature to capture the explicit information of user
pairs who have common locations. Extensive experiments on two real-
world LBSNs datasets show that our proposed method CIFEF can out-
perform six state-of-the-art methods.
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1 Introduction

In the past decade, with the rising popularity of smart phones, applications on
location-based social networks (LBSNs) [5] have attracted tens of millions of
users. In LBSNs, users can share their location information (i.e., check-in) when
they find a new place or take part in social activities. Huge volume check-in
data of users are collected from location-based social networking services, which
provides an opportunity for researchers to study various social behaviors.

One interesting question is whether we can infer the social relationship
between two users based on their check-in data in LBSNs. According to social
homophily principle [12], friends tend to visit a certain number of same locations
to participate in some social activities, such as attending the wedding of their
common friends or having dinner together at a restaurant. Inferring the rela-
tionship between two users have been largely adopted in friend recommendation
[7], social influence analysis [18], and targeted marketing [11]. Therefore, given
the check-in data of two users, inferring whether they are friends or strangers
attracts a lot of researches [4,10,15,16,19-22].

However, previous studies have three major shortcomings. Firstly, they mined
some co-occurrence (refer to Definition 2) features of user pairs to address
the friendship prediction problem. In this situation, if friend pairs share co-
occurrences rarely, it will affect the performance of these methods. In Table 1,
we show the ratio of the friend pairs who have at least one co-occurrence on
Gowalla dataset and Brightkite dataset [13], respectively. We can observe that
even if we set the time threshold to 120 min and distance threshold to 200 m
of co-occurrence, only 30.25% and 47.17% of friend pairs have at least one co-
occurrence. Therefore, the performance of the friendship inference method based
on co-occurrence is not satisfactory.

Secondly, in previous studies, He et al. [10] considered the distances between
the two locations where users checked in most frequently on weekdays and week-
ends. However, as shown in Fig. 1, the users generate significantly different tra-
jectory patterns on weekdays and on weekends. Therefore, modelling the users
trajectories on weekday and weekend separately is more reasonable.

Thirdly, previous work used location entropy to measure the popularity of
common place between two users. However, the time interval between two users’
visit should be considered. If two users visit a same place, but there is a long
time interval between their visits, they may not have any relationship.

To address the aforementioned issues, we propose a method that combining
implicit and explicit features (CIFEF) for inferring friendship in LBSNs. Specif-
ically, we first exploit the embedding learning technique to capture each user’s
contextual trajectory information of weekdays and weekends, respectively. In
this way, we can get the implicit vector representation of each user, which does
not rely on the co-occurrences. Besides, we further propose a new explicit feature
by introducing check-in time factor into location entropy, which can mine the
explicit information of user pairs who have visited a common place. In summary,
to our best knowledge, the major contributions of this paper are as follows:
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1. We exploit the embedding technique to learn latent vector representation
of user’s trajectory, which can work effectively even for user pairs with no
co-occurrence. Moreover, because a user has different trajectory patterns on
weekdays and weekends, we learn implicit representation of users weekday’s
trajectory and weekend’s trajectory, respectively.

2. We further propose a new feature named twcle to measure the importance of
each common place of user pairs by introducing the time interval of check-ins
into location entropy.

3. We propose an effective method CIFEF to infer friendship in LBSNs, which
combines implicit features and explicit feature for inferring friendship.

4. We conduct extensive experiments on two real-world datasets to evaluate the
performance of our proposed method and the experiment results show that
our method is superior to six state-of-art methods.

Table 1. The ratio of friend pairs who have at least one co-occurrence under different
time threshold and distance threshold

(Time threshold, Distance threshold) | Gowalla | Brightkite
(10 min, Om) 14.21% | 19.94%
(10 min, 100 m) 16.21% | 22.62%
(10 min, 200 m) 17.60% |24.11%
(30 min, O m) 19.04% | 27.72%
(30 min, 100 m) 21.35% |31.44%
(30 min, 200 m) 23.03% | 33.60%
(60 min, O m) 22.57% | 33.13%
(60min, 100 m) 24.92% | 37.52%
(60 min, 200 m) 26.85% | 40.20%
(120 min, O m) 25.73% | 38.88%
(120 min, 100 m) 28.13% | 44.05%
(120 min, 200 m) 30.25% |47.17%

The rest of the paper is organized as follows. In Sect. 2, we give a brief review
on related work. In Sect. 3, we introduce the preliminaries and the detail of our
method. In Sect. 4, we report our experimental study. In Sect. 5, we discuss the
contribution of the implicit features and explicit feature to our method. We will
also analysis the sensitivity of our method to the parameter embedding size. In
Sect. 6, we conclude our work and discuss the future work.
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Fig. 1. Trajectory patterns at different hours on weekday and weekend

2 Related Work

Inferring social relationships from location-based check-in data has been a hot
research topic in the past few years. The existing studies can be roughly classi-
fied into two categories based on the features they consider: co-occurrence based
approaches and others. The co-occurrence based methods rely on the explicit
co-occurrence [4,10,16,19,21], these methods mainly mine some co-occurrence
based features of user pairs. However, these approaches need to set time thresh-
olds and distance thresholds for co-occurrence. What’s worse, a large number
of user pairs do not have co-occurrences in real life as shown in Table 1. Some
another approaches measure the similarity of user pairs by well-designed loca-
tion features, such as the distance of home[20], the Jaccard similarity of check-in
sequences and the number of common locations, etc. Pham et al. [19] proposed an
entropy-based model, which designed two features: location diversity and weight
frequency. The location diversity measures how diverse the co-occurrences of
a user pair are. The weight frequency uses location entropy to measure how
important the user pair’s co-occurrences. Wang et al. [21] argued that not all
co-occurrences are equally important in predicting user pair’s friendship. They
considered three features, including personal factor, global factor and temporal
factor. The personal factor aims to determine the significance of a co-occurrence
between two users, they think that if two users meet at a place where they fre-
quently visit, then this meeting event is likely to happen by chance. The global
factor is to reward the co-occurrence at private locations and penalize those at
public locations. The temporal factor aims to penalize a co-occurrence if it is
temporally close to other events. Njoo et al. [16] proposed two features stability
and duration in the temporal domain of the co-occurrences, which can reflect
the consistency and the total duration of the co-occurrences between two users.
Cheng et al. [4] proposed a feature called weighted number of co-occurrences,
which were aimed to strengthen the co-occurrence happened at private locations
and while weaken the co-occurrence happened at popular locations. He et al.
[10] designed 12 spatiotemporal features from four aspects to infer friendship.
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In the above mentioned works, the co-occurrence based methods cannot deal
with the situation that the user pairs have no co-occurrence. Besides, They all
ignored the time interval between two users who have visited a same place.
Therefore, we propose a method that combines implicit embedding features and
one explicit feature to address the above issues.

3 The Proposed Method

In this section, we introduce the preliminaries and the details of our method.

3.1 Preliminaries

Definition 1 (Check-in Triplet). When user u checks in location | at time t,
the information can be called a check-in triplet c, =< u,l,t >. Given user u, all
his check-ins form a trajectory sequence Sy, = {< u,ly,t1 >, , < u,lp, tn, >}

Definition 2 (Co-occurrence). A useruy and a user ug have a co-occurrence
if their check-in distance is less than a distance threshold and the time interval
18 less than a time threshold.

3.2 Implicit Features

As shown in Table 1, most friend pairs have no co-occurrences. Besides, hand-
designed features cannot capture some implicit information of user’s check-in.
Therefore, it prompts us to learn the latent information from user’s check-in data.
Word2vec [14] is a very effective method to learn embedding representations in
word sequences, which achieves a great success in recommendation systems [2].
Therefore, we also adopt word2vec to learn the trajectory embedding of each
user. Concretely, we view each check-in location as a “word” and each “sentence”
represents a user trajectory, then using skip-gram [14] to learn a location latent
vector. In skip-gram model, given a user’s check-in trajectory sequence S, and
the window size k, we need to maximize the following objective function:

JS) =23 S (log(PllislL) (1)

[Sul 1;€S, —k<j<k
where I; represents the target location and I;y; denotes the context location.
Then we adopt a softmax function to formulate the probability P(l;;|l;):

’

eap(ly; - 1)
Yerexply, - 1)

P(li1:) (2)

where I’ and I denote output and input vector of location, respectively. |L| is
the number of all locations in the dataset. From Eq.2, we can know its time
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complexity is very high, we apply the negative sampling method [14] to speed
up learning process and the objective function can be redefined as follows:

J(S

H
(log(o (I ;- 1) + > _log(o(~1, - 1)) (3)
h=1

l €Su —k<j<k

where {I,|h = 1...H} are sampled from L, and o(-) is the sigmoid function.
We train the above model using stochastic gradient descent and finally obtain
an M-dimensional embedding vector for each location. Therefore, for the trajec-
tory sequence S, we can get a N x M matrix W, = (wy,,wy,, -+ ,w;, )" and
take the maximum value for each column of the W,,. Finally, we can get the
vector representation of user wu:
Vi = [vk,02,-- o"T (4)

u Yu )y Yu

3.3 Explicit Feature

Location entropy [6] was used to measure the popularity of a location, which
can be defined as follows:
1 1
loc_entropy(l) = — gll gl (5)
ued;

where @, represents all users who have checked in location I, C!, represents the
check-in frequency of the user u at [ and C' is the total number of check-ins that
all users have at place [. If two users meet at a popular location, they may be
strangers because their meeting is more likely to happen by chance.

However, the location entropy ignored the check-in time interval of two users.
For example, there are three users < uy, us, uz >, u1 checked in at location Iy at 3
p-m. on December 5, 2019, us checked in at location {; at 10 a.m. on December
1, 2018 and wug checked in at location [; at 3:30 p.m. on December 5, 2019.
Although < w1, us >, < u1,us > both have one common place, respectively, it is
intuitive that < w1, us > is more likely to be friends than the < uy,us > because
the check in time of < wuy,ug > is closer.

Based on the above consideration, by introducing the time interval of check-
ins into location entropy, we propose a new feature named Time-weight-common-
location-entropy (twcle). it can be defined as follows:

twele(u, v,1) = loc_entropy(l) x erx [t (6)
where t!, is the check-in time of the user u at location [. The parameter p is a
constant coefficient to prevent the result of exponential function from overflow-
ing. In our experiment, we set it to 0.001. Note that the time unit is a day. From
the above formula, we can know that if two users visit a same private location
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at a closer time, their twcle value is lower. For two users u and v, the set of their
common places is L, ,, their twcle value can be computed as follows:

e,

twele(u, v, Ly ) = lniin (loc_entropy(l) x e
€Luw

) (7)

To verify the effectiveness of twcle in differentiate the friend pairs and stranger
pairs, we plot the cumulative distribution function (CDF) of twcle between
friends and strangers. As shown in Fig. 2, the friend pairs and stranger pairs are
easily separable on two dataset, respectively. Specifically, on Gowalla dataset,
more than 80% of friend pairs’ twcle values are less than 3, while only less than
40% of stranger pairs’ twcle values are below 3. On Brightkite dataset, the max-
imum gap is 45%. These indicate the twcle feature is an effective measure to
differentiate the friend pairs and stranger pairs.
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Fig. 2. The CDF of twcle between friend pairs and stranger pairs

3.4 The Detail of Our Method CIFEF

In this subsection, we introduce the details of our friendship inference method
CIFEF. Figure3 shows the overview of CIFEF. Firstly, we divide each user’s
check-in trajectory into weekday trajectory and weekend trajectory, and utilize
word2vec to learn the embedding vector, respectively. Then, we apply element-
wise max operations to the list of weekday location embedding vectors to get
weekday trajectory embedding vector, weekend location does the same opera-
tion. Thirdly, for each user pair, their weekday vector and weekend vector are
sent to the interaction layer for interacting (i.e., element-wise multiplication and
element-wise subtraction). Next, each user pair gets four vectors: weekday_hm,
weekday_sub, weekend_hm and weekend_sub. Together with their weekday vector
and weekend vector, we finally get eight feature vectors. Moreover, we extract
twcle feature according to Eq. 7. Finally, based on the above eight feature vectors
and the twcle feature, we train the friendship inference model.
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Fig. 3. The overview of our proposed method CIFEF

4 Experiment Study

In this section, we show experimental study in detail, including datasets, evalu-
ation strategy and metric, baseline methods and experiment result.

4.1 Dataset

We conduct our experiment on two public real-world datasets: Gowalla dataset
and Brightkite dataset [13], which have been widely used in previous studies.
Table 2 shows the detailed statistics of the two datasets. We first select the active
users who have more than 100 check-ins from two original dataset, getting 54,713
friend pairs and 54,221 friend pairs from two datasets, respectively. Then we
double the dataset size by randomly sample the same number of stranger pairs
in the two processed dataset, respectively. Finally, we conduct our experiment
on processed Gowalla dataset with 109,426 samples and processed Brightkite
dataset with 108,442 samples.

Table 2. Statistics of Datasets

Dataset #Users | #Check-ins | #Friend pairs
Gowalla | 107,092 | 6,442,890 | 950,327
Brightkite | 58,228 | 4,491,143 | 214,078
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4.2 Evaluation Strategy and Metric

To verify the effectiveness of CIFEF, we use AUC score as evaluation metric in
our experiments. Moreover, to confidently evaluate the performance of CIFEF,
we consider four classical machine learning algorithms: Logistic Regression (LR),
K-Nearest Neighbor (KNN), Support Vector Machine (SVM) and Random For-
est (RF) in our experiment. These algorithms are implemented by using Scikit-
learn version 0.22.0 [17], with default value for hyper parameters. Lastly, all the
experiments are done by using 5-fold cross validation.

4.3 Baseline Methods
To show the effectiveness of CIFEF, we consider the following baseline methods.

1. STIF: As introduced in Sect.2. STIF [10] designed 12 features from four
aspects for inferring friendship. This method include some co-occurrence
based features and some spatiotemporal features.

2. PGT: PGT [21] used 6 features by considering the combinations of three
features described in Sect. 2. It relies on the co-occurrences of user pairs.

3. SCI: SCI [16] extracted three features based on the co-occurrences as intro-
duced in Sect. 2. it also relies on the co-occurrences of user pairs.

4. SCI+: SCI+ [15] is an improved version of SCI, which generalizes the tem-
poral model by accommodating all meeting events between users instead of
just considering the last meeting event. Besides, they also use two previous
features: co-occurrences frequency and location popularity.

5. OSFLC: Bayrak et al. [1] aimed to reduce the time cost of friendship infer-
ence by feature selection. The 19 location-based features were collected from
previous friendship inference papers in LBSNs. We use 15 features of them
(there are 4 features we cant use because they rely on location category, which
is not available in the dataset we use.) as a baseline. This method does not
rely the co-occurrences of user pairs.

6. CIFEF_T: This is a baseline we designed, which uses a user’s complete tra-
jectory sequence to train the embedding vector instead of dividing the trajec-
tory into workdays trajectory and weekends trajectory. The other parts are
consistent with CIFEF method.

4.4 Comparison with Baseline Methods

In this Subsection, we report the experiment results of baseline methods and our
method CIEFE. Table 3 shows the AUC scores of CIEFE and the above baseline
methods. We firstly analyze the performance of baseline methods that based on
co-occurrence, i.e., SCI, SCI4+ and PGT. From Table 3, we can see that these
three methods have a relatively poor performance, mainly because there are very
few user pairs who have co-occurrences. Therefore, features extracted by these
methods contain lots of missed value, which weakens their performance.
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Table 3. AUC for different supervised classifiers on the two datasets

Gowalla Brightkite

LR KNN |SVM |RF Average LR KNN |SVM |RF Average
CIFEF 0.861/0.889 0.859/0.939 0.887 |0.834/0.871|0.832 0.903 |0.860
CIFEF_T|0.847 |0.887 |0.849 |0.911 [0.874 |0.823 |0.856 |0.820 |0.876 |0.844
OSFLC 0.804 |0.865 |0.773 [0.914 |0.839 0.752 |0.863 0.746 |0.9110.818
STIF 0.733 10.826 |0.771 |0.873 |0.801 0.715 |0.799 |0.740 |0.876 |0.783
PGT 0.599 [0.599 |0.600 |0.599 |0.599 0.564 |0.581 |0.557 |0.581 |0.571
SCI 0.551 [0.551 |0.551 [0.551 |0.551 0.556 |0.537 0.541 1 0.556 |0.548
SCI+ 0.597 10.596 |0.597 [0.596 0.597 0.576 0.575 |0.576 |0.575 |0.576

Secondly, we discuss the baseline STIF. Table3 shows that on Gowalla
dataset, the average AUC value of STIF has a 33.7%, 45.4%, and 34.2% per-
formance improvement over those of PGT, SCI and SCI+, respectively. On
Brightkite dataset, compared to PGT, SCI and SCI+, STIF improves AUC by
37.1%, 42.9% and 35.9%, respectively. The reason why the performance of STIF
can be so significantly improved is that it not only contains some co-occurrence
based features, but also some other spatiotemporal features, which makes it
possible to work well even without co-occurrence.

Thirdly, we discuss the baseline OSFLC, which does not depend on co-
occurrence. As shown in Table 3, although the performance of OSFLC is worse
than our method CIFEF, it achieves much better performance than the above
four baseline methods. It is worth mentioning that on the Brightkite dataset, for
the random forest classifier, OSFLC method has achieved better performance
than all other methods. However, OSFLC method needs a large number of well-
designed features, which requires strong expertise knowledge.

Nextly, from Table 3, we can observe that CIFEF_T achieves better perfor-
mance compared to SCI, SCI+, PGT, STIF and OSFLC. However, it performs
worse than CIFEF by 1.5% and 1.9% on Gowalla dataset and Brightkite dataset,
respectively. This shows that dividing user’s trajectory into weekdays’ trajectory
and weekends’ trajectory is good for friendship inference in LBSNs.

Finally, except the case of RF classifier on Brightkite, our method CIFEF
outperforms all baseline methods in all cases. Compared to OSFLC method, the
average AUC score of CIFEF has a 5.7% and 5.1% improvement on Gowalla
dataset and Brightkite dataset, respectively. The major reason is that our
method is not only able to capture the explicit information of user pairs who
share common place, but also learns latent multi-grain trajectory information,
which don’t rely on user pair’s co-occurrence. However, on RF classifier, CIFEF
performs slightly worse than OSFLC method by 0.8%. We observe that com-
pared with Gowalla dataset, the performance of all methods on the Brightkite
dataset decreased at different degrees. According to our statistics, on Gowalla
dataset, 12% of users check in more than 50 times with the interval less than



178 C. He et al.

5min, while the number is 25% on Brightkite dataset. Therefore, it means that
there is more noise on Brightkite dataset.

5 Discussion

In this section, we first discuss the contributions of the implicit features and
explicit feature to CIFEF. Then, we analyze the sensitivity of our method to the
parameter embedding size.
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Fig. 4. The contributes of implicit features and explicit feature to CIFEF

5.1 The Contributions of Implicit Features and Explicit Feature

In this Subsection, we study the contributions of implicit features and explicit
feature (i.e., the embedding features and the twcle feature) to CIFEF. Figure4
shows the average AUC score of the aforementioned four classifiers. We can see
that both features are useful to improve the performance of CIFEF. Concretely,
on Gowalla dataset, the contribution of twcle feature is slightly greater than
the embedding features, while the embedding features’ contribution is greater
than twcle feature on Brightkite dataset. Moreover, the average AUC score of
embedding features on two datasets are 0.784 and 0.799, which are all worse than
the average AUC score of OSFLC. However, the AUC score is greatly improved
by adding the twcle feature, which is significantly better than OSFLC.

5.2 Paramter Sensitivity Analysis

We try several values of embedding size: {4,8,10,12,14,16,32,64,128}. From the
Fig.5, we can observe that our method achieves the best performance when
embedding size is set to 8 on Gowalla dataset and 14 on Brightkite dataset. It
seems to be a good balance for two datasets when setting the embedding size
to 32.
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6 Conclusion and Future Work

In this paper, we study the problem of friendship inference based on users’ check-
in data in LBSNs. We adopt the embedding method to learn implicit features
of user’s weekday trajectory and weekend trajectory, respectively, which works
effectively even if user pairs have no co-occurrence. Meanwhile, we propose a
new feature twcle, which measures the importance of user pair’s common place
based on the time interval of check-in and location entropy. We have conducted
extensive experiments on two public real-world datasets, the experiment results
demonstrate the superiority of our method over state-of-the-art baseline meth-
ods. For the future work, we plan to design a more effective end-to-end deep
learning model[3,8,9] for friendship inference in LBSNs.
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