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Preface

The International Conference on Knowledge Science, Engineering and Management
(KSEM) provides a forum for researchers in the broad areas of knowledge science,
knowledge engineering, and knowledge management to exchange ideas and to report
state-of-the-art research results. KSEM 2020 is the 13th in this series, which builds on
the success of 12 previous events in Guilin, China (KSEM 2006); Melbourne, Australia
(KSEM 2007); Vienna, Austria (KSEM 2009); Belfast, UK (KSEM 2010); Irvine,
USA (KSEM 2011); Dalian, China (KSEM 2013); Sibiu, Romania (KSEM 2014);
Chongqing, China (KSEM 2015); Passau, Germany (KSEM 2016); Melbourne,
Australia (KSEM 2017); Changchun, China (KSEM 2018); and Athens, Greece
(KSEM 2019).

The selection process this year was, as always, competitive. We received received
291 submissions, and each submitted paper was reviewed by at least three members
of the Program Committee (PC) (including thorough evaluations by the PC co-chairs).
Following this independent review, there were discussions between reviewers and PC
chairs. A total of 58 papers were selected as full papers (19.9%), and 27 papers as short
papers (9.3%), yielding a combined acceptance rate of 29.2%.

We were honoured to have three prestigious scholars giving keynote speeches at the
conference: Prof. Zhi Jin (Peking University, China), Prof. Fei Wu (Zhejiang
University, China), and Prof. Feifei Li (Alibaba Group, China). The abstracts of Prof.
Jin's and Prof Wu's talks are included in this volume.

We would like to thank everyone who participated in the development of the KSEM
2020 program. In particular, we would give special thanks to the PC for their diligence
and concern for the quality of the program, and also for their detailed feedback to the
authors. The general organization of the conference also relies on the efforts of KSEM
2020 Organizing Committee.

Moreover, we would like to express our gratitude to the KSEM Steering Committee
honorary chair, Prof. Ruqian Lu (Chinese Academy of Sciences, China), the KSEM
Steering Committee chair, Prof. Dimitris Karagiannis (University of Vienna, Austria),
Prof. Chengqi Zhang (University of Technology Sydney, Australia), who provided
insight and support during all the stages of this effort, and the members of the Steering
Committee, who followed the progress of the conference very closely with sharp
comments and helpful suggestions. We also really appreciate the KSEM 2020 general
co-chairs, Prof. Hai Jin (Huazhong University of Science and Technology, China),
Prof. Xuemin Lin (University of New South Wales, Australia), and Prof. Xun Wang
(Zhejiang Gongshang University, China), who were extremely supportive in our efforts
and in the general success of the conference.

We would like to thank the members of all the other committees and, in particular,
those of the Local Organizing Committee, who worked diligently for more than a year
to provide a wonderful experience to the KSEM participants. We are also grateful to
Springer for the publication of this volume, who worked very efficiently and
effectively.



Finally and most importantly, we thank all the authors, who are the primary reason
why KSEM 2020 is so exciting, and why it will be the premier forum for presentation
and discussion of innovative ideas, research results, and experience from around the
world as well as highlight activities in the related areas.

June 2020 Gang Li
Heng Tao Shen

Ye Yuan
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Abstract. Trajectory-ranked reward extrapolation (T-REX) provides
a general framework to infer users’ intentions from sub-optimal demon-
strations. However, it becomes inflexible when encountering multi-agent
scenarios, due to its high complexity caused by rational behaviors, e.g.,
cooperation and communication. In this paper, we propose a novel
Multi-Agent Trajectory-ranked Reward EXtrapolation framework (MA-
TREX), which adopts inverse reinforcement learning to infer demon-
strators’ cooperative intention in the environment with high-dimensional
state-action space. Specifically, to reduce the dependence on demonstra-
tors, the MA-TREX uses self-generated demonstrations to iteratively
extrapolate the reward function. Moreover, a knowledge transfer method
is adopted in the iteration process, by which the self-generated data
required subsequently is only one third of the initial demonstrations.
Experimental results on several multi-agent collaborative tasks demon-
strate that the MA-TREX can effectively surpass the demonstrators and
obtain the same level reward as the ground truth quickly and stably.

Keywords: Mutli-agent system · Inverse reinforcement learning ·
Reward extrapolation · Iterative extrapolation · Knowledge transfer

1 Introduction

Existing multi-agent reinforcement learning can effectively deal with multi-agent
tasks with reasonable reward design [14]. However, in many complex scenarios, it
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is difficult for experts to design reasonable rewards and goals, and agents cannot
learn the behaviors people expect [2,16]. If the agent cannot obtain the reward
signal, inverse reinforcement learning can find a reasonable reward function from
demonstrations, which are provided by the demonstrator [1]. It has been con-
firmed that in a complex multi-agent environment when the agent can obtain
the high-performance expert trajectory, the reward function highly related to
the basic facts can be restored [1]. Unfortunately, various complex tasks cannot
provide high-quality expert demonstrations [18,21], and the problem is more
serious in the multi-agent field.

If a demonstrator is sub-optimal and can inform their intentions, the agent
can use these intents to learn performance beyond the demonstrator [5,20]. But
most of the existing inverse reinforcement learning algorithms cannot do this,
and usually look for reward functions that make the demonstration look close
to the best [8,9,17,22]. Therefore, when the demonstrator is sub-optimal, IRL
will also lead to sub-optimal behavior such as behavior cloning [19]. Imitation
learning method [3] directly imitates behavior without reward inference, which
also has the same disadvantage. Brown proposed an algorithm learned from the
sub-optimal demonstrator [5], but it is only effective for single-agent problems,
and reward inference is limited to the demonstrator. Different from the single
agent, multi-agent problems usually use Nash equilibrium [11] as the optimal
solution, which makes the algorithm more demanding on the demonstrator and
more difficult for reward inference.

In view of this, inspired by the trajectory-ranked reward extrapolation (T-
REX) algorithm [5], we propose a novel multi-agent trajectory-ranked reward
extrapolation (MA-TREX) framework, and give an iterative form of reward
extrapolation using self-generated demonstrations. Specifically, through the
ranked team trajectories, the reward function learns to allocate higher team
rewards for better trajectories based on the global state, and guides the agent
to achieve performance beyond the demonstrator. In order to break through the
demonstrators’ restrictions on reward reasoning, collect new trajectories gen-
erated during the agents’ learning process, and add ranking labels as a new
training set. The new reward function uses the new ranked demonstrations to
reason about higher returns, and is then used to train agents with higher perfor-
mance. In the learning process of the new reward function, a knowledge transfer
method is adopted, which takes only a small amount of demonstrations to com-
plete the learning after inheriting the parameters of the previous round of reward
function. Our contributions can be summarized as following:

– A novel multi-agent trajectory-ranked reward extrapolation (MA-TREX)
framework is proposed. To the best of our knowledge, this is the first frame-
work for MA-IRL, which only uses a few ranked sub-optimal demonstrations
to infer the users’ intentions in multi-agent tasks.

– Learning from the trajectory generated during the agent training process
further reduces the dependence on the demonstrator, and the reward function
learning from generated trajectories can achieve the same level reward as the
ground-truth quickly and stably.
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– By combining the idea of knowledge transfer in the iterative process, the self-
generated trajectories required to learn the reward function subsequently is
only one-third of the initial trajectories, thereby reducing the cost of adding
preference labels to pairwise trajectories.

– The effectiveness of our proposed MA-TREX is validated by using several
simulated particle environments in that simulated particle environments are
representative and most of the cutting-edge MA-IRL algorithms are validated
based on them.

2 Preliminaries

In this section, we introduce Markov game concepts and existing algorithms
involved in the experiment, and give definitions of commonly used symbols.

2.1 Markov Games

Markov games [13] are generalizations of Markov decision processes to the case
of N interacting agents, which can be represented as a tuple (N,S,A, P, η, r). In
a Markov game with N agents, where S represents the global state and {Ai}N

i=1

represents the set of actions taken by agents, P : S × A1 × ... × An is the state
transition probability of the environment. At time t, the agents are in the state st,
chooses the action (a1...aN ), and the probability of the state transitioning to st+1

is P
(
st+1|st, a1, ..., aN

)
. The agent can get a reward through the function ri :

S ×A1 × ...×AN → R. η represents the distribution of the initial environmental
state. We use π without subscript i to represent the agent’s joint policy, ai

represents the action of agent i, and a−i represents the set of actions of all
agents except for i. The goal of each agent i is to maximize their expected
returns Eπ

[∑T
t=1 γtri,t

]
, where γ is the discount factor and ri,t is the reward

obtained by agent i at step t in the future.

2.2 Trajectory-Ranked Reward Extrapolation

Suppose agent cannot obtain the ground-truth reward signal r, but there are
some demonstrations D provided by demonstrator. D is the set of trajectories
{τi}m

i=1, which is obtained by sampling after expert πE interacts in the environ-
ment. Unlike traditional inverse reinforcement learning, when the demonstrator
is sub-optimal, but experts can rank these trajectories without using ground-
truth rewards, the goal of trajectory-ranked reward extrapolation (TREX) is to
infer the users potential intention through the ranked demonstrations. Utilizing
this intention allows agents to learn policies beyond the demonstrator.

More specifically, given a sequence of m ranked trajectories τt for t = 1...m,
where τi ≺ τj if i < j. The goal of TREX is to predict the cumulative return
J (τ) of the trajectory, and classify the pairwise trajectories (τi, τj) in order to
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learn the potential optimization goals of experts. The objective function of the
classifier is defined in the form of cross entropy:

L (θ) = −
∑

τi≺τj

log
exp

∑
s∈τj

rθ (s)

exp
∑

s∈τi
rθ (s) + exp

∑
s∈τj

rθ (s)
(1)

where rθ is the evaluation of the state s by the reward function.

3 Methodology

In this section, we first describe our MA-TREX algorithm, which is a multi-agent
version of TREX. Then, we will introduce the iterative form MA-TREX, which
is an improved version of MA-TREX.

3.1 Multi-agent Trajectory Ranked Reward Extrapolation

Similar to the TREX assumption, we use expert knowledge to rank demonstra-
tions without ground-truth rewards [4,15]. MA-TREX infers the cooperation
intention of the demonstrator based on the ranking. As is shown in Fig. 1, given
T demonstrations, from the worst to the best (τ11, ..., τ1N ) , ..., (τT1, ..., τTN ).
MA-TREX has two main steps: (1) joint reward inference and (2) policy opti-
mization.

Given the ranked demonstrations, the MA-TREX uses a neural network to
predict the team return rθ (S) for the global state S : (s1, s2, ..., sN ), and per-
forms reward inference such that

∑
S∈(τi1,...,τiN ) rθ(S) <

∑
S∈(τj1,...,τjN ) rθ(S),

when (τi1, ..., τiN ) ≺ (τj1, ..., τjN ). The reward function rθ can be trained with
ranked demonstrations using the generalized loss function:

L (θ) = E(τi1,...,τiN ),(τj1,...,τjN )∼π[ξ (P (Jθ(τi1, ..., τiN ) < Jθ(τj1, ..., τjN ))) ,

(τi1, ..., τiN ) ≺ (τj1, ..., τjN )]
(2)

where π represents the joint distribution of the team demonstration, ≺ represents
the preference relationship between the pairwise trajectories, ξ corresponds to
the binary classification loss function, and Jθ is the cumulative return to the
team trajectory τ calculated using the reward function.

Specifically, we use cross entropy as the classification loss function. The cumu-
lative return Jθ is used to calculate the softmax normalized probability distri-
bution P . We can derive the pairwise trajectories classification probability and
loss function:

P (Jθ(τiτ ) < Jθ(τjτ )) ≈
exp

∑
S∈τjτ

rθ(S)

exp
∑

S∈τiτ
rθ(S) + exp

∑
S∈τjτ

rθ(S)
(3)

L(θ) = −
∑

τiτ ≺τjτ

log
exp

∑
S∈τjτ

rθ(S)

exp
∑

S∈τiτ
rθ(S) + exp

∑
S∈τjτ

rθ(S)
(4)
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Fig. 1. The MA-TREX obtains some ranked demonstrations and learns a joint reward
function from these rankings. Through multi-agent reinforcement learning, the learned
joint reward function can be used to train joint strategies better than demonstrator.

where τiτ = (τi1, ..., τiN ). Through the above loss function, a classifier can be
trained, and the classifier calculates which trajectory is better based on the
cumulative return of the team. This form of loss function follows from the clas-
sic Bradley-Terry and Luce-Shephard models of preferences [4,15] and has been
shown to be effective for training neural networks from preferences [6,12]. To
increase the number of training samples, we use data augmentation to obtain
pairwise preferences from partial trajectories, which can reduce the cost of gen-
erating demonstrations. The specific scheme is to randomly select pairwise team
trajectories from demonstrations and extract partial state sets, respectively. By
predicting the return of the state, the cumulative return of the trajectory is
calculated as the logit value in the cross entropy.

Based on the above method, the MA-TREX can obtain the team’s cumulative
return rθ(S) from the demonstrations. We use multi-agent reinforcement learning
to train the joint policy π through rθ(S). The optimization goal of agent i is:

J(πi) = E[
∞∑

t=0

γtrθ(S)|πi, π−i] (5)

where the reward function in the formula is not a ground-truth reward, but the
return value predicted by the neural network for the global state S. Using the
predicted reward function, agents with better performance than experts can be
obtained.
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3.2 MA-TREX Iterative Optimization

In multi-agent tasks, our algorithm can extrapolate rewards from sub-optimal
demonstrator and train agents with better performance. As with the initial
assumption, we can collect the trajectory during the training process and add a
preference label to generate a new training set, and then use the above method
to train a new reward function.

Fig. 2. An iterative form MA-TREX. After the first round of reward function learn-
ing, the new demonstrations generated during each multi-agent reinforcement learning
process is combined with the fine tune method to train a new reward function.

The iterative training process is shown in Fig. 2. Unlike the initial iteration,
the training uses demonstrations that are not provided by human experts, but
are generated independently by the model. Humans only need to provide ranking
labels for new demonstrations. In addition, although the demonstrations used in
each iteration are different, the tasks are the same, so we combined the idea of
knowledge transfer in meta-learning. Similar to the application of fine-tune tech-
nology in image classification, the problem of pairwise trajectories classification
can be viewed as two steps: the first step is to extract the features of the global
state, and the second step is to evaluate the features. Intuitively, the second step
should be re-learned, so that in subsequent iterations, the new reward function
inherits the first half of the previous reward function network. The advantage
of using parameter inheritance is that subsequent training of the new reward
function only needs to generate one-third of the initial demonstrations, and the
reward can be extrapolated again.

For the new demonstrations, we still use cross entropy as the loss function,
and calculate the softmax normalized probability distribution p by predicting
the cumulative return of the new trajectory. We can derive the classification
probability and loss function in iterative form:

P (Jθk
(τk−1

iτ ) < Jθk
(τk−1

jτ k)) ≈
exp

∑
S∈τk−1

jτ
rθk

(S)

exp
∑

S∈τk−1
iτ

rθk
(S) + exp

∑
S∈τk−1

jτ
rθk

(S)
(6)
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L(θk) = −
∑

τk−1
iτ k≺τk−1

jτ

log
exp

∑
S∈τk−1

jτ
rθk

(S)

exp
∑

S∈τk−1
iτ

rθk
(S) + exp

∑
S∈τk−1

jτ
rθk

(S)
(7)

where the demonstration for the k-th network is generated by the training policy
at the k-1th iteration. When k = 1, the formula is the same as the MA-TREX
without iteration.

Each iteration of the MA-TREX can obtain a new reward function rθk
(S).

Combining multi-agent reinforcement learning, we fuse the reward function
learned in multiple iterations to train new joint policy πk. The iterative multi-
agent reinforcement learning objective function is:

J(πk,i) = E[
∞∑

t=0

k∑

j=1

γtwjrθj
(S)|πk,i, πk,−i] (8)

where wj represents the weight of the reward function rθj
in the fusion reward

function, k represents the k − th iteration. In the experiment, specify that the
latest round of reward function has a weight of 0.5, because the demonstrations
used in the new round of iterative training is usually better. We summarize the
MA-TREX iterative training process in Algorithm 1.

4 Experiments

In this section, we evaluate our MA-TREX algorithm on a series of simulated par-
ticle environments. Specifically, consider the following scenarios: 1) Cooperative
navigation, three agents need to reach three target points by cooperating with
each other while maintaining no collision; 2) Cooperative communication, two
agents, a speaker and a listener, navigate to the target location by cooperating
with each other; 3) Cooperative reference, similar to cooperative communication,
but each agent acts as both speaker and listener.

4.1 Experiment Demonstrations

To generate expert trajectories, we use ground-truth rewards and the standard
multi-agent deep deterministic policy gradient (MADDPG) algorithm to train
sub-optimal demonstrator models. In order to investigate the reward extrapola-
tion ability of the MA-TREX under different performance demonstrations, three
demonstrator models with different performances were trained for different tasks.
Specifically, for each task, we train 500 steps, 1000 steps, and 1500 steps, and
collect 1500 pairwise trajectories, respectively. In iterative optimization, new
policies are trained using predicted rewards, and 500 pairwise trajectories are
collected from the training process.
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Algorithm 1: MA-TREX Iterative Optimization Algorithm.
Input: Expert policy π1 = πE ;Ranked sub-optimal Expert trajectories

Dπ1 =
{
τ1

j

}
; Markov game as a black box with parameters

(N, S, A, P, η); Maximum number of iterations K; The set of joint
policies

{
πk

}K

k=1
; The set of reward functions {rθk}K

k=1

Output: The set of reward functions {rθk}K
k=2; The last joint policy πK

1 Initialize Joint policies
{
πk

}K

k=1
; Reward functions {rθk}K

k=1.
2 for k = 2, ..., K do
3 Inherit the first half network of θk−1 to θk.
4 Add preference labels to new trajectories

{
τk−1

j

}
.

5 Sample pairwise trajectories with preference labels:
6 (τk−1

i1 , τk−1
i2 , ..., τk−1

iN ) ≺ (τk−1
j1 , τk−1

j2 , ..., τk−1
jN ) ∼ Dπk−1

7 Update θk to optimization objective function in EP. 7:

8 L(θk) = − ∑
τk−1

iτ k≺τk−1
jτ

log
exp

∑

S∈τ
k−1
jτ

rθk
(S)

exp
∑

S∈τ
k−1
iτ

rθk
(S)+exp

∑

S∈τ
k−1
jτ

rθk
(S)

9 for i = 1, 2, ..., N do
10 Update πk,i with fusion reward to increase the objective in EP. 8:
11 J(πk,i) = E[

∑∞
t=0

∑k
j=1 γtwjrθj (S)|πk,i, πk,−i]

12 end

13 end

14 Return {rθk}K
k=1; πK .

4.2 Experiment Setup

We use 1500 random pairwise trajectories with preference labels based on trajec-
tory ranking instead of ground-truth rewards to train the first reward network.
In the iterative training phase of the new reward function, the fine tune tech-
nology is used to inherit the first half of the parameters of the previous reward
network, and only 500 new random trajectories are used for training.

In order to evaluate the quality of predicted rewards, the policy is trained
through the multi-agent deep deterministic policy gradient (MADDPG) algo-
rithm to maximize the reward function. For the iterative training process, with
the latest reward accounting for half of the fusion reward standard, the learning
rate is fixed at 0.01 and the batch size is fixed at 100, to ensure that the non-
reward function external factors have minimal impact on performance. After
training is completed, the ground-truth reward signal is utilized to evaluate the
performance of the joint policy.

4.3 Result and Analysis

We compared against two multi-agent inverse reinforcement learning (MA-IRL)
algorithms that have achieved remarkable results in the task: multi-agent gener-
ative adversarial imitation learning (MA-GAIL) [21] and multi-agent adversarial
inverse reinforcement learning (MA-AIRL) [18]. MA-GAIL and MA-AIRL are
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Fig. 3. Performance comparison of the sub-optimal expert trajectory in three stages
of two collaborative tasks. Performance is obtained by calculating the average value of
ground-truth rewards for 500 tasks.

the multi-agent versions of the famous algorithms generative adversarial imita-
tion learning [10] and adversarial inverse reinforcement learning [7], which very
representative in multi-agent inverse reinforcement learning.

Fig. 4. Performance comparison of the MA-TREX performing multiple iteration train-
ing in three collaborative tasks. For all phase tasks, our MA-TREX algorithm basically
achieves very high performance within 3 iterations of learning.

Without using iterative optimization, we tested the learning ability of the
sub-optimal demonstrator in three different stages. As is shown in Fig. 3, in the
second stage of Cooperative navigation and the first and second stages of Coop-
erative navigation, the performance of the strategy learned by the MA-TREX
is significantly better than that of the demonstrator. Since the demonstrator
is close to optimal in the third stage, there is no significant improvement in
performance. In the first stage of Cooperative navigation, provided trajectories
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are so poor that all algorithms are not effective, but our algorithm still has
obvious advantages. MA-GAIL and MA-AIRL usually cannot achieve signifi-
cantly higher performance than demonstrators, because they are just imitating
demonstrations rather than inferring the intent of demonstrations. Experimental
results show that in a multi-agent environment, the MA-TREX can effectively
use preference information to surpass the performance of demonstrator.

Fig. 5. The extrapolation rewards plot of the MA-TREX under three iterations in 3
collaborative tasks. The blue, green, and yellow points correspond to the trajectories of
the first to third extrapolations, respectively. Solid line corresponds to the performance
range of the trajectory. The x axis is ground-truth returns, and the y-axis is predicted
return. (Color figure online)

To verify that the reward function has the ability to learn using self-generated
demonstrations, we compared the performance of the MA-TREX after multiple
iterations of learning. In addition, in order to prove the rationality of the reward
function combined with knowledge transfer, the new iteration only generates
one-third of the initial demonstrations. As is shown in Fig. 4, in the first stage
of Cooperative navigation and Cooperative reference, although the performance
of the MA-TREX after the first reward extrapolation has improved, it is still
far from the level of ground-truth reward. From the above experimental results,
conclusions can be drawn as follows: 1) the ability to infer rewards is limited by
the demonstrator; 2) the MA-TREX achieves high performance in all stages after
iterative training through self-generated demonstrations; 3) the MA-TREX can
effectively inherit the knowledge it has learned through iterative training and is
no longer limited to the initial demonstrator.

In order to investigate the ability of the MA-TREX to extrapolate the trajec-
tory of experts, we compared the ground-truth returns and predicted returns of
the trajectory from the demonstration generated in the iteration. Figure 5 shows
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the demonstrations generated by the MA-TREX at different iterations. It can be
seen from the figure that with the iterative learning of the reward function, the
positive correlation between the predicted reward and the ground truth reward
gradually increases, which corresponds to the previous performance comparison
experiment. For example, in Fig. 5 (b), the reward function after the second iter-
ation (green dots) has a significant improvement in the positive correlation with
the ground-truth reward compared to the first iteration (blue dots). It is consis-
tent with the phenomenon of greatly improving performance occurring in Fig. 4
(a). In summary, the experimental results show that the reward function is learn-
ing in a more reasonable direction, and the performance gradually approaches
the ground-truth reward level with iteration.

5 Conclusion

In this paper, we present a novel reward learning framework, MA-TREX, which
uses sub-optimal ranked demonstrations to extrapolate agent intentions in multi-
agent tasks. After combining the reward function with multi-agent deep rein-
forcement learning, it achieves better performance than the demonstrator, and
it is also superior to the MA-AIRL and MA-GAIL methods. Furthermore, com-
bining the knowledge transfer idea and using the model’s self-generated demon-
strations, the iterative optimization form of the MA-TREX is realized. And the
reward function can reach the same level as the ground truth within three iter-
ations by using self-generated demonstrations. In the future, one direction is to
complete subsequent iterative learning without adding new labels.
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Abstract. The training of the classification network has tough require-
ments of data distribution. The more the training data did not consistent
with the distribution of the real target function, the higher error rate the
network will produce. In the context of incremental learning, the data
distribution of the subsequent training tasks may not consistent with
the data distribution of the previous tasks. To handle this problem, lots
of learning methods were introduced, most of these methods are compli-
cated and heavy computing. In this paper, a novel method which is faster
and simpler is proposed to uniform subsequent training data. Artificial
training samples are produced from random inputs in current trained
network. In subsequent task, these artificial samples were mixed with
new real data as training data. The experiments with proper parameters
show that new features from new real data can be learned as well as the
old features are not forgot catastrophically.

Keywords: Incremental learning · Sample distribution fitting ·
Classification network

1 Introduction

1.1 Relevant Background

Incremental learning is a type of learning mode in which the system can inces-
santly obtain new knowledge from persistent training samples. In some cases,
since the training data cannot be obtained in the same time or stored completely,
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the training process may be spilt into many batches, each batch is called as a
task. Transfer learning [16] is often used to establish the transformation from
different tasks in multi-task incremental learning. If the knowledge that task A
and task B going to learn are similar, the model of task A can be used while
training task B, we can also use a part or all of the parameters in the network of
task A to initialize the training network of task B. The transfer info can be the
sample data of the original training set [2], the parameters of the model, or the
features that the network extracted [18]. In this way, we can build a process of
learning tasks from A to B and the process of learning task B to C, and so on.
Although transfer learning can handle some problems in multi-task incremental
learning, there are still some problems left. One problem is we can only obtain
the trained network model and network weights instead of training data of task
A when training task B. If the data of task A and task B do not have the same
distribution, the ability of solving task A will gradually decline in the process of
training task B. This sharp decline in the performance of previous learning tasks
when new knowledge was added is called “catastrophic forgetting” [3], which is
exactly the key issue that incremental learning needs to handle.

1.2 Related Work

The main idea of incremental learning is retaining the relevant information of
previous tasks while training new tasks. Since convolutional neural network do
not have a good interpretability [20], it has been found that incremental learning
becomes difficult after convolutional networks begin to be applied to machine
learning. In order to deal with this problem, the concept of knowledge distil-
lation is first proposed in [5], which information of the old network model is
transmitted to the new network through the redefined softmax function, in this
way the new network is updated without catastrophic forgetting. Exploiting the
relevant ideas of knowledge distillation, the LwF (Learning without Forgetting)
method was proposed in [7]. LwF works better on both new tasks and old tasks
comparing with Feature Extraction and Finetune-FC. It only needs information
from the new tasks, that is more flexible than Joint Training method. The new
loss function of the update network is defined in [7], which is the sum of the
distillation loss value from the old model and the loss value of the new model.
Using this new loss function, [14] and [15] have applied incremental learning in
the field of target detection and semantic segmentation. The knowledge from
early learning can still be forgotten using the LwF method after multiple tasks
of learning. In order to improve performance, the iCaRL (Incremental classifier
and Representation Learning) [12] method is proposed, which uses a part of
representative data feature of the old task along with the data of the new task.
iCaRL needs the data of the old task, which may consume an extra amount of
storage. It’s obviously that a network’s parameters consume less storage than
a big training data set. Based on this idea, [13] used the GAN model to train
an experience playback of the old tasks’ data while training the new tasks. This
method will train a GAN [4] network which generate data to simulate old tasks
data. For a classification network, we can also train a CGAN network [9,19].



An Incremental Learning Network Model Based on RFD 17

GAN is hard to train and the data that generate by GAN is very likely to be
quite different distribution with the real data. In the other way, comparing the
weight difference or gradient difference between tasks in the process of learning
can also achieve good performance. By comparing the weight difference, an Elas-
tic Weight Consolidation (EWC) method is proposed in [6], which defines the
importance of each weight in the network affects the training results by Fisher
matrix [10], which guides the network to update the unimportant weights of the
network while training and minimally affecting the previous results. The methods
of comparing gradient difference such as GEM (Gradient Episodic Memory) [8]
and its improved version A-GEM [1] constrain the gradient update direction of
the new tasks. This can avoid catastrophic forgetting caused by too much critical
deviation from the old tasks’ gradient.

2 Random Sample Fitting Distribution Model (RFD)

2.1 Network Structure

Our classification network contains convolutional and fully connected layers,
which is modified from LeNet [17] includes five layers which are input layer,
convolutional layer, activation layer, pooling layer, and fully connected layer.
This structure is inspired by an incremental learning model which uses GAN
network to assist the incremental [13]. In the referred model, the tasks are train-
ing both on the classification network and on the GAN network in same time.
After training, the generator of the GAN network can generate samples with
the same distribution as the training set, and the classification network can also
classify the samples well. The subsequent tasks use samples generated by the
GAN network and real samples to train a new classification network. The train-
ing time of the GAN network is very long and its discriminator network does
not outperform our model. We try to erase the GAN network and prove that the
GAN network is unnecessary for preventing forgetting. Our incremental learn-
ing network consists of two parts, the Frozen network and the Update network.
Frozen network is not changing during a training task while Update network is
training. In the start of next task, the new Frozen network is copied from Update
network. While training in a new task, the supervise data are mixing from new
real data and outputs of the Frozen network generated by random inputs. These
data are flow into the Update network together for typical gradient descent. This
proposed network architecture is shown in Fig. 1.

2.2 Formula Derivation

Adding noise to training samples is a way of data augmentation [11], so can all
samples be able to represent network information? From the Frozen Network,
lots of supervised samples can be generated that reflect the parameters of previ-
ous Update Network. It’s not easy to ensure the distribution of random input is
consistent with previous training data. But our goal is rather preventing forget-
ting than keeping consistency. So, input distribution is uniform and proportions
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Fig. 1. A depiction of Random sample Fitting Distribution incremental learning net-
work (RFD). Red color represents the training data composing by the new task data
(green color) and the random sample data (blue color) generate by Frozen Network
(grey color). These data finally flow into the Update Network (yellow color). (Color
figure online)

of each category are same as previous training data. We hope to some extent
that the random samples and their classification-generated by the old network
can prevent forgetting effectively. Assuming that the previous training data is
represented by Dold, the new training data is represented by Dnew and the ran-
domly generated data is represented by Drandom. There are |Dold| number of
data in the previous training data set, |Dnew| in the new training data, and
|Drandom| in the randomly generated data. Let n be the number of categories in
all training data. The vector Pold = (p1, p2, p3, p4, · · · pn) is used to represent the
data classification of each category in the previous training data. A component
pa in |Pold| represents the probability distribution of the old training data set
on a category. It can be calculated that there are a total of pa · |Dold| previous
training data on a category. Similarly, the vector Pnew = (p′

1, p
′
2, p

′
3, p

′
4, · · · p′

n)
is used to represent the data classification of each category of the new data.
Prandom = (p′′

1 , p′′
2 , p′′

3 , p′′
4 , · · · p′′

n) represents the data classification of each cate-
gory in generated data. The randomly generated data is generated by the Frozen
network, which represents the data distribution of the previous training model,
so we suppose Prandom = (p′′

1 , p′′
2 , p′′

3 , p′′
4 , · · · p′′

n) = (p1, p2, p3, p4, · · · pn). The dis-
tribution of the exact training data set in next tasks as follows.

P
′
new =

p1 · |Dold| + p1 · |Drandom| + p′
1 · |Dnew|

|Dold| + |Drandom| + |Dnew| +
p2 · |Dold| + p2 · |Drandom| + p′

2 · |Dnew|
|Dold| + |Drandom| + |Dnew|

+ · · · + pn · |Dold| + pn · |Drandom| + p′
n · |Dnew|

|Dold| + |Drandom| + |Dnew|
(1)
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When the number of training data |Dnew| � |Drandom|, P ′
new = Pold, which

will not lead to catastrophic forgetting, but the network will never learn new
information. If the number of new training data is |Dnew| � |Drandom|, P ′

new �=
Pold, the network is prone to forgetting. Let |Dnew| = φ|Drandom|, set φ to
a larger number, and the network can be updated at a slower speed without
catastrophic forgetting. In this way, the total Loss function Ltotal of the network
can be defined as follows.

Ltotal = Lnew + φLrandom (2)

The function Ltotal is derived from the distribution formula (see formula 1).
When the network is updated, the loss value consists of two parts. The loss
value generated by the random sample is recorded as Lrandom, and the loss value
generated by the post-training data is recorded as Lnew. The Frozen network
has the frozen loss value of 0 does not participate in the update of the gradient.
It can also be concluded from the above-mentioned distribution definition (see
formula 2) that changes in φ will affect the update speed of the network. In
neural networks, the direction of network updating is generated by the gradient
of data. We can change the loss function formula (see formula 2) to a gradient
formula (see formula 3) for a single update of the network. The total gradient
Gtotal consists of gradient Gnew from new data and gradient Grandom of random
generated data.

Gtotal = Gnew + φGrandom (3)

In more extensive application scenarios, we can apply our model to different
distribution data which have the same gradients. Keeping the random generated
data to have the same gradient as the old data will have the same influence to
network, which is the original intention of our model design.

3 Experiments

The verification experimental data in this paper are the MNIST handwritten
dataset, which contains a training set and a test set. There are 60,000 samples
in the training set and 10,000 samples in the validation set. Each sample is a
28 × 28 single-channel picture sequence and corresponding label.

3.1 Comparison with Non-incremental Learning Method

Failure Caused by Inconsistent Distribution of Training Data. When
two tasks in incremental learning have obeyed different distributions, the training
of the second task will affect the knowledge already learned in the first task. To
verify this opinion, 800 samples in the data set are selected for the first task.
These samples are uniformly distributed, and the probability of occurrence of
0–9 labels is 1/10. The process of training on LeNet is shown in Fig. 2. After
40 rounds of training, the accuracy of the MNIST test set reached 93%. As
the number of trainings increases, the accuracy of the training set and val set
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gradually rises to 98% and 92%, and the loss value gradually reduced to 0.06 and
0.03, which is an acceptable value. There are another 800 samples with different
distribution selected for second task. Among these samples, only the data labeled
0–4 appeared, and the probability of each type is 1/5. The data labeled 5–9 are
not included, the probability is 0. Under this situation, the difference distribution
will result in catastrophic forgetting. The training process for the second task is
shown in Fig. 3. After 40 rounds of training, the training accuracy in the train
set reached nearly 99%, and the loss value in the train set also dropped to a
very low level. But after 17 epochs of training the accuracy of val set gradually
decreases, and the loss value is not getting smaller, which indicates that the
network training has been overfitted. Notice that the test set still contains 5
categories that were not included in training data for second task. After 40
epochs, the model has an accuracy of 50.77% on the test set of MINST. The
model has forgotten lots of knowledge obtained from the first training when
learning new knowledge. The remaining knowledge of the model is only the data
labeled 0–4, and the data labeled 5–9 is forgotten, so the total accuracy is close
to 50%.

Fig. 2. The process of training in first task.

Fig. 3. Failure due to inconsistent distribution of training data, the training accuracy
and training loss perform good during the second stage training, but the test loss and
accuracy break up which means a catastrophic forgetting has happened.
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Jitter Caused by Small Training Step. In some situation, the network can
only get a small number of samples once, and the samples cannot be stored.
In order to show this process, a network similar to the previous experiment
(see Sect. 3.1) is trained, There are 10000 samples which are split into 100
tasks equally, and the epoch size for each task is 10. The total epochs size is
10000(100 × 10). This experiment is different with mini-batch method whose
batch size is 10. The mini-batch method only performs one gradient descent,
while 10 gradient descents are performed for the same 10 samples in this exper-
iment. The training process is shown in Fig. 4. Because the whole training data
have same distribution with test data, the accuracy increases when training data
accumulate. But there are lots of jitters caused by multi-times training with a
small part of training data which pull down final accuracy. In incremental learn-
ing, the training data were input like stream data which not available in next
task. It’s necessary to train multi times for new knowledge. There is contradiction
between multi-times training and jitters avoiding. Some improvement should be
introduced to handle this problem. The jitters which are representation of partly
forgetting is harmful and should be eliminated as much as possible.

Fig. 4. Jitters caused by small training step. The jitter occurred not only on the train-
ing set but also on test set.

3.2 RFD Method

Suppressing Catastrophic Forgetting. First, the experiments show the inhi-
bition of our method between two tasks which have different distributions, like
the first situation of Sect. 3.1. Task 1 uses 800 10-label data to train to an accu-
racy of 93%, then Task 2 uses 800 5-label data for incremental learning. The
results on the test set of MNIST are shown in Fig. 5. A significant difference can
be seen after using our method in the training process of Task 2. In Task 2, the
accuracy of a typical back propagation algorithm on the test set drops rapidly
to less than 10% and the loss quickly increases. Exploiting our method, the
accuracy only drops to 83%, and the speed of network forgetting is significantly
slowed down.
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Fig. 5. Inhibition of forgetting by using model, the accuracy value drops slowly when
using our model and the loss value rise only a little.

Continuous Learning with RFD. We have shown a harmful jitter in the
second experiment of Sect. 3.1 which is mainly caused by partial forgetting. As
a comparison, we made another experiment with same training dataset as the
second experiment in Sect. 3.1. The results are shown in Fig. 6. Compared with
Fig. 4, Fig. 6 has smoother lines, which is consistent with our expectation. RFD
method can also suppress partial forgetting caused by too small step size in
continuous learning.

Fig. 6. Suppressing Jitter in Continuous learning. There are 100 data in a single task
with 10 epochs for each task is performed. The φ in RFD method is set to 60.

3.3 Network Feature Verification

We want to make a comparison with non-incremental models with low learning
rates to prove some characteristics of our model. Let the current network weights
be W and the updated network weights is W ′, the learning rate is α, and the
gradient is G, then the formula for a single gradient descent can be written
as W ′ = W + αG. Our Loss function is composed of two parts, Lrandom and
Lnew. At each gradient descent, Gradients come from both new task samples and
random samples. Let the gradient provided by the new task samples be Gnew

and the gradient provided by the random samples be Grandom. The gradient G
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is a function of loss, it can be written as a function G = f(loss). The formula
for the single gradient descent of our model can be written as formula 4).

W ′ = W + α · (φGrandom + Gnew) = W + α · f(φLrandom + Lnew) (4)

It can be guessed that if the random sample does not provide useful knowl-
edge information, the gradient brought by the random samples is also ran-
dom. The total gradient of all random samples should be close to 0, that is,
Grandom ≈ 0. At this time, the loss of the model is only related to Lnew. In
this way, the learning rate of the model is equivalent to the original α/(φ + 1),
which is equivalent to a model with a low learning rate. We simultaneously train
non-incremental models with various learning rates. A comparison of 100 data in
a single task with 10 epochs for each task is performed. This comparison results
are shown in Fig. 7. The loss curve and the accuracy curve of the non-incremental
model have severely jittered, and this phenomenon is as same as the previous
experiments that the small training step size causes jitters (see Fig. 4). And our
model has both a fast descent rate and a good accuracy rate. The knowledge of
the previous task is indeed contained in the artificial samples. In the definition of
the Loss method (see formula 2), the φ coefficient is a very important parameter.
According to the previous discussion, it can be known that when the φ is large,
the network tends not to update, and when the φ is small, the network tends to
forget the past knowledge, so the proper φ value has become a key issue. We com-
pare the various values of φ respectively. The comparison results are as follows
(see Fig. 8). In order to measure the degree of this forgetting, we use a smooth
filtered curve to fit the points on the current polyline. The distance between
this smooth curve and the accuracy polyline is the degree of forgetting during
training. Manhattan Distance (L1) is selected to measure the distance between
the two curves (red and blue). The bigger the distance between the two curves
are, the greater the curve jitter is and the more forgetting is. The distances are
shown in Table 1. L1 tends to become smaller when φ value increases, that is,

Fig. 7. Comparison with low learning rate training, we select learning rate of 0.01,
0.001, 0.0005, 0.0001 and a special value 0.000016. The learning rate α of our RFD
model is 0.01, and the ratio of sample numbers φ is 60:1. If random samples do not
provide useful knowledge information, the equivalent learning rate is α/(φ + 1) =
0.000016 (Color figure online)
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Fig. 8. Test set accuracy under various values of φ. This time we choose 60 data in a
single task, so after 100 tasks of training all MNIST training data were trained. The
blue line represents the accuracy changes when new tasks were added and the red line
fitting the blue line. (Color figure online)

the degree of forgetting of the network is becoming smaller, which is consistent
with our expectation. When φ is large enough, the training cost of the network
becomes high because the training data increases. If the training effect does not
improve significantly, we should not continue to increase the value of φ. This
value is approximately 60 in previous experiments.

Table 1. L1 results under various values of φ. These values are calculated from Fig. 8.

φ φ = 0 φ = 1 φ = 10 φ = 20 φ = 30 φ = 40 φ = 50 φ = 60 φ = 80

L1 1.098 1.0554 1.004 0.9041 0.917 0.9142 0.8164 0.7455 0.7321

3.4 Comparison with Other Networks

Experiments are run on a laptop with an Intel i7-6700HQ CPU, a NVIDIA
960M GPU, and 16GB memory. LwF method, GAN-based incremental learning
method, and EWC method are tested for comparison. To ensure that these
methods are comparable, same data and related proportions are provided. The
core of the LwF method is loss distillation. The loss value of the method is
expressed as L = Lnew+σLdistillation. Using the same proportionality coefficient
σ = φ, RFD and LWF can be compared. The incremental training model based
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on GAN consists of fake data and new task data. It can be considered that the
gradient is composed of new data and fake data. The proportion of new data and
fake data is as same as our model. The loss function of the EWC method refers
to the weights of the previous task and is defined as L′(θ) = L(θ)+λ(Wi −W0).
Similarly, the proportionality coefficient λ and φ can ensure the comparability
of the model. The test accuracy of the four models are comparable, and the
accuracy on the test set of the incremental model on the MNIST is also very
close. But the time costs are very different. The comparison results are shown in
Table 2. The training time of the GAN method consists of a classification network
and a GAN network. It is very time-consuming, so the total time is longest. The
EWC method needs to repeatedly calculate the fisher matrix, which will become
a large time overhead when the amount of data is large. Our method is faster
in total time because it is easier to generate data than LwF (Fig. 9).

Fig. 9. Comparison results, typical three increasement learning methods and our
method (RFD).

Table 2. Comparison of training time and accuracy.

Method Total time Model train time Accuracy

LWF 186.93 s 79.64 s 97.59%

GAN 3886.02 s 93.71 s+ 3434.74 s 97.19%

EWC 1674.700 1647.96 95.65%

Ours (RFD) 169.77 s 79.74 s 97.66%

4 Conclusion

In this paper, We propose an incremental learning network model based on a
random sample fitting distribution. This method mainly simplifies the generator
of a GAN-based incremental learning model. It consists of two parts: The Frozen
network responsible for generating random samples and the New network used
for training. In the experiments, our new model has the same accuracy as the
traditional method while learning faster.
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Abstract. Nowadays, the Artificial Immune Recognition Systems
(AIRS) are considered as powerful supervised learning approaches
inspired by the natural immunological elements. They achieved a big suc-
cess in the area of machine learning. Nevertheless, the majority of AIRS
versions does not take into account the effect of uncertainty related to
the classification process. Managing uncertainty is undoubtedly among
the fundamental challenges in real-world classification problems. That is
why, in this research work, a novel AIRS approach is proposed under
the belief function theory where the number of training antigens repre-
sented by each memory cell is considered as the derived weight used in
the classification process. Furthermore, a parameter optimization strat-
egy is proposed under uncertainty to find out optimal or near-optimal
parameter values through the minimization of a given error function.
The performance of the new weighted evidential method with parameter
optimization is shown based on a comparative evaluation with the other
traditional AIRS versions.

Keywords: Machine learning · Artificial Immune Recognition
Systems · Uncertain reasoning · Belief function theory · Parameter
optimization

1 Introduction

During the last decade, the field of Artificial Immune Systems (AIS) [2]
has become among the important branches of the computational intelligence.
Inspired by the incorporation of natural immunological metaphors such as
affinity maturation, clonal selection, and memory cell retention, these systems
have shown impressive and intriguing performance in tackling complicated com-
puter engineering problems. Artificial Immune Recognition Systems (AIRS) [1]
are among the most powerful supervised classification techniques. They have
achieved a considerable success on various machine learning issues by reach-
ing good and competitive classification results. Yet, several approaches of AIRS
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have been conceived, such as AIRS2 [14] and AIRS3 [15]. While these versions
have been proposed to solve decision-making problems under a certain envi-
ronment, they suffer from some inefficiency while working in an uncertain con-
text. To overcome this limitation, which has attracted a great interest of many
researchers, new AIRS approaches have been proposed based on uncertainty
theories, like the possibility [10] and the fuzzy set theories [6–9]. Otherwise, the
belief function theory (BFT) [3,4], also called evidence theory, is considered as
a robust and rich environment for handling uncertainty and dealing with the
total ignorance. Its success owes much to its flexibility and its ability to aggre-
gate different sources of information. Recently, an extension of AIRS2 has been
suggested under such theory named Evidential AIRS2 (EAIRS2) [11]. Within
such method, all memory cells have been treated with equal importance during
the classification process. However, it is obvious that training antigens should be
weighted differently so as to further improve the classification performance. For
this purpose, a new weighted AIRS approach under the uncertain framework of
the belief function, called WE-AIRS, has been proposed in [16] where the weight
output of AIRS3 assigned during the learning phase has been considered. These
evidential classification approaches are considered as efficient methods handling
imperfection within AIRS. Nevertheless, their effectiveness is influenced by the
values of their corresponding parameters. In fact, the challenge of tuning the
parameters integrated in the classification process was ignored. That is why, our
aim in this paper is to improve the classification performance of both EAIRS2
and Weighted Evidential AIRS3 by determining the optimal or near-optimal
values of the assigned parameters. Actually, optimization is considered among
the fundamental problems of analysis scientific and engineering design. In our
approach, the parameter optimization procedure is carried out by minimizing
the error rate of the classification. More specifically, we opt for one of the most
popular optimization strategies, which is the gradient descent, under the belief
function theory.

The rest of the paper is divided as follows: Sect. 2 recalls the main concepts
of the belief function theory. The related work of Artificial Immune Recogni-
tion System is presented in Sect. 3. Our approach, named Optimized Evidential
Weighted AIRS, is presented in Sect. 4. Then, the experimental results are pre-
sented in Sect. 5. In the end, Sect. 6 concludes this paper.

2 Belief Function Theory

Using the belief function framework [3–5], we represent a given problem by a
finite set of events named the frame of discernment, that we denote by Θ. It
includes the hypotheses related to the problem [5] and it is defined as follows:

Θ = {θ1, θ2, · · · , θn} (1)

The potentially values that can be taken by each subset of Θ is referred to as
the power set of Θ, 2Θ, where 2Θ = {A : A ⊆ Θ}.
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A basic belief assignment (bba) can be defined as the belief related to the
different elements of Θ [4] such that:

m : 2Θ → [0, 1] and
∑

A⊆Θ

m(A) = 1 (2)

Each mass m(A), called a basic belief mass (bbm), measures the amount of
belief allocated to an event A of Θ.

Considering two bba’s m1 and m2 corresponding to reliable and independent
information sources, the evidence can be combined using Dempster’s combina-
tion rule which is defined as follows:

(m1 ⊕ m2)(A) = k.
∑

B,C⊆Θ:B∩C=A

m1(B) · m2(C) (3)

where (m1 ⊕ m2)(∅) = 0 and k−1 = 1 −
∑

B,C⊆Θ:B∩C=∅

m1(B) · m2(C)

For the decision making process, beliefs can be transformed into pignistic prob-
abilities as following:

BetP (A) =
∑

B⊆Θ

|A ∩ B|
|B|

m(B)
(1 − m(∅))

for all A ∈ Θ (4)

3 The Artificial Immune Recognition System

The Artificial Immune Recognition Systems, referred to as AIRS, are considered
as powerful supervised learning approaches inspired by the natural immunologi-
cal elements [1]. Given a training set T , each instance corresponds to an antigen
having a similar representation as an antibody. AIRS2 [14] and AIRS3 [15] have
been proposed as two improved versions of AIRS. The classification procedure
of AIRS2 can be outlined as following: First, a pre-processing stage is performed
where all numerical features of T are normalized and the distances between all
the antigens in the system are computed. The memory cell pool (MC pool)
and the Artificial Recognition Balls pool (ARB pool) are then initialized. A
computation of the affinity measure is performed for each antigen in the MC
pool belonging to the same class as the training set. Based on this similarity,
we pick up the cell having the best match memory cell, denoted by mc match.
After the selection of mc match, this memory cell is employed to produce a set
of mutated clones which are integrated into the ARB pool. Finally, the antigen
representing the highest similarity will be considered as the candidate memory
cell (mc candidate). The next step corresponds to the introduction of memory
cells where the memory cell pool is revised. Subsequently, the obtained MC pool
is employed in the decision making process. To do so, the k-nearest neighbors
classifier is applied and the class of the test antigen is assigned using the major-
ity vote of the k-nearest neighbors. Further, AIRS3 has been proposed in [15],
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where the main goal is to integrate a new component in order to hold the number
of represented antigens for each cell in the MC pool, denoted by numRepAg.
The obtained values of numRepAg are maintained in the training stage for the
classification task. In such approach, the value of k turns into numRepAg rather
than the whole neighbors. In such way, the total of numRepAg corresponding to
the selected cells would be equivalent to k. Then, the total of numRepAg of all
the chosen antigens with the same label is derived leading to the classification
of the test antigen.

On the other hand, managing uncertainty is an important challenge when
dealing with AIRS. For instance, an AIRS approach based on Fuzzy-KNN has
been introduced in [9]. Otherwise, authors in [10] have proposed a possibilistic
AIRS, where they represented the training set via possibilistic values. Lately,
an evidential AIRS approach called EAIRS2 has been developed in [11]. In
such approach, the authors considered the k-nearest cells as different informa-
tion sources contributing in the classification. Despite its good performance, all
memory cells in the EAIRS2 are treated equally throughout the decision making
which may alter the classification results. That is why, authors in [16] proposed
a weighted evidential AIRS (WE-AIRS) considering the weight of each resulting
memory cell in the MC pool. Nevertheless, the effectiveness of both EAIRS2 and
WE-AIRS3 is influenced by the values of their corresponding parameters. Obvi-
ously, determining the optimal or near-optimal values of the assigned parameters
would rather improve the classification performance. Thus, tuning the parame-
ters involved in the classification process should not be ignored.

In that regard, the aim of this paper is not only to handle uncertainty in
AIRS but also to propose a weighted evidential AIRS method with parameter
optimization.

4 Optimized Weighted Evidential AIRS

The main goal of the proposed approach, that we denote by Optimized WE-
AIRS, is to enhance the accuracy of the classification results. Given a new anti-
gen to be classified, each obtained memory cell in the MC pool is assigned a
weight related to numRepAg. This weight is computed during the first phase
corresponding to the learning-reduction procedure. Once the numRepAg cor-
responding to each memory cell is derived, it will be used in the creation of
the R-MC pool leading to the cells selection. Based on the obtained R-MC
pool, an evidential optimization process is performed using the gradient descent
technique aiming to find the parameter values minimizing a given cost func-
tion. Finally, the evidential classification and the decision making process are
then performed using the evidential k-nearest neighbors [12,13] weighted by the
extracted numRepAg. The process of our Optimized Weighted Evidential AIRS
is described in Fig. 1.

In the following, we detail the five steps of our Optimized WE-AIRS namely,
(1) the learning-reduction procedure, (2) the creation of the R-MC pool, (3)
the evidential optimization process, (4) the evidential classification and (5) the
decision making.
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Fig. 1. The Optimized Weighted Evidential AIRS process

4.1 The Learning-Reduction Procedure

In order to enhance the classification results of AIRS, we introduce during this
phase a new component named numRepAg. Such weight is assigned by pre-
serving the number of original training cells represented by each antigen in the
final MC Pool [15]. The result of the learning-reduction process, is a new MC
pool where all the antigens are weighted by their corresponding numRepAg. In
the next phase, the derived numRepAg of each memory cell will be considered
during the selection process.

4.2 Creation of the R-MC Pool

Let us define Θ = {c1, c2, . . . , cp} which contains a finite set of p classes. This
phase takes as input the set of antigens in the MC pool matched with their
respective weights (numRepAg) computed during the previous step. We tend
here to select the best stimulated antigens by computing the similarity of the
test cell and the other antigens in the memory cell pool. In our approach, we do
not pick up the k-nearest neighbors like the other traditional AIRS algorithms,
but we rather select the s nearest cells where s is the sum of numRepAg of all
samples. In the end of this phase, we obtain the R-MC pool which corresponds
to the final reduced memory cell pool. The obtained R-MC pool contains the
most stimulated cells to the unlabeled antigen getting:

∑
numRepAg = k. The

R-MC pool includes the s selected memory cells as well as their correspond-
ing classes ci such that: R-MC = {(mc(1), c1), · · · , (mc(s), cs)}. It will be further
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employed in the evidential optimization process as well as the evidential classi-
fication procedure.

4.3 Evidential Optimization Process

In traditional evidential AIRS methods, the classification process depends on
two variables namely, α and γ = (γ1, . . . , γq), where q ∈ {1, . . . , p}. However, the
authors left open the question of the choice of these two parameters. Actually,
the value of α has been fixed to 0.95 which gives the best classification accu-
racy [12,13]. When it comes to γp, one suggestion was to compute the inverse
of the average distance between the antigens having the same class cq. Even if
such heuristic may yield acceptable outcomes, the efficiency of the decision mak-
ing process can be enhanced if a given optimization is performed. One of the
commonly used optimization strategies in machine learning and deep learning
algorithms is the Gradient descent, which we adopt in our proposed approach.
The optimization process takes as input the R-MC pool with labeled memory
cells where each cell is associated with the class and the number of represented
antigens (numRepAg). It provides as an output the optimal parameter γ. The
Evidential optimization process can be divided into three fundamental steps,
namely (1) Computation of the bba, (2) Computation of the cost function and
(3) Minimization of the cost function.

1. Computation of the bba
Let mc(l) be a memory cell of the established R-MC pool belonging to class
cq and its class membership is encoded as a vector t(l) = (t(l)1 , ..., t

(l)
p ) of p

binary indicator variables t
(l)
j presented by t

(l)
1 = 1 if j = q and t

(l)
1 = 0

otherwise. We recall that the R-MC pool is the reduced pool containing the
most stimulated antigens of mc(l) belonging to class cq and s is the number
of the selected cells. Inspired by [13], we generate a bba m(l) presenting the
evidence related to the class of m(l) using the following equations:

m(l)({cq}) =
1
N

⎛

⎜⎝1 −
∏

i∈I
(l)
s,q

(1 − αφq(ωd(l,i)))

⎞

⎟⎠
∏

r �=q

∏

i∈I
(l)
s,r

(1 − αφq(ωd(l,i)))

∀ q ∈ {1..p}
(5)

m(l)(Θ) =
1
N

p∏

r=1

∏

i∈I
(l)
s,r

(1 − αφq(ωd(l,i)) (6)

where I
(l)
s,q denotes the set of the indexes of the neighbors of mc(l) selected in

the R-MC pool having class cq, I
(l)
s,r is the set of the indexes of the neighbors

of mc(l) in the R-MC pool having class cr, ωd(l,i) is the weighted euclidean
distance between mc(l) and mc(i) where ω corresponds to the inverse of
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numRepAg(i) related to mc(i), N is a normalizing factor [12] and φq(ωd(l,i))
is defined as:

φq(ωd(l,i)) = e(−γqωd(l,i)2) (7)

2. Computation of the cost function
In this step, the pignistic probability function (BetP ) is computed in order
to get an output vector containing a pignistic probability distribution from
the generated bba m(l). This distribution BetP (l) associated to m(l) is defined
as: BetP (l) = (BetP (l)({c1}), . . . , BetP (l)({cp}).
Ideally, the vector BetP (l) should be close as possible to vector t(l) in order
to have a short distance between the predicted class and the expected class.
This closeness will be our cost function which is defined by the squared error
computed as following:

E(mc(l)) =
∑

p
q=1(BetP (l)

q − t(l)q )2 (8)

The Mean Squared Error (MSE) in the R-MC pool is finally equal to:

E =
1
s

∑
s
l=1E(mc(l)) (9)

E denotes the average value, over all possible memory cells, of the squared
difference between the output and the actual class. It is considered as a cost
function used in order to adjust the parameter vector γ and obtain better
classification accuracy. The optimization process corresponds to the deriva-
tion of the mathematical equation for the gradient of E(mc(l)) related to γ.
Such iterative derivation allows then the determination of γq through a gra-
dient search procedure.

3. Minimization of the cost function
To minimize the cost function, we used the gradient descent over the param-
eter γ. In fact, the gradient descent is an iterative algorithm which uses the
derivative of E(mc(l))) with respect to each parameter γq such as:

∂E(mc(l))
∂γq

=
∑

i∈I
(l)
s,q

∂E(mc(l))
∂φq(ωd(l,i))

∂φq(ωd(l,i))
∂γq

(10)

with
∂E(mc(l))
∂φq(ωd(l,i))

=
∑

p
r=1

∂E(mc(l))

∂BetP
(l)
r

∂BetP
(l)
r

∂φq(ωd(l,i))

=
∑

p
r=12(BetP (l)

r − t(l)r )
[
∂m(l)({cr})
∂φq(ωd(l,i))

+
1
p

∂m(l)(Θ)
∂φq(ωd(l,i))

] (11)

and
∂φq(ωd(l,i))

∂γq
= −ωd(l,i)2φq(ωd(l,i)) (12)

The optimal value of parameter γ after the tuning is the one provided with
the minimum cost function.
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4.4 Evidential Classification Process

This step is devoted to the classification process under the belief function the-
ory. It is divided into two principal parts: (1) Evidence representation and (2)
Evidence combination, which will be detailed below.

1. Evidence representation
Classical approaches in this phase induce k basic belief assignments (bba’s)
for the selected nearest neighbors. However, in some situations where the k
value is high, this protocol seems to be complicated and may decrease the
efficiency of the decision making. In our work, we intent to resolve such issue
by inducing just the basic belief assignments of the resulting antigens in the
reduced memory cell pool. Therefore, the obtained memory cells will be taken
as sources of evidence. Based on these pieces of evidences, the assignment of
the right class will be processed. We first initialize α to the value 0.95. Then,
unlike the classical AIRS methods [11], we do not use the traditional γp as
the reciprocal of the average distance between two antigens having the same
class cq but we employ the optimal value obtained during the optimization
process that we denote by γ∗

p . Consequently, the generation of bba’s from the
picked cells in R-MC pool is achieved as follow:

m(.|mc(i)) =

{
m({cp}|mc(i)) = α e−(γ∗

p ·(ωd(l,i))2)

m(Θ|mc(i)) = 1 − (α e−(γ∗
p ·(ωd(l,i))2))

(13)

2. Evidence combination
The final stage of the evidential classification process is the fusion of the
obtained weighted bba’s produced for each memory cell in the R-MC pool.
This combination is reached through the Dempster rule of combination
(Eq. 3).

4.5 Decision Making

Once all the previous steps are accomplished, we move to the next stage which is
the decision making. In this phase, we have to assign to the unlabeled antigen the
adequate class. Therefore, we use the pignistic probability (BetP ) and according
to the resulting BetP values, we assign to the test pattern the class getting the
highest value.

5 Experimentation

In order to emphasize the efficiency of our approach, that we denoted by Opti-
mized WE-AIRS, an experimental study has been carried out based on four real
world data sets collected from the UCI machine learning repository [17]. A com-
parison of our approach with the standard versions of AIRS has also been inves-
tigated. The compared methods are respectively, AIRS2, AIRS3, Fuzzy AIRS2,
Evidential AIRS2 (EAIRS2) and Weighted Evidential AIRS (WE-AIRS).
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5.1 Framework

In our experiments, we draw on four real data sets which are described in Table 1.
We note that InstancesNb corresponds to the antigens number. The attributes
number is denoted by AttributesNb while ClassNb is the number of classes.

Table 1. Description of the data sets

Databases InstancesNb AttributesNb ClassNb

Cryotherapy (C) 90 6 2

Wine (W) 178 13 3

Fertility (F) 100 9 2

Somerville Happiness Survey (SHS) 143 6 2

During our several experiments, the parameter values have been set as follows:
Clonal rate (Cr) = 10, Mutation rate (Mr) = 0.4, HyperClonal rate (Hr) = 2,
Number of resources (Nr) = 200, Stimulation threshold (St) = 0.3, Affinity
threshold scalar (Ats) = 0.2. Furthermore, different values of k have been used
such as: k = {3, 5, 7, 8, 9, 10}. All experiments have been performed using MAT-
LAB R2018a.

5.2 Evaluation Metric

During our tests, the evaluation of our approach was based on the Percent Cor-
rectly Classified denoted by: PCC. This evaluation metric allows us to measure
the classification efficiency. It is based on the following equation:

PCC =
Number of correctly classified instances

Total number of classified instances
(14)

In addition, the Cross-Validation (CV) has been performed in order to measure
the performance of our approach. Particularly, we used the 10-fold CV where
the average of the accuracies related to the 10 repetitions has been computed.

5.3 Experimental Results

To confirm the achievement of our proposed approach above the other traditional
versions of AIRS which are AIRS2, AIRS3, Fuzzy AIRS2, EAIRS2 and WE-
AIRS, we did the comparison relying on the Percent Correctly Classified criterion
of the diverse values of k. Figure 2 below illustrates the obtained results of these
tests. For instance, for the Wine database having k = 5, the PCC attains 90.04%
with our approach Optimized WE-AIRS, whereas, it is equal to 60.67% for
AIRS2, 86.47% for AIRS3, 76.00% for Fuzzy AIRS2, 65.00% with EAIRS2 and
87.64% with WE-AIRS.
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Fig. 2. PCC of used databases for various values of k

In the following table, the mean PCC obtained using the different values of
k is reported for each database.

Overall, the experimental results reported in Table 2 prove that our approach
beats the traditional AIRS releases for all the given data sets. In fact, we notice
that Optimized WE-AIRS reaches the highest classification efficiency with a
value of PCC equal to 89.21% for the data set W compared to 61.72% for AIRS2,
85.4% for AIRS3, 76.18% for Fuzzy AIRS2, 64.55% for EAIRS2 and 86.94 % for
WE-AIRS. The obtained results emphasize the high efficiency of our approach
against the classical AIRS methods.
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Table 2. The mean PCC (%)

Data sets AIRS2 AIRS3 Fuzzy AIRS2 EAIRS2 WE-AIRS Optimized WE-AIRS

C 68.02 75.78 75.82 74.04 76.11 76.82

W 61.72 85.40 76.18 64.55 86.94 89.21

F 82.79 84.07 85.53 84.79 86.22 88.58

SHS 59.35 60.51 58.75 59.10 61.17 62.35

6 Conclusion

In this paper, we employed the evidential gradient descent as a powerful opti-
mization algorithm combined with the AIRS approach to enhance the classifi-
cation accuracy under an uncertain environment. The conjunction of the belief
theory with the optimization process as described in our paper, has led to a
more effective classification AIRS method. This efficiency was proved through
the different experimental results comparing our method with the standard AIRS
approaches.
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Abstract. Teacher-student reinforcement learning is a popular app-
roach that aims to accelerate the learning of new agents with advice
from trained agents. In these methods, budgets are introduces to limit
the amount of advice to prevent over-advising. However, existing budget-
based methods tend to use up budgets in the early training stage to help
students learn initial policies fast. As a result, initial policies are some
kind solidified, which is not beneficial for improving policy generaliza-
tion. In this paper, to overcome advising intensively in the early training
stage, we enable advising in the entire training stage in a decreasing
way. Specifically, we integrate advice into reward signals and propose an
advice-based extra reward method, and integrate advice into exploration
strategies and propose an advice-based modified epsilon method. Exper-
imental results show that the proposed methods can effectively improve
the policy performance on general tasks, without loss of learning speed.

Keywords: Reinforcement learning · Agent training · Advising
strategy · Policy generalization

1 Introduction

Multi-agent reinforcement learning (MARL) [3] has been widely used in dynamic
learning problems in multi-agent systems (MAS) and has gained considerable
success in real time strategy games, e.g. DOTA2 [10]. In the application of
MARL, new agents should be deployed to extend system capability or to replace
failed agents. In these situations, the system ability to resume is determined by
how fast newly entering agents can learn their policies. Thus, researches on how
to speed up the learning of newly entering agents are vital challenges in MAS.

Teacher-student reinforcement learning [14] was proposed to meet the above
challenges. In these methods, an experienced “teacher” agent helps accelerate
the “student” agents learning by providing advice on which action to take next.
[1]. Besides, helping students learn policies with strong generalization [11] should
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also be considered, otherwise, students can copy teacher policies immediately.
Therefore, budgets are introduced to constrain the amount of advice [12,13].
However, existing budget-based methods tend to use up budgets in the early
training stage, which means advising imposes an intensive impact to students’
exploration in the early training stage. This leads to that students learn rela-
tively solid initial policies fast, which, however, are not beneficial for learning
policies with strong generalization. Similar inspiration can be found in pedagogy:
if students follow the guidance too much in the early learning stage, they may
lack the motivation for change and innovation in the future [2].

The main idea of this paper highlights that advising should be enabled in
the entire training stage in a decreasing way, so that advice can provide students
continuous reference to learn better policies. Based on this idea, we investigate
the framework of reinforcement learning and find that reward signals and explo-
ration strategies are two functional units that take effect in the entire training
stage. Thus, we propose the advice-based extra reward (ER) method where we
extend reward signals by providing a student with an extra reward if he selects an
action that is similar to advice. And propose the advice-based modified epsilon
(ME) method where we modify exploration strategies by asking for advice with
a descending probability when a student decides to explore the environment.

We test the two proposed methods on the coordinated multi-agent object
transportation problem (CMOTP) [3] and a variation of the CMOTP, that is,
the r-CMOTP. Comparisons conducted with state-of-the-art advising strategies
show that the two proposed methods can improve policy performance on general
tasks effectively, without loss of learning speed.

The remainder of this paper is organized as follows. Section 2 presents the
necessary background and related works. Section 3 introduces the advice-based
ER and ME method. Section 4 compares the proposed methods with state-of-
the-art methods on the CMOTP and r-CMOTP. Section 5 concludes the paper.

2 Background and Related Work

2.1 Motivated Scenario

As over advising hinders student learning [13], existing advising methods are
generally designed with budgets [8,13] to limit the amount of advice. We apply
existing budget-based methods to the CMOTP [3] (detailed in Sect. 4.1). For
convenience, a CMOTP task refers to two agents allocated to certain specific
positions aiming to transport goods to a home area. Different tasks are marked
by different initial positions of the two agents.

Figure 1 shows the results when initial positions of the two agents are fixed in
the training and testing. Figure 1(a) indicates that budgets are used in the early
training stage, as students can finish a training episode quickly in the early stage
and slowly in middle and late stages, while Fig. 1(b) illustrates that students can
perform well in this specific task even when budgets have not been depleted. This
process indicates that advice in budget-based methods takes effect in the early
training stage to help students learn initial policies.
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(a) performance in training (b) performance in testing

Fig. 1. LFS means learning from scratch without advice, AdvI is the abbreviation of the
advice importance strategy [13], and AdvC is the abbreviation of the advice correct
strategy [13], both are budget-based methods. The y-axis represents the mean step
that agents take to finish the task in testing, while the x-axis represents the amount
of training episodes that have been used to train the policy. We terminate an episode
if the episode length exceeds 100 in the tests. The faster a curve drops, the faster a
student learns its policy.

In further experiments (detailed in Sect. 4.2), we find that training after bud-
gets are depleted worsens policy performance on specific tasks, but is necessary
to enhance policy performance on general tasks. However, as our experimental
results demonstrate, policy performance on specific tasks and policy performance
on general tasks obtained by budget-based methods are both worse than method
without advising when training finished. These results suggest that although it
is able to accelerate the learning of students, budget-based methods suffers from
a low policy generalization problem.

2.2 Teacher-Student Reinforcement Learning

Teacher-student reinforcement learning was proposed by Clouse et al. [4]. The
two roles in these methods are teachers that have learned their policies, and
students that do not have their policies yet. The thought of these methods is
that teachers can give students some advice basing on some heuristics (e.g. ask
uncertain heuristic [4], advice importance heuristic [13] etc.) to accelerate their
learning [5–7,13], but the amount of advice should be limited [13]. Over-advising
is a major trouble in this setting, since it may hinder students’ learning and con-
sume too many communication resources [13]. When students receive advice,
they execute these advice immediately and evolve their policies based on the
reward signal from the environment. Generally, teachers and students can take
different representing types of environment states and different learning algo-
rithms, but share a common action set [13].
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3 The Proposed Method

To improve the policy generalization of students, we propose two methods which
enable advising in the entire training stage in a decreasing way. The first one
uses an advice-based extra reward to integrate advising into reward signals.
The second one employs an advice-based modified epsilon method to integrate
advising into exploration strategies.

3.1 Advice-Based ER Method

In reinforcement learning framework, agents evolve their policies with direct
feedback from reward function, which plays a vital role in the entire training
stage. To distribute advice in the entire training stage in a decreasing way, we
extend the reward function by considering information from advice.

Equation 1 shows that when the action chosen either by the exploration strat-
egy or by the evolving action policy equals the advice from a teacher, the teacher
provides the student with an extra reward, which is calculated by Eq. 2,

r′
st(s,a) = rst(s,a) + ϕ(s,a, t), (1)

ϕ(s,a, t) =

{
ω + μe−νt, if ast = πtc(s),
0, else

(2)

where s is the state of the environment, a is the joint action of all the agents
in the environment, t is the iteration that the policy has been trained, rst(s,a)
is the reward function of the student, subscript st denotes the student, and
subscript tc denotes the teacher, ω ∈ R, μ ∈ [0,+∞), ν ∈ [0,+∞).

3.2 Advice-Based ME Method

In reinforcement learning framework, exploration strategies also play an impor-
tant role in the entire training stage in helping agents learn an optimal and
strong-generalization policy. To distribute advice in the entire training stage in
a decreasing way, we let students ask for advice with a decreasing probability
when he uses exploration strategy.

Equation 3 shows that when a student uses exploration strategies to inter-
act with the environment, he asks for advice from a teacher with a specified
probability,

ast =

⎧⎪⎨
⎪⎩

πst(s), if x ∈ [ε(t), 1]
πtc(s), if x ∈ [0, ε(t)) andx′ ∈ [0, g(t)],
πε(s), else

(3)

where t is the iteration that the policy has been trained, x ∼ U(0, 1), x′ ∼ U(0, 1)
are two random variables, ε(t) is the exploring probability at iteration t, and
g(t) = ω + μe−νt, where ω ∈ [0, 1], μ ∈ [0, 1 − ω], ν ∈ [0,+∞) is the asking-for-
advice probability at iteration t when the student explores.
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4 Evaluation

4.1 CMOTP Environment and Experimental Settings

We evaluate the proposed methods on the CMOTP [3], and a variation of the
CMOTP (the initial positions of the two agents are randomized, denoted as r-
CMOTP below). As the main purpose of our work is to study the advising meth-
ods, for convenience, we implement independent learners [3,9] with Q-learning
algorithm as our test algorithm. Available actions for each agent, state represen-
tation, network output, and environment restrictions are all same as [3]. First,
we train the two agents in the r-CMOTP. Next, we set one of the trained agents
as the teammate and the other as the teacher. For the proposed methods, we
set ω = 0.01, μ = 0.09, ν = 0.0001 for the ER and ω = 0.1, μ = 0.1, ν = 0.001 for
the ME. We conduct experiments with these settings.

4.2 Evaluation on the CMOTP

We train the student with a specific task, in which the initial positions of the two
agents are fixed. We use 100 random seeds in the training to obtain 100 different
policies for each method. First, we test the student agent with the same specific
task to demonstrate policy quality in this specific task. In the training, we train
policy with 10,000 episodes and conduct a test every 10 episodes and terminate
a test if the episode length exceeds 100. Figure 2(a) and Table 1 exhibit the
corresponding results. Next, we test each policy with 100 different tasks, record
the number of tests in which the policy performs optimally. Average value on the
100 different tests is shown to demonstrate the policy generalization. Figure 2(b)
and Table 2 demonstrate the corresponding results.

Table 1 exhibits that the policy quality in the specific task is high by the
time-point when budgets are depleted for AdvI, AdvC, AskI, and AdvC-AskI.
However, this finding does not mean that we can terminate training at this time-
point, because Table 2 shows that policy generalization is low for all budget-based
methods at this time-point. This result indicates that initial policies learned by
budget-based methods are poor in generalization. Consequently, further train-
ing is required to enhance policy generalization. However, when the training is
complete, the highest policy generalization obtained by the budget-based meth-
ods (13.08 by AdvC-AskU) is lower than 13.29 of the LFS method. This finding
indicates existing budget-based methods are not beneficial to learn policies with
better generalization than LFS.

4.3 Evaluation on the R-CMOTP

We further conduct experiments on a general case, that is, the r-CMOTP, to show
differences in policy generalization. In this section, the initial agent position is
randomized in the training and testing. We train policy with 55,000 episodes and
measure the policy quality by testing each policy with 100 fixed tasks and record
the average steps the policy need to complete these tasks. Figure 3(a) and Table 3
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(a) Comparison on the steps to finish the
task

(b) Comparison on #test where the pol-
icy performs optimally out of 100 test

Fig. 2. Comparison among LFS, ER, ME, and AdvC-AskI on the CMOTP. For (a),
the y-axis represents the mean step that agents take to finish the task, while the x-axis
represents the amount of training episode that has been used to train the policy. For
(b), the y-axis represents the number of test in which the policy performs optimally
out of 100 test, while the x-axis is same as (a). For both figures, the solid line is the
result averaged on 100 different random seeds, and the shaded area is the standard
deviation.

Table 1. Comparison on the policy quality on the specific task among different
methodsa

Methods LFS AdvI [13] AdvC [13] AskI [1] AskU [4] AdvC-AskI [1] AdvC-AskU [1] ER ME

#OBb – 89 90 97 14 92 37 – –

#OTc 100 33 32 83 98 90 88 100 100

#EBd – 62.00 69.11 55.41 55.65 75.66 – – –
aThe initial position of the two agents are fixed in both the training and the testing.
b#policy that performs optimally when budgets are depleted (the AdvC-AskU method is tested at 80th

episode).
c#policy that performs optimally when training is complete.
d#episode that has been used to train the policy when budgets are depleted (the AdvC-AskU does not

use up budgets by the end of training but rarely uses them since 80 episodes).

Table 2. Comparison on the policy generalization among different methodsa

Methods LFS AdvI AdvC AskI AskU AdvC-AskI AdvC-AskU ER ME

#OBb – 4.47 5.09 7.21 8.49 6.04 9.04 – –

#OTc 13.29 8.56 8.75 11.50 11.17 12.34 13.08 15.51 11.98
aThe initial positions of agents are fixed in training and random in testing.
b#test where the policy performs optimally when budgets are depleted
c#test where the policy performs optimally when training complete.
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exhibit the corresponding results. Meanwhile, we measure policy generalization
by testing each policy with 100 different tasks and record the number of tasks in
which the policy performs optimally (the final value is averaged on 100 random
seeds). Figure 3(b) and Table 3 show the corresponding results.

Figure 3(a) shows that ER and ME achieve faster rates in improving pol-
icy quality compared with AdvC-AskU. As can be observed in the first row of
Table 3, the final average number of steps to finish a task is 9.39 for ER and
9.47 for ME, respectively, both of which are lower than those of budget-based
methods. This finding suggests that ER and ME can improve policy quality.
Figure 3(b) demonstrates that ER and ME have faster speeds in improving pol-
icy generalization compared with AdvC-AskU. In addition, the second row of
Table 3 shows that the number of optima a policy obtains in 100 different tasks
is 76.06 for ER and 75.77 for ME. Both are higher than LFS and budget-based
methods, which indicates that ER and ME can improve policy generalization.

(a) Comparison on the steps to finish the
task

(b) Comparison on #test where the pol-
icy performs optimally out of 100 test

Fig. 3. Comparison among LFS, ER, ME, and AdvC-AskI on the r-CMOTP. The
illustration of (a) is same as Fig. 2(a) while the illustration of (b) is same as Fig. 2(b).

Table 1 demonstrates that the two proposed methods perform best on the
specific task of the CMOTP. Meanwhile, Table 2 illustrates that ER achieves
the best policy generalization (i.e., 15.51, which is higher than the LFS and
budget-based methods). This finding suggests that ER can effectively improve
policy generalization on the specific task of the CMOTP. Nevertheless, ME does
not perform better than all budget-based methods, the reason may be that for
the specific task, exploration is significantly important for students to improve
policy generalization, however, asking for advice takes a certain proportion in
exploration strategies.
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Table 3. Comparison on the policy quality and generalization among different
methodsa

Methods Optimal Teacher LFS AdvI AdvC AskI AskU AdvC-AskI AdvC-AskU ER ME

#Stb 8.88 10.44 9.43 9.60 9.66 9.64 9.54 9.59 9.50 9.39 9.47

#Optc – 73.01 74.85 70.01 72.69 73.66 73.53 74.68 73.81 76.06 75.77
aThe initial position of the two agents are random in both the training and the testing.
bThe average steps for each policy on 100 specific tasks.
cThe average number of test in which the policy performs optimally when training complete.

5 Conclusions

This study investigates methods of advising agents to accelerate learning and
improve policy generalization. We propose the advice-based extra reward method
and the advice-based modified epsilon method and conduct experiments on the
coordinated multi-agent object transportation problem. Experimental results
show that the proposed methods can effectively improve policy generalization
compared with existing methods in the teacher-student reinforcement learning.
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Abstract. In the process of selecting locations for establishing new busi-
ness facilities, location recommendation offers the optimal candidates,
which maximizes the number of customers served to bring the maximum
profits. In most existing work, only spatial positions of customers are
considered, where social relationships and temporary activities, which
are significant factors for candidate locations, are ignored. Additionally,
current studies fail to take the capacity of service facilities into con-
sideration. To overcome the drawbacks of them, we introduce a novel
model MITLR (Multi-characteristic Information based Top-k Location
Recommendation) to recommend locations with respect to capacity con-
straints. The model captures the spatio-temporal behaviors of customers
based on historical trajectory and employs social relationships simulta-
neously, to determine the optimal candidate locations. Subsequently, by
taking advantage of feature evaluating and parameter learning, MITLR
is implemented through a hybrid B-tree-liked framework called CLTC-
forest (tree). Finally, the extensive experiments conducted on real-world
datasets demonstrate the better effectiveness of proposed MITLR.

Keywords: Top-k location recommendation · Spatio-temporal
trajectory · Social relationship · Capacity constraint

1 Introduction

The study of top-k facility locations selection aims to identify the appropriate k
locations for new business facilities from a range of available candidate locations.
In this context, location is defined as a special site in a road network with facility
on it in terms of a given service for customers, the selection is based on factors
such as the number of customers served or the returns on facility investments.
This kind of query has been widely applied in a variety of recommendation
applications, such as planing to establish new electric vehicle charging stations,
mobile toilets, or retail stores in a city.

As GPS and mobile devices are developed in recent years, daily trajecto-
ries have been recorded and utilized widely, as well as an increasing number of
c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12275, pp. 51–63, 2020.
https://doi.org/10.1007/978-3-030-55393-7_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55393-7_5&domain=pdf
http://orcid.org/0000-0002-5123-9279
https://doi.org/10.1007/978-3-030-55393-7_5


52 P. Wang et al.

studies with location recommendation come to focus on trajectories [1,4–6,10].
Furthermore, advances in social network technology are facilitating interper-
sonal communication, friend-based recommendation becomes a growingly signif-
icant and relevant factor in recommendation system. For instance, customers
will receive electronic red envelopes or coupons occasionally while consuming,
and then share them with friends in some instant messaging Apps like Wechat,
QQ, Alipay, etc. With shared electronic red envelopes or coupons, their friends
could get a discount when they are consuming afterwards [11].

However, existing studies of trajectory-based location recommendation eval-
uate the correlation between customers and facility locations by their spatial dis-
tances solely, they fail to evaluate the timestamp of trajectories and the effects
of customer social relationships on facility locations querying, which will render
the recommendation results inaccurate or uneconomic. To illustrate the neces-
sity of considering the friend-based recommendation, a straightforward example
is demonstrated as below.

21

3 4

T6,u6

T5,u5

T4,u4T3,u3

T2,u2

T1,u1

u1

u2

u3 u5

u4 u6

Fig. 1. A toy example with candidate locations, trajectories and social relationships.

Example 1. As shown in Fig. 1, there are four candidate locations l1 to l4 with
electric vehicle charging stations, and six vehicle trajectories T1 to T6 correspond-
ing to six distinct customers u1 to u6. To select the optimal facility location for
u6, as the shortest spatial distances from T6 to l2, l3 and l4 are all equal, a
random one between l2, l3 and l4 would be chosen by several existing algorithms
such as NetClus [6], while spatial distances with candidate locations are consid-
ered merely. However, Fig. 1 shows that u5 and u6 could readily share electronic
red envelopes or coupons since they are close friends. Therefore, if u5 has been
served by l4 (as u5 passes l4 directly), there is a great probability that u6 will
also be served by l4 due to the reciprocal recommendation of u5.

To overcome the aforementioned deficiencies of earlier work, we formalize
the problem of constrained top-k facility location recommendation into a novel
model MITLR. To determine whether a candidate location is recommended or
not, the total service utilities of candidate location are predicted. Unlike the
previous work that only considers the road spatial distance, this model examines
the importance of spatial and temporal features of trajectories, as well as the
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Fig. 2. The framework of MITLR.

social relationships of customers at the same time. As a result, the evaluation of
service utilities is rendered more precisely by these significant characteristics and
the new objective function. In addition, we take a formal approach to consider
the capacity of all candidate locations with regards to the real living conditions
of customers. We then develop a new hybrid index using service utilities and
location capacities, which is referred to CLTC (Constrained Location and social-
Trajectory Clusters) forest, to incorporate spatio-temporal trajectories, social
relationships and candidate locations into CLTC-trees that ultimately form the
final CLTC-forest. Based on this hybrid index, this study presents an efficient
query algorithm that exploits a simple greedy strategy to obtain the final top-k
results for recommending.

The overall framework of the proposed model is outlined in Fig. 2, and our
key contributions are summarized as follows.

1. This study proposes the top-k location recommendation problem and a novel
model MITLR, and defines the service utility function to predict the correla-
tion while capturing the spatio-social and temporal behaviors.

2. We have developed a new index structure of the CLTC-forest (tree) which
combines both candidate locations and trajectories, as well as present the
process of parameter learning and efficient query approach.

3. Extensive experiments are performed on real datasets to offer insight into the
effectiveness and feature weights of the proposed model.

2 Related Work

We cover the existing work on next optimal location prediction and the optimal
k locations prediction in turn.

Several studies [1–3,7,9] focus on the next optimal location prediction prob-
lem by taking advantage of various metrics and objective functions. Sun et al.
[7] acknowledge the service capacity of each location facility, they suggest that
there is a certain limitation on the number of served customers and the metric
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is only examined by spatial distances. Li et al. [3] query a location for establish-
ing facility based the optimal segment query of trajectories, they assign a score
on each segment as in [1] but without recognizing the candidate location as a
specific position on a road network. Yao et al. [9] take advantage of a recurrent
model SERM for the next optimal location prediction in semantic trajectories,
where both spatio-temporal transitions and relevant textual information posted
by customers are considered to improve the precision.

Recent researches have concentrated on exploring the problem of the opti-
mal k location recommendation [4–6,10]. In more details, Li et al. [4] mine the
most influential k-location, from this point of view, they evaluate the maximum
number of unique trajectories that traverse a location in a given spatial region,
therefore, the common practicability of this work is greatly restricted by the tra-
verse limitation. Mitra et al. [5,6] focus on the top-k location query problem with
respect to trajectory merely, they [6] propose an index framework of NetClus for
TOPS query by covering a wide range of objective functions, their work assumes
that each of candidate locations has a radius parameter τ , as a result, the con-
struction of NetClus leads to lots of index instances which are calculated and
stored with different values of τ and cluster radii. They further extend TOPS to
TIPS [5] in an attempt to minimize either the maximum customer inconvenience
or the average inconvenience.

3 Problem Statement

In this section, we formalize the problem and the model MITLR, Table 1 sum-
marizes the frequently used notations throughout this paper.

Table 1. Notation and corresponding description.

Notation Description

L, C Set of candidate locations and capacities

Γ Set of spatio-temporal trajectories

U , S Set of customers and social relationships

fd(li, uj) Spatial distance of li and uj

fs(li, uj) Social relevance of li and uj

ft(li, uj) Temporal region of li and uj

F (uj) Friend set of uj

SU(li, uj) Service utility of li and uj

Ψ(li) Service utilities of li

� Set of optimal k locations

Considering a setting where candidate locations and trajectories are located
in a road network and social relationships of customers in trajectories can be cap-
tured. The road network is defined as a directed weighted graph G = {Vg, Eg},
where Vg denotes the set of vertices of road intersections and Eg denotes the
set of directed edges of road segments, the weight of directed edge denotes its
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spatial distance. The candidate location l is a place for establishing a certain
facility or service like electric vehicle charging station or mobile toilet, and the
service capacity of li is defined as cli , which means that it cannot be exceeded
in real serving applications. A trajectory T is represented in the sequential form
of T = {(v1, t1), ..., (vζ , tζ)}, vζ ∈ Vg, where tζ denotes the timestamp when T
crosses vζ . The social relationships of customers are simply modeled as an undi-
rected and unweighted graph S = {Vu, Eu}, Vu is the set of nodes representing
the customers, and Eu is the set of edges, where an edge denotes that there is
a friend relationship between two corresponding customers. Besides, we suppose
|L| = m and |Γ | = |U | = n.

First of all, three significant characteristics of spatial distance, social rele-
vance and temporal region in service utility are provided in detail.

Spatial Distance. The formula of the shortest spatial distance between location
and trajectory is adopted, as presented in [6]. Therefore, the spatial distance
characteristic of customer and location is outlined:

fd(li, uj) =
min∀vjk,vjι∈Tj

{d(vjk, li) + d(li, vjι) − da(vjk, vjι)} − ρmin

ρmax − ρmin
(1)

where ρmin and ρmax are normalization factors, da(vjk, vjι) denotes the shortest
spatial distance from vjk to vjι by going along Tj . To illustrate, a customer uj

deviates from vjk of Tj to li, and then returns to vjι on G in her/his usual
trajectory, note that the additional distance on Tj is not included.

Social Relevance. For assessing the social relevance of li and uj , we assume
that F (uj) is set of customers who have friend relationships with uj , and CU(li)
represents set of customers that have already been evaluated to li for being
served. Then the social relevance between uj and li is defined as follows:

fs(li, uj) =
|{uk|uk ∈ F (uj) ∧ uk ∈ CU(li)}|

|CU(li)| + λs
(2)

where | · | denotes the number of elements and λs is the Laplace smoothing
coefficient. The intuition behind the social relevance feature is the friend-based
recommendation through shared electronic red envelopes or coupons, and only
the direct friendships between customers are concerned here.

Temporal Region. Supposing that uj departs from her/his usual trajectory to
one location at timestamp tjk in Eq. (1), and arrives at location li at timestamp
AT (uj , li) = tjk + Δt, where Δt is a constant timestamp value representing the
duration from departure to arrival. For simplicity, Δt of each customer is set
to equal and one day is divided into 24 equal segments. As a consequence, the
temporal region characteristic is given:

ft(li, uj) =

∑

uk∈CU(li)

min{|I(uj , uk
, li)|, 24 − |I(uj , uk

, li)|}/24

|CU(li)| + λt
(3)
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where I(uj , uk
, li) = AT (u

k
, li) − AT (uj , li), and λt is also the Laplace smooth-

ing coefficient. The ground truth of temporal region is that, if a customer intends
to stagger her/his arrival time with others who have already been evaluated to be
served in the same facility, then the customer will get more guaranteed service.

Next, the service utility function that is raised to evaluate the correlation
between li and uj can be presented:

SU(li, uj) =
{

1 fd(li, uj) = 0
−αϑ ∗ fd(li, uj) + βϑ ∗ fs(li, uj) + γϑ ∗ ft(li, uj) otherwise

(4)
where αϑ, βϑ and γϑ are feature weights and αϑ+βϑ +γϑ = 1, if fd(li, uj) = 0, it
demonstrates that Tj of uj just traverses li straightforward. The greater value of
SU(li, uj) indicates there is a closer connection between li and uj , and there is
also a higher probability of li serving uj , vice versa. Moreover, from the perspec-
tive of a candidate location, the total service utilities (also as service revenue)
for all the served customers are defined as follows:

Ψ(li) =
∑

uj∈U ′
SU(li, uj),U ′ ∈ U, |U ′| ≤ Ci (5)

where ∀uυ ∈ U ′,∀ul ∈ U − U ′, SU(li, uυ) ≥ SU(li, ul). Consequently, the model
of MITLR is formally stated.

Problem Definition. Given a query with parameter k, a set of spatio-temporal
trajectories Γ with corresponding customers U on G, a set of social friend rela-
tionships S, and a set of candidate locations L with capacities C, the MITLR
seeks to select the optimal location set � (� ∈ L, |�| = k), which maximizes
the sum of total service utilities Υ without exceeding the capacity limitations of
each selected location, where Υ = arg max

∑k
i=1 Ψ(li), li ∈ �.

4 Model Implementation

It is recognized that candidate locations in close proximity are prone to serve a
great number of identical customers, and when k 	 m and ci 	 n, i ∈ [1,m],
the locations selected in query results are all keeping a certain distance from
each other, therefore, the CLTC-tree (forest) is designed for MITLR in terms of
model implementing and model learning. For specified k, the final k locations
are returned from CLTC-forest by adopting a simple greedy manner.

4.1 CLTC-forest

The CLTC-forest is composed of a series of CLTC-trees, and the CLTC-tree is
a B-tree-liked hybrid index structure that integrates candidate locations, trajec-
tories, and customers with social relationships according to their service utilities
and location capacities. Each tree node links three pieces of additional informa-
tion, which include a candidate location li as its representation (label), a set of
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Level 3

Level 2

Level 1

Fig. 3. A simple CLTC-tree.

customers that will be served by U(li) with their corresponding SU limited by
facility capacity, as well as a total service utility of Ψ .

However, the none-leaf nodes of CLTC-tree are quite different from leaf nodes,
as the representation of a none-leaf node is one of the labels of its two children
nodes, the customers are a subset of a union which is constituted by customers
of two children nodes that do not exceed the capacities. A simple example of
one CLTC-tree that represents candidate locations, trajectories and customers
with corresponding social relationships of Fig. 1 is denoted as in Fig. 3, where Ψ
is omitted in each of specific tree node.

4.2 Generation Processes

The CLTC-forest construction includes two steps of clustering and combining.

Clustering. In order to cluster candidate locations with their most relevant
customers into leaf nodes, a constrained k-medoid-liked cluster algorithm is pro-
posed, in which all of candidate locations are served as ‘medoids’ and service
utilities calculated by Eq. (4) are served as the metric. It can be seen that the
final clusters are constrained by service capacities of each location on the scales.

However, if a number of customers that pass one candidate location simul-
taneously happen to overwhelm the capacity of the location, those customers
whose initiating position or ending position is in the proximity of this location
are clustered firstly. The is because that a customer will not be visibly disturbed
or interrupted if she/he chooses one facility near to the initiating position or the
ending position on the trace of her/his trajectory.

Combining. Since each leaf node is also a simple CLTC-tree which has merely
one root node, a series of merging approaches can be adopted to combine two
CLTC-trees into one while utilizing their root node information. By repeating
this process, the entire CLTC-trees from leaf nodes to root nodes could be con-
structed, and then, CLTC-forest is formed finally. Before introducing the CLTC-
trees-merging, the definition of the coherence of two CLTC-trees Cti and Ctj is
proposed as CO(Cti, Ctj) = max{Ψ(Lrn(Cti)), Ψ(Lrn(Ctj))}, where Lrn(Cti)
is the representation of root node in Cti. CO(Cti, Ctj) indicates the service util-
ities that combines Cti and Ctj into one by taking advantage of the additional
information of two separate former root nodes. Greater value of CO(Cti, Ctj)



58 P. Wang et al.

represents that there is closer relevance of the two CLTC-trees, such as inti-
mate relationships between the two customers set, or adjacent spatial distances
between candidate locations. Therefore, CLTC-trees can be combined according
to their coherence.

If two CLTC-trees is merged into one, a new tree node will be created to
represent the root node, where two sub-trees are the two former CLTC-trees.
For the newly root node, the service utility is equal to CO, the set of evaluated
customers is U ′, where U ′ ∈ Urn(Cti) ∪ Urn(Ctj) by Eq. (5), Urn is the corre-
sponding customers in tree node, and its representation is the candidate location
with larger value of CO in two children CLTC-trees.

4.3 Model Learning

With the help of Eq. (4), it can be observed that the service utility is just referred
as a linear combination of the inputs, accordingly, several different kinds of
regression algorithms could be deployed to learn these parameters. In this study,
a linear regression with regularization is utilized, which the goal is to minimize
the error eM between the ground-truth location facilities and the recommended
location results returned. Supposing that the overall parameters are denoted as
θM (αϑ, βϑ, γϑ), then the corresponding optimization function is defined as:

min
θM

∑k

i=1
dE

2(lpi, lri) + γe||θM ||2 (6)

where γe is the regularization parameter and set equal to 10−8 as demonstrated
in [2], lpi is the predicted location and lri is the corresponding ground truth
location, dE(lpi, lri) indicates the Euclidean distance between lpi and lri.

4.4 Location Recommending

In querying, the tree levels of CLTC-forest are marked in a top-down fashion
firstly, we and assume that the highest tree level is �, where � < lg(�m�+1). All
of the root nodes of CLTC-trees are marked with ls�, and the children of root
nodes (in ls�, if have) are marked as ls�−1, by repeating the process until there is
no node left to be marked (until to ls1), then the entire tree level marks with the
corresponding tree nodes are inserted into a set LS. Within the specified k, the
mark of tree level is selected while |lsi| = k, if exists, the k candidate locations
in the nodes of lsi are the querying results. However, if the mark does not exist,
two marks of lsi and lsi−1 are chosen where |lsi| < k < |lsi−1|. Subsequently,
by utilizing a simple greedy manner, the k distinct candidate locations, which
boast the maximum total service utilities, are selected to the recommendation
results from the nodes of lsi and lsi−1. It is noticed that node in lsi and two of
its children nodes in lsi−1 in one CLTC-tree share one label, so they could not
be chosen into the result together.
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5 Experimental Evaluation

5.1 Datasets

The most widely used urban datasets of Beijing and Shanghai are employed
in this study, where the intersections of road network are utilized to represent
candidate locations. To simulate and generate customers with the corresponding
trajectories, algorithm of discovering Popular Routes in [8] has been adopted
with two real urban datasets. We extract the customer check-in and following
data from Sina WeiBo1, where there is a timestamp in each check-in point that
is accurate to seconds, as well as a part of the trajectory traces of automobiles
are collected. The social relationships are also extracted from Sina WeiBo, where
two customers who are following with each other show that they are close friends.
The statistics of datasets are listed in Table 2.

Table 2. Statistics of the datasets.

Categories Beijing Shanghai

# of intersections 171,186 333,766

# of road segments 226,237 440,922

# of customers (trajectories) 412,032 230,303

# of candidate locations 171,186 333,766

# of social relationships 26,139,861 13,687,459

# of CR 300 313

# of VCS 854 868

Two categories of popular existed facilities are prepared for model training
and model testing in two cities, which are chained restaurants (CR) including
KFC, MacDonald and Pazza Hut, as well as fast vehicle charging stations (VCS).
The number of two existed facilities is also presented in Table 2 respectively.
Furthermore, their geographic coordinates are obtained from AutoNavi2.

5.2 Evaluation Plans

Competitive Approaches. To the best of our knowledge, no existing studies
have been committed to the top-k candidate recommendation by exploiting cus-
tomer trajectories and social relationships in a city-scale road network so far,
therefore, we compare our model with a series of competitive methods, which
are k-Medoids, SERM [9] and NetClus [6] by means of slight modifications.

Evaluation Metrics. A couple of the metrics of Precision and Root Mean
Square Error (RMSE) are designed carefully in effectiveness evaluating. On one
1 https://www.weibo.com/.
2 https://www.amap.com/.

https://www.weibo.com/
https://www.amap.com/
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hand, we suppose that � is the top-k querying results obtained from testing
data, as well as L′ is the corresponding existed facilities with the same category,
then the precision is given as Pk =

∑k
i=1 hit(�i,L

′
i)

k , where hit(�i, L
′
i) = 1 indi-

cates there is a corresponding facility Lϑ
i that satisfies dE(�i, L

′
i) ≤ τE ,�i ∈ �

and L′
i ∈ Lϑ. On the other hand, RMSE is also adopted to measure the devi-

ations between the recommended locations and the ground-truth facilities, the

definition of RMSE is RMSEk =
√∑k

i=1 min (dE(�i,L′
i))

2

k . Note that each pair of
�i and L′

i is evaluated only once in two metrics.

Basic Settings. The corresponding datasets are divided into training part and
testing part, which consist of 70% and 30% of the whole datasets selected ran-
domly, each experiment is evaluated by 10 times and the average results are
returned. The default values of αϑ, βϑ and γϑ are all equal to 1/3 at the begin-
ning of model learning, λs and λt are set equal to 1. Meanwhile, τE is set to
200 metres, k is initialized as 20, 50, 80, and 100 separately. During the method
practices, the multi-process programming is utilized to accelerate the whole eval-
uations while a total of 20 CPU cores are handled.

5.3 Experimental Results

Figure 4 and Fig. 5 have illustrated the precision and RMSE of varying k in two
facility categories that are operated on Beijing and Shanghai respectively. It can
be seen that the proposed MITLR significantly outperforms the other methods
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Fig. 4. Performance in terms of precision
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Fig. 5. Performance in terms of RMSE

under all circumstances in precision, the reasons would be analyzed in several
important aspects, as we not only consider the effects of customer historical
trajectories on facility placing, but also take advantage of the friend relation-
ship based reciprocal recommendation, besides, the serious acknowledgements of
service capacity improves the accuracies of prediction as well. Furthermore, the
precision declines softly along with the raise of k, for the larger value of k, the
hitting accuracy will experience diminishing returns.

Subsequently, we can see that our proposed model has better achievements
compared with all competitors in RMSE, and the results has a reverse manner
comparing with the precision, the reason could by analyzed from their defini-
tions directly. In other words, if the value of precision is larger, the candidate
locations recommended will be better represented by the corresponding facilities
in road network, it also demonstrates that the larger RMSE will result in a worse
performance on predicting contrarily.

We further investigate three feature weights in Fig. 6, when referring to αϑ, βϑ

and γϑ, the characteristic of social relevance is a principal factor on the evaluation
of service utility especially in VCS, this is because that the majority of customers
are more prone to be influenced by red envelopes or positive comments posted
by their close friends when they are going to have consumptions at VCS, and
vice versa.
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Fig. 6. Weights learned by MITLR

6 Conclusions

In this paper, we have defined a novel model MITLR for top-k facility location
recommendation, it considers both spatio-temporal behaviors and social rela-
tionships of customers. In order to achieve effective query processing, CLTC-tree
(forest) that combines candidate locations and customers are presented, and a
query algorithm is also examined to obtain the results. Finally, extensive exper-
iments with real datasets are performed to offer insights into the effectiveness.
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Abstract. The sequential pattern behind users’ behaviors indicates the
importance of exploring the transition relationships among adjacent
items in next-item recommendation task. Most existing methods based
on Markov Chains or deep learning architecture have demonstrated their
superiority in sequential recommendation scenario, but they have not
been well-studied at a range of problems: First, the influence strength
of items that the user just access might be different since not all items
are equally important for modeling user’s preferences. Second, the user
might assign various interests to certain parts of items, as what often
attracts users is a specific feature or aspect of an item. Third, many
methods ignore the complex item relations in user’s previous actions.
In this paper, we present a novel recommendation approach with gating
mechanism and encoding module to address above problems. Specifically,
the pair-wise encoding layer is first introduced to build 3-way tensor for
modeling the relationships among items in user interact histories. We also
apply two gating layers to filter useful information and capture user’s
short-term preference from aspect-level and item-level. We also follow
the similar sprits to model user’s long-term preference by integrating
user latent embeddings. Empirical results on three public datasets show
that our method achieves effective improvements over the state-of-the-art
sequence-based models.

Keywords: Sequential recommendation · Collaborative filtering ·
Gating mechanism · Pairwise encoding

1 Introduction

Recommender system has become a popular way to alleviate information over-
load issue. Among the various recommendation methods, Collaborative filtering
(CF) [1] is a most essential model to capture users’ general preferences owing to
its effectiveness and interpretability, but it fails to model the sequential dynamics
in recommendation task. Leveraging users’ behavior history sequences instead
of ratings to predict their future behaviors has become increasingly popular in
c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12275, pp. 64–75, 2020.
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recent years [2,3]. This is because users access items in chronological order and
the items that user will consume may be related to the items that he has just
visited. To facilitates this task, a line of works convert users’ historical actions
into an action sequence order by operating timestamps [3–5].

Different from the conventional recommendation models, sequential recom-
mendation methods usually based on Markov Chains (MCs) [2], which is a clas-
sic model that assume next action depends on previous actions and model the
transition relationships between adjacent items for predicting user preferences.
Although MCs-based models perform well in sparse scenarios, yet they cannot
capture complex sequential dynamics. Another line of researches make use of
deep neural networks (DNNs) to model both personalization and transitions
based on item sequences, which outperform the MCs-based baselines. For exam-
ple, Convolutional Neural Networks (CNNs) [6,7] have been introduced to cap-
ture user’s short-term preferences, it adopts convolutional feature detectors to
extract local patterns from item sequences by various sliding windows.

However, common neural methods regard sequence as a whole to calculate the
impact on next item, which are difficult to gather relation features of different
positions. Since a user may focus on one specific aspect of an item and pay
different attention to various aspects of the same item. Furthermore, the item
influence strength based on users’ behaviors is diverse and dynamic, yet DNNs-
based models fail to consider the specific aspect or feature of different items and
ignore the item importance based on users’ sequential actions.

In this paper, we also take user’s sequences of recent interactions into account
for sequential recommendation and follow the similar spirits [8] to apply Gate
Convolutional Networks for modeling sequential dynamics for better recommen-
dation. Specifically, we propose Hierarchical Pairwise Gating Model (HPGM)
to effectively capture the sequential pattern then applying two gate linear units
to model transition relationships and represent high-level features. For better
relation extraction, we further devise pairwise encoding layer with concatenation
which learn more meaningful and comprehensive representation of item sequence.
We also conduct a series of experiments on serval benchmarks datasets. More
importantly, experimental results show our model achieves better improvement
over strong baselines.

2 Related Work

2.1 General Recommendation

General recommendation always focus on user’s long-term and static preferences
by modeling user’s explicit feedbacks (e.g., ratings). Matrix Factorization (MF)
[9] is the basis of many state-of-the-art methods such as [10], it seeks to uncover
latent factors for representing users’ preferences and items’ properties from user-
item rating matrix through the inner product operation. MF relies on user’s
explicit feedbacks but user’s preferences also can be mined from implicit feed-
backs (e.g., clicks, purchases, comments). The pair-wise methods [11] based on
MF have been proposed to mining users’ implicit actions and assume that user’s
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observed feedbacks should only be ‘more preferable’ than unobserved feedbacks
then optimize the pairwise rankings of pairs.

Neighborhood-based and model-based methods also have been extended to
tackle implicit feedbacks, a line of works are based on Item Similarity Matrix
such as SLIM [12], FISM [13]. These methods calculate preference scores for a
new item by measuring its similarities with previous items. Recently, various
deep learning techniques have been introduced to extract item features from the
description of items such as images and texts by neural network in recommen-
dation task [14].

2.2 Sequential Recommendation

For sequential recommendation task, Markov Chains (MCs) is an effective
method to model sequential dynamics from successive items. Factorized Person-
alized Markov Chains (FPMC) [2] is a classic sequential recommendation model
that combines MF and factorized MCs to model user preference and sequential
patterns simultaneously. Hierarchical Representation Model (HRM) [4] extends
the FPMC by introducing aggregation operations like max-pooling to model
more complex. He et al’s method (TransRec) [3] models the third-order interac-
tions between sequential items by combining with metric embedding approaches.

Besides, another line of works model user sequences via deep learning tech-
niques and show effective performance in sequential recommendation task [15].
Convolutional Sequence embedding (Caser) [6] captures sequential patterns and
transitions from previous item sequence by convolutional operation with various
filters. Another popular method RNN is also used to model user’s sequential
interactions because RNN is good at capturing transition patterns in sequence
[16,17]. Attention Mechanisms have been incorporated into next item recom-
mendation to model complex transitions for better recommendation [18]. Self-
attention based sequential model (SASRec) [19] relies on Transformer instead of
any recurrent and convolutional operations, it models the entire user sequence
to capture user’s long-term and short-term preferences then make predictions on
few actions.

3 Proposed Methodology

The objective of our task is to predict next behaviors of users depending on
previous chronological actions. We use U and I to present user set and item
set (respectively) in sequential recommendation scenario. Given user u’s action
sequence Su = (Su

1 ,Su
2 , · · · ,Su

|Su|), where Su
t ∈ I denotes user u ever interacted

with the item at time step t. To train the network, we extract every L successive
items (Su

1 ,Su
2 , · · · ,Su

L) of each user u ∈ U as the input, its expected output
as the next T items from the same sequence: (Su

L+1,Su
L+2, · · · ,Su

L+T ). In this
section, we introduce our model via an embedding layer, pairwise encoding layer,
hierarchical gating layer and prediction layer. The detailed network architecture
is showed in Fig. 1.
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Fig. 1. The detail network architecture of HPGM. Previous successive item embed-
dings are transmitted into the pairwise encoding layer, the output and user embedding
after pooling are passed into the hierarchical gating layer (GA, GI) and then predict
the next item by combining the original user embedding and the sequence embedding
after pooling operation.

3.1 Embedding Layer

Let Ei ∈ R
d be the item embedding corresponding to the i-th item in the

item sequence, where d is the latent dimensionality. The embedding look-up
operation retrieves previous L items’ embeddings and stack them together to
form the input matrix X(u,t) ∈ R

L×d for user u at time step t. Along with item
embedding, we also represent user features in latent space with user embedding
Pu ∈ R

d.

3.2 Pairwise Encoding Layer

In order to capture intricate item relations among a specific item sequence and
improve the flexibility of the model, we use pair-wise encoding layer to build
a sequential tensor T (u,t) ∈ R

L×L×2d to store various item relationships. T (u,t)

is composed by the item pair(i, j) of item subsequence, which concatenate the
embedding of item i and j. The encoded 3-way tensor is similar to “image feature
map” in the CNN-based model for computer vision tasks, so T (u,t) can replace
the sequential item embedding X(u,t) as the input to downstream layers. Note
we padding the user embedding with “1” and generate a user tensor P̂u with
same dimensions of T (u,t) for feeding the user embedding into the subsequent
layers.

3.3 Hierarchical Gating Layer

Original GLU integrate convolution operation and simplified gating mechanism
to make predictions [20], motivated by the gated linear unit (GLU) utilized
on recommendation task [8], we also adopt similar spirits to model sequence
dynamics. GLU control what information should be propagated for predicting
next item, so we can select specific aspect/feature of item and particular item
that is related to future items.
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Aspect-Level Gating Layer. A user generally decides whether to interact
with the item by looking for the specific attractive aspects of the item. There-
fore, we modify the GLU to capture sequence pattern based on user-specific
preference. The convolution operation is replaced by inner product to reduce
the parameters of the model and the user’s aspect-level interest can be gener-
ated by:

T
(u,t)
A = T (u,t) ∗ σ(W1 · T (u,t) + W2 · P̂u) (1)

where ∗ is the element-wise multiplication, · represents inner product operation,
W1, W2 ∈ R

1×2d×2d and b ∈ R
1×1×2d are the corresponding 3-way weight terms

and the bias term, σ(·) denotes the sigmoid function. And the aspect-specific
information can be propagated to the next layer by the aspect-level gating layer.

Item-Level Gating Layer. Users will assign higher weight attention to a par-
ticular item in real life. Exiting models ignore the item importance in modeling
users’ short-term preferences and attention mechanism is a success way to cap-
ture item-level interest. In this paper, we also adopt an item-level gating layer
to achieve the same or even better performance. And the results after this layer
can be calculated as:

T
(u,t)
I = T

(u,t)
I ∗ σ(W3 · T

(u,t)
A + W4 · P̂u) (2)

where W3 ∈ R
1×1×2d, W4 ∈ R

1×L×2d are learnable parameters. By performing
aspect-level and item-level gating module operations on item embedding, our
model selects informational items and their specific aspects, meanwhile elim-
inates irrelevant features and items. Then we apply average pooling on the
sequence embedding after item-level gating layer to make aggregation by accu-
mulating the informative parts:

Ê(u,t) = average
{

T
(u,t)
I

}
(3)

3.4 Prediction Layer

After computing user’s short-term preference by preceding operation, we induce
an implicit user embedding Pu to capture user’s general preferences then we
employ the conventional latent factor model (matrix factorization) to generate
prediction score as follows:

y
(u,t)
j = Ê(u,t)vj + Puvj (4)

where y
(u,t)
j can be interpreted as the probability of how likely user u will interact

with item j at time step t and vj denotes the item embedding. Note we adopt
the full-connected layer to reduce the high-dimension before prediction.
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3.5 Network Training

To train the network, we adopt the binary Bayesian Personalized Ranking loss
[11] as the objective function:

L =
∑

(u,i,j)∈D
−lnσ(yu

i − yu
j ) + λΘ(‖Θ‖2) (5)

where Θ = {X,Pu,W1,W2,W3,W4, b} denotes the model parameters, which
are learned by minimizing the objective function on training set. Note we use
some tricks to learn these 3-way parameters by PyTorch and their dimensions
are derived from experiments. λΘ is the regularization parameter and σ(x) =
1/(1 + e−x), D is the set of training triplets:

{
(u, i, j) |u ∈ U ∧ i ∈ I+

u ∧ j ∈ I−
u

}
(6)

we also randomly generate one negative item j from a candidate set of
each user in each time step t, the candidate set of each user is defined by
{j ∈ I−|I− = I − Su} and the Adam Optimizer [21] is used to optimize the
network.

4 Experiments

In order to evaluate our model, we experiment with various baselines on three
large-scale real-world datasets. The datasets cover different domains and sparsity.
All the datasets and code we used are available online.

4.1 Datasets

We evaluate our model on three real-world dataset and these datasets vary
greatly in domain, variability, sparsity and platform:

Amazon1. This dataset is collected from Amazon.com that contains large cor-
pora of products ratings, reviews, timestamps as well as multiple types of related
items. In this work, we choose the “CDs” category to evaluate the quantitative
performance of the proposed model.

MovieLens2. MovieLens is created by the Grouplens research group from
Movielen.com, which allows users to submit ratings and reviews for movies they
have watched.

GoodReads3. A new dataset introduced in [22], comprising a large number
of users, books and reviews with various genres. This dataset is crawled from

1 http://jmcauley.ucsd.edu/data/amazon/.
2 https://grouplens.org/datasets/movielens/.
3 https://sites.google.com/eng.ucsd.edu/ucsdbookgraph/home.

http://jmcauley.ucsd.edu/data/amazon/
https://grouplens.org/datasets/movielens/
https://sites.google.com/eng.ucsd.edu/ucsdbookgraph/home
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Goodreads, a large online book review website. In this paper, we adopt the genres
of Comics to evaluate the proposed model.

For each of the above datasets, we follow the same preprocessing procedure
from [6]. We converted star-ratings to implicit feedback and use timestamps to
determine the sequence order of users’ actions. In addition, we discard users and
items with less than 5 related actions. We also partition the sequence Su for each
user u into three parts: (1) the first 70% of actions in Su as the training set.
(2) the second 10% of actions for validation. (3) the remaining 20% of actions
are used as a test set to evaluate performance of the model. Statistics of each
dataset after pre-processing are shown in Table 1.

Table 1. Dataset statistics.

Dataset #users #items #actions Avg. #actions /user Avg. #actions /item

Amazon CDs 17.0K 35.1K 0.47M 27.69 13.44

MovieLens 129.9K 13.6K 9.9M 76.43 726.89

GoodReads Comics 34.4K 33.1K 2.4M 70.00 72.80

4.2 Comparison Methods

We contain three groups of recommendation baselines to show the effective of
HPGM. The first group are general recommendation models which only take
user feedbacks into account instead of considering user’s sequential behaviors.

– PopRec: PopRec ranks items according to the order of their overall popu-
larity which decided by the number of the interactions.

– Bayesian Personalized Ranking (BPR-MF) [11]: This model combines
matrix factorization and learning personalized ranking from implicit feedback
by Bayesian Personalized Ranking.

The next group of the methods models the sequence of user actions to explore
user’s preference in sequential recommendation:

– Factorized Markov Chains (FMC) [2]: FMC factorizes the first-order
Markov transition matrix to capture ‘global’ sequential pattern but it ignores
the personalized user interaction.

– Factorized Personalized Markov Chains (FPMC) [2]: FPMC combines
the matrix factorization and factorized Markov Chains as its recommender
and it captures item-to-item transition and users’ long-term preference simul-
taneously.

The final group includes methods which consider serval previously visited
items to make predictions by deep-learning technique.
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– Convolutional Sequence Embeddings (Caser) [6]: Caser captures
sequential dynamic by convolutional operations on embedding matrix with
length L.

– GRU4Rec [23]: This model treats users’ action sequence as a session and
utilizes RNNs to model user feedback sequences for session-based recommen-
dation.

– GRU4Rec+ [24]: GRU4Rec+ extends the GRU4Rec method by applying
a different loss function and sampling strategy and achieve great sequential
recommendation performance.

4.3 Evaluation Metrics

In order to evaluate performance of sequential recommendation, we adopt two
common Top-N metrics Recall@N and NDCG@N. Recall@N measure Top-N rec-
ommendation performance by counting the proportion of times that the ground-
truth next item is among the top N items and NDCG@N is a position-aware
metric that distribute high weights on the higher positions. Here N is set from
{5, 10, 15, 20}.

4.4 Implementation Details

The parameters of baselines are initialized as corresponding number in original
paper. The latent dimension d is tested in {10, 20, 30, 40, 50} and the learning
rate for all models are tuned amongst {0.001, 0.005, 0.01, 0.02, 0.05}. We tune the
batch size in {16, 32, 64, 128} and margin λΘ is tuned in {0.001, 0.005, 0.01, 0.02}.
After tuning processing on validation set, the learning rate is set to 0.001, d = 50,
λΘ = 0.001 and the batch size is 256. We also follow the same setting in: the
Markov order L is 5 and predict the future T = 3 items. All experiments are
implemented with PyTorch4.

4.5 Recommendation Performance

Overall performance results of HPGM and baselines are summarized in Table 2
and Fig. 2, which clearly illustrate that our model obtains promising performance
in terms of Recall and NDCG for all reported values in sequential recommenda-
tion task. We can gain the following observations:

The performance of BPR-MF is better than PopRec but is not as good as
FMC, which demonstrates that local adjacent sequential information plays an
vital role under the typical sequential recommendation setting. Compared to
conventional sequential-based models (FMC and FPMC), we find that item-to-
item relations is necessary to comprehend user’s sequential actions. Furthermore,
the performance results show that our proposed model can effectively capture
item relationships and sequential dynamics in real-world datasets.

4 https://pytorch.org/.

https://pytorch.org/
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Table 2. Performance comparison with baselines on three datasets and the best results
highlight in bold (Higher is better). The improvement is calculated by the best perfor-
mance of baselines and our method.

Dataset Amazon-CDs MovieLens GoodReads-Comics

Metrics Recall@10 NDCG@10 Recall@10 NDCG@10 Recall@10 NDCG@10

PopRec 0.0181 0.0095 0.0560 0.0487 0.0426 0.0503

BPR-MF 0.0233 0.0145 0.0774 0.0685 0.0688 0.0613

FMC 0.0240 0.0149 0.0819 0.0724 0.0745 0.778

FPMC 0.0245 0.0151 0.0847 0.0751 0.0813 0.0833

GRU4Rec 0.0302 0.0164 0.0924 0.0815 0.0958 0.0912

GRU4Rec+ 0.0336 0.0171 0.1004 0.0946 0.1088 0.1128

Caser 0.0297 0.0163 0.1139 0.1016 0.1273 0.1329

HEPG 0.0347 0.0181 0.1150 0.1087 0.1320 0.1430

%Improv. 3.36 6.08 0.97 7.01 3.67 7.56

Fig. 2. Ranking performance (NDCG and Recall) with baselines on Amazon-CDs and
GoodReads-Comics.

Another observation is sequential methods GRU4Rec and Caser based on
neural network achieve better performance than conventional sequential rec-
ommendation model such as FPMC. We can conclude that neural network is
suitable to model the complex transition between previous feedbacks and future
behaviors of the user. Since baseline models have a lot of limitation, Caser only
considers group-level influence by adopting CNN with horizontal and vertical
filters but ignores the specific aspect-level influence of successive items.
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Fig. 3. Performance change with different dimension of embeddings d on Amazon-CDs
and GoodReads-Comics.

In a word, our method can beat baselines with ground-truth ranking and
shows effectiveness of our model on item relation, sequential dynamics and user’s
general preferences.

4.6 Influence of Hyper-parameters

In this subsection, we also analyze the effect of two key hyper-parameters: the
latent dimensionality d and the length of successive items L. Figure 3 shows
the effect of dimension d by evaluating with NDCG@10 and Recall@10 of all
methods varying from 10 to 50 on Amazons-CDs and GoodReads-Comics. We
also can conclude that our model typically benefits from lager dimension of
item embeddings. Since small latent dimension cannot express the latent feature
completely and with the increase of d, the model can achieve better performance
on the real-world datasets.

Previous analysis can demonstrate that modeling sequence patterns are cru-
cial for next-item recommendation, hence the length of sequence is a significant
factor to determine model’s performance. We also study the influence of different
length of successive items L and Fig. 4 shows that the model does not consis-
tently benefit from increasing L and a large L may lead to worse results since
higher L may introduce more useless information. In most cases, L = 5 achieve
better performance on the two datasets.
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Fig. 4. The performance of HPGM with varying L on Amazon-CDs and GoodReads-
Comics.

5 Conclusion

In this paper, we present a novel recommendation approach with gating mech-
anism to learn personalized user and item representations from user’s sequen-
tial actions and generating prediction score by aggregating user’s long-term and
short-term preferences. Specifically, in order to model item relations in user
behaviors, we apply pair-wise encoding layer to encode a sequence of item embed-
ding into a pairwise tensor. Moreover, we build a hierarchical gating layer to
model aspect-level and item-level influence among items to capture latent prefer-
ences of the user. We also conduct extensive experiments on multiple large-scale
datasets and the empirical results show that our model outperforms state-of-the-
art baselines. In the future, we plan to extend the model by exploring sequential
patterns and make predictions from various types of context information.
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Abstract. News recommendation is very critical to help users quickly
find news satisfying their preferences. Modeling user interests with accu-
rate user representations is a challenging task in news recommendation.
Existing methods usually utilize recurrent neural networks to capture
the short-term user interests, and have achieved promising performance.
However, existing methods ignore the user interest drifts caused by time
interval in the short session. Thus they always assume the short-term
user interests are stable, which might lead to suboptimal performance. To
address this issue, we propose the novel model named Time-aware Atten-
tive Neural Network with Long-term and Short-term User Representa-
tion (TANN). Specifically, to reduce the influence of interest drifts, we
propose the Time-aware Self-Attention (T-SA) which considers the time
interval information about user browsing history. We learn the short-
term user representations from their recently browsing news through the
T-SA. In addition, we learn more informative news representations from
the historical readers and the contents of news articles. Moreover, we
adopt the latent factor model to build the long-term user representa-
tions from the entire browsing history. We combine the short-term and
long-term user representations to capture more accurate user interests.
Extensive experiments on two public datasets show that our model out-
performs several state-of-the-art methods.

Keywords: News recommendation · Self attention · Time-aware ·
Long-term interest · Short-time interest · Representation learning

1 Introduction

Nowadays, online news platforms have become popular with people to acquire
daily information, such as MSN News and Google News. However, with the explo-
sion of news contents and services, users are overwhelmed by tremendous news.
News recommendation can find news that satisfies the personalized interests of
c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12275, pp. 76–87, 2020.
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users, and is an important method to alleviate the information overload [7].
Therefore, news recommendation has received the increasing attention on both
academics fields and industry fields.

In news recommendation, the key task is learning the accurate user repre-
sentations to reflect the user interests. Because of the uncertain user behav-
ior and limited information, it is difficult to capture appropriate user interests.
Traditional methods, like collaborative-filtering (CF) based methods ignore the
sequence information about user browsing history. They can not learn the cur-
rent interest of users exactly. Recently, some novel models based on deep learning
were proposed for personalized news recommendation. Some deep learning based
methods utilize the recurrent neural networks (RNN) and attention mechanism
to capture the short-term user interests from recently viewed news [14,20,22,23].
Besides, some methods exploit to utilize the long-term and short-term interest of
users together for more accurate representation [1,7]. For example, [1] proposed
to learn long-term interests from user IDs and capture short-term user interests
from recently viewed news by GRU model.

Although these deep learning based methods have achieved encouraging
results, they still have two potential limitations. Firstly, they ignore the short-
term user interest drifts, and consider that user preferences are stable in the short
term. Short-term user interest is usually dynamic, but it is critical for making
the recommendation decisions. Short-term user interests usually are dynamic
but important to making news recommendation decisions. For example, the cur-
rent interest of a user may have changed when he resumes browsing news after a
short interval. Secondly, they generally recommend news by matching user inter-
ests with news content, but overlook the effective collaborative information. It is
worth noting that users with similar interests may also read similar news, e.g.,
if Peter has similar browsing history to Bob and has browsed the news C, then
Bob will probably also read C, even if the content of C is different from the news
that Bob recently browsed. These mentioned methods fail to take into account
this collaborative information.

For addressing above issues, this paper proposes a Time-aware Attentive
Neural Network with long- and short-term user representation for news recom-
mendation (TANN). In order to reduce the influence of user interest drifts, we
propose the time-aware self-attention (T-SA) which considers the time interval
information between two browsing records. We learn the short-term representa-
tions of users from recently browsed news via the T-SA. In addition, to integrate
the collaborative information, we apply attention mechanism to learn informa-
tive news representations from the historical readers and the contents of news
articles. Furthermore, we utilize latent factor model to model the long-term inter-
ests from entire browsing history of users, and combine the long-term interests
with the short-term user interests for better representations. The experimental
results on two real-world datasets show our method has achieved the promising
performance and is superior to several state-of-the-art methods.
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2 Related Work

Today, personalized news recommendations have received extensive attention
from academia and industry, and have been extensively studied. A variety of news
recommendation methods have been proposed, including conventional methods
and methods based on deep learning [18,23].

Conventional methods include the CF-based methods, content-based
methods and hybrid methods. CF-based methods assume that users with sim-
ilar behavior will show similar preferences for news [3,6,7]. They usually learn
the latent representations from entire historical interactions to get the general
user interests. For example, latent factor model [9] directly models the user-item
interaction with inner product. But CF-based methods have to face the problem
of cold start and lack the ability to capture the short-term interests of users.

Content-based and hybrid recommendation can alleviate the cold-start prob-
lem. Content-based methods analyze the actual content or attributes of the news
articles for recommendation Content-based methods analyze the content of his-
torical news articles browsed by users for recommendation [12,16,17]. For exam-
ple, [16] adopt vector space model similarity to evaluate the relevance of different
news and recommend relevant news to users. Hybrid methods usually combine
several different methods [10,11,13], such as SCENE [10] proposed a two-stage
recommendation framework to blend the CF-based method and content-based
method. However, these methods neglect the sequence information in user brows-
ing history and can not effectively learn the short-term user interests. In addition,
they fail to consider the contexts and semantic information in news which are
important to learning representations of news and users.

Deep learning based methods are proposed for personalized news rec-
ommendation recently. These methods utilize the neural network models such
as recurrent neural network and attention mechanisms, to learn short-term user
interests from the sequence of the recently browsed news. Besides, these methods
learn deep news features from news contents via neural networks [1,7,14,18,21–
23]. For example, [14] adopt denoising auto-encoder to obtain effective news
feature from news attributes, and learn users representations from browsed
news via GRU network. Moreover, some works exploit to integrate the long-
term and short-term interest of users for more accurate representations [1,7,24],
such as [24] proposed to the time-LSTM which uses the time gate to control
the impact of time, and introduces time interval information to obtain more
reasonable user representations.

However, these deep learning based methods ignore the short-term user inter-
est drifts and assume that user interests are stable in the short term. In addition,
they usually take the idea of content-based methods, but ignore the effective
collaborative information. Inspired by [2,24], we propose a time-aware attentive
neural network, and consider the time interval information to alleviate the effects
of user interest drifts. Furthermore, we exploit to learn the news representations
from the content and the historical reader of news to integrate the collaborative
information.
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Fig. 1. The architecture of the proposed TANN for news recommendation.

3 Methodology

In this part, we present the TANN for news recommendation. The architecture
of our proposed model is shown in Fig. 1. There are three major modules, i.e., the
User Encoder with time-aware self-attention and latent factor model, the News
Encoder with attention mechanism, and the Predictor to predict the probability
that users will click on candidate news articles.

3.1 Problem Formulation

Assume that there are m users U = {u1, u2, ..., um} and n news articles V =
{v1, v2, ..., vn}. According to the implicit feedback of users, the entire browsing
data can be defined as matrix M ∈ R

m×n, where Mu,s = 1 indicates the user
u browsed the news s, otherwise Mu,s = 0. For each user, we chronologically
organize the browsing history as a sequence of tuples Ou = {(vu

j , tuj )}lu
j=1, where

tu1 ≤ tu2 ≤ ... ≤ tulu , vu
j is the news in V , lu indicates the number of articles

viewed by user u, and (vu
j , tuj ) means that user u browsed news vu

s at time tus .
In this paper, we exploit to build a prediction function ŷu,s = F (u, s;Θ) ∈ [0, 1]
from the user-item matrix M and the click sequences Ou. Prediction function
F (u, s;Θ) is used to calculate the probability that user u will click on a candidate
news s.
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3.2 User Encoder

In our model, we learn user representations from the browsing history via the
User Encoder. It consists of two modules, namely, the long-term user represen-
tation module for capturing user consistent preferences and a short-term repre-
sentation part for modeling temporal interests.

Long-Term Interest Representation. Users usually have long-term interests
in reading news. The long-term user interest is stable and will not change much
over time. For example, a football fan might browse many sports news about La
Liga for years. To distill user consistent preferences, we exploit to learn long-term
user representations from the user browsing history. Specifically, we learn the
long-term representations from the entire user-item interaction data via latent
factor model [9]:

M = WU · WT
V (1)

where WU ∈ R
m×k and WV ∈ R

n×k are the user feature matrix and item
feature matrix, respectively. We denote pu = WU [u] ∈ R

k as the long-term user
representation of u. Besides, qs = WV [s] ∈ R

k is the embedding of news s, and
k is the dimension of the latent space.

Short-Term Interest Representation. Short-term user interest reflects a
common situation: users tend to be attracted to something temporarily. For
example, the temporal interest of a user may have changed when he resumes
browsing news after a short interval. To reduce the influence of interest drifts, we
propose Time-aware Self-Attention (T-SA) mechanism to learn the short-term
user interests. T-SA considers two aspects of time factor: time order information
and time interval information. Given the recent browsing history of user u: Cu =
{(v1, t1), (v2, t2), ..., (vK , tK)} ⊆ Ou, where ti < ti+1, and the corresponding
news embedding sequence {e1, ..., eK} through the News Embedding Layer. We
adopt the pre-trained word emebedding model to obtain the news embeddings.

For the time order information, we encode it into the news embedding. The
dimension size of the news embedding is h, and the calculation of each dimension
in the time order vector is as follows:

PE(pos, 2i) = sin(pos/100002i/h) (2)

PE(pos, 2i + 1) = cos(pos/10000(2i+1)/h) (3)

where pos ∈ 1, 2, ...,K is the time order. The time order code is PEpos, and the
new vector ei which contains time order information as follows:

ei = ei + PEi (4)

For the time interval information, we obtain the time interval sequence TΔ =
{Δ1,Δ2, ...ΔK}, where Δi = ti − ti−1 and Δ1 = 0. Based on the attention
mechanism, we propose a time weight matrix to control the attention weight
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between two news embeddings. Through the time weight, we can achieve that
the bigger the time interval is, the smaller the attention weights between the
two news are. Each embedding attention weight in the sequence is computed as
follows:

αi,j =
wΔ

i,jexp( eT
i Qw ej)

∑K
k=1 wΔ

i,kexp( eT
i Qw ek)

(5)

ei =
K∑

k=1

αi,k ek (6)

where Qw ∈ R
h∗h is the trainable projection parameter. wΔ

i,j is the time interval
weight between i-th news and j-th news. The principle of time weight setting is
as follows:

wΔ
i,i = 1 (7)

wΔ
i,j = wΔ

j,i = wΔ
i,j−1 ∗ pj−1,j , i < j (8)

pj−1,j =
{

q < 1, ifΔj ≥ Δthreshold

1, otherwise
(9)

where Δthreshold is the time threshold and q ∈ (0, 1) control the magnitude of the
change in time weight. For example, the time interval sequence is {0, 100, 20, 50},
and the Δthreshold = 30. Then the time interval weight matrix is shown as
follows: ⎛

⎜
⎜
⎝

1, q, q, q2

q, 1, 1, q
q, 1, 1, q
q2, q, q, 1

⎞

⎟
⎟
⎠ (10)

We can get a new news embedding sequence {e′
1, e

′
2, ..., e

′
K} through the T-

SA. This sequence considers the influence of time factor on short-term user inter-
est. T-SA can learn the sequence correlation of each news article, and detect weak
sequence correlation because of taking into account the time interval. Therefore,
T-SA can alleviate the effects of short-term user interest drifts.

Moreover, we apply the attention mechanism to learn relevance between the
news recently clicked by the user and the candidate news vs. The specific calcu-
lation method is as follows:

di = tanh(Wue′
i + wu) (11)

ds = tanh(Wues + wu) (12)

αu
i =

exp(qu(di + ds))
∑K

j=1 exp(qu(dj + ds))
(13)

vu =
K∑

i=1

αu
i e

′
i (14)
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where es is the embedding of candidate news, Wu ∈ R
g∗h,qu ∈ R

g are trainable
parameters, and wu ∈ R

g is bias parameter. vu denotes the short term interest
representation of user u.

3.3 News Encoder

The News Encoder is designed to extract the abstract features of candidate news.
We can learn the collaborative feature from the historical readers information.
To leverage the collaborative information, we learn representations of a news
article from the article content and users who recently browsed this article.
For a candidate news vs, Us = {u1, u2, ..., uM} denotes the users who have
recently browsed vs. Ci = {vui

1 , vui
2 , ..., vui

K } denotes the news recently browsed
by user ui. As mentioned above, We can obtain the embedding of each news
through the News Embedding Layer. The embedding set corresponding to the
Ci is Ei = {eui

1 , eui
2 , ..., eui

K }. For the set of users who have clicked vs, we apply
the average sum of news embedding to get the content embedding of each user:

euk =
K∑

i=1

euk
i

K
(15)

where euk
i ∈ R

h represents the vector of the i-th news that user uk has browsed.
The set Eu

s = {eu1 , eu2 , ..., euM } represents the textual feature of the news
recently clicked by the each user. It indicates the reading features of current
readers of news vs and indirectly reflects the context of news vs. For the each
embedding es′

i in the sequence {es, eu1 , ..., euM }, we utilize the attention mech-
anism as follows:

αs
i =

exp(qw tanh(Wces′
i + wb))

∑M+1
j=1 exp(qw tanh(Wces′

j + wb))
(16)

where Wc ∈ R
g∗h,qw ∈ R

g are trainable parameters, and wb ∈ R
g is bias

parameter. αs
i represents the weight of the i-th embedding in the sequence. The

final news representation vs which contains text information and collaborative
information is denoted as follows:

vs =
M+1∑

i=1

αs
ie

s′
i (17)

Besides, for the candidate news vs, we also get the latent news embedding
qs by latent factor model.

3.4 Predictor

To obtain more accurate representations, we combine the long- and short-term
user representation together. The final user and news representation are as fol-
lowed:

vU
u = [vu;pu] (18)
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Table 1. Datasets Statistics.

Dataset #user #news #interaction Avg. #articles seen per user

Globo 322,897 46,033 2,988,181 9.25

Adressa 640,503 20,428 2,817,881 4.40

vI
s = [vs;qs] (19)

where [·; ·] is the concatenation operation.
To predict the probability of the user u clicking the candidate news article

vs, we utilize the cosine function as the Predictor : r̂u,s = cosine(vU
u ,vI

s). r̂u,s

denotes the clicking probability.

3.5 Loss Function

We apply the pairwise learning method to train our proposed model. For the
input triple < u, p, n >, where u, p, n respectively denote users, positive sample
and negative sample, we minimize objection function as follows:

arg min
Θ

∑

(u,p,n)∈D

max{0,m − (r̂u,p − r̂u,n)} + λΩ(Θ) (20)

where m is the margin between positive and negative sample, Θ is the trainable
parameters of the model, Ω(·) denotes the L2 regularization and λ is the penalty
weight.

Since not all users and news articles can participate in the model training,
just like the new users or new articles, we cannot obtain the long-term represen-
tation of each user during the prediction phase of our model. In order to solve
this problem, we use a random masking strategy followed [1] during model train-
ing. Specifically, we randomly mask the long-term user representations pu and
the latent representation of news qs with a certain probability pm. The mask
operation sets all dimensions of the vector to zero. Thus, the representations can
be reformulated as:

pu = p · Wu[u]
qs = p · Ws[s]

p ∼ M(1, 1 − pm)
(21)

where M denotes the binomial distribution This design is in line with the actual
situation and can reduce the impact of cold start on the model prediction [1].

4 Experiments

4.1 Experiments Setup

Dataset and Evaluation Protocol. We conduct experiments on two public
real-world datasets: Globo1 and Adressa2. Data statistics is shown in Table 1.
1 https://www.kaggle.com/gspmoreira/news-portal-user-interactions-by-globocom.
2 http://reclab.idi.ntnu.no/dataset/.

https://www.kaggle.com/gspmoreira/news-portal-user-interactions-by-globocom
http://reclab.idi.ntnu.no/dataset/
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Globo dataset comes from a popular news platform in Brazil, which provides
the pre-trained content embeddings of news articles. Adressa dataset [4] comes
from a social news platform in Norwegian. We use one-week version of Adressa
and adopt the pre-trained Glove embeddings [15] to build the news embeddings.

For each user in each dataset, the interaction history is split into the training
set, validation set and test set with the ratio of 80%, 10% and 10% respectively.
We use negative sampling to construct training data, and treat news articles that
have not been browsed by users as negative samples. During model training, the
validation set is used to adjust the hyper-parameters. For each user in the test
set, we sample 99 negative items and pair them with the positive sample. Then
each model will calculate the score for each user-item interaction in the test set.

To evaluate the recommendation performance, we employ three widely-
adopted metrics: Hit Ratio (HR), Normalize Discounted Cumulative Gain
(NDCG) and Area Under Curve (AUC) [6].

Comparison Methods. We compare our model TANN with some recent state-
of-the-art (SOTA) methods, including ConvNCF [6], DeepFM [5], NRMS [21],
NAML [19], DAN [23], LSTUR-ini [1]. These models are based on deep learning
methods.

Implementation Details. We implement TANN based on Tensorflow. We
optimize the AUC on the validation set to obtain the optimal hyper-parameter
settings. They are setting as follows: we set negative sampling size S = 3 with
random strategy; we set the sequence length K = 10; Margin is set as m = 0.05;
And Adam [8] is used to optimize the parameters with learning parameter of
0.0003. The mask probability pm is 0.7. Besides we set the Δthreshold to be 1000
seconds. Regularization penalty factor λ is set to 0.005 and the dropout rate is
0.5. The batch size is 1024. We train the models at most 100 epoches.

For a fair comparison, we employ the source codes of all the SOTA methods
from Github and fine-tune parameters to get the best performance for these
models according to their works.

4.2 Performance Comparison

Comparisons of Different Models. First of all, we conduct experiments to
compare our model with the SOTA methods on two datasets. We show the
detailed results on three different metrics in Table 2. We can obtain several key
observations from Table 2:

Firstly, the performance of our method is significantly improved compared
to all comparative methods. Especially, NDCG@5 increases by more than 6.41%
and HR@20 increases by more than 3.34%. We believe that the superior perfor-
mance of the model mainly stems from its three advantages: (1) TANN considers
the time interval information when learning the short-term user interest. (2) Our
method considers both the long-term user interest and the short-term interest for
better user representation. (3) We introduce the information of news readers and
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Table 2. Comparison of different methods on two Datasets for Top-K news recom-
mendation.

Datasets Methods HR@K NDCG@K AUC

K = 5 K = 10 K = 20 K = 5 K = 10 K = 20

Globo. ConvNCF 0.7439 0.8260 0.8587 0.5548 0.5819 0.5902 0.8612

DeepFM 0.7559 0.8223 0.8398 0.5489 0.5701 0.5745 0.8779

NRMS 0.7536 0.8284 0.8483 0.5610 0.6172 0.6728 0.9106

DAN 0.7543 0.8356 0.8527 0.5317 0.5802 0.6825 0.9027

NAML 0.8301 0.8370 0.8342 0.5950 0.6276 0.6774 0.9141

LSTUR-ini 0.8635 0.9383 0.9483 0.6172 0.6728 0.6906 0.9206

TANN 0.8748 0.9428 0.9631 0.6568 0.6864 0.7091 0.9601

Adressa. ConvNCF 0.7107 0.7895 0.8021 0.4719 0.5368 0.5583 0.8550

DeepFM 0.7457 0.8013 0.8101 0.5334 0.5549 0.5573 0.9259

NRMS 0.7468 0.8142 0.8233 0.5210 0.5572 0.5728 0.9316

DAN 0.7516 0.8217 0.8438 0.5110 0.5426 0.5701 0.9231

NAML 0.7601 0.8311 0.8561 0.5486 0.5788 0.6289 0.9308

LSTUR-ini 0.7935 0.8257 0.8783 0.5732 0.5923 0.6406 0.9362

TANN 0.8088 0.8392 0.9076 0.5886 0.6049 0.6499 0.9694

add the collaborative signals to represent news, which can improve the accuracy
of news recommendations.

Secondly, the methods that consider the reading sequences of users (e.g.,
DAN, NRMS) is better than the collaborative-filtering based method (e.g., Con-
vNCF). This is because CF-based methods cannot reflect the current interest of
users for news recommendation.

Thirdly, the methods which exploit to combine the long-term and short-term
user representations (e.g., LSTUR-ini and TANN) outperform other methods.
This may be because these methods have stronger feature extraction capabilities
and can model complex and varied user preferences from reading history. For
the models using a single user representation, often cannot fully reflect the users
interest.

Comparisons of TANN Variants. Moreover, to show the effectiveness of the
design of our method, we compare among the variants of TANN with respect
several aspects: Time-aware self attention, combining of long-term and short-
term user interests, and the novel representation of news. The experimental
results on the Globo dataset are shown in Table 3.

As can be seen that, there is dramatic decline in performance when removing
the T-SA. This proves the effectiveness of our design. In the design of T-SA, we
consider the time interval information and adopt the self-attention to learn the
feature from the short reading sequences. Besides, removing long-term interest
representation can also lead to poor experimental results. It demonstrates that
considering both long-term and short-term user interests is necessary. Moreover,
we remove the novel news representation and only use news article embedding
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as the news representation. The decreased performance shows the rationality of
our news representation method.

Table 3. Comparison of TANN Variants.

Model HR@K NDCG@K

K = 5 K = 10 K = 5 K = 10

TANN without T-SA 0.8021 0.8319 0.5248 0.5619

TANN without long-term interest 0.8428 0.8735 0.5752 0.5876

TANN without novel news representation 0.8631 0.9143 0.6252 0.6376

TANN 0.8748 0.9428 0.6568 0.6864

5 Conclusion

In this paper, we propose a novel news recommendation model, called Time-
aware Attentive Neural Network with long- and short-term user representation
(TANN). We propose to take the time interval of user reading into account and
design the novel self-attention model to learn more accurate user short-term
interest. Besides, we propose to learn the news feature from the historical read-
ers and contents of news articles via the attention mechanism. Furthermore,
we use the latent factor model to learn the short-term interests and combine
the long-term and short-term interests together for better representation. From
extensive experimental results, it can be proved that TANN outperforms previ-
ous advanced methods in news recommendation performance. In the future, we
plan to extend TANN to other recommendation scenarios.
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Abstract. Users on social media like Facebook and Twitter are influ-
enced by their friends. Social recommendation exploits users’ social activ-
ities for modeling their interests to enhance the activeness and reten-
tion of users. Besides, their interests change from time to time. Session-
based recommendation divides users’ interaction history into sessions
and predict users’ behaviors with the context information in each ses-
sion. It’s essential but challenging to model the social activities and the
dynamic property in an unified model. Besides, most of existing session-
based recommendation approaches model users’ interaction history as
ordered sequence in regardless of real timestamps of those interactions.
To solve the above issues together, we design a heterogeneous graph
for modeling the complex interactions among users and items and pro-
pose a Time Interval aware graph neural network-based Recommenda-
tion approach(TiRec) to model both the social activities and the dynamic
property of users’ interaction with items. Furthermore, to capture users’
dynamic preference, we propose a time interval aware and self-attention
based aggregator to model users’ preference in each session. Experimen-
tal results on several real-world datasets demonstrates the effectiveness
of our proposed approach over some competitive baselines.

Keywords: Session-based recommendation · Time Interval · Social
recommendation

1 Introduction

People interact with items like movies, books and music on social media like
Douban by purchasing, rating and leaving comments. And users often share their
thoughts and communicate with others, through which users’ activities tends
to be influenced by their related friends. Besides, users’ interests are dynamic
and change from time to time. A user may be interested in sports for a period
of time and then be attracted to video games. Session-based recommendation
divides users’ interaction records into sessions and model users’ preference in each
session separately. As a result, social influence among users are often context-
dependent. Like when a user want to buy a camera, she tends to consult for her
friends who are photography enthusiast instead of those who are interested at
sports.
c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12275, pp. 88–95, 2020.
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... ...

Fig. 1. The illustration of session-based social recommendation.

As the example in Fig. 1, Carl is interested in shoes in the current session
while his friend Bob and Alice bought some sporting shoes recently. Then the
next purchase decision of Carl may be more influenced by Bob and Alice instead
of George, who is an electronic enthuasist instead. It’s essential but challenging to
model social activities and users’ dynamic preference together. However, most
of existing work focus on modeling either social activities or users’ dynamic
preference, instead of them together. To solve those challenges, we propose a
graph neural network-based model to model the heterogeneity of users’ social
activities and interaction activities and the dynamic of users interests.

Our contributions are summarized as follows:

– We propose a Time Interval aware graph neural network-based Recommenda-
tion approach(TiRec) to model both the social activities and users’ dynamic
preference in an unified manner.

– We propose a time interval aware aggregator to model users’ preference in
each session which utilizes time interval information.

– Experimental results on two real-world datasets demonstrate the effectiveness
of our model, showing the usefulness of modeling time interval information
in social recommender systems.

The rest of this paper is organized as follows: Some related work is discussed
in Sect. 2. We then present the problem definition and introduce our model in
Sect. 3. Following it, Sect. 4 presents experiments results and analysis. Finally,
Sect. 5 concludes this paper.

2 Related Work

Social Recommendation. Leveraging the social network information provides
an effective approach to alleviate data sparsity and improve performance in
social recommendation, which has received attention from researchers [2,6,12].
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As interactions among users and items can be naturally modeled as a graph,
Graph Neural Network(GNN) based approaches have attracted much attention
recently [2,11,12]. GNN-based approach socialGCN [12] captures how users’
preferences are influenced by the social diffusion process in social networks.
GraphRec [2] is for rating prediction in a social recommendation setting, which
aggregates information from users and items’ connected neighbors. Wu et al.
[11] designs a layer-wise influence propagation structure to model how users
preferences evolve as the social influence propagates recursively. Our Model is
also based on graph neural network, which models social influence and users’
dynamic interests together.

Session-Based Recommendation. Capturing the purchase appetites of users
and their evolution over time has attracted researchers’ attention in recent years,
which utilizes sequential information among items to capture users’ dynamic
interests [1,5,10]. GNN based model are also proposed for session-based recom-
mendation [8,13]. DGRec [8] is the first work to work on session-based social
recommendation. They propose a dynamic graph attention network which mod-
els the social influence and the sequential pattern of users’ actions together.
However, the real time interval information is neglected when predicting users’
interests, as only the order information in the action sequences is utilized.

3 Model

In this section, we will introduce the problem definition and the details of our
model, which is mainly composed of two modules modeling users’ dynamic inter-
ests and social influence.

3.1 Problem Definition

Definition 1. (Session-based Social Recommendation) Assume that we have a
set of users and items, denoted by U and I respectively. Gsocial = (U,EUU ) is
the social network, where EUU is the social links between users. Given a new
session Su

T+1 = {iuT+1,t1
, iuT+1,t2

, ..., iuT+1,tn
} of user u, the goal of session-based

social recommendation is to recommend a set of items from I that u is likely to
be interested in at the next timestamp tn+1 by exploiting her dynamic interests
(i.e., from previous sessions) and social influence received from her social links
N(u).

3.2 Dynamic Interests Aggregator

Dynamic interests aggregator aims to learn user u’s latent factor, denoted by
hS(u), from his latest session ST (u)(Our model can be easily generalized to more
sessions). The challenge here is to incorporate the real time interval information
and sequential information together. To address this challenge, we adopt a self-
attention based aggregator, inspired by [4]. The input is user u’s latest session
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ST (u) = {iuT,t1
, iuT,t2

, ..., iuT,tn
}. The sequence is truncated or padded according

to a threshold as the max sequence length. As mentioned above, each user-
item interaction is associated with a timestamp ti. So each session ST (u) is also
associated with a timestamp sequence t = (t1, t2, ..., tn). The output of dynamic
interest aggregator is H = (h1, h2, ..., hn) in which hi is the hidden representation
of first i elements.

As two sessions may have a same item sequence but with different time
intervals among items, we take not only order information between two items
iuT,tj

and iuT,tk
but also the time interval δjk = |tk − tj | of two interactions into

consideration. δjk is clipped into a proper range, since a too large time interval
or too small time interval tends to be meaningless. δjk is taken as an index to
get a relative temporal encoding r(δjk) ∈ Rd. Following [4], we adopt a fixed set
of sinusoid functions as basis, with a learnable linear project function fLinear(·)
to obtain δjk:

Base(δjk, 2i) = sin(δjk/100002i/d) (1)

Base(δjk, 2i + 1) = cos(δjk/100002i/d) (2)
r(δjk) = fLinear(Base(δjk)) (3)

With the relative temporal encoding, a weighted sum of the linearly trans-
formed representations of first i elements in the sequence, the position encoding
and the relative temporal encoding, denoted by ĥi, is computed as:

ĥi =
n∑

j=1

αij(WV ei + r(δij) + pj) (4)

where ei is the embedding of the i-th element, WV is the linear transformation
matrix, r(δij) is the relative temporal encoding and pj is the position encoding.
The position encoding is also computed with sinusoid function like the relative
temporal encoding following [9].

The weighted coefficient αij is computed with a softmax function on similar-
ity on eij , which is computed with a similarity function as:

eij =
WQei(WKej + r(δij) + pj)T√

d
(5)

where WQ and WK are linear transformation matrix for query and key in self-
attention mechanism. And the final output is obtained performing a feed-forward
network g(·) on ĥi as hi = g(ĥi).

So far, we have obtained the representation of session ST (u) which is the
short-term preference of user u. And user u’s long-term preference is represented
with a base embedding eu. The final representation hI(u) of the dynamic interest
aggregator is compute with a non-linear transform on the long-term interest
representation eu and short-term interest as hn:

hI(u) = ReLU(W I [eu;hn]) (6)

where ReLU(x) = max(0, x) is a non-linear activation function and WI is the
transformation matrix.
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3.3 Social Influence Aggregator

We observe that users receive influence from her friends when making a decision.
To model such social relation, we adopt an attention-based aggregator. The
output of the social influence aggregator h

(L)
S (u) is computed as:

˜
h
(L)
S (u) =

∑

∀j∈N(u)∪u

αijh
(L−1)
S (u) (7)

where αij is the weight coefficient, computed as follows:

αij =
exp(h(L−1)

S (i) · h
(L−1)
S (j)

T
)

∑k=n
k=1 exp(h(L−1)

S (i) · h
(L−1)
S (k)

T
)

(8)

The final output h
(L)
S (u) of the aggregator is computed as h

(L)
S (u) =

ReLU(W · ˜
h
(L)
S (u)). Through stacking more layers of the social influence aggre-

gator, target user u can receive influence from higher-order neighbors. h
(0)
S (u) =

hI(u). The final output of social influence aggregator is h
(L)
S (u).

3.4 Recommendation

The final interest representation h(u) of user u is computed by combining both
the short-term preference and social influence as:

h(u) = ReLU(W [hI(u);h(L)
S (u)] (9)

Then the probability user u will interact with item i is computed with:

p(i|ST+1(u), {ST (i),∀k ∈ N(i)}) =
exp(ei · h(u)T )

∑k=|I|
k=1 exp(ek · h(u)T )

(10)

where ek is the item embedding for item k and |I| is the number of items. Items
with highest probability will be taken as candidate items.

3.5 Loss

The whole model is trained through maximizing the below loss as follows:

L =
∑

∀u∈U

t=T∑

t=2

Nu,t−1∑

n=1

log(p(iut,n+1|{iuT+1,t1 , i
u
T+1,t2 , ..., i

u
T+1,tn}, {ST (i), ∀k ∈ N(i)}))

(11)

That is, for each observed item iut,n+1 in all sessions, we maximize its likeli-
hood with previously observed items {iuT+1,t1

, iuT+1,t2
, ..., iuT+1,tn

} in its current
session and social influences {ST (i),∀k ∈ N(i)} received from peers.
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4 Experiments

In the following part, we will first introduce our experimental settings, including
datasets, baselines, and evaluation metrics. Then we analyze the experimental
results.

4.1 Experimental Settings

Datasets. We experiment with some representative real-world datasets in social
recommendation: Delicious1, Douban Movie2 and Epinions3, which contain both
the users’ interaction records and social relations, such as trust and following.
Table 1 summarizes the statistics of the datasets.

Table 1. Statistics of the datasets.

Datasets Delicious Douban Epinions

# Users 1,650 32,094 8,727

# Items 4,282 13,078 10,009

# User-Item interactions 296,705 10,077,494 41,933

# Social Links 15,328 45,107 21,406

# User-item Density 4.1994% 2.4000% 0.0480%

# User-user Density 5.6301% 0.0043% 0.0281%

Baseline Methods. In our experiment, we take Hit Ratio@k and NDCG@k as
evaluation metrics. We report the average value on all testing sessions. Baseline
methods are listed below:

– BPR [7]. It optimizes the MF model with a pairwise ranking loss.
– SBPR [14]: It’s a social Bayesian ranking model that considers social rela-

tionships, which is improved on BPR.
– SocialReg [6]: It’s a social-based model that regularizes and weighs friends’

latent factors with social network information.
– GraphRec [2]: It is a graph neural network based social recommendation

model. It models users in social and item domains separately.
– RNN-Session [3]: It’s a recurrent neural network-based model for session-

based recommendation.
– DGRec [8]: It is a graph neural network-based model which models users’

dynamic interests and social influence.
– TiRec: Our proposed TiRec combines the influence from social relation, tem-

poral information into consideration.
1 https://grouplens.org/datasets/hetrec-2011/.
2 https://www.dropbox.com/s/u2ejjezjk08lz1o/Douban.tar.gz?dl=0.
3 https://cseweb.ucsd.edu/∼jmcauley/datasets.html#social/ data.

https://grouplens.org/datasets/hetrec-2011/
https://www.dropbox.com/s/u2ejjezjk08lz1o/Douban.tar.gz?dl=0
https://cseweb.ucsd.edu/~jmcauley/datasets.html#social/_data
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Parameter Settings. We test different settings on validation data to obtain
the best hyperparameters. For the embedding size d, we fix the embedding size
of users and items as 100. We sample 10 or 15 friends for each user to accelerate
computing. The batch size and learning rate are searched in [32, 64, 128, 256, 512]
and [0.001, 0.005, 0.01, 0.05, 0.1], respectively. We user Adam for optimization
due to its effectiveness. To avoid overfitting, we set the dropout rate as 0.2.
We stop training if the evaluation metrics on validation set decreased for 10
successive epochs.

Table 2. Performance on the next-item recommendation task.

Datasets Delicious Douban Epinions

Models Hits@20 NDCG@20 Hits@20 NDCG@20 Hits@20 NDCG@20

BPR 0.2765 0.2287 0.0159 0.1112 0.1174 0.0592

SBPR 0.2954 0.2393 0.0168 0.1062 0.1253 0.0623

SocialReg 0.2699 0.2283 0.0177 0.1123 0.1093 0.0543

RNN-Session 0.3453 0.2593 0.1639 0.1802 0.1289 0.0774

GraphRec 0.2745 0.2287 0.0168 0.1187 0.1183 0.0599

DGRec 0.4071 0.2935 0.1867 0.1958 0.1332 0.0898

TiRec 0.4157 0.3128 0.1988 0.2123 0.1384 0.0923

4.2 Main Results

For the session-based social recommendation task, we present the results of
Hit@k and NDCG@k, (i.e. K = 20) in Table 2. We have the following observa-
tions:

(1) The models utilizes social information outperforms those don’t. The improve-
ment is more significant on the Delicious dataset than other two datasets,
which has a larger density. This demonstrates that the social network infor-
mation is helpful in predicting the preference of users.

(2) The models capture users’ dynamic preference, including RNN-Session,
DGRec and TiRec, performs better than other methods. This implies the
effectiveness of capturing users’ dynamic interests.

(3) Our TiRec performs better compared with all the baseline methods, which
captures users’ social influence and temporal information in interaction
sequences with two kinds of aggregators. TiRec performs better than DGRec
as TiR ec utilizes the time interval information while DGRec doesn’t.

5 Conclusions

In this work, we explore combined effects of social relations and sequential infor-
mation in social recommender systems and propose a graph neural network-
based model. Our model models dynamic interests of users with an aggregator
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based on self-attention, which utilizes both sequential information between items
and real time intervals. To capture social influence, we leverage an attention-
based aggregator. Experimental results on several real-world datasets have
demonstrated the effectiveness of our proposed model. For future work, it’s also
possible to incorporate rich attribute information (i.e. category, price) and tex-
tual description of items to provide better prediction performance.
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Abstract. AutoML aims to select an appropriate classification algo-
rithm and corresponding hyperparameters for an individual dataset.
However, existing AutoML methods usually ignore the intrinsic imbal-
ance nature of most real-world datasets and lead to poor performance.
For handling imbalanced data, sampling methods have been widely used
since their independence of the used algorithms. We propose a method
named AutoIDL for selecting the sampling methods as well as classifica-
tion algorithms simultaneously. Particularly, AutoIDL firstly represents
datasets as graphs and extracts their meta-features with a graph embed-
ding method. In addition, meta-targets are identified as pairs of sampling
methods and classification algorithms for each imbalanced dataset. Sec-
ondly, the user-based collaborative filtering method is employed to train
a ranking model based on the meta repository to select appropriate sam-
pling methods and algorithms for a new dataset. Extensive experimental
results demonstrate that AutoIDL is effective for automated imbalanced
data learning and it outperforms the state-of-the-art AutoML methods.

Keywords: AutoML · Imbalanced data · Collaborative filtering

1 Introduction

With the success of machine learning, there is a growing demand to build appro-
priate machine learning systems for real-world datasets, which needs a large
amount of human sources and efforts. To solve the problem, the development
of automated machine learning (AutoML), seeking to select the best machine
learning algorithms and their hyperparameters without experts intervention, has
attracted increasing interest recently [5]. A number of AutoML methods have
been proposed, such as Auto-sklearn [6] and OBOE [23]. However, previous
AutoML methods usually assume that training data used for building models
are balanced, which is not always the case in real world.

In the last two decades, a variety of methods have been proposed for tack-
ling the class imbalance problem [7], among which sampling methods are more
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prevalent and versatile as they are independent of the selected classification
algorithms [15]. Particularly, sampling methods alter the distribution of original
data either by increasing minority class cases (Oversampling) or by eliminat-
ing majority class cases (Undersampling). Up to now, various sampling methods
have been proposed yet there is not a consensus about which is the best sampling
method for an individual dataset. Therefore we consider that it is important
and necessary to integrate sampling method selection and algorithm selection
for automated imbalanced data learning.

In this study, we propose AutoIDL (Automated Imbalanced Data Learning)
to select sampling method and algorithm automatically. Firstly, AutoIDL applies
a k-nearest neighbor graph method to convert historical imbalanced datasets
into various graphs, and the graph embedding method graph2vec [17] is then
employed to extract meta-features. Furthermore, the meta-targets of historical
datasets are identified and represented as pairs of sampling method and algo-
rithm, which are integrated with corresponding meta-features into the meta-
repository. Secondly, the user-based collaborative filtering method is used to
train a ranking model to select appropriate sampling methods and algorithms
simultaneously for new datasets. In the experiment, 70 imbalanced datasets are
used and the experimental results demonstrate that AutoIDL achieves better
performance compared with Auto-sklearn and OBOE.

The main contributions of present study are summarized as follows: (i) We
propose AutoIDL based on collaborative filtering for automated imbalanced data
learning, taking into consideration the selection of sampling methods and algo-
rithms simultaneously. (ii) A graph-based meta-feature extraction method is
proposed by transforming datasets to graphs and then representing graphs into
meta-features. (iii) We empirically demonstrate the effectiveness of AutoIDL and
show that AutoIDL outperforms Auto-sklearn and OBOE.

This paper is organized as follows. Section 2 introduces the related work.
Section 3 presents the AutoIDL method in detail. The experimental results are
provided in Sect. 4. Finally, Sect. 5 concludes present study.

2 Related Work

AutoML Methods: There has been increasing interest in AutoML in recent
years. A number of AutoML methods have been proposed, most of which are
based on Bayesian optimization [20], evolutionary algorithms [18] and meta-
learning [6]. One of the earliest work for AutoML is Auto-sklearn [6], which
based on scikit-learn library [19] in Python. To be specific, Auto-sklearn uses
the meta-learning step to warmstart the Bayesian optimization procedure and
stacks multiple models to derive more accurate performance. Recently, to reduce
the time consuming, OBOE [23] is proposed by using a collaborative filtering
method for time-constrained model selection and hyperparameters tuning.

Sampling Methods: Sampling methods modify the distribution of imbalanced
datasets and they are flexible to automated model selection as the preprocessing
methods. Up to now, a variety of sampling methods have been proposed, which
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could be divided into oversampling and undersampling methods. Particularly,
oversampling methods alter the imbalance ratio of a given dataset by increasing
the minority examples and the following seven oversampling methods have been
employed in present study, including ROS, SMOTE [3], BSMOTE [8], ADASYN
[10], SLSMOTE [2], MWMOTE [1] and KSMOTE [4]. Furthermore, undersam-
pling methods rebalance the skewed data by eliminating majority class instances
and nine undersampling methods have been used in the experiment, including
RUS, CNN [9], ENN [22], Tomek [21], OSS [12], NCL [13], NearMiss2 [16], USBC
[24] and CentersNN [14].

3 AutoIDL Method

3.1 Overview

Generally, the proposed AutoIDL method consists of two procedures: Meta
Repository Construction and Automated Model Selection. Particularly, in the
procedure of Meta Repository Construction, the meta-features and meta-targets
for historical imbalanced datasets are separately obtained and uniformly main-
tained in the meta repository. For Automated Model Selection, the meta repos-
itory is employed to select the applicable sampling method and algorithm for a
new dataset. The framework of AutoIDL is represented in Fig. 1.

Fig. 1. General framework of the proposed AutoIDL method.

3.2 Meta Repository Construction

As shown in Fig. 1, two separate steps are included for constructing the meta
repository, namely graph meta-feature extraction and meta-target identification.

Graph Meta-feature Extraction. Meta-feature plays an important role in
the final performance. We argue that existing meta-features only describe the
general characteristics of a dataset while ignore the interactive relationship of
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the instances in the dataset. Therefore, we propose a novel graph meta-feature
extraction method, transforming the datasets into graphs and then using a graph
embedding method to extract meta-features, which ensure that similar datasets
will have similar vector representations in the embedded space.

To be specific, the graphical representations of datasets are generated by
using k-nearest neighbor graph, which is recognized as a good candidate graph
without sufficient domain knowledge of graph construction [25]. Furthermore,
based on the principle that data points in a subregion are linear, we measure how
each instance linearly relates to its closet neighbors. For each data point xi, it is
reconstructed as a linear function of its k-nearest neighbors. Specifically, it finds
the weights wi,j such that the squared distance between xi and

∑N
j=1 wi,jxj is as

small as possible, assuming wi,j = 0 if xj is not among the k-nearest neighbors
of xi. This step is the constrained optimization problem described as follows:

Ŵ = arg min
W

N∑

i=1

||xi −
N∑

j=1

wi,jxj ||2

subject to

{∑N
j=1 wi,j = 1, for i = 1, 2, ..., N,

wi,j = 0, xj /∈ KNN(xi)

(1)

where W is the weight matrix containing all the weights wi,j . Therefore the
weight matrix W could be regarded as the co-occurrences of data points. A
graph G = (V,E) is generated according to the filtered weight matrix. Nodes
represent instances and edges stand for the existence of filtered weight for two
instances.

With the built graph, the graph2vec [17] method is used to generate corre-
sponding embedding representation. Particularly, graph2vec is an unsupervised
method inspired by document embedding models and it finds the representa-
tion for a graph by maximizing the likelihood of graph subtrees given the graph
embedding using deep learning approaches. The detailed meta-feature extraction
step is presented in Algorithm 1.

Meta-target Identification. The meta-targets of these historical datasets are
obtained with the popular cross-validation method. The process of identifying
meta-targets is as following: Given a set of datasets D and a set of pairs 〈S,A〉
where S represents sampling methods and A represents learning algorithms, we
evaluate all combinations of d ∈ D and 〈s, a〉 ∈ 〈S,A〉 and the meta-targets are
denoted as Rd,〈s,a〉. To integrate the meta-features and the meta-targets, a meta
repository is built for maintaining the meta information of historical datasets.

3.3 Automated Model Selection

In the procedure of Automated Model Selection, the new data will be firstly
preprocessed to obtain corresponding meta-features with the graph meta-feature
extraction method. Then based on the constructed meta repository, a user-based
collaborative filtering (CF) method [11] is employed to select the best sampling
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Algorithm 1. Meta-Feature Extraction
Input: D = {D1, ..., Dn}: Historical datasets;
k: The number of nearest neighbors;
θ: The threshold for filtering graphs;
δ: The dimension of latent representation;
Output: V : Vector representations

1: for i = 1, 2, ..., n do
2: nn ← k-nearest neighbors of data points in Di

3: W ← weight matrix of Di according to nn
4: filterd W ← filter the weak co-occurrences less than the threshold θ
5: Gi ← generate graph (V, E) for dataset Di

6: end for
7: V ← the δ dimension representations of G using graph2vec(G, δ)
8: return V

method and algorithm, in which Pearson correlation coefficient is used to cal-
culate the similarity. Particularly, each user in CF is replaced by a dataset and
each item is replaced by a pair of 〈s, a〉 which represents the combination of a
sampling method and an algorithm (e.g. 〈 SMOTE, KNN-k-3 〉).

4 Evaluation

4.1 Experimental Setup

In the experiment, 16 different sampling methods have been selected, which
have been introduced in Sect. 2. Four popular classification algorithms, includ-
ing Naive Bayes, C4.5, KNN and Random Forest, have been employed. Further-
more, extensive experiments are conducted with the leave-one-out method on 70
imbalanced datasets, which are originated from the UCI and PROMISE reposi-
tory. In addition, for evaluating the imbalanced data classification performance,
the top widely used measure AUC is employed [7]. Three baselines are employed
for comparison, including SMOTE with Random Forest (SMOTE RF), Auto-
sklearn [6] and OBOE [23]. The k value for generating knn graphs is set as 3
according to the corresponding study [25]. For the graph2vec method, we have
selected the value δ = 32 for obtaining 32 meta-features as recommended in [17].

4.2 Experimental Results

In order to compare AutoIDL with the baselines, we provide the detailed AUC
values for these methods on the employed 70 imbalanced datasets in Table 1. For
each dataset, the best AUC values are highlighted in boldface. From Table 1, it
could be observed that AutoIDL obtains the largest number of datasets with
best AUC values among the compared four methods. Among all the 70 datasets,
the proposed AutoIDL method could obtain the best classification performance
with 57 datasets, which outperforms the three baseline methods apparently.
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Table 1. The detailed AUC values for employed methods on the 70 datasets

DataID SMOTE RF Auto-sklearn OBOE AutoIDL DataID SMOTE RF Auto-sklearn OBOE AutoIDL

1 0.6985 0.7147 0.7558 0.7878 36 0.7331 0.5826 0.5826 0.7194

2 0.7592 0.8184 0.6694 0.6778 37 0.5906 0.6733 0.654 0.758

3 1 0.9783 1 1 38 0.5583 0.6378 0.6705 0.7381

4 1 1 1 0.9938 39 0.623 0.6202 0.5984 0.6906

5 0.8192 0.8118 0.8713 0.9093 40 0.5855 0.6678 0.6207 0.8076

6 0.5694 0.6311 0.6511 0.6658 41 0.58 0.6474 0.6468 0.7982

7 0.9782 0.987 0.9694 0.9833 42 0.5675 0.6057 0.7515 0.7298

8 0.5 0.4873 0.4557 0.6765 43 0.553 0.7152 0.6559 0.7777

9 0.525 0.6403 0.5667 0.6567 44 0.5 0.4972 0.4915 0.658

10 0.8411 0.8438 0.8596 0.9224 45 0.5 0.6158 0.7117 0.7942

11 0.8664 0.8653 0.8873 0.9586 46 0.6382 0.7115 0.641 0.8911

12 0.5 0.5173 0.5243 0.701 47 0.6972 0.6948 0.6449 0.773

13 0.7639 0.6028 0.6222 0.7593 48 0.7266 0.7368 0.7489 0.8037

14 0.8051 0.8295 0.7967 0.8834 49 0.4912 0.4737 0.5182 0.7504

15 0.8988 0.8807 0.8764 0.903 50 0.5 0.6185 0.6596 0.6831

16 0.652 0.6996 0.7004 0.7385 51 1 1 1 1

17 0.7836 0.722 0.7717 0.88 52 0.6151 0.6151 0.6429 0.7804

18 0.6604 0.7459 0.658 0.8125 53 0.7212 0.6303 0.6351 0.7465

19 0.4965 0.5313 0.5428 0.6275 54 0.7238 0.7909 0.7499 0.7844

20 0.6411 0.6946 0.6038 0.6148 55 0.7939 0.8336 0.8657 0.9582

21 0.8194 0.8351 0.8212 0.8767 56 0.5949 0.7406 0.6628 0.7647

22 0.625 0.623 0.7964 0.8343 57 0.6835 0.7277 0.7479 0.8729

23 0.5406 0.5793 0.6072 0.7313 58 0.4983 0.5507 0.5085 0.7466

24 0.8817 0.875 0.846 0.9784 59 0.918 0.926 0.9625 0.9902

25 0.5 0.475 0.5283 0.7273 60 0.9015 0.7674 0.8089 0.8858

26 0.7086 0.7286 0.7724 0.8063 61 0.5833 0.6667 0.6136 0.6927

27 0.663 0.6944 0.6944 0.8057 62 0.7164 0.7063 0.6423 0.7798

28 0.6122 0.6419 0.5837 0.6605 63 0.5 0.5206 0.4872 0.6452

29 0.5845 0.7365 0.5867 0.6034 64 1 0.9197 0.9765 0.9766

30 0.9286 1 1 0.9459 65 0.5435 0.5992 0.5718 0.7616

31 0.6757 0.7019 0.6438 0.6925 66 0.6865 0.7098 0.6865 0.7248

32 0.8392 0.8655 0.8363 0.7729 67 0.91 0.9307 0.9378 0.9719

33 0.6609 0.6461 0.6609 0.6965 68 0.6413 0.6731 0.6546 0.7938

34 0.5 0.6184 0.5732 0.7653 69 0.7363 0.7089 0.75 0.7952

35 0.5818 0.5409 0.5864 0.7113 70 0.7076 0.7573 0.6491 0.7893

Furthermore, for the purpose of evaluating the gap between AutoIDL and
the best classification performance, we use the relative maximum value (RMV)
measure to calculate the ratio of AUC value for AutoIDL to the best classification
result. For example, if the AUC of AutoIDL is 0.8 and the best AUC is 0.9 for
a specific dataset, the corresponding RMV value of AutoIDL would be 0.89.
Figure 2 provides the distribution of RMV values for the four employed methods
on all datasets. It can be observed that AutoIDL obtains RMV values over
90% for most datasets, which indicates that AutoIDL could usually achieve the
approximate AUC values to the best results. In addition, according to the RMV
values shown in Fig. 2, the three baseline methods show rather poor classification
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performance on some of the datasets compared with the best results, which may
be attributed to the imbalanced data problem.

Fig. 2. Distribution of the RMV scores.

In order to evaluate the improvements of AutoIDL over existing AutoML
methods, Fig. 3 shows the improved AUC of AutoIDL against Auto-sklearn and
OBOE respectively. Note that the values are plotted in increasing order. Further-
more, in Fig. 3, the green area indicates the amount of performance improvement,
and the red area indicates the amount of performance degradation.

(a) vs. Auto-sklearn (b) vs. OBOE

Fig. 3. Improved performance of AutoIDL against: (a) Auto-sklearn, (b) OBOE.

From Fig. 3, it can be observed that AutoIDL could usually outperform Auto-
sklearn and OBOE on most of the employed datasets as the two green areas
are both much larger than the corresponding red areas. What’s more, Auto-
sklearn could be improved at most nearly 60% by AutoIDL while OBOE could
be improved at most nearly 50%. To be specific, based on the detailed AUC val-
ues shown in Table 1, AutoIDL outperforms Auto-sklearn for 87.14% datasets
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and among these datasets, AutoIDL shows much higher performance improve-
ment on 21 datasets, varying from 20.49% to 58.41%. Moreover, compared with
OBOE, AutoIDL obtains the better classification performance in terms of AUC
for 92.86% datasets. Particularly, 21 datasets have been improved more than
20%, varying from 20.43% to 48.45%.

5 Conclusion

In present study, we propose an automated imbalanced data learning method
(AutoIDL) which handles the imbalanced data for AutoML. To obtain the char-
acteristic of imbalanced datasets, they are firstly represented as graphs and the
meta-features are then extracted with graph2vec. Subsequently the meta-targets
of historical datasets are identified and represented as pairs of sampling meth-
ods and algorithms, which are integrated into the meta-repository as well as
the corresponding meta-features. Finally based on the meta-repository, a user-
based collaborative filtering method is used to build a ranking model to select
appropriate models for new datasets. The extensive experiments with 70 dif-
ferent imbalanced datasets demonstrate that AutoIDL is effective and usually
outperforms Auto-sklearn and OBOE.
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Abstract. Academic citation recommendation addresses the task of rec-
ommending citations for a scientific paper. Effective citation recommen-
dation is greatly important for literature reviewing, literature-based dis-
covery and a wide range of applications. In this paper, we propose a
query expansion framework via fusing domain-specific knowledge and
text features for academic citation recommendation. Starting from an
original query, domain-specific and context-aware concepts are derived
to expand the query to improve the performance of citation recommen-
dation. From the perspective of enriching knowledge structure, domain-
specific concepts are extracted from domain knowledge graphs such as
ACM Computing Classification System and IEEE thesaurus. From the
perspective of providing query scenarios, the query is extensively consid-
ered with context-aware concepts derived from text feature extraction.
Then candidate concepts are filtered via distributed representations like
BERT to expand the query. Experiments of citation recommendation for
papers in public data sets show that our proposed model of query expan-
sion improves the performance of academic citation recommendation.

Keywords: Query expansion · Citation recommendation · Domain
knowledge graph · Feature extraction · Distributed representation

1 Introduction

Literature reviews are in great demand arising from the rapidly-increasing pub-
lications of scientific articles as well as maintaining awareness of developments
in scientific fields. Finding and evaluating relevant material to synthesize infor-
mation from various sources is a crucial and challenging task.

One main method of literature searching is keyword search. However, key-
word search can’t meet the need of literature searching partly due to the syn-
onymy and polysemy problems. On the other hand, literature reviews consist of
correlated articles of variant words, resulting in worse performance of citation
recommendation.
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Table 1. The number of references of surveys hit in the top 100 retrieval results.

Surveys #references #references hit in
the top100 results

Title: A Survey of Mobility Models for Ad
Hoc Network research

33 0

Keywords: ad hoc networks, entity
mobility models, group mobility models

Title: A Survey of Web Information
Extraction Systems

47 14

Keywords: Information Extraction, Web
Mining, Wrapper, Wrapper Induction

Title: A Survey of Controlled Experiments
in Software Engineering

52 13

Keywords: Controlled experiments, survey,
research methodology, empirical software
engineering

The situation improves little despite of the development of search techniques
in recently years. Take the literature searching of surveys as examples. Three
surveys are randomly selected from a bibliography sharing service, CiteULike,
and the retrieval performance by the search engine Google Scholar is evaluated
according to the amount of references located among the searching results, as
illustrated in Table 1. The amount of references of the surveys hit in the top 100
retrieval results indicates poor performance for citation recommendation.

In this paper, we propose a novel query expansion framework for academic
citation recommendation. By incorporating multiple domain knowledge graphs
for scientific publications, we use domain-specific concepts to expand an origi-
nal query with appropriate spectrum of knowledge structure. Meanwhile, text
features are extracted to capture context-aware concepts of the query. Then can-
didate concepts, namely domain-specific and context-aware concepts, are further
filtered via distributed representations to derive the expanded query for citation
recommendation.

2 Related Work

Traditional methods of query expansion choose terms from relevant/irrelevant
documents. Terms are usually weighted according to their frequency in single
document and in the collection, and the top terms with the highest frequency
are added into the initial query. To provide structured knowledge of a topic,
Ref [1] addresses the problem of citation recommendation by expanding the
semantic features of the abstract using DBpedia Spotlight [14], a general purpose
knowledge graph.

A content-based method for recommending citations [2] is suggested, which
embeds a query and documents into a vector space, then reranks the nearest
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neighbors as candidates using a discriminative model. A context-aware citation
recommendation model [8] is proposed with BERT and graph convolutional net-
works. In the context of heterogenous bibliographic networks, ClusCite [12], a
cluster-based citation recommendation framework, is proposed.

Text feature extraction is fundamental to citation recommendation. TF-IDF
[9] (Term Frequency–Inverse Document Frequency) and their variants are essen-
tial to represent documents as vectors of terms weighted according to term fre-
quency in one document as well as in the number of documents in the corpus.

To capture the latent semantic associations of terms, Latent Semantic Anal-
ysis (LSA) [5] is proposed to analyze the relationships of documents based on
common patterns of terms. To uncover semantic structures of documents, Latent
Dirichlet Allocation (LDA) [3] is a generative probabilistic model to represent
one document as a mixture of topics, and the words in each document imply a
probabilistic weighting of a set of topics that the document embodies.

In the above representations, each term in documents is represented by a
one-hot vector, in which only the corresponding component of the term is 1 and
all others are zeros. To provide a better estimate for term semantics, distributed
representations of terms are proposed to boost the semantics of documents.
Instead of sparse vectors, embedding techniques, such as Word2Vec [10] and
BERT [6], learn a dense low-dimensional representation of a term by means of
its neighbors.

3 The Proposed Framework

The proposed query expansion framework for citation recommendation is com-
posed of three major steps: (1) From the perspective of enriching knowledge
structure, expanding an original query with domain-specific concepts based on
multiple domain knowledge graphs. (2) From the perspective of providing query
scenarios, extending the query with context-aware concepts derived from text
feature extraction. (3) Filtering out the above candidate concepts via distributed
representations to derive the expanded query for citation recommendation.

3.1 Model Overview

To capture diverse information needs underlying the query, we propose a query
expansion framework combining domain knowledge with text features, as illus-
trated in Fig. 1.

Starting from an initial query q0 in Fig. 1, domain knowledge and text features
are used to expand the query, and then candidate concepts are filtered to derive
the enriched query for citation recommendation.

More specifically, domain knowledge are used to provide knowledge structure
in the form of domain-specific concepts, with the aid of multiple domain knowl-
edge graphs such as ACM Computing Classification System1 (CCS for short)

1 https://dl.acm.org/ccs.

https://dl.acm.org/ccs
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Fig. 1. The query expansion framework based on domain knowledge and text features.

and IEEE thesaurus2. Meanwhile, text feature extraction is utilized to derive
context-aware concepts from document collections to provide query scenarios.

Among the above domain-specific and context-aware candidate concepts, fil-
tering techniques are applied to choose a set of closely-related concepts to formu-
late a new query q, and citations are recommended with respect to the expanded
query q.

3.2 Domain-Specific Expansion Using Multiple Knowledge Graphs

With the characteristics of citation recommendations in mind, we propose query
expansion based on knowledge graphs. However, general-purpose knowledge
graphs are not applicable in academic disciplines.

Take the citation recommendation for ‘A Survey of Mobility Models for Ad
Hoc Network research’ in Table 1 as an example (hereinafter called the survey).
Using Microsoft Concept Graph3, the related concepts for ad hoc network con-
sists of research domain, wireless network, network, system and so on. As to
the concept mobility model, the suggested concepts include parameter, compo-
nent, user criterion and so on. Analyzing the references cited in the survey, the
suggested concepts derived from general-purpose knowledge graphs contribute
little to recommend appropriate citations. On the other hand, knowledge graphs

2 https://www.ieee.org/content/dam/ieee-org/ieee/web/org/pubs/ieee-thesaurus.
pdf.

3 https://concept.research.microsoft.com/.

https://www.ieee.org/content/dam/ieee-org/ieee/web/org/pubs/ieee-thesaurus.pdf
https://www.ieee.org/content/dam/ieee-org/ieee/web/org/pubs/ieee-thesaurus.pdf
https://concept.research.microsoft.com/


Fusion of Domain Knowledge and Text Features 109

such as WordNet [11] have also limited contribution, as no concepts for ad hoc
network and mobility model.

We utilize domain-specific knowledge graphs, such as ACM CCS and IEEE
thesaurus, to expand academic concepts. Take the concept ad hoc networks as
an example. The concept hierarchies of ACM CCS and IEEE thesaurus are
illustrated in Fig. 2, which suggest structures of concepts and their relations
with ad hoc networks. Exploring the references of the survey, highly relevant
concepts appearing in the references are circled in red rectangles in Fig. 2.

Fig. 2. The diverse concept hierarchies for ad hoc networks in multiple domain knowl-
edge graphs. (Color figure online)

According to IEEE thesaurus, related terms are also highly probably men-
tioned in references, such as wireless sensor networks. For ACM CCS, we notice
that the concepts of the siblings of network types, a hypernym of ad hoc net-
works, are also highly related to the topics of the references, rather than the
direct siblings of ad hoc networks like networks on chip or home networks. Here
a concept’s siblings refer to those concepts that share the same parents with the
given concept.

Therefore, to expand domain-specific concepts of a term to the original query,
we design adaptive policies to multiple domain knowledge graphs. For IEEE
thesaurus, the concepts of broader terms, related terms and narrower terms are
added into the expansion set of candidate concepts. For ACM CCS, a two-level
policy is suggested to add the concepts of the hyponyms and the siblings of the
hypernyms of the term to the original query.

Using the policy, domain-specific knowledge for ad hoc networks with 22
concepts are derived from the ACM CCS and IEEE thesaurus, as circled in the
blue rectangles in Fig. 2. The concept mobile ad hoc networks is counted once.
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3.3 Context-Aware Expansion Based on Text Feature Extraction

To expand a query with context awareness, the basic idea is to derive context-
aware terms from document collections based on text feature extraction, as
context-aware terms enriched the original query with characteristics of scenarios
for better matching of relevant documents.

Key phrases are first extracted using PositionRank algorithm [7] as features
of documents. Then document collections are processed to derive semantically
related key phrases with terms in the original query, such as highly co-occurred
key phrases. Providing the scenarios of co-occurrence with respect to the original
query, semantically related key phrases are appended to the candidate set of
query expansion.

Figure 3 lists ten context-aware concepts of ad hoc networks and mobility
model based on text feature extraction, respectively. Here, the context-aware
concepts are computed from the CiteULike corpus which will be described in
detail in Sect. 4.

# Context-aware concepts  
to ad hoc networks

 # Context-aware concepts 
to mobility model

1 networks simulator  1 mobile users 
2 multihop wireless networks  2 wireless networks 
3 mobile devices communicate  3 wireless links 
4 bandwidth channel  4 performance differences
5 networks protocol design  5 mobility pattern 
6 mobility patterns  6 random movement 
7 simulation environments  7 mobile station 
8 mobility models  8 cellular environment 
9 wireless networks  9 traffic parameters 
10 Network protocol  10 cellular systems 

Fig. 3. The context-ware concepts of ad hoc networks and mobility model.

3.4 Candidate Concept Filtering via Distributed Representation

Rather than directly expanding an original query with candidate concepts in
Sect. 3.2 and Sect. 3.3, the aim is to filter the set of candidate concepts to derive
a subset of closely-related concepts for query expansion to reduce noise.

In order to solve this problem, we propose a candidate concept filtering
method via distributed representations. The input consists of a candidate con-
cept for expansion and the original query. Then, the vectorized representations
of the inputs are concatenated via BERT distributed representations, and each
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input will be converted into a 1 * 1024 dimensional vector. For detailed calcula-
tion principles, please see the BERT-as-service tool4.

Then cosine similarity is used to calculate the distance between the vector
representations of the candidate concept and the original query, and output the
normalized result (between 0 and 1) as a matching score. With the matching
scores between candidate concepts and query, candidate concepts are sorted,
and the top-k closely-related concepts are chosen to expand the original query.

4 Experiments

4.1 Data Sets and Evaluation Metrics

In this section, we test our model for citation recommendation tasks on two
public data sets. The DBLP data set contains citation information extracted
by Tang et al. [13]. The CiteULike data set consists of scientific articles from
CiteULike database5. Statistics of the two data sets are summarized in Table 2.

Table 2. Data sets overview.

Data sets CiteULike DBLP

#papers 24,167 149,363

#terms 6,488 30,849

#average citations per paper 8.25 5.52

#papers in training set 14501 89619

#papers in validation set 4833 29872

#papers in testing set 4833 29872

The performance is mainly evaluated in terms of precision and recall. The
precision at top N results (P@N for short), and the recall at top N results (R@N
for short) are reported respectively. Additionally, mean average precision (MAP)
[4] is evaluated to measure the performance averaged over all queries,

MAP (Q) =
1

‖Q‖
‖Q‖∑

j=1

1
mj

mj∑

k=1

Precision(Rjk) (1)

where Q is the set of queries. For the query qj , {d1, ..., dmj
} is the set of cited

articles and Rjk is the set of ranked results from the top result to the article dk.

4 https://github.com/hanxiao/bert-as-service.
5 http://static.citeulike.org/data/current.bz2.

https://github.com/hanxiao/bert-as-service
http://static.citeulike.org/data/current.bz2
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4.2 Experimental Results

The experimental results on the CiteULike data set are presented in Table 3.
We vary our model with text analysis and filtering methods. The domain KG +
TF-IDF method expands query without filtering, namely implementing domain-
specific expansion based on multiple domain knowledge graphs and context-
aware expansion with TF-IDF. All candidate concepts are appended to the orig-
inal query without filtering. Similarly, the domain KG + LSA and domain KG
+ LDA methods use domain knowledge plus LSA and LDA, respectively. In con-
trast to the first three methods, BERT embeddings of candidate concepts are
used for filtering in the domain KG + TF-IDF + BERT filtering method.

Table 3. Experimental results of our model on the CiteUlike data set

CiteULike MAP P@10 P@20 R@20 R@50

domain KG + TF-IDF 0.211 0.448 0.364 0.277 0.313

domain KG + LSA 0.150 0.340 0.271 0.145 0.209

domain KG + LDA 0.113 0.278 0.222 0.122 0.182

domain KG + TF-IDF + BERT filtering 0.287 0.694 0.605 0.329 0.361

The results in Table 3 show that among the first three methods without
filtering, the domain KG + TF-IDF method has better performance than the
ones using LSA and LDA. Thus, the impacts of filtering technique on query
expansion are further evaluated based on TF-IDF.

Furthermore, the method with filtering outperformed the ones without filter-
ing. And the domain KG + TF-IDF + BERT filtering method contributes the
best performance among all the methods on the CiteULike data set. It indicates
that the expansion of domain-specific and context-ware concepts plus BERT
filtering improves the performance of citation recommendation.

The experimental results on the DBLP data set also proves the effectiveness
of query exapnsion using domain-specific and context-ware concepts plus BERT
filtering, as shown in Table 4.

Table 4. Experimental results of our model on the DBLP data set

DBLP MAP P@10 P@20 R@20 R@50

domain KG + TF-IDF 0.095 0.160 0.151 0.203 0.365

domain KG + LSA 0.087 0.143 0.127 0.182 0.360

domain KG + LDA 0.073 0.137 0.122 0.172 0.282

domain KG + TF-IDF + BERT filtering 0.168 0.295 0.228 0.331 0.439

The above results suggest that combining domain knowledge with text fea-
tures indicates remarkable advantages for citation recommendation, and filtering
of candidate concepts is key to improve the performance.



Fusion of Domain Knowledge and Text Features 113

5 Conclusions

In this paper, we address the problem of citation recommendation for litera-
ture review. Fusing domain knowledge and text feature to expand query is veri-
fied to improve the performance of locating citations scientific articles. Domain-
specific concepts are extracted from multiple domain knowledge graphs to enrich
knowledge structure for query expansion. Context-aware concepts are derived
from text feature extraction to provide query scenarios. Then candidate con-
cepts are filtered via distributed representations like BERT to expand the query
with closely-related concepts. Experiments of citation recommendation on bibli-
ographic databases show that our proposed model effectively improves the per-
formance of citation recommendation.

Future research considers using large-scale scientific literature corpora to fine-
tune the BERT pre-training vectors. In addition, the combination of named
entity recognition technology to achieve the extraction of term features is also
our focus.
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Abstract. Sequential recommendation is a significant task that predicts
the next items given user historical transaction sequences. It is often
reduced to a multi-classification task with the historical sequence as the
input, and the next item as the output class label. Sequence representa-
tion learning in the multi-classification task is of our main concern. The
item frequency usually follows the long tail distribution in recommenda-
tion systems, which will lead to the imbalanced classification problem.
This item imbalance poses a great challenge for sequence representa-
tion learning. In this paper, we propose a Robust Sequence Embedding
method for the recommendation, RoSE for short. RoSE improves the
recommendation performance from two perspectives. We propose a bal-
anced k-plet sampling strategy to make each training batch balanced
at the data level and propose the triplet constraint for each training
sequence to make sure of balance and robust distribution in feature space
at the algorithmic level. Comprehensive experiments are conducted on
three benchmark datasets and RoSE shows promising results in the face
of item imbalance.

Keywords: Sequence embedding · Imbalance · Recommendation
systems

1 Introduction

Sequential recommendation is a fundamental problem in real world. It attempts
to predict the next items based on user historical transaction sequences. At each
time step, it treats the user sequences before this time step as input instances,
and the current items as the output class labels. In this sense, sequential recom-
mendation is reduced to a multi-class classification task at each time step.

Many sequential recommendation approaches [1,11,12] have been proposed,
among which neural sequence models [1] are becoming the main stream. They
roughly consist of the following two steps. First, recurrent hidden units or its
variants are utilized to learn the users’ sequential features from input sequence
instances. Second, users’ sequential features, or sequence representation, and
items’ features are combined to feed the final layer to determine which items will
c© Springer Nature Switzerland AG 2020
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be bought next. In this paper, we mainly focus on the sequence representation
learning in this classification task.

In the recommendation system, most items in the tail of the distribution
are consumed only several times, which belong to the minority category. On the
contrary, a few items are consumed many times, which belong to the majority
category. Such sequential recommendation methods fail in face of the long tail
distribution data.

In traditional classification task, sampling based methods [9] and cost sensi-
tive learning methods [4] are two major kinds of techniques to deal with class
imbalance problem. Therefore, both kinds of solutions are not able to be applied
to sequence embedding in imbalanced classification tasks. How to learn robust
sequence embedding against the item imbalance becomes our main concern.

In this paper, we propose a Robust Sequence Embedding method against
the item imbalance problem in the sequential recommendation task. From the
data perspective, we propose a balanced k-plet sampling strategy to generate
a training batch for both tasks in an alternative manner. It aims to uniformly
sample sequences with balanced target class label. From the algorithmic per-
spective, we introduce a triplet constraint that intra-class sequence distance is
larger than the inter-class sequence distance as the auxiliary task to the basic
RNN, referred to as triplet constrained RNN. The stability of the triplet con-
straint contributes to balance representation between the input sequences with
the same and different target items. We train the sequential recommendation
task and its auxiliary task in a multi-task framework.

To investigate the effectiveness of sequence representations learned from
RoSE, we conduct comprehensive experiments on three benchmark recommen-
dation data sets. Experimental results that RoSE can achieve better performance
compared with other baselines. Our main contributions are summarized as fol-
lows: (1) We first investigate how the sequence representation changes when the
predicted item distribution is imbalanced. (2) To solve this problem from the
algorithmic perspective, we propose triplet constrained RNN to help separate
the minority class of sequences. (3) To solve this problem from the data per-
spective, we propose balanced k-plet sampling strategy to obtain a balanced
training batch.

2 Related Work

2.1 Sequential Recommendation

Existing sequential recommendation methods capture the sequential pattern
based on either Markov Chains or Neural Sequence Models. Markov Chain based
models [11,12] utilize the sequence as a state transform process and capture the
local feature through neighbor relationship. In light of the basic Markov Chain
model [12], FPMC [11] puts forward a novel concept that leverages a person-
alized transmission graph matrix for each user. Neural Sequence models [1,5,8]
can encode the whole item sequences while decode item representations with
maximum probability in the next step.
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(a) Pareto Distribution (b) Uniform Distribution

Fig. 1. UMAP of sequence representations learned from data with item frequency
follows (a) Pareto Distribution and (b) Uniform Distribution respectively.

2.2 Learning from Imbalanced Data

Learning from imbalanced data is still a focus of intense research for decades [6].
Traditional studies solve this problem with data level, algorithm level and hybrid
methods. Data level methods mainly concentrate on how to adjust the train-
ing set to balance the distribution through sampling. Oversampling and under-
sampling are two major kind of data-level methods. Algorithm level methods
directly modify learning algorithms to alleviate bias towards the majority classes
or correct the data distribution. The most popular branch is cost-sensitive learn-
ing. This kind of methods set a higher cost to the minority class and we boost its
importance during the learning process. Hybrid methods combine the advan-
tages of two previous groups. Quintuplet instance sampling and the associated
triple-header hinge loss [3] are ensured to learn a robust and discriminative rep-
resentation in standard deep learning framework for vision tasks.

Most existing studies on imbalanced data are for the typical classification
task. In this paper, we put more emphasis on sequence representation learning
from imbalanced data.

3 Sequence Embedding from Imbalanced Data

According to our survey, rare studies focus on how learned representations
change in face of imbalanced data. Supervised embedding methods encode the
label information in the input representation. Assuming that the item frequency
follows nearly a uniform distribution, the label information does make the repre-
sentation learning more discriminative. A more natural phenomenon is that the
class frequency follows the long-tail distribution such as Pareto distribution in
a social or scientific scenario. How the learned representations will be changed
from the imbalanced data is attracting our attention.

To investigate this problem, we exploit the basic Recurrent Neural Net-
work [1] with one layer of 10 hidden units to do comparative experiments on
two synthetic datasets. Both datasets contain 11, 000 sequences with length 100,
including 900 for training, 100 for validation and 10, 000 for test. Each item in
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Fig. 2. Architecture of RoSE.

the sequence is sampled from {i}10i=1. The only difference between two datasets
lies in the item frequency distribution. One is from the Pareto distribution, the
other is from the Uniform distribution. We train the recurrent neural network
model on both sets and obtain the sequence representations on test data shown
in Fig. 1.

It is obvious that the sequence point separation is more clear in Fig. 1(b)
than in Fig. 1(a). In this sense, sequence representations learned from uniform
data are better than those learned from Pareto data. Another observation is that
points labeled with item 1, 2, 3 almost dominate the whole dataset and other
points even cannot be picked out in Fig. 1(a). These confused representations
will lead to cascade errors in the following classifier layer. Thus the imbalanced
data makes the sequence embedding mixed together and pose great challenge to
learn robust sequence representation in this scenario.

4 Robust Sequence Embedding

To learn a robust sequence representation against item imbalance, we propose
a Robust Sequence Embedding approach, referred to as RoSE. As shown in
Fig. 2, the network architecture is divided into two components: (1)balanced k-
plet sampling strategy; (2) Triplet Constrained RNN. First, we generate each
training batch by balanced K-plet sampling strategy. Then, the training batch
is fed to the triplet constrained RNN.

4.1 Balanced K-Plet Sampling Strategy

Balanced k-plet sampling strategy employs k-plet structure to make sure uni-
formly sample the training sequences for each item. Details are listed as follows.
It generates a balanced training batch. The batch includes b balanced k-plets.
Each balanced k-plet is consist of one pivot sequence, k/2 sequences with the
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same label as the pivot sequence and k/2 sequences with different labels from
the pivot.

To sample a balanced k-plet, we first randomly choose an item label i uni-
formly from all items. Then, the pivot sequence Su

≺t and its k/2 sequences Sj
≺t

are randomly chosen from all the sequences labeled with i through inverted
index. Finally, we uniformly choose k/2 items from all the items except i, ran-
domly choose a sequence from all the sequences with each chosen label e through
inverted index. Thus we obtain k/2 dissimilar sequences denoted as S̄u

≺t. So
far a k-plet (Su

≺t,Su
≺t, S̄u

≺t) is sampled, and a batch of such k-plets are sam-
pled through our proposed sampling strategy. Different from traditional k-plet
sampling strategies [7]. Our proposed sampling methods not only focuses on
sequences with the same label, but also sequences with different labels in order
to make training batch balanced.

4.2 Triplet Constrained RNN

Each item is represented as a one-hot vector in R
N is fed into the recurrent layer.

For user’s historical sequence Su
≺t, we use the Long Short Term Memory (LSTM)

block as the basic unit to obtain the dynamic sequence embedding denoted as
h(Su

≺t;W ) at time t − 1. Parameters in this recurrent layer is denoted as W .
In order to predict which items will occur at time step t, the sequence embed-

ding h(Su
≺t) at time step t − 1 will be passed through the softmax layer with N

output units. The i-th unit is represented as the probability that item i appears
at time step t shown as P (i|Sj

≺t) = exp(f1(h(S
u
≺t;W ),i;Ws))∑

j exp(f1(h(Su
≺t;W ),j;Ws))

, where Ws is the
parameter of the output layer.

Through the balanced k-plet sampling strategy, we obtain the batch B
and organize it into the training instances for sequential recommendation task
denoted as Bs = {(Su

≺t, s
u
t )}. Each training instance is a input sequence Su

≺t

with its target item sut . Suppose these instances are independent, sequential rec-
ommendation task is to optimize the cross entropy objective function in Eq. (1).

L1(Bs) =
1

|Bs|
∑

(Sj
≺t,s

j
t)∈Bs

log P (sjt |Sj
≺t). (1)

To make the learned sequence embedding robust against item imbalance,
we propose a triplet constrain to the sequence embedding. Triplet constrain
says that the distance between sequence a and b of the same label should
be smaller than the distance between sequence a and c of different labels as
d(h(a;W ), h(b;W )) < d(h(a;W ), h(c;W )). d(·, ·) is the distance between two
sequences. This constrain will push the sequence embedding of a and b together,
while pulling the sequence embedding of a apart from c. In other words, the
explicit separation constrain solves the problem that sequence representations
are mixed together in face of item imbalance. In this sense, the triplet constrain
will make the sequence embedding robust.

There are various ways to define the sequence distance, such as Euclidean
distance and cosine distance so on. However, whether the sequence distance is
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suitable for this scenario remains unknown. Therefore, we learn the sequence
distance measure as the auxiliary task. First, we organize the training sequence
batch B into a triplet set Bm, and Bm = {(Sj

≺t, C
p
≺tc , C̄

n
≺tc̄)|Cp

≺tc ∈ Sj
≺t, C̄

n
≺tc̄ ∈

S̄j
≺t, (S

j
≺t,Sj

≺t, S̄j
≺t) ∈ B}. For each triplet (Sj

≺t, C
p
≺tc , C̄

n
≺tc̄), there is a pivot

sequence Sj
≺t, sequence with the same label as Sj

≺t is the positive sample Cp
≺tc ,

and sequence with a different label is the negative sample C̄n
≺tc̄ . Then we use a

ratio measure [2] to classify the samples into two class. In order to satisfy the
triplet constrain, mean square error is defined as the loss function in Eq. (2). The
loss aims to maximize the probability of positive samples in local neighborhood.

L2(Bm) =
∑

(x,x+,x−)∈Bm

‖(d+, d− − 1)‖22 = const ∗ d+

where, d+ =
e‖h(x)−h(x+)‖2

e‖h(x)−h(x+)‖2 + e‖h(x)−h(x−)‖2
,

d− =
e‖h(x)−h(x−)‖2

e‖h(x)−h(x−)‖2 + e‖h(x)−h(x+)‖2

(2)

Finally, we learn both sequential recommendation task and the auxiliary task
satisfying these triplet constrains in a multi-task framework simultaneously. Here
we define the whole network structure as the Triplet Constrained RNN. We share
the weight W of two tasks in the hidden layer and train two tasks by updating
the weight matrix alternately. We use the training parameter α to choose the
order.

5 Experiment

To investigate the proposed RoSE, we conduct comprehensive experiments on
three benchmark datasets.

5.1 Experimental Setting

We conduct the experiment on three benchmark dataset, MovieLens-1M, Tmall
and Amazon Movies. In our experiments, MovieLens-1M is a subset of the Movie-
lens dataset with 6.0K users, 3.7K movies and 1.0M ratings. Amazon-Movies
has 3.2K users and 24.3K items, and 451.8K ratings. Tmall is a user-purchase
dataset obtained from IJCAI 2015 competition which has 182.8K transactions,
0.8K user and 4.5K brands. We remove users with the number of ratings less
than 50 in all datasets.

We compare our model with the following baselines. POP: The most popular
items are recommended. UKNN: It predicts the next items based on consumed
items of the target user’s k neighbors, where user neighbors are defined based on
cosine distance or Euclidean distance. BPRMF [10]: It is a matrix factorization
method and directly optimize the ranking loss. FPMC [11]: Factorized Person-
alized Markov Chains stacks state transition matrixes into a cube which satisfies
the Markov property. RNN [1]: Recurrent Neural Network encodes transactions
as item sequences into recurrent neural network and predicts the next behavior.
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Table 1. Performance comparison on three datasets.

Dataset Metric@10 POP UKNN BPRMF FPMC RNN RoSE

MovieLens-1M sps 0.0502 0.1237 0.0140 0.0154 0.2788 0.2866

recall 0.0391 0.0552 0.0105 0.0468 0.0756 0.0764

precision 0.2360 0.2305 0.0699 0.2120 0.3078 0.3109

F1-measure 0.0671 0.0889 0.0183 0.0767 0.1214 0.1227

NDCG 0.2450 0.2370 0.0790 0.2228 0.3229 0.3263

Ucov 0.7077 0.7546 0.4230 0.7657 0.8766 0.8764

Tmall sps 0.0465 0.0465 0.0100 0.0235 0.0233 0.0581

recall 0.0125 0.0230 0.0042 0.0076 0.0207 0.0265

precision 0.0860 0.0651 0.0349 0.0209 0.0605 0.0825

F1-measure 0.0218 0.0339 0.0074 0.0111 0.0308 0.0401

NDCG 0.0949 0.0718 0.0388 0.0216 0.0765 0.0983

Ucov 0.5233 0.4535 0.2674 0.1860 0.4186 0.5465

Amazon Movies sps 0.0065 0.0265 0.0038 0.0220 0.0228 0.0531

recall 0.0078 0.0141 0.0031 0.0083 0.0109 0.0137

precision 0.0498 0.0701 0.0199 0.0476 0.0649 0.0761

F1-measure 0.0135 0.0234 0.0053 0.0141 0.0186 0.0232

NDCG 0.0508 0.0713 0.0222 0.0504 0.0677 0.0835

Ucov 0.3138 0.4431 0.1630 0.2810 0.3399 0.4285

5.2 Performance on Sequential Recommendation

To obtain a whole picture of RoSE’s effectiveness, we compare the performance
of RoSE with baselines’ in terms of short term prediction, long term predic-
tion and generalization. Comparison results on three benchmark datasets are
shown in Table 1. Short Term Prediction. There are two main observations.
(1) Compared with the general recommender, the sps improvement of sequential
recommender is over one time on both MovieLens and Amazon Movies. (2) RoSE
has a significant improvement in three datasets and shows its remarkable perfor-
mance in short-term recommendation. For example, RoSE outperforms the best
baseline method UKNN by 24.9% on Tmall and 100% on Amazon Movies. Both
observations indicate that our model obtains better sequence embedding that
makes the prediction results better. Long Term Prediction. We observe that
UKNN seems to be the best baseline in terms of recall, precision, F1-measure
and ndcg. RoSE performs the best among all the baselines on three datasets.
For example, the F1-measure and NDCG improvements on Tmall are 30.2%
and 28.5% compared with RNN. Generally, RoSE achieves an excellent perfor-
mance in long term prediction. Generalization. We conclude the following two
points. (1) We can see that the user coverage of RoSE outperforms the best
baseline on Tmall by 4.3% and similar results are obtained on MovieLens. (2)
However, things are different on Amazon Movies, and UKNN achieves better
performance than RoSE. The reason may lies in that we use the sample of Ama-
zon Movies with uniform distribution and the cosine distance used for uniform
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data has strong capacity to represent the global interests. For most datasets, the
generalization performance of RoSE achieves the best.

In general, all these observations from Table 1 show RoSE achieves highly
superiority on three datasets especially for sps. Meanwhile, these results con-
form that the learned sequence representations are more discriminative to help
separate the predicted items better, which lead to the performance increase in
terms of short term and long term prediction.

6 Conclusion

In this paper, we first investigate how sequence representations change with the
item imbalance. With the advent of item imbalance, sequence embeddings from
minority classes will be mixed together. To solve this problem, we propose a
robust representation learning framework RoSE which is composed of balanced
k-plet sampling strategy and triplet constrained RNN. We generate a balanced
mini-batch through balanced k-plet sampling strategy and define a triplet con-
strain. The triplet constrains are introduced as an auxiliary task and multi-task
framework make representations with better distribution. Experimental results
on three benchmark datasets show that our model outperforms baselines against
the item imbalance problem.
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Abstract. Variational autoencoders (VAEs) have proven to be success-
ful in the field of recommender systems. The advantage of this non-
linear probabilistic generative model is that it can break through the
limited modeling capabilities of linear models which dominate collabo-
rative filtering research to a large extend. In this paper, we propose a
deep generative recommendation model by enforcing a list-wise ranking
strategy to VAE with the aid of multinomial likelihood. This model has
ability to simultaneously generate the point-wise implicit feedback data
and create the list-wise ranking list for each user. To seamlessly combine
ranking loss with VAE loss, the Reciprocal Rank (RR) is adopted here
and approximated with a smoothed function. A series of experiments on
two real-world datasets (MovieLens-100k and XuetangX ) have been con-
ducted. We show that maximizing the ranking loss will cause as many
relevant items appearing at the top of the predicted recommendation
list as possible. The experimental results demonstrated that the pro-
posed method outperforms several state-of-the-art methods in ranking
estimation task.

Keywords: Personalized recommendation · Deep generative model ·
Learning to rank

1 Introduction

With the rapid growth of online information, recommender systems have become
increasingly indispensable in the era of information overload. The purpose of the
recommender systems is to help users find items that may be of interest to them
from a large number of items. In a typical recommender system, it is expected
to predict all the interactions between users and items based on partial observed
information. In real-world application, Top-N recommendation is much widely
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used for generating personalized recommendation list for each user. For example,
in the field of e-commerce and online education, the system usually prefers to
recommending Top-N items or courses to the user.

Collaborative filtering (CF) [1] is more widely used in recommender systems
because it relies only on the past user behavior and without requiring the cre-
ation of explicit profiles. Among them, latent factor models [4,12,16] are very
concerned due to its capabilities in modeling the hidden causal relationships.
However, such model-based CF methods suffer from their essential linear struc-
ture. Previous works [8] have proven that recommendation performance can be
significantly improved by adding non-linear features into the latent factor mod-
els. Recently, a series of methods have been proposed by applying deep neural
networks to collaborative filtering [3,13,17]. Compared to the classical deep neu-
ral network, deep generative model combining deep learning with probabilistic
latent variable modeling [6,11] is more flexible and has been proven to achieve
better results in the recommendation field. For example, Mult-VAE [9] is a typi-
cal deep generative model with multinomial conditional likelihood, which adopts
Bayesian inference to implement parameter estimation.

Even though the aforementioned methods obtain promising performance on
recommendation, it is hard for them to effectively and explicitly generate a
personalized ranking list for implicit feedback data. Actually, it is necessary and
more important for a recommender system to provide users with only a few but
valuable items in some scenarios, because an attempt to return many relevant
items may reduce the chances of finding any relevant item [2].

Thus, in this paper, we propose a List-wise Ranking Variational Auto-encoder
(LRVAE) by combining list-wise learning to rank mechanism with a deep gener-
ative strategy to solve the above problems. We use a deep generative method to
generate a ranking coefficients vector for each user on implicit data and model
the ranking coefficients by directly optimizing the Reciprocal Rank (RR) [15].
The Mean Reciprocal Rank (MRR) is the average of RR for individual users in
all the recommendation lists. For domains that usually provide users with only a
few but valuable recommendations, MRR is a particularly useful list-wise ranking
evaluation metric since it focuses on the rule less is more. To efficiently handle
ranking problem, we approximate RR with a smoothed function and integrate
it to VAE learning framework. We drive a lower bound of the proposed mdoel
combining both VAE loss and RR loss. We investigate the proposed model on
two widely-used benchmark datasets in terms of several evaluation metrics. The
experimental results have illustrated the advantages of our model by comparing
with the state-of-the-art baselines.

2 List-Wise Ranking Variational Auto-encoder (LRVAE)

In this section, we describe the proposed List-wise Ranking Auto-encoder
(LRVAE) model. This model has ability to simultaneously generate the point-
wise implicit feedback data and create the list-wise ranking list for each user.
The architecture of LRVAE as shown in Fig. 1. Then, we introduce a smoothed
version of Reciprocal Rank (RR) and infer a lower bound of the smoothed RR.
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In this work, we consider learning with implicit feedback data and binarize
the click1 matrix X ∈ N

U×I as user-by-item interaction matrix. We use u ∈
{1, . . . , U} to represent users and i ∈ {1, . . . , I} to represent items. The lower
case xu = [xu1, . . . , xuI ]

� ∈ N
I is a binary vector indexing the click history of

user u on each item.

2.1 Deep Generative Probabilistic Model

Fig. 1. The architecture of LRVAE model.

The architecture of our pro-
posed model is consists of
a variational autoencoder (VAE).
Each VAE utilizes the encoder
to compress the input to a
variational distribution, and
then the decoder accepts the
latent variable sampled from
the posterior to obtain a gen-
erated distribution for predic-
tion.

Encoder. In this part, we
expect to construct a gen-
erative latent variable model
for observed data. Firstly we
assume that the user-by-item interaction data click history xu can be generated
by user latent variable zu ∈ R

k (in k-dimensional latent space), which can be
sampled from a standard Gaussian prior, i.e., zu ∼ N (0, Ik).

We introduce the variational distribution qφ(zu | xu), which represented by
the parameterized diagonal Gaussian N (μφ,diag{σ2

φ}), to approach the true
posteriors p(zu | xu). Finally, the inference process of the probabilistic encoders
is as follows:

1. For user u, constructing a vector representation eu of observed data: eu =
fφ(xu).

2. Parameterize the variational distribution of the user latent variables
[μφ(xu), σφ(xu)] = lφ(eu) ∈ R

2k.

where the non-linear function fφ(·) is a neural network that is applicable to the
observed data. lφ(·) is linear transformation used to calculate the variational
distribution parameters. And φ is a collection of all the parameters in fφ(·) and
lφ(·).

1 We use the verb “click” for concreteness to indicate any type of interactions, includ-
ing “watch”, “purchase” or “check-in”.
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Decoder. In this part, we expect to generate a probability distribution of pre-
diction through latent variables and reconstruct the observed data. The genera-
tion process of the decoder is as follows:

1. Samples zu ∈ R
k from variational posterior qφ(zu | xu).

2. Generate the probabilistic distribution πu ∈ N
I and ranking coefficients vec-

tor yu ∈ N
I of I items for each user via a multi-layer perceptron with param-

eter θ with softmax and sigmoid function: πu ∝ exp(fθ(zu)),yu = g(fθ(zu))..
3. Generate reconstructed observed data xu from multinomial distributions,

and obtain the ranking list D(u)
s ∈ N

I by sorting yu for each user:xu ∼
Mult(Nu, πu),D(u)

s ∼ sorted(yu)..

where the non-linear function fθ(·) can be any type of multi-layer perceptrons
with parameter θ, and g(·) is the sigmoid function. Nu =

∑I
i=1 xui is the total

number of clicks from user u and N is the number of items. θ is a collection of
parameters in fθ(·). Therefore, maximizing the marginal log-likelihood function
of click behavior data xu in expectation over the whole distribution of latent
factors zu is a appropriate objective for learning latent variable distribution:

max
θ

Eqφ(zu|xu) [log pθ(xu | zu)] (1)

Because the xu is sampled from a multinomial distribution with probability πu,
where the log-likelihood for user u is log pθ(xu | zu) =

∑I
i=1 xui log πui.

Optimization. We optimize the objective function from two aspects. On the
one hand, to adjust the capacity of different users, we introduce a limitation over
qφ(zu | xu). If we try to match qφ(zu | xu) to a uninformative prior p(zu), we
can control the capacity of the latent information bottleneck. The prior p(zu)
can be set to isotropic unit Gaussian (p(zu) = N (0, Ik)).

On the other hand, we introduce reciprocal rank (RR) as a limitation over
the ranking list D(u)

s . RR is equal to the reciprocal of the rank at which the first
relevant item was returned. The definition of RR can be formulated as follows:

RRu =
I∑

i=1

xui

rui

I∏

j=1

(1 − xujI(ruj < rui)) (2)

where I(x) represents an indicator function. If x is true, I(x) is equal to 1,
otherwise, 0. rui indicates the position of item i for user u and it can be obtained
from D(u)

s . We expect the value of RR is as large as possible until equal to 1.
Hence the constrained optimization problem can be written as:

max
θ

Eqφ(zu|xu) [log pθ(xu | zu)] ,

subject to KL(qφ(zu | xu)‖p(zu)) < ε, RRu > δ.
(3)

where ε represents the strength of the applied constraint. If the posterior distri-
bution is equal to the uninformative prior, model will learn nothing from the data
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and KL(qφ(zu | xu)‖p(zu)) is equal to zero. δ is a constant with a range of (0,
1). We assume that RRu is a convex function, and then a convex function form
equivalent to RRu is given in Sect. 3.2. Re-writing Eq. 3 as a Lagrangian under
the KKT conditions. Since β, α, ε, δ > 0 and ε, δ are constant, the optimization
problem can be written as:

F(x; θ, φ) � L(x; θ, φ) = Eqφ(zu|xu) [log pθ(xu | zu)]

− βKL(qφ(zu | xu)‖p(zu)) + αRRu

(4)

The multiplier β putting implicit independence pressure on the learned posterior
to align with the unit Gaussian prior. And α limits the impact of learning to
rank on the VAE model.

2.2 Smoothing the Reciprocal Rank

From Eq. 2 we can know that as a function of predicting correlation scores, the
ranking of related items changes in a non-smooth manner, thus RRu is a non-
smooth function of model parameters. Inspired by the latest developments in
the field of learning to rank [14], we have adopted smoothing the reciprocal rank
approach as follow. In order to smooth the RRu, we approximate I(ruj < rui)
by h(yuj −yui). Where h(x) is relu function. yui denotes the ranking coefficients
generated by LRVAE model. We also need to directly approximate 1/rui by the
logistic function g(yui) base on a basic assumption that the lower item position
value. Substituting these functions into Eq. 2, we can get a smooth version of
RRu:

RRu ≈
I∑

i=1

xuig(yui)
I∏

j=1

(1 − xujh(yui − yuj)) (5)

We give the equivalent variant of Eq. 5, which is of low complexity in the opti-
mization process. We assume that the number of click items for user u in a given
dataset is cu. Notice that the model parameter that maximizes Eq. 5 is equiv-
alent to the parameter that maximizes ln( 1

cu
RRu) because the monotonicity of

the logarithmic function is the same as the original RRu function. And we derive
the lower bound of ln( 1

cu
RRu) based on Jensen’s inequality and the concavity

of logarithmic function as follow:

ln(
1
cu

RRu) = ln(
I∑

i=1

xui
∑I

k=1 xuk

g(yui)
I∏

j=1

(1 − xujh(yui − yuj)))

≥ 1
cu

I∑

i=1

xui ln(g(yui)
I∏

j=1

(1 − xujh(yui − yuj)))

=
1
cu

I∑

i=1

xui(ln g(yui) +
I∑

j=1

ln(1 − xujh(yui − yuj))

(6)
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According to the definition of cu above we can derive cu =
∑I

k=1 xuk. After
ignoring the constant 1/cu we get the convex ranking loss function:

RRu � L(yu) =
I∑

i=1

xui(ln g(yui) +
I∑

j=1

ln(1 − xujh(yui − yuj)) (7)

We analyzed the two terms within the first summation and found that max-
imizing the first item helps to promote the deep generative model to more accu-
rately predict the user click behavior, and maximizing the second term is impor-
tant for obtaining a ranking list for a personalized recommendation. For example,
given a clicked item, e.g., item i, the maximization of the second term in order
to degrade other items relevance ratings. In summary, these two effects together
promote and decentralize related projects, that is, maximizing this ranking loss
will cause a part of the clicked items to be at the top of the user recommendation
list.

Substituting Eq. 7 into Eq. 4, we obtain the objective function:

L(x; θ, φ) = Eqφ(zu|xu) [log pθ(xu | zu)] − β(KL(qφ(zu | xu)‖p(zu)))

+ α(
I∑

i=1

xui(ln g(yui) +
I∑

j=1

ln(1 − xujh(yui − yuj)))
(8)

Note that the parameters need to be optimized are φ and θ. We can obtain
an unbiased estimate of L by sampling zu ∼ qφ and then use stochastic gradient
ascent to optimize it. We sample ε ∼ N (0, Ik) and reparameterize zu = μφ(xu)+
ε 	 σφ(xu) by employing reparameterization trick [6,11]. By using this trick,
the stochasticity is avoided during the sampling process, and the gradient with
respect to φ can be back-propagated through the sampled latent representation
zu.

3 Experiments

In this section, we present a series of experiments to evaluate the LRVAE on two
real-world datasets and compare it with the state-of-the-art methods.

3.1 Experimental Setting

Datasets: We conduct experiments using two real-world datasets from various
domains: MovieLens-100k (ML-100k)2 and XuetangX 3 [18].

Baselines: We compare results with three kinds of standard state-of-the-art
collaborative filtering models, including traditional methods: (1) Traditional
models: WMF [5] and SLIM [10]. (2) Deep neural network recommenda-
tion models: NCF [3] and CDAE [17]. (3) Deep generative recommenda-
tion model: Mult-VAE [9].
2 https://grouplens.org/datasets/movielens/.
3 https://next.xuetangx.com/.

https://grouplens.org/datasets/movielens/
https://next.xuetangx.com/
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3.2 Performance Evaluation Results

After some experiments, we acquire the best control parameter set. And then to
delve into the performance of recommendation, we conducted a second exper-
iment comparing the proposed LRVAE with five baselines. We implement the
results for criteria NDCG and MRR at different numbers of recommended mod-
els and the results are recorded in Table 1. The best and second results are
marked in bold and underline. As we can see from the experimental results,
most of the deep methods (LRVAE, Mult-VAE, CDAE, NCF) perform better
than traditional recommendation models (SLIM and WMF) in most cases, which
demonstrated that non-linear features are advantageous for improving recom-
mendation performance. But SLIM performs better than some deep methods
even in all datasets because SLIM is more effective and efficient for Top-N
recommendation on sparse data. Further, in most cases, the deep generative
models (LRVAE, Mult-VAE) outperform other deep methods (CDAE, NCF),
which demonstrated that the appropriate generative process of point-wise data
matches is helpful to learn more useful latent representation. LRVAE performs
better than the state-of-the-art deep methods(Mult-VAE, CDAE, NCF), which
demonstrates that considering both implicit feedback generation and list-wise
ranking can improve the effectiveness of recommendations.

Table 1. Comparison between various baselines and LRVAE.

Metrics ML-100k XuetangX

NDCG@1 NDCG@5 MRR NDCG@1 NDCG@5 MRR

WMF 0.02105 0.20340 0.23435 0.06200 0.15385 0.33653

SLIM 0.36761 0.30455 0.50214 0.32240 0.33230 0.36562

NCF 0.14576 0.24276 0.22435 0.28485 0.33490 0.38700

CDAE 0.27147 0.29346 0.11272 0.28570 0.32622 0.35794

Mult-VAE 0.36000 0.29420 0.51971 0.33150 0.39545 0.41844

LRVAE 0.37333 0.30729 0.54073 0.33740 0.40174 0.42472

As we see the results are small in numerical improvement, but small improve-
ments can lead to significant differences in recommendations in practice [7]. We
conduct paired t-test (confidence 0.95) between LRVAE and two baselines (SLIM
and Mult-VAE) with five-fold cross-validation results to prove the effectiveness of
the proposed method. The p-values in all cases are less than 0.01, which demon-
strates that the results of LRVAE showed a significant improvement compared
with the other models. Therefore, based on these results, we can conclude that
the LRVAE is consistently superior to the state-of-art methods and significantly
improves the recommendation performance.

4 Conclusions and Future Work

In this paper, we propose a deep generative recommendation method by enforc-
ing a list-wise ranking strategy to VAE with the aid of multinomial likelihood.
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This method has the ability to simultaneously generate the point-wise implicit
feedback data and create the list-wise ranking list for each user. We use a deep
generative method to generate a ranking coefficients vector for each user on
implicit data and model the ranking coefficients by directly optimizing the Recip-
rocal Rank (RR). The experiments have shown that LRVAE has the ability
to generate personalized ranking lists for users and make more relevant items
appear at the top of lists. In future work, we expect to further explore the
trade-offs introduced by the addition of parameters β and α and improve the
interpretability of the model.
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Abstract. Session-based recommendation aims to predict the user’s
next click behavior based on the existing anonymous session information.
Existing methods either only utilize temporal information of the ses-
sion to make recommendations or only capture complex item transitions
from spatial perspective to recommend, they are insufficient to obtain
rich item representations. Besides, user’s real purpose of the session is
also not emphasized. In this paper, we propose a novel session-based rec-
ommendation method, named Spatio-Temporal Attentive Session-based
Recommendation, STASR for brevity. Specifically, we design a hybrid
framework based on Graph Neural Network (GNN) and Gated Recurrent
Unit (GRU) to obtain richer item representations from spatio-temporal
perspective. During the process of constructing corresponding session
graph in GNN, an individual-level skipping strategy, which considers
the randomness of user’s behaviors, is proposed to enrich item repre-
sentations. Then we utilize attention mechanism to capture the user’s
real purpose involved user’s initial will and main intention. Extensive
experimental results on three real-world benchmark datasets show that
STASR consistently outperforms state-of-the-art methods on a variety
of common evaluation metrics.

Keywords: Session-based recommendation · Spatio-temporal
perspective · Attention mechanism

1 Introduction

Recommendation systems help users alleviate the problem of information over-
load and suggest items that may be of interest to users. Traditional recommen-
dation methods [1], such as content-based methods and collaborative filtering
methods, utilize user profiles and user-item interaction records to recommend.
However, in many services, such as e-commerce websites and most media sites,
user profiles may be unknown, and only the on-going session is available. Under
these circumstances, session-based recommendation [5] is proposed to predict
user’s next behavior based merely on the history click records in the current
session.

c© Springer Nature Switzerland AG 2020
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Recently, a lot of researches have begun to realize the importance of Recur-
rent Neural Network (RNN) for session-based recommendation. Hidasi et al.
[2] first employ the Gated Recurrent Unit(GRU) to solve session-based recom-
mendation problem. Then Tan et al. [6] improve the recommendation perfor-
mance via considering data augmentation and temporal shifts of user behaviors.
Recently, Li et al. [3] propose NARM based on encoder-decoder architecture
to capture the sequence behavior and main purpose of the user simultaneously.
In contrast to NARM, STAMP [4]aims to capture user’s long-term and short-
term interests to make effective recommendations. Although these RNN-based
methods above have achieved significant results, they only consider single-way
transitions between consecutive items and neglect the transitions among the
contexts, i.e., other items in the session.

Graph Neural Network(GNN) [7] is designed to learn the representations
for graph structured data. As for session-based recommendation, SRGNN [8]
converts session into the form of session graph, then utilizes GNN to generate
accurate item representations via capturing complex item transitions. Then Xu
et al. [9] propose a graph contextualized self-attention network based on both
GNN and self-attention to model local graph-structured dependencies of sepa-
rated session sequences and obtain contextualized non-local representations.

Although the existing GNN-based methods achieve excellent performance,
they still have some limitations. Firstly, they only emphasize complex item tran-
sitions of the current session from spatial perspective. They ignore the impact
of repeated user behavior pairs on user’s interests, i.e., session [x1, x2, x3, x2, x4]
and session [x1, x2, x3, x2, x3, x2, x4] correspond to the same session graph as
well as the same item representations, which confines the prediction accuracy. In
other words, they neglect temporal information of the whole session. Secondly,
the randomness of user’s behaviors is ignored, we also call it as individual-level
skip behaviors of the user in the current session, i.e., the past one behavior not
only has direct impact on the next behavior but also may have direct impact on
the behavior after skipping a few time steps. Thirdly, previous work does not
emphasize the user’s real purpose involved user’s initial will and main intention
of the current session.

To overcome these limitations, in this paper, we propose a novel method
for session-based recommendation. The main contributions of our work can be
summarized as:

– We design a hybrid framework based on GNN and GRU to obtain richer item
representations from spatio-temporal perspective. During the process of con-
structing corresponding session graph in GNN, an individual-level skipping
strategy, which considers the randomness of user’s behaviors, is proposed to
enrich item representations.

– We apply two attention networks to extract the user’s real purpose involved
user’s initial will and main intention in the current session.

– We carried out extensive experiments on three real-world benchmark datasets.
The results demonstrate that our proposed method performs better than
state-of-art methods in terms of Recall@20 and MRR@20.
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Fig. 1. The graphical model of our proposed method.

2 Related Work

Hidasi et al. [2] first design a RNN model with GRU to predict user’s next
behavior based on previous behaviors in the current session. Then Tan et al. [6]
propose improved version of GRU4Rec to boost performance via two methods,
i.e., data augmentation and accounting for shifts in the input data distribution.
Recently, NARM [3] takes advantage of an encoder-decoder architecture to con-
sider sequence behavior features and capture main purpose of the current session
simultaneously. Then STAMP [4] using MLP networks and attention mechanism,
is proposed to efficiently capture both the user’s long-term and short-term inter-
ests of a session. SRGNN [8] is first proposed to convert the session into the
form of session graph, and uses GNN to capture more complex items transitions
based on the session graph. Then Xu et al. [9] propose a graph contextualized
self-attention network to capture local graph-structured dependencies and con-
textualized non-local representations simultaneously.

3 Method

3.1 Notations

Let V = {v1, v2, ..., vm−1, vm} represents the set of unique items appearing in
the whole dataset. Anonymous session is denoted as S = [x1, x2, ..., xn−1, xn],
where xt ∈ V (1 ≤ t ≤ n) denotes the item clicked at time step t. As for any given
prefix of session [x1, x2, ..., xt](1 ≤ t ≤ n), our proposed method aims to model
the current session and predict the user’s next behavior xt+1. In many online
services, recommendation systems provide a ranking list y = [y1, y2, ..., ym−1, ym]
over all candidate items for the user, where yj(1 ≤ j ≤ m) represents the
probability of item j clicked by the user at the next time step.

3.2 Item Representation Layer

– First, we utilize GNN with an individual-level skipping strategy to obtain
item representations from spatial perspective, which can capture complex
item transitions and consider the randomness of user behaviors.
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Construct session graph. The first part of GNN is to construct corre-
sponding session graph. Different from the way of constructing the directed
session graph in SRGNN [8], we propose an individual-level skipping strategy
to consider the randomness of user behaviors (i.e., skip behaviors in the cur-
rent session). To improve the robustness and keep the simplicity of our model,
the individual-level skipping strategy is conducted via adding directed con-
nections according to chronological order between two items randomly at a
certain ratio in the corresponding session graph. MO,M I∈Rn×n represent
weighted connections of outgoing and incoming edges in the session graph.
For example, given a session S = [v1, v3, v2, v4, v5, v6, v2], to consider the
randomness of user behaviors, we apply skipping strategy to obtain corre-
sponding session graph and matrices MO,M I , which are shown in Fig. 2.
Following previous work [8], since some items maybe appear repeatedly in a
session, the normalization process is often used when constructing the outgo-
ing matrix and incoming matrix, which is calculated as the occurrence of the
edge divided by the outdegree of that edge’s start node.
Node representation learning. Here, we describe how to update node
representations based on the constructed session graph and matrices MO,M I ,
as for each node in the session graph, its update functions are given as follows:

a(t)
v = AT

v:[h
(t−1)T
1 ...h

(t−1)T
|V | ]T + b (1)

ztv = σ(W za(t)
v + Uzh(t−1)

v ) (2)

rtv = σ(W ra(t)
v + Urh(t−1)

v ) (3)

h̃(t)
v = tanh(Wa(t)

v + U(rtv�h(t−1)
v )) (4)

h(t)
v = (1 − ztv)�h(t−1)

v + ztv�h̃(t)
v (5)

Av: is defined as the combination of the two columns corresponding to node v

from the outgoing and incoming matrices. a
(t)
v extracts the contextual infor-

mation of adjacent nodes for node v. ztv and rtv are update gate and reset
gate respectively. h̃

(t)
v represents the newly generated information, and h

(t)
v

is the final updated node state. In addition, σ(·) denotes the logistic sigmoid
function and � denotes element-wise multiplication.

– Then, we utilize GRU to consider temporal information including repeated
user behavior pairs of the current session into account. GRU is more simplified
than the standard RNN and its update formulas are as follows:

zt = σ(Wz·[ht−1, vt]) (6)

rt = σ(Wr·[ht−1, vt]) (7)

h̃t = tanh(W ·[rt∗ht−1, vt]) (8)

ht = (1 − zt) ∗ ht−1 + zt ∗ h̃t (9)

zt,rt represent update gate and reset gate respectively. And ht denotes the
activation of GRU which is a linear interpolation between the previous acti-
vation ht−1 and the candidate activation h̃t. Here, we essentially use the
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Fig. 2. An example of session graph structure and connection matrices MO, MI after
applying individual-level skipping strategy.

corresponding hidden states [h1, h2, ..., ht−1, ht] of the input as the item rep-
resentations of the current session sequence from temporal perspective.

Finally, we could obtain richer item representations from spatio-temporal
perspective, which are combined as the unified item representations later.

3.3 Attention Layer

Here, we apply two item-level attention networks to dynamically choose more
important items and linearly combine each part of the input for the user’s initial
will and main intention respectively. The formulas are defined as follows:

sinitial =
t∑

j=1

αtjhj (10)

smain =
t∑

j=1

βtjhj (11)

where
αtj = vTσ(W1h1 + W2hj + c1) (12)

βtj = qTσ(W3ht + W4hj + c2) (13)

αtj and βtj determine the importance of each item in the session when we
consider user’s initial will and main intention respectively. In detail, αtj is used
to compute the similarity between h1 and the representation of previous item
hj . And βtj computes the similarity between the final item representation ht and
the representation of previous item hj . σ(·) is an activate function and matrices
W1,W2,W3,W4 control the weights. Finally, we obtain the session representation
sf by taking linear transformation over the concatenation of sinitial and smain.

sf = W5[sinitial; smain] (14)

Matrix W5 is used to compress these two combined embedding vectors into
the latent space.
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3.4 Prediction Layer

Here we calculate corresponding probability of each candidate item vi being
clicked at the next time step. The computing formula can be defined as:

ẑi = sf
T vi (15)

Then we apply a softmax function to get the output vector of the model:

ŷ = softmax(ẑ) (16)

For each session, its loss function can be defined as cross-entropy of the
prediction and the ground truth:

L(ŷ) = −
m∑

i=1

yilog(ŷi) + (1 − yi)log(1 − ŷi) (17)

yi denotes the one-hot encoding vector of the ground truth item.
Finally, our proposed model is trained by Back-Propagation Through Time

(BPTT) algorithm in the learning process.

Table 1. Statistics of the datasets used in our experiments

Datasets #clicks #train #test #items avg.length

Diginetica 982961 719470 60858 43097 5.12

Yoochoose1/64 557248 369859 55898 16766 6.16

Retailrocket 710856 433648 15132 36968 5.43

4 Experiments and Analysis

4.1 Settings

Datasets. Yoochoose is a public dataset released on RecSys Challenge 2015.
Diginetica is obtained from CIKM Cup 2016 competition, in our experiment,
we only use the click records dataset. Retailrocket comes from an e-commerce
company, we select the user’s browsing history records dataset in the experiment.
We also filter out sessions with length of 1 and items appearing less than 5 times
in all datasets. For Yoochoose dataset, we select the sessions from the last day as
the test set and the other as the training set, for the Diginetica and Retailrocket
datasets, we select the sessions from the last week as the test set and the others
as the training set. The statistics of the datasets is shown in Table 1.

Evaluation Metrics. Recall is an evaluation of unranked retrieval results,
which represents the proportion of correctly recommended items among Top-
N items. MRR(Mean Reciprocal Rank) is an evaluation metric of ranked list,
which indicates the correct recommendations in the Top-N ranking list.
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Baselines. To show the effectiveness of our proposed method, we compare it
with six methods: POP, S-POP, GRU4Rec, NARM, STAMP and SRGNN. POP
and S-POP are traditional recommendation methods. GRU4Rec, NARM and
STAMP are RNN-based methods. SRGNN is a session-based recommendation
method with GNN.

Parameter Setup. We initially set the dimensionality of latent vectors as
160 on Yoochoose dataset and 100 on Diginetica and Retailrocket datasets. All
parameters are initialized using a Gaussian distribution with a mean of 0 and a
standard deviation of 0.1. The initial learning rate is set to 0.001 and will decay
by 0.1 after every 3 epochs. The number of epochs is set to 30 and 10% of the
training data is used as validation set.

4.2 Comparison Results

The results of all methods over three real-world datasets in terms of Recall@20
and MRR@20 are shown in Table 2.

Table 2. Comparison of our proposed method with baseline methods over three real-
world datasets

Methods Diginetica Yoochoose1/64 Retailrocket

Measures Recall@20 MRR@20 Recall@20 MRR@20 Recall@20 MRR@20

POP 0.89 0.2 6.71 1.65 1.24 0.32

S-POP 21.06 13.68 30.44 18.35 40.48 32.04

GRU4Rec 29.45 8.33 60.64 22.89 55.59 32.27

NARM 49.7 16.17 68.32 28.63 61.79 34.07

STAMP 45.64 14.32 68.74 29.67 61.08 33.1

SRGNN 50.73 17.59 70.57 30.94 62.79 34.49

Ours 52.58 18.28 71.32 31.01 64.15 35.23

We have the observation from the results that compared to all the base-
line methods, our proposed method achieves better performance among all the
methods on three real-world datasets in terms of Recall@20 and MRR@20.

4.3 Model Analysis and Discussion

To verify the performance of different components in our model, we conduct a
series of experiments. The results are shown in Table 3, we can observe that the
hybrid framework plays an important role in recommending results. A possible
reason is that we make recommendations based on item representations, so it is
important to obtain rich item representations considering various user’s behav-
iors from different perspectives. From Table 3, we can also observe that only
considering a single feature, i.e., user’s initial will or main intention, does not
perform better than considering both features.
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Table 3. The performance of our proposed method with and without different com-
ponents in terms of Recall@20 and MRR@20.

Methods Diginetica Yoochoose1/64 Retailrocket

Measures Recall@20 MRR@20 Recall@20 MRR@20 Recall@20 MRR@20

w/ hybrid framework 52.58 18.28 71.32 31.01 64.15 35.23

w/o hybrid framework 51.59 17.93 70.68 30.77 63.09 34.59

only w/ main intention 52.36 18.04 70.79 30.86 63.31 34.94

only w/ initial will 52.31 17.96 70.80 30.84 63.27 34.65

5 Conclusion

In this paper, we propose a novel method named STASR for session-based rec-
ommendation. Specifically, we design a hybrid framework based on GNN with
individual-level skipping strategy and GRU to obtain richer item representa-
tions from spatio-temporal perspective. Besides, user’s real purpose involved
user’s initial will and main intention is considered for accurate recommenda-
tion. On three datasets, our proposed method can consistently outperform other
state-of-art methods.
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Abstract. Cross-domain sentiment classification utilizes useful infor-
mation in the source domain to improve the sentiment classification
accuracy in the target domain which has few or no labeled data. Most
existing methods based on single domain classifier only consider the
global alignment without taking category-level alignment into consid-
eration, which can lead to the mismatch of category-level features and
reduce classification accuracy. To slove the above problem, we propose
the Category-level Adversarial Network (CAN). On the basis of single
domain classifier, CAN adds K category-wise domain classifiers which
can achieve fine-grained alignment of different data distributions by com-
bining the label information and document representations. Specifically,
we obtain document representations by introducing transferable atten-
tion network which mirrors the hierarchical structure of documents and
transfers attentions across domains. Experiments results demonstrate
that CAN model outperforms state-of-the-art methods on the Amazon
and Airline datasets.

Keywords: Category-level Adversarial Network · Cross-domain
sentiment classification · Domain adaptation · Hierarchical Attention

1 Introduction

Sentiment classification, which identifies the sentiment polarity of the review or a
sentence, has attracted more and more research attention over the past decades.
Traditional sentiment classification methods generally have good performance for
a specific domain with abundant labeled data [1–3]. However, because labeling
data is expensive and time-consuming, many domains lack of sufficient labeled
data, which make traditional methods don’t work well.

To address the problem, cross-domain sentiment classification has been pro-
posed. It uses the knowledge from source domain with sufficient labeled data
to enhance the prediction accuracy of target domain with few or no labeled
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data. Researchers have proposed many methods to solve the cross-domain sen-
timent classification problem. Learning domain-shared and domain-specific fea-
tures have been presented, which utilize the words with high co-occurrence in
different domains and domain-independent words [4,5]. While these methods
require to manually extract domain-independent words. Recently, some meth-
ods can learn better sample features by deep neural network [6–9]. Domain-
Adversarial training of Neural Networks (DANN) [8] which adds adversarial
mechanism into the training of deep neural network. It introduces a domain
classifier which can minimize the discrepancy between the source and target
domain by gradient reversal. Most of the previous efforts only focus on aligning
the global marginal distribution, while ignoring the category-level alignment.
As shown in Fig. 1 (left), the positive/negative data aligns the negative/positive
data from different domains. This mismatch promotes negative transfer and
reduces classification accuracy.

source 
domain

target
domain

source 
domain

target
domain

Fig. 1. “+” and “−” denote positive and negative samples respectively. Left: domain
adaptation without category-level alignment. Right: domain adaptation with category-
level alignment

To overcome the sample mismatch issue, we propose the Category-level
Adversarial Network (CAN) for cross-domain sentiment classification. CAN
achieves the category-level alignment by introducing the category-wise domain
classifiers, as shown in Fig. 1 (right). CAN constructs category-level adversarial
network by combining the label information and document representations. This
method can decide how much each document should be sent to the category-wise
domain classifiers by utilizing the probability distribution over the label space.
Besides, the word with sentiment polarity usually has higher contribution for
document representation. CAN utilizes the hierarchical attention transfer mech-
anism, which automatically transfers word-level and sentence-level attentions
across domains. In summary, the main contributions of our work are summa-
rized as follows:

• We introduce the category-level information to achieve fine-grained alignment
of different data distributions.

• We propose a CAN method which achieves category-level alignment. It adds
the category-wise domain classifiers which joint the label information and
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document representations. Besides, the hierarchical attention transfer mech-
anism can transfer attentions by assigning different weights to words and
sentences.

• The experimental results clearly demonstrate that our method outperforms
other state-of-the-art methods.

2 Related Work

Domain Adaptation: Domain adaptation has a large number of works in nat-
ural language processing over the past decades. Among them, Blitzer et al. [4]
proposed the Structural Correspondence Learning (SCL) which produces corre-
spondences among the features from different domains. Pan et al. [5] proposed
the Spectral Feature Alignment (SFA) which solves mismatch of data distribu-
tion by aligning domain-specific words. Unfortunately, these methods mentioned
above highly rely on manually selecting domain-shared features.

Recently, deep learning methods have obtained better feature representa-
tions for cross-domain sentiment classification. Glorot et al. [6] proposed the
Stacked Denoising Auto-encoders (SDA) which successfully learns feature rep-
resentations of a document from different domains [6]. [7] Chen et al. proposed
Marginalized Stacked Denoising Autoencoder (mSDA) which reduces computing
cost and improves the scalability to high-dimensional features. Kim, Yu et al.
[10,11] used two auxiliary tasks to produce the sentence embedding based on con-
volutional neural network. DANN leverages the adversarial training method to
produce feature representations [8]. Li et al. [12] proposed the Adversarial Mem-
ory Network (AMN) which automatically obtains the pivots by using attention
mechanism and adversarial training. Li et al. [9] proposed Hierarchical Attention
Transfer Network (HATN) which transfers word-level and sentence-level atten-
tions. Zhang et al. [13] proposed Interactive Attention Transfer Network (ITAN)
which provides an interactive attention transfer mechanism by combining the
information of sentence and aspect. Peng et al. [14] proposed the CoCMD which
simultaneously extracts domain specific and invariant representations. Sharma
et al. [15] proposed a method which can identify transferable information by
searching significant consistent polarity (SCP) words. But these methods only
align the global marginal distribution by fooling domain classifiers, which bring
the category-level mismatch. To solve this problem, we align the category-level
distribution by adding the label information.

Attention Mechanism: The contribution of each word in a document is dif-
ferent. To address this problem, attention mechanism is also used in many other
tasks, such as machine translation [16], sentiment analysis [3], document clas-
sification [17], question prediction [18]. Besides, the hierarchical structure has
superior performance than word-level attention which captures better feature
representations since it expresses the hierarchical structure of the document.
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3 Category-Level Adversarial Network

In this section, we first introduce the problem definition of cross-domain senti-
ment classification, followed by an summary of the model. Finally we present
the details of CAN model.

3.1 Problem Definition

We assume that there are two domains Ds and Dt which denote a source domain
and a target domain respectively. We further suppose that we give a set of labeled
training data Xl

s = {xi
s, y

i
s}N

l
s

i=1 and unlabeled training data Xu
s = {xj

s}Ns

j=N l
s+1

from the source domain, where N l
s is the number of labeled data and Ns is

the all data of source domain. Besides, we give a set of unlabeled training data
Xt = {xj

t}Nt
j=1 in the target domain, where Nt is the number of unlabeled data.

The goal of cross-domain sentiment classification is training a robust model on
labeled data and adapts it to predict the sentiment label on unlabeled data.

3.2 An Overview of CAN

We introduce the overview of the CAN as shown in Fig. 2. Firstly, we obtain
document representations by Transferable Attention Network (TAN). Then we
utilize the Category-level Adversarial (CA) classifiers which combine the label
information and document representations on adversarial process. Finally, we
use the data in source domain and unlabeled data in target domain to train
CA classifiers. Meanwhile, we train sentiment classifier using the labeled data.
Finally, TAN and sentiment classifier predict the sentiment label.

G
R

L

Sentiment 
Classifier

Domain Classifier

Domain Classifier

Domain Classifier

...

Category-level Adversaries

Word 
Attention 
Transfer

Sentence
Attention 
Transfer

Sentence 
represention

Document 
represention VA sample

good romantic 
comedy you 
will be happy

Word
Embedding

Layer

Transferable Attention Network

Fig. 2. The architecture of the CAN model, where ŷ is the predicted sentiment label
and ̂d is the predicted domain label; y and d are the ground truth.
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3.3 Components of CAN

CAN mainly includes three parts, i.e., the TAN transfers the word-level and
sentence-level attentions across domains, sentiment classifier predicts the senti-
ment label and CA classifiers align the category from source to target domain.
TAN includes the word attention transfer and sentence attention transfer. The
document representations and labels are obtained by TAN and sentiment clas-
sifier respectively. On the basis of single domain classifier, CA classifiers add K
category-wise domain classifiers, which combine the document representations
and pseudo labels to avoid the mismatch. We describe the components of CAN
successively.

Transferable Attention Network: To transfer the important words across
domains, we use the hierarchical attention network that assign different weights
to words [17]. Assuming that a document has L sentences and each sentence
sp contains Q words, where wpq is the q-th word in the p-th sentence, q ∈
[1, Q], We map words into dense vectors for representing sentences through an
embedding matrix M , xpq = Mwpq. The sentence vector sp summarizes all
words’ representation by word attention transfer and the document vector v
which summarizes the all sentences’ information by sentence attention transfer.

Category-Level Adversarial: In domain adaptation problems, the data dis-
tribution is usually very complicated and it is difficult to achieve complete align-
ment. Incorrect alignment may be prone to under transfer or negative transfer.
To enhance the positive transfer and combat negative transfer, we urgently need
a technology which can align the data distribution for improving the transfer
effect.

We propose the CA classifiers. On the basis of single domain classifier Gd, we
add K category-wise domain classifiers Gk

d(k = 1, 2...K), where K is the number
of category. Since target domain data is unlabeled, we use the output of senti-
ment classifier ŷ = Gc(v) as the probability of target domain. Similarly, it is also
utilized on source domain. It is similar to attention mechanism which indicates
the probability of the data from source or target doamin. In other words, this
method take category-level alignment into account during the adversarial pro-
cess. The document vector v is modeled by the weight ŷ as the input of domain
classifier Gk

d. We use the data X l
s, Xu

s and Xt to train domain classifiers Gd and
Gk

d, which predict domain labels. The goal of domain classifiers is to distinguish
the two domains as accurately as possible. However, we want to learn the com-
mon features which can not be distinguished by domain classifiers. To address
this problem, we introduce the Gradient Reversal Layer (GRL) [8] to reverse the
gradient in the training process. The feedward and backpropagation process are
as follows:

G(x) = x,
∂G(x)

∂x
= −λI (1)

The v and v̂yk are the input of domain classifiers Gd and Gk
d respectively.

Through the GRL as G(v) = ṽd and G(v̂yk) = ˜vk
d . Then we feed it to the

corresponding domain classifiers.
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ỹd = softmax(fc(fc(ṽd))) (2)

˜yk
d = softmax(fc(fc(˜vk

d))) (3)

where fc is the fully connected layer.

Sentiment Classifiers: The sentiment classifier utilizes the unlabeled data
from source domain. According to the document representation v, we calculate
the output of sentiment classifier as follows:

ỹs = softmax(fc(fc(fc(v)))) (4)

Training Strategy: The cross-domain sentiment classifier needs to use the
domain-shared features to predict sentiment labels. In order to achieve this goal,
CAN has two tasks i.e., domain classification and sentiment classification. We
introduce cross-entropy loss functions for training CA classifiers and sentiment
classifier respectively:

Ldomcon
= − 1

Ns + Nt

Ns+Nt
∑

i=1

ỹdlnyd + (1 − ỹd)ln(1 − yd) (5)

Ldomclass
= − 1

Ns + Nt

K
∑

k=1

Ns+Nt
∑

i=1

˜yk
d lnyd + (1 − ˜yk

d)ln(1 − yd) (6)

LCA = Ldomcon
+ Ldomclass

(7)

Lsen = − 1
N l

s

N l
s

∑

i=1

ỹslnys + (1 − ỹs)ln(1 − ys) (8)

where yd and ys are the ground truth. Besides, we add the squared l2 regular-
ization for sentiment classifier and CA classifiers. Finally, the objective function
is as follows:

L = LCA + Lsen + ρLreg (9)

where Lreg is the regularization and prevents the overfitting, ρ is the regulariza-
tion parameter. CAN model aims to minimize L expect the GRL part which is
maximized. Besides, we optimize the parameters by SGD.

4 Experiments

4.1 Dataset Preparation

In this section, we utilize two datasets to evaluate the ability of CAN method,
one is the Amazon reviews dataset, the other is Airline reviews dataset. Table 1
summarizes the all dataset. We select the data from four domains: Books (B),
DVD (D), Electronics (E) and Kitchen (K). Each domain contains 6000 labeled
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reviews with 3000 positive samples (higher than 3 stars) and 3000 negative sam-
ples (lower than 3 stars). Additionally, the dataset also contains lots of unlabeled
data. Here we randomly extract 8,000 unlabeled reviews as training data. These
unlabeled data are only used to train the domain classifier which distinguishes
the data comes from different domains. We choose 1000 reviews from the target
domain as the testing data. We conduct the cross-domain experiments between
every two domains and get 12 cross-domain sentiment classification tasks: B →
D, B → E, B → K, D → B, D → E, D → K, E → B, E → D, E → K, K → B,
K → D, K → E. For example, the B → D is the task which transfers from the
source domain B to the target domain D.

Airline reviews dataset is scraped from Skytraxs Web portal which has one of
the most popular review sites within the air travel industry. It is the labeled data
that includes 41396 reviews for Airline(AL), 17721 Reviews for Airport(AP),
1258 reviews for Seat(S), 2264 reviews for Lounge(L). We select the 3000 positive
reviews (recommended value is 1) and 3000 negative reviews (recommended value
is 0) from the Airline and Airport to be consistent with the Amazon reviews
dataset. Besides, we randomly extract 8000 labeled reviews to train the domain
classifier. We construct 8 cross-domain sentiment classification tasks: B → AL,
D → AL, K → AL, E → AL, B → AP, D → AP, K → AP, E → AP.

Table 1. Statistics of Amazon and Airline datasets

Domain B D K E AL AP

#Train 5000 5000 5000 5000 5000 5000

#Test 1000 1000 1000 1000 1000 1000

#Unlabel 8000 8000 8000 8000 8000 8000

4.2 Implementation Details

We adopt the 300-dimensional word2vec vectors with the skip-gram model to
initialize the embedding matrix M [19]. The maximum sentence length L and
maximum word length Q are 20 and 28 respectively. All weight matrices are
randomly initialized by a uniform distribution U [−0.01,0.01]. The dimensional
of GRU hidden states is set to 70. The regularization weight ρ and dropout rate
are set to 0.005 and 0.6 respectively. We utilize the stochastic gradient descent
with momentum rate 0.9 to optimize model during the training process. Because
the different training sizes for different classifiers we set batch size bs = 50 for
the sentiment classifier and batch size bd = 260 for the domain classifier. The
adaptation rate is λ = 2

1+exp(−10p)−1 , where p = n
N . The n and N are current

epoch and the maximum epoch respectively. The N is set to 100. The learning
rate is η = max(0.003 ∗ 0.1� n

10�, 0.0005).
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4.3 Benchmark Methods

Naive (Hochreiter et al. 1997): it only uses source domain data based on LSTM.
SCL (Blitzer et al. 2006): it aims to identify the correlation between pivot

and non-pivot by using multiple pivot prediction tasks.
SFA (Pan et al. 2010): it aims to solve mismatch of data distribution by

aligning domain-specific words.
DANN (Ganin et al. 2015): it uses the domain adaptation with the 5000-

dimension feature representations by adversarial training.
AMN (Li et al. 2017): it uses memory networks and adversarial training to

get domain-shared representations.
HATN & HATNn (Li et al. 2018): it extracts pivots and non-pivots by

the hierarchical attention network across domains. HATN does not contain the
hierarchical positional encoding and HATNh does.

ITAN & ITANn (Zhang et al. 2019): it uses interactive attention which
combines aspects and sentences information. ITANn does not contain the aspects
information and ITAN does.

CANs & CANc & CAN: it is our methods that include the single domain
classifier, category-wise classifiers and the CA classifiers respectively.

Table 2. Classification results on the Amazon dataset.

S T Naive SCL SFA DANN AMN HATN HATNh IATN IATNn CANs CANc CAN

B D 0.786 0.807 0.813 0.832 0.855 0.858 0.861 0.868 0.854 0.869 0.871 0.874

B E 0.752 0.763 0.776 0.764 0.824 0.853 0.857 0.865 0.849 0.861 0.859 0.867

B K 0.737 0.771 0.785 0.790 0.811 0.849 0.852 0.859 0.838 0.866 0.865 0.871

D B 0.756 0.782 0.788 0.805 0.846 0.858 0.863 0.870 0.848 0.871 0.871 0.876

D E 0.734 0.754 0.758 0.796 0.812 0.849 0.856 0.869 0.855 0.858 0.863 0.867

D K 0.767 0.779 0.786 0.814 0.827 0.853 0.862 0.858 0.839 0.858 0.861 0.865

E B 0.696 0.716 0.724 0.735 0.766 0.808 0.810 0.818 0.768 0.832 0.835 0.841

E D 0.722 0.745 0.754 0.786 0.827 0.838 0.840 0.841 0.825 0.844 0.845 0.850

E K 0.787 0.817 0.825 0.841 0.857 0.868 0.879 0.887 0.859 0.888 0.893 0.894

K B 0.686 0.713 0.724 0.752 0.805 0.824 0.833 0.847 0.828 0.841 0.843 0.851

K D 0.723 0.752 0.758 0.776 0.812 0.841 0.845 0.844 0.835 0.838 0.841 0.848

K E 0.807 0.818 0.825 0.843 0.867 0.868 0.870 0.876 0.864 0.878 0.881 0.882

Avg 0.746 0.768 0.776 0.794 0.825 0.847 0.851 0.859 0.837 0.858 0.861 0.866

The experimental results are shown in Table 2. Comparing with others meth-
ods, CAN model has achieved the best performances on most tasks. The Naive
model performance is badly at every task because it only uses the source domain
data. SFA model achieves 77.6% on average since the features of the review
are manually extracted and the linear classifier is not sufficient to express the
model. HATNh model achieves 85.1% on average because it automatically learns
the domain-shared and domain-specific features. IATN model achieves 85.9%
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on average because it combines the sentences and aspects information. How-
ever, HATNh and IATN model does not take the category-level alignment into
account. Compared with CANs model, CANc achieves 86.1% on average, which
is 0.3% higher than CANs because the categories from different domains are
aligned. Comparing with CANc model, CAN model has better performance. The
reason is that the pseudo-labels may lead to the incorrect alignment of data dis-
tributions. For the hard transfer task E → B, E → D, the performance of CANc

is very close to the CANs. But for the simple transfer task E → K, K → E,
the promotion is very obvious since the classification accuracy of target domain
is higher. Finally, CAN model achieves 86.6% on average since we combine the
single domain and category-wise classifiers.

The cross-domain sentiment classification tasks in Table 2 come from different
domains with the same origin, such as E → K and B → D task. They are highly
relevant. To show the performance of CAN on hard transfer tasks, we construct
8 new tasks which come from different origins. The experimental results are
reported in Table 3. The Naive method without target domain samples performs
the worst and the classification accuracy is 8.1% lower than CAN. The CAN
and CANc improves the classification accuracy by 0.9% and 0.3% than CANs,
respectively. The results show that our method is effective on difficult transfer
tasks.

Table 3. Classification results on the Airline dataset.

S T B AL D AL E AL K AL B AP D AP E AP K AP Avg

Naive 0.702 0.694 0.718 0.704 0.584 0.582 0.603 0.579 0.646

CANs 0.768 0.787 0.792 0.794 0.651 0.659 0.644 0.649 0.718

CANc 0.773 0.792 0.789 0.801 0.646 0.661 0.646 0.658 0.721

CAN 0.776 0.795 0.794 0.811 0.658 0.669 0.652 0.659 0.727

4.4 Visualization of Features

To better illustrate the effectiveness of CAN, we visualize the feature of penul-
timate layer as shown in Fig. 3. We choose the task E → K and B → D. The
visualization results show that CAN model has better distinguishable features.
The features of CANs model are not well discriminated clearly for lacking the
category-wise alignment.

CAN model considers complex structures of the data distributions. The dif-
ferent domains are more indistinguishable and different categories are more
discriminated under the CAN model. The experimental result is superior for
cross-domain sentiment classification because we add the category-wise domain
classifiers on training process.
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(a) CAN model:E → K (b) CANs model:E → K

(c) CAN model:B → D (d) CANs model:B → D

Fig. 3. The t-SNE visualization of features extracted by CAN and CANs model for
E → K and B → D task. The red, blue, yellow and green points denote the source
positive, source negative, target positive and target negative examples correspondingly
(Color figure online)

Fig. 4. Visualization of the CAN on D → E and D → K tasks
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4.5 Visualization of Attention

We also visualize the word attention transfer in Fig. 4. We choose the D → E and
D → K and highlight the words according to the attentions. Deeper red words
mean that it has the heavier weight than others. Figure 4 shows that the words
with sentiment polarity have higher attentions. Generally, the word “lightweight”
intuitively indicates a negative sentiment in DVD domain. In contrast, the word
“lightweight” usually indicates a positive sentiment in the electrics or kitchen
domain. Since there are some words (good, delight) which have opposite sen-
timent polarity in the document, CAN model still correctly predicts labels on
target domain. The document representation takes these words into account by
hierarchical attention mechanism.

5 Conclusion

In this paper, we propose the CAN model. CA classifiers further align the
category-level data distribution by combining the label information and doc-
ument representations on adversarial process. Besides, we transfer word-level
and sentence-levels attentions under TAN. The experimental results show that
the CAN model effectively improves classification accuracy on Amazon reviews
dataset and Airline reviews dataset.
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Abstract. Recently, how to use Device-to-Device (D2D) social knowl-
edge to reduce the network traffic on mobile networks has become a
hot topic. We aim to leverage D2D social knowledge to select influen-
tial users (seed users or seeds) for influence maximization to minimize
network traffic. Lots of work has been done for seeds selection in a sin-
gle community. However, few studies are about seeds selection in multi-
ple communities. In this paper, we build a Multi-Community Coverage
Maximization (MCCM) model to maximize the D2D social coverage so
that the cellular network traffic can be minimized. We transform it into
a resource allocation problem and use a Reinforcement Learning (RL)
approach to tackle it. Specifically, we present a novel seeds allocation
algorithm based on Value Iteration method. To reduce the time delay,
we design an edge-cloud computing framework for our method by mov-
ing part of the computing tasks from the remote cloud to adjacent base
stations (BSs). The experiment results on a realistic D2D data set show
our method improves D2D coverage by 17.65% than heuristic average
allocation. The cellular network traffic is reduced by 26.35% and the
time delay is reduced by 63.53%.

Keywords: Seeds selection · Social knowledge · Device-to-Device ·
Traffic offloading · Edge computing

1 Introduction

In recent years, with mobile communication technology rapidly developing, it is
getting more popular for people to use mobile devices such as smart phones and
tablets to satisfy their entertainment and social demands in life and work [1].
This trend has caused the explosive growth of traffic load on mobile networks.
There are severe problems with repeated downloads of popular content, which
seriously waste the resources of communication networks [2,3].
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Fig. 1. Seeds selection in D2D communities under edge computing environment.

An effective solution to reduce the repeated downloads within cellular net-
works is to use D2D opportunistic sharing mechanism to encourage users to
obtain the content they need from mobile devices in proximity [4]. Users who
use D2D technology to communicate with each other can form a D2D commu-
nity, as depicted in Fig. 1. To better reduce cellular network traffic, we propose
to mine influential users (seed users or seeds) in D2D communities. As depicted
in Fig. 1, seed users download content via cellular links and share them with
other users. Given an integer k, it is important to find k most influential users to
maximize the D2D coverage (or D2D influence), so as to minimize the cellular
network traffic. There are many studies on seeds selection in one community
[5–8]. Though, little work has been done for multiple communities. As depicted
in Fig. 1, one of our goal is to figure out how to allocate k seeds to maximize
the D2D coverage. Fortunately, reinforcement learning (RL) is a strong tool to
solve resource allocation problems like seeds allocation [9,10]. Therefore, we use
this technology to tackle the seeds allocation problem.

To provider better Quality of Service (QoS) and user experience, we devise a
special edge-cloud computing framework for our solution. Edge-cloud computing
is a new paradigm to offload part of computing tasks from remote cloud to edge
servers. The cloud servers process tasks that require global data as input or need
more computing resources. The edge servers process local data so as to reduce
unnecessary data transmission on backhaul networks and time delay [11–13].

We summarize the contributions of this paper as follows.

1) We use a reinforcement learning method and propose a seeds allocation algo-
rithm based on Value Iteration to maximize D2D social coverage.

2) We innovatively devise an edge-cloud computing infrastructure to offload part
of computing tasks from the remote cloud to adjacent BSs to decrease the
time delay.

3) The experiment results on a realworld D2D dataset show our method
improves D2D coverage by 17.65% than heuristic average allocation. The
cellular network traffic is reduced by 26.35% and the time delay is reduced
by 63.53%.
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The remainder of this paper is organized as follows. After reviewing related work
in Sect. 2, we build the optimization model in Sect. 3. Then we propose an edge
computing assisted approach in Sect. 4. We show the comparative experiments
in Sect. 5. Finally, we conclude this paper in Sect. 6.

2 Related Work

It has been pointed out that a large amount of traffic load is caused by repeated
downloads of popular content [2]. How to effectively offload cellular network
traffic by applying D2D sharing mechanism is gaining much attention [3]. With
D2D communications, users in close proximity can directly communicate with
each other via D2D social links, instead of accessing BSs. It is also a feasible
solution to cache popular content at the edge of networks to reduce the traffic
and energy consumption of backhaul networks [14].

Seeds selection for Influence Maximization (IM) is to find influential com-
municators in social networks (or social communities) who are more likely to
spread the information widely through word of mouth effect [15]. There are lots
of effective methods on seeds selection in a single social community, such as
degree centrality [5], PageRank [6], the Greedy algorithm [7] with performance
guarantee ratio of (1 − 1/e), and the Weighted LeaderRank with Neighbors
(WLRN) algorithm [8]. In [16] and [17], some new models and algorithms are
proposed to ensure the fairness the seeds allocation problem in competitive influ-
ence maximization. However, their theoretical diffusion models are not practical
for real-world D2D social communities. For seeds selection in multiple commu-
nities, the key is to find the optimal seeds allocation scheme. Fortunately, rein-
forcement learning (RL) is a strong tool to solve resource allocation problems
like the seeds allocation problem [9,10].

Edge-cloud computing is a new paradigm to offload part of computing tasks
from the remote cloud to edge servers [11]. The cloud servers process tasks that
require global data as input or need more computing resources. The edge servers
process local data so as to reduce redundant data transmission on backhaul net-
works and time delay [12]. The computing delay is reduced due to the distributed
nature of edge computing. And the transmission delay is decreased because part
of the data is not transmitted to the cloud but processed at edge servers [13].

3 Optimization Model to Maximize D2D Social Coverage

To reduce cellular network traffic by encouraging users to use D2D communica-
tion, we aim to mine seed users. Equivalently, we present to maximize the D2D
social coverage in D2D communities. Before modeling the coverage maximization
problem, we define the D2D social coverage function.
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3.1 D2D Social Coverage

In a D2D community, when user (device) u shares content to user (device) v, we
say, u has directly covered v via D2D social links. We define D2D coverage of
user u as the number of users covered by u. It includes directly covered users and
indirectly covered users. For instance, user u uses D2D technology to transmit
a video to v and v re-shares it to v′, then v′ is the directly covered user of v and
the indirectly covered user of u in the meantime. The directly covered users of
u can be defined as follows.

O(u) = {u} ∪ {v|et
uv ∈ E}, (1)

where E contains all the D2D social links and et
uv means u shares content to v

at time tuv. We define the D2D coverage of u as C(u) as follows recursively.

C(u) = O(u) ∪ (∪v∈O(u)C(v)), (2)

satisfying tuv ≤ tvv′ for all v ∈ O(u) and v′ ∈ O(v) with tuv denoting the time of
u sharing content to v and tvv′ the time of v sharing content to v′. The coverage
function through D2D propagation of users set S is defined as follows.

f(S) = |C(S)| = | ∪u∈S C(u)|. (3)

3.2 Multi-community Coverage Maximization

It has been well studied to select seed users in one community. Given a com-
munity G = (V,E) where V is users set and E is edges set, and an integer k,
the seeds selection problem is to find out k users from G to maximize their cov-
erage. We can denote S as a function of G and k, namely S = H(V, k), where
H maps (V, k) into a subset of V with size k. That is H : V × N → 2V . Then
f(S) = f(H,V, k) and H determines how to select seeds in one community.

There is little work for multiple communities. Given that there are n com-
munities, G1, G2, ..., Gn, where Gi = (Vi, Ei), the Multi-Community Coverage
Maximization (MCCM) problem is to find out k1, k2, ..., kn users respectively in
G1, G2, ..., Gn so that they can cover as many users as possible through D2D
communication. We denote K = (k1, k2, ..., kn) and it satisfies

∑n
i=1 ki = k.

Denoting Si as the set of ki seed users selected from Gi. Let S = ∪n
i=1Si. Due

to the geographic restriction in D2D communication, users from different D2D
communities have a much lower probability to communicate with each other
than those in the same community. Consequently, it is rational to assume that
C(S1)∩C(S2) = ∅, for any two seeds sets S1 and S2. This assumption indicates
the coverage of seed users from different communities don’t overlap. Therefore,
the objective function can be written as follows.

f(S) =
n∑

i=1

f(Si) =
n∑

i=1

f(H,Vi, ki) (4)
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To find a seeds selection method H has been well explored in many researches
[5–8]. Therefore, in this study, we concentrate on finding the optimal allocation
scheme K∗ = (k∗

1 , k
∗
2 , ..., k

∗
n). Once H is fixed, the Multi-Community Coverage

Maximization (MCCM) problem can be summarized as follows.

max
K

n∑

i=1

f(Vi, ki;H).

s.t.

n∑

i=1

ki ≤ k; ki ∈ N, i = 1, 2, ..., n.

(5)

The optimization problem Eq. (5) is NP-hard.
Proof. We reduce an NP-hard problem, the knapsack problem, to problem

Eq. (5). There is a knapsack with capacity w and n sorts of items. Each item has
weight wi ∈ N

+ and value vi ≥ 0. The goal of the knapsack problem is to put
items into this knapsack to maximize the total weight, formulated as follows.

max
Θ

n∑

i=1

θivi.

s.t.

n∑

i=1

θiwi ≤ w; θi ∈ N, i = 1, 2, ..., n.

(6)

Here Θi = {θi}n
i=1 refers to the number of each selected item. Let

k = w; ki = θiwi, i = 1, 2, ..., n;

f(Vi, ki;H) =
n∑

i=1

θivi =
n∑

i=1

ki

wi
vi.

(7)

Then the knapsack problem Eq. (6) is reduced to the MCCM problem Eq. (5).
Therefore, problem Eq. (5) is NP-hard. �

4 Edge Computing Assisted Approach to MCCM

4.1 Seeds Allocation Algorithm with Reinforcement Learning

To tackle MCCM is to find the optimal seeds allocation scheme. Reinforcement
learning is a strong tool to solve resource problems like the seeds allocation
problem [9,10]. Therefore, we use this technology to tackle the MCCM problem.
We model the seeds allocation process as a Markov Decision Process as follows.

State. The seeds allocation state is written as s = (i, q), i, q ∈ N, 1 ≤ i ≤ n
and 0 ≤ q ≤ k. State s = (i, q) represents k − q seeds have been allocated
to communities {G1, G2, ..., Gi−1} and there are q seeds we are to allocate to
communities {Gi, Gi+1, ..., Gn}.
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Action. The seeds allocation action is a = j, j ∈ N. Action a = j under state
s = (i, q) (j ≤ q) means to select j users by function H from Gi to form seeds
set Si = H(Vi, ki).

Reward. The reward of action a = j under state s = (i, q) is the increased
coverage by selecting j seeds in community Gi. The reward function r(s, a) is
as follows. It determines which action to take under a certain state so that the
reward can reach the highest.

r(s, a) = f(Si) = f(Vi, j;H). (8)

Policy. The policy in MDP is represented as a function, π : S → A, which gives
the next move a = π(s) under state s. We denote the value of state s under
policy π as Vπ(s), which means the expected return when starting from state s
and following π thereafter till the decision process ends. We define Vπ(s) as:

Vπ(s) = Eπ[
∞∑

i=0

γiri|s0 = s], (9)

where Eπ[·] is the expected value of a random variable, ri denotes the reward
by taking the next ith action following π. 0 ≤ γ ≤ 1 is the discount factor which
determines how important the future reward is. We call Vπ the state value
function for policy π. In our allocation problem, state s = (i, q) means the q
seeds will be allocated to {Gi, Gi+1, ..., Gn}. We view Vπ(s) as the expected D2D
coverage by allocating q seed users to {Gi, Gi+1, ..., Gn} following policy π. It is
shown in Eq. (10) as follows,

Vπ(s = (i, q)) =
n∑

j=i

f(Sj) =
n∑

j=i

f(Vj , π(sj);H), (10)

where sj = (j, qj) is the seeds allocation state for Gj .
A key property of the state value function V is the particular recursive rela-

tionship [9]. Given a state s and a policy π, the expected reward by taking
the action a = π(s) following policy π starting from s is the sum of the current
reward and the future reward. The recursive relationship suggests the state value
function satisfies the Bellman Equation:

Vπ(s) = Eπ[r(s′|s, a) + γVπ(s′)|s0 = s] =
∑

s′∈S

p(s′|s, a)[r(s, a) + γVπ(s′)]. (11)

The agent starts from the first community and continue one by one to the last
community. One round of decision process is shown as follows, where si is the
state and ai is the action. The agent starts from community G1 with the budget
k, and select k1 seeds from G1. The agent stops till there is no seed budget left.

s1 = (1, k) a1=k1−→ s2 = (2, k − k1)
a2=k2−→ ...

an−1=kn−1−→ sn = (n, k −
n−1∑

i=1

ki) (12)
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Algorithm 1. Seeds allocation method based on Value Iteration

Require: n, k, H, γ, T , G = {G1, G2, ..., Gn}
1: Initialize S = {(i, q), 1 ≤ i ≤ n, 0 ≤ q ≤ k , i, q ∈ N} and V arbitrarily.
2: for s ∈ S do
3: As ← {0, 1, ..., s[1]}; // Get possible actions under state s.
4: for a ∈ As do
5: Ss[0] ← H(Vi, a) ; r(s, a) ← |C(Ss[0])|; // Calculate reward function.
6: end for
7: end for
8: for iter = 1 to T do // Train the model for T rounds to get optimal value function.
9: for s ∈ S do

10: V (s) ← maxa[r(s, a) + γV (s′)];
11: end for
12: end for
13: for s ∈ S do
14: π∗(s) ← arg maxa r(s, a) + γV (s′); // Get the optimal policy π∗.
15: end for
16: s ← (1, k); allocation ← [ ];
17: while s[0] ≤ n do // Form allocation scheme and seeds sets.
18: k∗

i ← π∗(s); s ← (i + 1, k − k∗
i );

19: allocation.add(k∗
i );

20: Seeds[0] ← H(Vs[0], k
∗
i );

21: end while
22: Seeds ← {Seed1, Seed2, ..., Seedn} // Seedi is the seeds set of the i−th community.
23: return Seeds, allocation.

Let si = (i, qi) and sj = (j, qj) be two states, the state transition probability
p(sj |si, a) is 1 if j = i + 1 and 0 otherwise. Thus, Eq. (11) can be simplified as:

Vπ(s) = r(s, a) + γVπ(s′). (13)

There are many model-free methods and model-based methods to solve an
MDP. Monte Carlo methods, Q-learning and Sarsa are model-free methods that
don’t need to know the environment. Model-based methods like Policy Iteration
and Value Iteration, can be used when the environment is determined. Since
the state transition probability in the defined MDP is known in our problem,
model-based methods can be applied to solve this MDP. Policy Iteration and
Value Iteration are two model-free methods based on dynamic programming
[9,10]. The shortcoming of Policy Iteration method is its policy evaluation in
each iteration may cause the extra computation to scan the state space S. In
Value Iteration method, the policy evaluation step of Policy Iteration can be
removed without the loss of convergence. Value Iteration truncates policy eval-
uation according to the following Bellman Optimal Equation.

V ∗(s) = max
a∈A

[r(s, a) + γV ∗(s′)]. (14)
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And the corresponding optimal policy π∗ is:

π∗(s) = arg max
a∈A

[r(s, a) + γV ∗(s′)]. (15)

Therefore, we leverage Value Iteration to solve the seeds allocation problem.
Based on Value Iteration, we summarize the proposed seeds allocation method
in Algorithm 1. According to Eq. (14), an agent starts from an initial state s
and finds the best action a that maximizes r(s, a) + γVπ(s′). After numerous
rounds of iterations, the value function V converges to V ∗. Then we use Eq. (15)
to find out the optimal policy π [9]. Note that Algorithm 1 is based on the seeds
selection method H. The time complexity is O(|States| · |Actions|) = O(nk2).

4.2 The Proposed Edge-Cloud Computing Framework

Edge-cloud computing is a new paradigm to offload part of computing tasks from
remote cloud to edge servers. To decrease the time delay and provide better
user experience, we devise an edge-cloud computing framework to realize our
method. Our framework is shown in Fig. 2. There are six steps in our edge-cloud
computing infrastructure, including three computing processes and three data
transmission processes. There are three main computing tasks listed as follows.

– C1: Each BS executes the method H within each community to rank users’
social influence in its coverage.

– C2: Each BS calculates the reward function with collected D2D logs according
to Eq. (3) and Eq. (8).

– C3: The remote cloud server performs the proposed Algorithm 1 in a central-
ized manner.

The three data transmission processes are as follows.

– T1: The BS collects D2D communication traces from users’ devices through
cellular links in format < MD5, sender, receiver, timestamp, content size >.

– T2: The results of C1 and C2 are transmitted to the remote cloud center.
– T3: The remote cloud returns the final allocation scheme to each BS.

The time delay in our edge-cloud computing framework is composed of data
transmission delay and computing delay. The data transmission delay can be
modeled as follows [18].

dt =
s

r
, (16)

where s is the data size and r is the upstream rates of cellular networks or
backhaul networks. The computing delay can be modeled as follows [19].

dc =
ck

fk
, (17)

where ck is the number of CPU cycles the server needs to finish computing task
Ck and fk is the CPU cycles assigned to task Ck per second.
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Fig. 3. Statistical analysis on D2D social communities.

Table 1. Experiment settings.

Symbol Value Description

n 30 Number of D2D social communities

NB 30 Number of base stations

|V | 822 Total number of users

|E| 1049 Total number of D2D social links

k [5, 60] Total number of seed users

H PageRank, WLRN The method to rank users

γ 1 The discount factor

T 100 Iteration times

rc 40 Mbps Cellular network capacity

rb 80 Mbps Backhaul network capacity

fB
k 2 G cycles/s CPU of edge servers

fC
k 4 G cycles/s CPU of cloud servers
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5 Experiments

The data set we use is collected from a mobile application called Xender. Users
can use Xender to communicate with their friends through D2D communication.
We collect 13 weeks of communication traces in format <MD5, sender, receiver,
timestamp, content size>. As depicted in Fig. 3, we detect 30 communities in
the former eight weeks by applying Union Find. Traces in week 9 are used
to generate the reward function. Traces in week 10 to week 14 are used for
verification. The experiment settings are shown in Table 1 [18,19]. We use the
PageRank [6], and the WLRN [8] to rank users’ social influence within each
community. Four baselines are listed as follows [20].

1) Random: The seeds allocated to each community are randomly generated.
2) Average: The seeds are equally allocated to the communities.
3) Proportion: The number of seeds allocated to each community is propor-

tional to the community size.
4) Without allocation (WOA): Regard n communities as one social commu-

nity G and select top k users by H.

The coverage of different allocation methods is shown in Fig. 4. Our proposed
allocation method outperforms baselines. Our algorithm improves the D2D cov-
erage by 17.65% than Average allocation method. Average allocation achieves
better performance than the Random algorithm because it gives each community
the equal chance for propagation. Furthermore, WOA method does not consider
the structural property of communities. The proposed algorithm considers the
actual propagation process, which directly affects the final propagation coverage.

It is shown in Fig. 5 that the more seeds we invest, the more data we can
offload from cellular networks. When we select 60 seeds out of 822 users in 30
communities as relays, under the WLRN setting, the cellular network traffic
can be reduced by 26.35%. In Fig. 4 and Fig. 5, we show that the more users
we encourage to use D2D communication, the more traffic we can offload from
cellular networks to D2D networks.

Figure 6 depicts the time delay under two computing frameworks. We only
show the case under H = WLRN since the running time of WLRN and PageRank
are nearly the same. The time delay is reduced by 63.53% than merely cloud
computing. In edge-cloud computing framework, task C1 and C2 are computed
in a distributed manner at each BS respectively. Then the computing delay is
decreased. And massive D2D traces are not transmitted to cloud but processed
at adjacent BSs. Therefore, the transmission delay is reduced.
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(a) H = PageRank (b) H = WLRN

Fig. 4. D2D social coverage

(a) H = PageRank (b) H = WLRN

Fig. 5. Cellular network traffic

Fig. 6. Time delay.

6 Conclusions

In this paper, to leverage D2D social knowledge to reduce cellular network traf-
fic, we build an optimization model for the MCCM problem. We put our focus on
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selecting seeds as content relays in multiple communities. We use the reinforce-
ment learning method to solve the seeds allocation problem. To realize lower time
delay, we propose an edge-computing framework for cloud computing offloading.
The results show our proposed method is valid to maximize D2D social cover-
age and reduce both network traffic and time delay. Training the reinforcement
learning model could be time consuming. Therefore, more efficient ways to solve
our MDP model will be explored in future work.
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1 Introduction

In the past decade, with the rising popularity of smart phones, applications on
location-based social networks (LBSNs) [5] have attracted tens of millions of
users. In LBSNs, users can share their location information (i.e., check-in) when
they find a new place or take part in social activities. Huge volume check-in
data of users are collected from location-based social networking services, which
provides an opportunity for researchers to study various social behaviors.

One interesting question is whether we can infer the social relationship
between two users based on their check-in data in LBSNs. According to social
homophily principle [12], friends tend to visit a certain number of same locations
to participate in some social activities, such as attending the wedding of their
common friends or having dinner together at a restaurant. Inferring the rela-
tionship between two users have been largely adopted in friend recommendation
[7], social influence analysis [18], and targeted marketing [11]. Therefore, given
the check-in data of two users, inferring whether they are friends or strangers
attracts a lot of researches [4,10,15,16,19–22].

However, previous studies have three major shortcomings. Firstly, they mined
some co-occurrence (refer to Definition 2) features of user pairs to address
the friendship prediction problem. In this situation, if friend pairs share co-
occurrences rarely, it will affect the performance of these methods. In Table 1,
we show the ratio of the friend pairs who have at least one co-occurrence on
Gowalla dataset and Brightkite dataset [13], respectively. We can observe that
even if we set the time threshold to 120 min and distance threshold to 200 m
of co-occurrence, only 30.25% and 47.17% of friend pairs have at least one co-
occurrence. Therefore, the performance of the friendship inference method based
on co-occurrence is not satisfactory.

Secondly, in previous studies, He et al. [10] considered the distances between
the two locations where users checked in most frequently on weekdays and week-
ends. However, as shown in Fig. 1, the users generate significantly different tra-
jectory patterns on weekdays and on weekends. Therefore, modelling the users
trajectories on weekday and weekend separately is more reasonable.

Thirdly, previous work used location entropy to measure the popularity of
common place between two users. However, the time interval between two users’
visit should be considered. If two users visit a same place, but there is a long
time interval between their visits, they may not have any relationship.

To address the aforementioned issues, we propose a method that combining
implicit and explicit features (CIFEF) for inferring friendship in LBSNs. Specif-
ically, we first exploit the embedding learning technique to capture each user’s
contextual trajectory information of weekdays and weekends, respectively. In
this way, we can get the implicit vector representation of each user, which does
not rely on the co-occurrences. Besides, we further propose a new explicit feature
by introducing check-in time factor into location entropy, which can mine the
explicit information of user pairs who have visited a common place. In summary,
to our best knowledge, the major contributions of this paper are as follows:
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1. We exploit the embedding technique to learn latent vector representation
of user’s trajectory, which can work effectively even for user pairs with no
co-occurrence. Moreover, because a user has different trajectory patterns on
weekdays and weekends, we learn implicit representation of users weekday’s
trajectory and weekend’s trajectory, respectively.

2. We further propose a new feature named twcle to measure the importance of
each common place of user pairs by introducing the time interval of check-ins
into location entropy.

3. We propose an effective method CIFEF to infer friendship in LBSNs, which
combines implicit features and explicit feature for inferring friendship.

4. We conduct extensive experiments on two real-world datasets to evaluate the
performance of our proposed method and the experiment results show that
our method is superior to six state-of-art methods.

Table 1. The ratio of friend pairs who have at least one co-occurrence under different
time threshold and distance threshold

(Time threshold, Distance threshold) Gowalla Brightkite

(10 min, 0m) 14.21% 19.94%

(10 min, 100m) 16.21% 22.62%

(10 min, 200m) 17.60% 24.11%

(30 min, 0m) 19.04% 27.72%

(30 min, 100m) 21.35% 31.44%

(30 min, 200m) 23.03% 33.60%

(60 min, 0m) 22.57% 33.13%

(60 min, 100m) 24.92% 37.52%

(60 min, 200m) 26.85% 40.20%

(120 min, 0 m) 25.73% 38.88%

(120 min, 100 m) 28.13% 44.05%

(120 min, 200 m) 30.25% 47.17%

The rest of the paper is organized as follows. In Sect. 2, we give a brief review
on related work. In Sect. 3, we introduce the preliminaries and the detail of our
method. In Sect. 4, we report our experimental study. In Sect. 5, we discuss the
contribution of the implicit features and explicit feature to our method. We will
also analysis the sensitivity of our method to the parameter embedding size. In
Sect. 6, we conclude our work and discuss the future work.
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(a) Gowalla (b) Brightkite

Fig. 1. Trajectory patterns at different hours on weekday and weekend

2 Related Work

Inferring social relationships from location-based check-in data has been a hot
research topic in the past few years. The existing studies can be roughly classi-
fied into two categories based on the features they consider: co-occurrence based
approaches and others. The co-occurrence based methods rely on the explicit
co-occurrence [4,10,16,19,21], these methods mainly mine some co-occurrence
based features of user pairs. However, these approaches need to set time thresh-
olds and distance thresholds for co-occurrence. What’s worse, a large number
of user pairs do not have co-occurrences in real life as shown in Table 1. Some
another approaches measure the similarity of user pairs by well-designed loca-
tion features, such as the distance of home[20], the Jaccard similarity of check-in
sequences and the number of common locations, etc. Pham et al. [19] proposed an
entropy-based model, which designed two features: location diversity and weight
frequency. The location diversity measures how diverse the co-occurrences of
a user pair are. The weight frequency uses location entropy to measure how
important the user pair’s co-occurrences. Wang et al. [21] argued that not all
co-occurrences are equally important in predicting user pair’s friendship. They
considered three features, including personal factor, global factor and temporal
factor. The personal factor aims to determine the significance of a co-occurrence
between two users, they think that if two users meet at a place where they fre-
quently visit, then this meeting event is likely to happen by chance. The global
factor is to reward the co-occurrence at private locations and penalize those at
public locations. The temporal factor aims to penalize a co-occurrence if it is
temporally close to other events. Njoo et al. [16] proposed two features stability
and duration in the temporal domain of the co-occurrences, which can reflect
the consistency and the total duration of the co-occurrences between two users.
Cheng et al. [4] proposed a feature called weighted number of co-occurrences,
which were aimed to strengthen the co-occurrence happened at private locations
and while weaken the co-occurrence happened at popular locations. He et al.
[10] designed 12 spatiotemporal features from four aspects to infer friendship.
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In the above mentioned works, the co-occurrence based methods cannot deal
with the situation that the user pairs have no co-occurrence. Besides, They all
ignored the time interval between two users who have visited a same place.
Therefore, we propose a method that combines implicit embedding features and
one explicit feature to address the above issues.

3 The Proposed Method

In this section, we introduce the preliminaries and the details of our method.

3.1 Preliminaries

Definition 1 (Check-in Triplet). When user u checks in location l at time t,
the information can be called a check-in triplet cu =< u, l, t >. Given user u, all
his check-ins form a trajectory sequence Su = {< u, l1, t1 >, · · · , < u, ln, tn >}.
Definition 2 (Co-occurrence). A user u1 and a user u2 have a co-occurrence
if their check-in distance is less than a distance threshold and the time interval
is less than a time threshold.

3.2 Implicit Features

As shown in Table 1, most friend pairs have no co-occurrences. Besides, hand-
designed features cannot capture some implicit information of user’s check-in.
Therefore, it prompts us to learn the latent information from user’s check-in data.
Word2vec [14] is a very effective method to learn embedding representations in
word sequences, which achieves a great success in recommendation systems [2].
Therefore, we also adopt word2vec to learn the trajectory embedding of each
user. Concretely, we view each check-in location as a “word” and each “sentence”
represents a user trajectory, then using skip-gram [14] to learn a location latent
vector. In skip-gram model, given a user’s check-in trajectory sequence Su and
the window size k, we need to maximize the following objective function:

J(Su) =
1

|Su|
∑

li∈Su

∑

−k≤j≤k

(log(P (li+j |li)) (1)

where li represents the target location and li+j denotes the context location.
Then we adopt a softmax function to formulate the probability P (li+j |li):

P (li+j |li) =
exp(I

′
i+j · Ii)∑

li∈L exp(I ′
li
· Ii)

(2)

where I
′

and I denote output and input vector of location, respectively. |L| is
the number of all locations in the dataset. From Eq. 2, we can know its time
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complexity is very high, we apply the negative sampling method [14] to speed
up learning process and the objective function can be redefined as follows:

J(Su) =
1

|Su|
∑

li∈Su

∑

−k≤j≤k

(log(σ(I
′
i+j · Ii)) +

H∑

h=1

log(σ(−I
′
h · Ii))) (3)

where {I ′
h|h = 1...H} are sampled from L, and σ(·) is the sigmoid function.

We train the above model using stochastic gradient descent and finally obtain
an M -dimensional embedding vector for each location. Therefore, for the trajec-
tory sequence Su, we can get a N × M matrix Wu = (wl1 , wl2 , · · · , wlN )T and
take the maximum value for each column of the Wu. Finally, we can get the
vector representation of user u:

Vu = [v1
u, v2

u, · · · , vn
u ]T (4)

3.3 Explicit Feature

Location entropy [6] was used to measure the popularity of a location, which
can be defined as follows:

loc entropy(l) = −
∑

u∈Φl

Cl
u

Cl
log

Cl
u

Cl
(5)

where Φl represents all users who have checked in location l, Cl
u represents the

check-in frequency of the user u at l and Cl is the total number of check-ins that
all users have at place l. If two users meet at a popular location, they may be
strangers because their meeting is more likely to happen by chance.

However, the location entropy ignored the check-in time interval of two users.
For example, there are three users < u1, u2, u3 >, u1 checked in at location l1 at 3
p.m. on December 5, 2019, u2 checked in at location l1 at 10 a.m. on December
1, 2018 and u3 checked in at location l1 at 3:30 p.m. on December 5, 2019.
Although < u1, u2 >, < u1, u3 > both have one common place, respectively, it is
intuitive that < u1, u3 > is more likely to be friends than the < u1, u2 > because
the check in time of < u1, u3 > is closer.

Based on the above consideration, by introducing the time interval of check-
ins into location entropy, we propose a new feature named Time-weight-common-
location-entropy (twcle). it can be defined as follows:

twcle(u, v, l) = loc entropy(l) × eρ×|tlu−tlv| (6)

where tlu is the check-in time of the user u at location l. The parameter ρ is a
constant coefficient to prevent the result of exponential function from overflow-
ing. In our experiment, we set it to 0.001. Note that the time unit is a day. From
the above formula, we can know that if two users visit a same private location
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at a closer time, their twcle value is lower. For two users u and v, the set of their
common places is Lu,v, their twcle value can be computed as follows:

twcle(u, v, Lu,v) = min
l∈Lu,v

(loc entropy(l) × eρ×|tlu−tlv|) (7)

To verify the effectiveness of twcle in differentiate the friend pairs and stranger
pairs, we plot the cumulative distribution function (CDF) of twcle between
friends and strangers. As shown in Fig. 2, the friend pairs and stranger pairs are
easily separable on two dataset, respectively. Specifically, on Gowalla dataset,
more than 80% of friend pairs’ twcle values are less than 3, while only less than
40% of stranger pairs’ twcle values are below 3. On Brightkite dataset, the max-
imum gap is 45%. These indicate the twcle feature is an effective measure to
differentiate the friend pairs and stranger pairs.

(a) Gowalla (b) Brightkite

Fig. 2. The CDF of twcle between friend pairs and stranger pairs

3.4 The Detail of Our Method CIFEF

In this subsection, we introduce the details of our friendship inference method
CIFEF. Figure 3 shows the overview of CIFEF. Firstly, we divide each user’s
check-in trajectory into weekday trajectory and weekend trajectory, and utilize
word2vec to learn the embedding vector, respectively. Then, we apply element-
wise max operations to the list of weekday location embedding vectors to get
weekday trajectory embedding vector, weekend location does the same opera-
tion. Thirdly, for each user pair, their weekday vector and weekend vector are
sent to the interaction layer for interacting (i.e., element-wise multiplication and
element-wise subtraction). Next, each user pair gets four vectors: weekday hm,
weekday sub, weekend hm and weekend sub. Together with their weekday vector
and weekend vector, we finally get eight feature vectors. Moreover, we extract
twcle feature according to Eq. 7. Finally, based on the above eight feature vectors
and the twcle feature, we train the friendship inference model.
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Fig. 3. The overview of our proposed method CIFEF

4 Experiment Study

In this section, we show experimental study in detail, including datasets, evalu-
ation strategy and metric, baseline methods and experiment result.

4.1 Dataset

We conduct our experiment on two public real-world datasets: Gowalla dataset
and Brightkite dataset [13], which have been widely used in previous studies.
Table 2 shows the detailed statistics of the two datasets. We first select the active
users who have more than 100 check-ins from two original dataset, getting 54,713
friend pairs and 54,221 friend pairs from two datasets, respectively. Then we
double the dataset size by randomly sample the same number of stranger pairs
in the two processed dataset, respectively. Finally, we conduct our experiment
on processed Gowalla dataset with 109,426 samples and processed Brightkite
dataset with 108,442 samples.

Table 2. Statistics of Datasets

Dataset #Users #Check-ins #Friend pairs

Gowalla 107,092 6,442,890 950,327

Brightkite 58,228 4,491,143 214,078
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4.2 Evaluation Strategy and Metric

To verify the effectiveness of CIFEF, we use AUC score as evaluation metric in
our experiments. Moreover, to confidently evaluate the performance of CIFEF,
we consider four classical machine learning algorithms: Logistic Regression (LR),
K-Nearest Neighbor (KNN), Support Vector Machine (SVM) and Random For-
est (RF) in our experiment. These algorithms are implemented by using Scikit-
learn version 0.22.0 [17], with default value for hyper parameters. Lastly, all the
experiments are done by using 5-fold cross validation.

4.3 Baseline Methods

To show the effectiveness of CIFEF, we consider the following baseline methods.

1. STIF: As introduced in Sect. 2. STIF [10] designed 12 features from four
aspects for inferring friendship. This method include some co-occurrence
based features and some spatiotemporal features.

2. PGT: PGT [21] used 6 features by considering the combinations of three
features described in Sect. 2. It relies on the co-occurrences of user pairs.

3. SCI: SCI [16] extracted three features based on the co-occurrences as intro-
duced in Sect. 2. it also relies on the co-occurrences of user pairs.

4. SCI+: SCI+ [15] is an improved version of SCI, which generalizes the tem-
poral model by accommodating all meeting events between users instead of
just considering the last meeting event. Besides, they also use two previous
features: co-occurrences frequency and location popularity.

5. OSFLC: Bayrak et al. [1] aimed to reduce the time cost of friendship infer-
ence by feature selection. The 19 location-based features were collected from
previous friendship inference papers in LBSNs. We use 15 features of them
(there are 4 features we cant use because they rely on location category, which
is not available in the dataset we use.) as a baseline. This method does not
rely the co-occurrences of user pairs.

6. CIFEF T: This is a baseline we designed, which uses a user’s complete tra-
jectory sequence to train the embedding vector instead of dividing the trajec-
tory into workdays trajectory and weekends trajectory. The other parts are
consistent with CIFEF method.

4.4 Comparison with Baseline Methods

In this Subsection, we report the experiment results of baseline methods and our
method CIEFE. Table 3 shows the AUC scores of CIEFE and the above baseline
methods. We firstly analyze the performance of baseline methods that based on
co-occurrence, i.e., SCI, SCI+ and PGT. From Table 3, we can see that these
three methods have a relatively poor performance, mainly because there are very
few user pairs who have co-occurrences. Therefore, features extracted by these
methods contain lots of missed value, which weakens their performance.
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Table 3. AUC for different supervised classifiers on the two datasets

Gowalla Brightkite

LR KNN SVM RF Average LR KNN SVM RF Average

CIFEF 0.861 0.889 0.859 0.939 0.887 0.834 0.871 0.832 0.903 0.860

CIFEF T 0.847 0.887 0.849 0.911 0.874 0.823 0.856 0.820 0.876 0.844

OSFLC 0.804 0.865 0.773 0.914 0.839 0.752 0.863 0.746 0.911 0.818

STIF 0.733 0.826 0.771 0.873 0.801 0.715 0.799 0.740 0.876 0.783

PGT 0.599 0.599 0.600 0.599 0.599 0.564 0.581 0.557 0.581 0.571

SCI 0.551 0.551 0.551 0.551 0.551 0.556 0.537 0.541 0.556 0.548

SCI+ 0.597 0.596 0.597 0.596 0.597 0.576 0.575 0.576 0.575 0.576

Secondly, we discuss the baseline STIF. Table 3 shows that on Gowalla
dataset, the average AUC value of STIF has a 33.7%, 45.4%, and 34.2% per-
formance improvement over those of PGT, SCI and SCI+, respectively. On
Brightkite dataset, compared to PGT, SCI and SCI+, STIF improves AUC by
37.1%, 42.9% and 35.9%, respectively. The reason why the performance of STIF
can be so significantly improved is that it not only contains some co-occurrence
based features, but also some other spatiotemporal features, which makes it
possible to work well even without co-occurrence.

Thirdly, we discuss the baseline OSFLC, which does not depend on co-
occurrence. As shown in Table 3, although the performance of OSFLC is worse
than our method CIFEF, it achieves much better performance than the above
four baseline methods. It is worth mentioning that on the Brightkite dataset, for
the random forest classifier, OSFLC method has achieved better performance
than all other methods. However, OSFLC method needs a large number of well-
designed features, which requires strong expertise knowledge.

Nextly, from Table 3, we can observe that CIFEF T achieves better perfor-
mance compared to SCI, SCI+, PGT, STIF and OSFLC. However, it performs
worse than CIFEF by 1.5% and 1.9% on Gowalla dataset and Brightkite dataset,
respectively. This shows that dividing user’s trajectory into weekdays’ trajectory
and weekends’ trajectory is good for friendship inference in LBSNs.

Finally, except the case of RF classifier on Brightkite, our method CIFEF
outperforms all baseline methods in all cases. Compared to OSFLC method, the
average AUC score of CIFEF has a 5.7% and 5.1% improvement on Gowalla
dataset and Brightkite dataset, respectively. The major reason is that our
method is not only able to capture the explicit information of user pairs who
share common place, but also learns latent multi-grain trajectory information,
which don’t rely on user pair’s co-occurrence. However, on RF classifier, CIFEF
performs slightly worse than OSFLC method by 0.8%. We observe that com-
pared with Gowalla dataset, the performance of all methods on the Brightkite
dataset decreased at different degrees. According to our statistics, on Gowalla
dataset, 12% of users check in more than 50 times with the interval less than
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5 min, while the number is 25% on Brightkite dataset. Therefore, it means that
there is more noise on Brightkite dataset.

5 Discussion

In this section, we first discuss the contributions of the implicit features and
explicit feature to CIFEF. Then, we analyze the sensitivity of our method to the
parameter embedding size.

Fig. 4. The contributes of implicit features and explicit feature to CIFEF

5.1 The Contributions of Implicit Features and Explicit Feature

In this Subsection, we study the contributions of implicit features and explicit
feature (i.e., the embedding features and the twcle feature) to CIFEF. Figure 4
shows the average AUC score of the aforementioned four classifiers. We can see
that both features are useful to improve the performance of CIFEF. Concretely,
on Gowalla dataset, the contribution of twcle feature is slightly greater than
the embedding features, while the embedding features’ contribution is greater
than twcle feature on Brightkite dataset. Moreover, the average AUC score of
embedding features on two datasets are 0.784 and 0.799, which are all worse than
the average AUC score of OSFLC. However, the AUC score is greatly improved
by adding the twcle feature, which is significantly better than OSFLC.

5.2 Paramter Sensitivity Analysis

We try several values of embedding size: {4,8,10,12,14,16,32,64,128}. From the
Fig. 5, we can observe that our method achieves the best performance when
embedding size is set to 8 on Gowalla dataset and 14 on Brightkite dataset. It
seems to be a good balance for two datasets when setting the embedding size
to 32.
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Fig. 5. The AUC of different embedding sizes on RF classifier

6 Conclusion and Future Work

In this paper, we study the problem of friendship inference based on users’ check-
in data in LBSNs. We adopt the embedding method to learn implicit features
of user’s weekday trajectory and weekend trajectory, respectively, which works
effectively even if user pairs have no co-occurrence. Meanwhile, we propose a
new feature twcle, which measures the importance of user pair’s common place
based on the time interval of check-in and location entropy. We have conducted
extensive experiments on two public real-world datasets, the experiment results
demonstrate the superiority of our method over state-of-the-art baseline meth-
ods. For the future work, we plan to design a more effective end-to-end deep
learning model[3,8,9] for friendship inference in LBSNs.
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Abstract. With the rapid development of social media in recent decades, a large
amount of data posted by people with mental disorders has become available
for researchers to use deep learning methods to detect potential mental disorders
automatically. However, the current methods usually neglect to consider com-
monsense knowledge for detection tasks. Meanwhile, uneven data distribution is
a great challenge for the current models. To address these problems, we propose
a knowledge enhanced ensemble learning model for mental disorder detection on
social media. First, we inject the knowledge triples into DailyPosts (Posts in one
day posted online by a user) and then pass the reconstructed DailyPosts through
a hierarchical model. The hierarchical model employs the BERT (Bidirectional
Encoder Representations from Transformers) as the word embedder to integrate
the BiGRU (Bidirectional Gated Recurrent Unit) network with an attention mech-
anism. Second, we combine the knowledge enhanced hierarchical model with
the AdaBoost ensemble learning algorithm for the data imbalance. The proposed
model was evaluated on two mental disorders (depression and anorexia) detection
tasks. The model achieved competitive performance for depression and anorexia
detection. The experimental results indicate that our model can obtain a robust
performance in realistic scenarios.

Keywords: Knowledge enhanced · Ensemble learning · Mental disorder ·
Depression detection · Anorexia detection

1 Introduction

The widespread use of social media provides ways for people with mental disorders to
share their lives and express their moods. Thus, social media data becomes an important
resource for mental disorder detection tasks. Recently, there are lots of studies analyzing
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mental disorders through social media data. For instance, Huang et al. combined topic
modeling, distributional semantics, and specialized lexicon to identify suicidal users on
social media [1]. Yates et al. employed CNN (Convolutional Neural Network) to create
user representation [2]. Then, they used the representation to analyze whether the user
is depressed or not.

Although these works based on machine learning or deep learning methods have
achieved promising results [3], commonsense knowledge is neglected to incorporate
for language understanding. For example, in the sentence “I’ve been smoking salvia
for a year,” salvia is a plant. Without knowing the external knowledge that salvia is a
hallucinogenic drug with transient psychoactive properties, it is difficult to identify the
user suffering from mental disorders for the model. In order to learn more about prior
knowledge, we propose a knowledge fusion component in which knowledge triples are
injected into the DailyPosts(Posts in one day posted online by a user). In this way, the
model can learn the semantics of the DailyPosts comprehensively.

In addition to incorporating prior knowledge, reliable language representation also
contributes to discovering mental disorders in an early stage. To detect if a user suffers
from mental disorders, we need to study all posts published within a certain period of
time. In this case, all posts posted by the user in a period of time are called UserPosts.
Posts in one day are called DailyPosts. Recently, a state-of-the-art model of pre-training
language representations named BERT has obtained groundbreaking results on a series
of NLP (natural language processing) tasks [4]. The BERT can yield dynamic rep-
resentation based on the context, which motivates us to generate dynamic DailyPosts
representations through this model. After obtaining the contextualized DailyPosts repre-
sentations, we feed them into the BiGRU network with an attention mechanism to form
a UserPosts representation. Finally, we use the UserPosts representation to identify if
the user suffers from mental disorders.

Moreover, the disorder-related domain usually has the problem of data imbalance.
The number of samples with mental disorders is usually much smaller than that of sam-
ples without disorders. In this case, the classifier tends to identify all samples as the
non-disorder category to obtain a high overall performance. Therefore, the classifier
performs badly on the disorder category. However, the performance of the classifier on
the disorder category is exactly what we are concerned about. In this paper, we apply
the AdaBoost ensemble learning algorithm [5] to reduce the impact of data imbalance.
During each iteration, the algorithm will increase the weight of samples classified incor-
rectly and decrease the weight of samples classified correctly. In this way, the model will
pay more attention to the misclassified samples and then improve the performance of
the classifier on the misclassified category. Since the samples with mental disorders are
more likely to be misclassified, the AdaBoost algorithm can improve the performance
of the classifier on the disorder category.

In this work, we build the knowledge enhanced ensemble learning model to identify
users with mental disorders on social media. First, we build the knowledge enhanced
model as the base classifier. In the DailyPosts-level, we inject knowledge triples into
DailyPosts and then pass reconstructedDailyPosts through theBERTembedder to obtain
the DailyPosts embedding matrix. In the UserPosts-level, the matrix is encoded into
UserPosts embedding by the BiGRU network with an attention mechanism. Then, we
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apply theAdaBoost ensemble learning algorithm to leverage the basemodel.We evaluate
the proposed model with two mental disorders (the depression and anorexia) detection
tasks and compare its performance with that of other methods.

The main contributions of our work are summarized as follows:

• We incorporate the external commonsense knowledge into the classifier by injecting
knowledge triples into the DailyPosts, which promotes the model to identify more
individuals with mental disorders in an early stage.

• Weuse a hierarchical structure to construct the base classifier. TheBERTmodel is used
to model the dynamic DailyPosts embedding. The BiGRU network with an attention
mechanism is utilized to model the UserPosts embedding.

• We apply the AdaBoost ensemble learning algorithm to leverage the base classifier,
which reduces the impact of data imbalance on the classifier.

2 Related Work

With the rapid development of social media, it has become an essential channel for users
to express their opinions and emotions. More and more studies detect mental disorders
through socialmedia data.Recently,CLEFeRisk 2018 (Conference andLabs of theEval-
uation ForumEarly Risk Prediction on the Internet) introduced two different shared tasks
(the depression and anorexia detection). In these two tasks, participants explored various
NLP methods for identifying depressed users or anorexic users. For example, FHDO
constructed four basemodels that employeduser-level linguisticmetadata,Bag-of-words
(BoW), neural word embeddings, and convolutional neural networks. They integrated
an ensemble model that combined four base predictions [15]. IRIT combined linguistic
features and vectorization representations in different ways. Then, they trained a number
of machine learning models to identify depressed or anorexic users [15]. Besides, Rao
et al. [6] proposed hierarchical SGL-CNN (Single-Gated LeakyReLUCNNs) andMGL-
CNN (Multi-Gated LeakyReLU CNNs) to model the user representation for depression
detection.

However, thesemachine learning or general deep learningmethods usually neglect to
consider prior knowledge. To tackle this problem, our model merges the external prior
knowledge with the classifier by incorporating knowledge triples extracted from the
Wikidata. There are many other works based on combining KGs (Knowledge Graphs)
with deep learning methods. For instance, Zhang et al. [7] identified named entity tokens
in text and then aligned these tokens to the corresponding entities in KGs. Then, they
used TransE [8] to encode the KGs and incorporated the informative entity embeddings
to train an ERNIE (Enhanced Language Representation Model). KM et al. [9] proposed
a convolution-based model that could capture relevant prior facts from KGs by using
an attention mechanism. The proposed KG-augmented model combined the facts with
the features learned from the training data. The model showed significant improvement
in text classification and natural language inference tasks. Peters et al. [10] inserted
multiple knowledge bases into a pre-trained model with KAR (Knowledge Attention
and Recontextualization). Then, they enhanced language representations with structured
knowledge.
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Simultaneously, we exploit a hierarchical structure to build the base model. The
BERT model is utilized as the word embedder to generate high-quality DailyPosts rep-
resentation. There has been much research that employs the BERT model to encode
semantic relations in context. Lee et al. [11] utilized the BERT as the word embedding
method. Then, they integrated the BiLSTM with an attention mechanism for medical
text inferences. Their best score ranked the top-third among all submissions in the nat-
ural language inference task at MEDIQA 2019. Han et al. [12] used the BERT model
as the word embedder and stacked BiLSTM on top of the embedder. Then, the hidden
states from the BiLSTM layer went through the attention layer and CRF layer to detect
opinion expression.

Moreover, we apply the AdaBoost ensemble learning algorithm to reduce the impact
of data imbalance. There are also otherworks employing ensemble learning to strengthen
themodel. Zhang et al. [13] combined the BiLSTMwith an attentionmechanism to build
a base model for sentiment analysis. Then, the AdaBoost algorithm was implemented
on the base model for the task with unevenly distributed data. Wu et al. [14] proposed a
hybrid ensemble learning approach. This approach combined the AdaBoost algorithm
and LSTM network for financial time series forecasting.

3 Methodology

In this section, we describe our knowledge enhanced ensemble learning model in detail.
The model combines the KFB-BiGRU-Att (Knowledge Fusion BERT BiGRU-Att)
base model and the AdaBoost ensemble learning algorithm, called KFB-BiGRU-Att-
AdaBoost. The overall architecture of the proposed model is illustrated in Fig. 1. αi

represents the weight of the base model based on its classification performance.

Fig. 1. The architecture of our knowledge enhanced ensemble learning model.

3.1 KFB-BiGRU-Att Base Model

The KFB-BiGRU-Att base model consists of a knowledge fusion layer, a BERT embed-
ding layer, a BiGRU layer, an attention layer, and an output layer. The architecture of
the base model is shown in Fig. 2.
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Fig. 2. The architecture of the KFB-BiGRU-Att base model.

Knowledge Fusion Layer. The knowledge fusion layer is used to inject knowledge
triples into original DailyPosts. Then, we use the newUserPosts composed of a sequence
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The wi
n means the nth token in the ith DailyPosts. The rin means the relation between two

entities in a triple. The process of this layer is shown in Fig. 3.

Fig. 3. The process of knowledge fusion.

Inthispaper,arecombinantDailyPostscanhavemultipletriples,butthenumberofeach
token’stripleisnomorethanone.Inthisway,thetokeninaDailyPostswillnotderivetriples
iteratively.

BERT Embedding Layer. The function of the BERT embedding layer is to produce
DailyPosts representation based on the context. We use the output of the penultimate
transformer layer of the BERT to form the DailyPosts embedding matrix. Theoretically,
the output of each transformer layer can be used as DailyPosts representation. However,
the last layer is too similar to the original target, and the previous layers may not fully
extract the semantic information. So, we choose the output of the penultimate layer as
our DailyPosts representation.

BiGRU Layer. The BiGRU layer is used to aggregate the DailyPosts representations
containing the bidirectional information. GRU is an extension of the traditional RNN.
The GRU cell uses reset gate rt and update gate zt to solve the disadvantage of traditional
RNN on gradient disappearance problem. The reset gate rt is computed by Formula (1).

rt = σ
(
Wrxt + Urht−1

)
, (1)

where σ is the logistic sigmoid function. xt and ht−1 are separately the input and the
previous hidden state. Wr and Ur are weight matrices.

Similarly, the update gate zt is computed by Formula (2).

zt = σ
(
Wzxt + Uzht−1

)
. (2)

The last hidden state ht is computed by Formula (3).

ht = (1 − zt) ∗ ht−1 + zt ∗ h̃t, (3)

Where

h̃t = tanh(Wxt + rtUWht−1). (4)
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For DailyPosts xt , a forward GRU extracts the DailyPosts feature as
−→
ht , and a back-

ward GRU extracts the feature as
←−
ht . Then, we obtain the final sequence of DailyPosts

features H = (h1, h2, ht, . . . , hn) where ht is calculated by ht = [
−→
ht ,

←−
ht ].

Attention Layer. The attention layer is exploited to capture the distinguishing effect of
theDailyPosts and form theUserPosts representation. The finalUserPosts representation
st is the weighted sum of the probability distribution αt and the DailyPosts feature ht .

st =
∑

n
αtht, αt = exp(utuw)

∑
n exp(utuw)

, ut = tanh(Wwht + bw) (5)

uw is the context vector. Ww and bw are the weight and bias.

Output Layer. We use a fully connected softmax layer to output the probability dis-
tribution over the final classes. The fully connected softmax layer maps a n-dimension
UserPosts vector into a K-dimension vector composed of probabilities between 0 and 1.
Meantime, the sum of probabilities equals 1.

3.2 Knowledge Enhanced Ensemble Learning Model

We use the AdaBoost algorithm to strengthen the KFB-BiGRU-Att base model. Given a
training dataset T = (xi, yi), i = 1, 2, . . . ,N , the steps of the ensemble learning model
KFB-BiGRU-Att-AdaBoost can be illustrated as follows:

(i) Initialize the weight distribution of the training data. Each training sample is initially
given the sameweight 1/N . The first weight distributionD1 is calculated as Formula
(6).

D1 = (w11,w12 . . .wli . . . ,w1N ),wli = 1

N
, (i = 1, 2, . . . ,N ) (6)

where N is the number of training samples.

(ii) Update theweight distribution and domultiple rounds of iteration.m = 1, 2, . . . ,M
represents the round of iteration. Gm(x) represents the base model trained by the
weight distributionDm. The error rate ofGm(x) on the training data is calculated by
em = P(Gm(xi) �= yi) = ∑N

i=1 wmiI(Gm(xi) �= yi). em is the sum of the weights of
the samples misclassified byGm(x). The importance ofGm(x) in the final classifier
is calculated by αm = 1

2 ln
1−em
em

. When em ≤ 1/2, αm ≥ 0. αm increases with the
decrease of em. The weight distribution is updated by Formula (7).

Dm+1 = (
wm+1,1,wm+1,2 . . .wm+1,i . . . ,wm+1,N

)
,

wm+1,i = wmi

Zm
exp(−αmyiGm(xi)), (i = 1, 2, . . . ,N ), (7)

where Zm = ∑N
i=1 wmi exp(−αmyiGm(xi)) is a normalization factor.
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(iii) Combine all base models to get the ensemble learning model. The ensemble

learning model is calculated by G(x) = sign(f (x)) = sign
(∑M

m=1 αmGm(x)
)
.

4 Experiments

4.1 Dataset

We used two datasets, the depression [2] and the anorexia [15], to evaluate the perfor-
mance of our model. The depression dataset includes 9,210 depressed users and 107,274
non-depressed users. The training set, validation set and testing set are over 6G json files.
All posts released on mental health-related subreddits or including depression keywords
were deleted. The detailed statistics are shown in Table 1.

Table 1. The depression dataset.

Item Depressed users Non-depressed
users

Training 3,070 35,753

Validation 3,070 35,746

Testing 3,070 35,775

Total 9,210 107,274

Table 2. The anorexia dataset.

Categories Training Testing

Anorexia Non-anorexia Anorexia Non-anorexia

Num. users 20 132 41 279

Num. posts 7,452 77,514 17,422 151,364

Avg num. posts per user 372.6 587.2 424.9 542.5

Avg num. days from first to last post 803.3 641.5 798.9 670.6

Avg num. words per post 41.2 20.9 35.7 20.9

The anorexia dataset consists of 61 anorexic users and 411 non-anorexic users.
The training set contains 25.6M XML files. The testing set contains 49.6M XML files.
Although the number of users is not large, each user has a long history of submissions.
The average number of days from the first submission to the last ismore than 600. Table 2
shows the specific statistics of the anorexia dataset.
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4.2 Experimental Settings

We train the model using the binary cross-entropy loss function. We use the Adam opti-
mizer and the ReLu activation function. The dropout ratio is 0.5 at the BERT embedding
layer, the last hidden state of the BiGRU layer, and the fully connected layer. In the
depression dataset, the maximum number of DailyPosts processed by BiGRU layer is
set to 600. Similarly, the maximum number of DailyPosts in the anorexia dataset is set
to 300. Since the BERT embedding layer accepts variable-length tokens, we need not
set the maximum number of tokens in a DailyPosts. We use the precision, recall, and
F1-score to evaluate the performance of our model.

precision = TP

TP + FP
, recall = TP

TP + FN
, F1 = 2 ∗ precision ∗ recall

precision + recall
(1)

4.3 Baselines

Baselines of the RSDD Dataset. We compare the performance of our proposed model
with the following baselines. BoW-MNB and BoW-SVM [2] represented MNB or SVM
classifier combined with sparse Bag-of-words features. Feature-rich-MNB and Feature-
rich-SVM [2] represented MNB or SVM classifier combined with a set of features
including Bag-of-words features, psychology-based lexicon features caught by LIWC,
and emotion lexicon features. User model-CNN [2] employed a convolutional network
and several dense layers to process user’s posts. SGL-CNN and MGL-CNN [6] respec-
tively used hierarchical Single-Gated LeakyReLU CNNs and Multi-Gated LeakyReLU
CNNs to capture both post-level and user-level features. The previous best performance
is obtained by the MGL-CNN model.

Baselines of the Anorexia Dataset. We compare the performance of our proposed
model with that of other studies. FHDO-BCSGE [15] combined different base mod-
els that employed Bag-of-words, convolutional neural networks, linguistic metadata,
and neural word embeddings. LIIRB [15] used different machine learning methods and
combined two textual representations (linguistic features and vectorization) in different
ways. UNSLD [15] estimated the association of each user and the corresponding cat-
egory based on a sequential incremental classification approach. UPFC [15] consisted
of different types of features including domain-specific vocabularies, linguistic fea-
tures, and psycholinguistic lexicon features. It also produced a dynamic and incremental
representation of the user’s submissions.

4.4 Results

Results of the Depression Dataset. The results of our models and baselines are shown
in Table 3. We can observe that the F1-score of the base model KFB-BiGRU-Att is
0.54 which is equal to that of the state-of-the-art MGL-CNN model. Compared with
the B-BiGRU-Att model which does not combine the prior knowledge, the F1-score of
the KFB-BiGRU-Att model is increased by 1%. Although the precision for identifying
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depressed samples is reduced, the overall F1-score performance is still increased. The
results show that the model recalls more depressed users after considering the prior
knowledge in KGs. The best-performing F1-score is 0.56 obtained by our KFB-BiGRU-
Att-AdaBoost model. It is 2% higher than the F1-score of the KFB-BiGRU-Att base
model. In terms of precision and recall, the results of the KFB-BiGRU-Att-AdaBoost
model are respectively 1% and 3%higher than that of theKFB-BiGRU-Att model. These
improvements can obviously be attributed to the addition of the AdaBoost ensemble
learning algorithm. The great performance shows the ability of the ensemble learning
algorithm in reducing the impact of data imbalance.

Table 3. The results of the depression dataset.

Model Precision Recall F1

BoW-MNB [2] 0.44 0.31 0.36

BoW-SVM [2] 0.72 0.29 0.42

Feature-rich-MNB [2] 0.69 0.32 0.44

Feature-rich-SVM [2] 0.71 0.31 0.44

User model-CNN [2] 0.59 0.45 0.51

SGL-CNN [6] 0.51 0.56 0.53

MGL-CNN [6] 0.63 0.48 0.54

B-BiGRU-Att 0.61 0.47 0.53

KFB-BiGRU-Att 0.57 0.51 0.54

KFB-BiGRU-Att-AdaBoost 0.58 0.54 0.56

Compared with the previous best-performing model MGL-CNN, we can see that
the recall and F1-score of the KFB-BiGRU-Att-AdaBoost model are 6% and 2% higher
than that of the MGL-CNNmodel, respectively. Nevertheless, the precision is 5% lower
than that of the MGL-CNN model. In terms of depression detection task, a higher recall
means that more individuals with depression disorder can be detected. After that, a
comprehensive assessment from clinicians can further diagnose depressed individuals
accurately. Thus, the aim of our model is to improve the recall as high as possible under
the premise of ensuring precision.

Results of the Anorexia Dataset. The results of our models and the current best-
performing methods are shown in Table 4. We can see that the maximum recall and F1-
score are respectively 0.87 and 0.86 both achieved by the KFB-BiGRU-Att-AdaBoost
model. Compared with the performance of KFB-BiGRU-Att, the precision of KFB-
BiGRU-Att-AdaBoost is increased by 3%. The recall and F1-score are both increased
by 2%. It can be seen that the performance has been significantly improved after apply-
ing the AdaBoost algorithm. The improved performance proves that the application of
the AdaBoost algorithm reduces the impact of the data imbalance between anorexic
samples and non-anorexic samples. Compared with the B-BiGRU-Att model without
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the knowledge fusion layer, the precision of the KFB-BiGRU-Att model is decreased by
2%. But the recall and F1-score of the KFB-BiGRU-Att model are increased by 5% and
2%, respectively. Obviously, the ability of the model in recalling more anorexic individ-
uals has been significantly improved after considering the prior knowledge. Although
the precision of the model is slightly decreased due to the increase of recalled samples,
the F1-score is still increased.

Table 4. The results of the anorexia dataset.

Model Precision Recall F1

FHDO-BCSGE [15] 0.87 0.83 0.85

LIIRB [15] 0.79 0.73 0.76

UNSLD [15] 0.91 0.71 0.79

UPFC [15] 0.76 0.71 0.73

B-BiGRU-Att 0.85 0.80 0.82

KFB-BiGRU-Att 0.83 0.85 0.84

KFB-BiGRU-Att-AdaBoost 0.86 0.87 0.86

Compared with the state-of-the-art FHDO-BCSGE model, the precision and F1-
score of the KFB-BiGRU-Att model are respectively 4% and 1% lower than the FHDO-
BCSGE, but the recall is 2% higher than the FHDO-BCSGE model. The precision of
the KGB-BiGRU-Att-AdaBoost model is reduced by 1%, but its recall and F1-score
are increased by 4% and 1%, respectively. Although the model has a slight decrease in
precision, the overall F1-score is increased. Moreover, the significant increase in recall
allows the model to identify more anorexic users. Then, the suicide caused by anorexia
may be reduced after further comprehensive treatment.

5 Conclusions

We present a knowledge enhanced ensemble learning model for detecting mental dis-
orders on social media. Firstly, we obtain the reconstructed DailyPosts containing the
prior knowledge by injecting triples into the original DailyPosts. Secondly, we pass the
reconstructed DailyPosts through the BERT embedder and the BiGRU network with an
attention mechanism to build the base model. Finally, we apply the AdaBoost ensemble
learning algorithm to leverage the basemodel.We evaluate the performance of ourmodel
with two mental disorders (the depression and anorexia) detection tasks. The proposed
model accomplishes the highest F1-score for both tasks. The performance indicates that
our proposed model is expected to be competitive in other disorder detection tasks.
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Abstract. Influence maximization is to find a small number of influ-
encers to maximize product adoptions. In reality, companies are usually
more concerned about marketing cost that pay the influencers to reward
their contributions on product promotion and specified marketing dead-
line. However, the former studies have not fully considered such an issue.
In this paper, we focus on a more practical constrained viral marketing
problem, a generalization of influence maximization. We propose a greedy
algorithm with approximate guarantee. Due to the poor computational
efficiency, we further propose an efficient heuristic algorithm and several
effective optimization strategies to speed up the seed selection. Extensive
experiments over real-world social networks of different sizes demonstrate
the effectiveness and efficiency of the proposed methods.

Keywords: Social networks · Viral marketing · Heuristic algorithm

1 Introduction

Social networks (e.g., Facebook, Twitter, etc.) provide a new opportunity for
information dissemination by the powerful word-of-mouth effect. Motivated by
the viral marketing, influence maximization problem aims to find a seed set to
maximize the number of activated nodes in a network. Kempe et al. [2] propose
the widely used Independent Cascade (IC) model and Linear Threshold (LT)
model, and show that the problem is NP-hard under both models.

Although a line of models and computational methods are actively studied,
they still have not completely solved the influence maximization problem under
the strict constraints of marketing cost and deadline at the same time. Firstly, it
exists an impractical assumption in most of the previous literature that there is
unit cost for each user. However, this assumption seldom holds in practice due to
it is directly related to the final revenue. In the viral marketing, companies are
usually forced to pay few seeders (i.e., the initial adopters) a certain amount of
fees to reward their contributions on product promotion, in the hope that they
can quickly spread the information to more users. Generally, users tend to have
different abilities in information dissemination. As a result, the reward paid to
each user is different. Therefore, the vary cost for different users should be signif-
icantly taken into account in influence diffusion. In addition, another impractical
c© Springer Nature Switzerland AG 2020
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assumption is that the process of information propagation is considered infinite.
Whereas it is just an ideal situation. In many actual marketing campaigns, the
specified deadline is also a crucial aspect for successful and effective marketing.

We take a real scenario to illustrate the above situations. A football match
will be held on July 2nd 2021. To attract more people to buy tickets and watch
the live, the organizers engage some advertisers to propagate the match and
enlarge its influence among people. Due to the limited budget, they are con-
cerned about how to choose few key advertisers without exceeding the pre-
determined budget to influence as many users as possible before the opening
date. Inspired by such realistic demands, it is very essential to further explore
influence maximization that considers the marketing cost and specified deadline
simultaneously.

In this paper, we are interested in a new Constrained Viral Marketing (CVM)
problem in social networks, which asks for identifying a small set of influential
users to influence the maximal number of users under the constraints of market-
ing cost and deadline simultaneously. We show that the problem is NP-hard and
the influence spread function is monotone and submodular. We propose a greedy
algorithm with approximate guarantee to solve the problem effectively. Due to
its poor computational efficiency, we propose an efficient heuristic method to
approximate the influence spread calculation, and devise several effective pruning
techniques to accelerate the seed selection without compromising its accuracy.

2 Related Work

Several work has recognized the importance of time information in the influence
diffusion. Chen et al. [5] consider some time delay, where a user needs to wait for a
meeting event to happen to influence neighbors. Liu et al. [4] assign a probability
distribution of influencing delay to each edge, which indicates how likely one node
influences another in each time unit. [8,9] explore influence maximization in a
continuous time dynamic diffusion network. Meanwhile, few work on budgeted
influence maximization is studied. Nguyen et al. [6] consider the problem of
selecting few seeds to maximize the influence spread at a total cost no more than
the budget. Han et al. [7] develop three simple strategies to tackle the problem.
However, none of the above work has taken into account both marketing cost
and deadline information together to find the optimal set of users in influence
maximization. In fact, the CVM problem is considered an important complement
to these work, and more closely mirrors the realistic marketing campaigns.

3 Problem Definition

Due to both marketing cost and deadline are included in the CVM problem,
the IC model is inapplicable. We define a Constrained Independent Cascade
(CIC) model that extends the IC model. For a social network modeled by a
directed graph G = (V, E), a seed set S is activated initially. Let St be the set of
activated nodes at the time step t(t ≥ 0), and S0 = S. Each node in St attempts
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to independently activate each of its non-active neighbor v with a probability at
the time step t+1. If the attempt succeeds within a bounded time, v is activated
and continues to activate its neighbors similar to the above process in the next
time step. The propagation terminates at a time step t′ when the total cost of
seeds in St′ exceeds a predetermined marketing budget, or there is no more nodes
to be activated within the constrained marketing budget and bounded time.

Given a marketing budget ν and a bounded time τ where 0 < τ, ν < l (l
is an integer), the cost of a node u selected as a seed is defined as Cu. The
influence probability on edge (u, v) ∈ E is ω(u, v) = 1/din(v), where din(v)
is the indegree of v. If (u, v) /∈ E , ω(u, v) = 0. Let Rν

τ (·) : 2V → R be a
set function such that Rν

τ (S) is the expected number of activated nodes by a
seed set S within ν and τ . The CVM problem is to find an optimal seed set
S∗ in G to maximize the influence spread Rν

τ (S) under the CIC model, i.e.,
S∗ = argmax{Rν

τ (S)|S ⊆ V,
∑

u∈S Cu ≤ ν, 0 < τ, ν < l}. The CVM problem is
NP-hard since the traditional influence maximization problem can be regarded
as its special case when node cost is unit cost and the bounded time is infinite.

4 Approximate Algorithms

4.1 Greedy Algorithm

For any two sets S1 and S2 where S1 ⊆ S2 ⊆ V, a set function F : 2V → R

is monotone if F(S1) ≤ F(S2). Meanwhile, for any node w ∈ V \ S2, the set
function F is submodular if F(S1 ∪ {w}) − F(S1) ≥ F(S2 ∪ {w}) − F(S2).

Theorem 1. Influence spread function Rν
τ (S) is monotone and submodular.

Proof. We briefly remind the “live-edge” model in [2]. For each edge (u, v) in E ,
it flips a coin once with bias ω(u, v). The edge is “living” with probability ω(u, v)
and “blocking” with probability 1-ω(u, v). It can generate a random graph that
includes all nodes in V and the selected “living” edges from E . Let X be the set
of all possible random graphs generated from G. For any z in X , the influence
spread Rν

τ (S) is
∑

z∈X P(z)Rν
τ (S; z), where P(z) is the probability of generating

z and Rν
τ (S; z) is the influence spread of the seed set S within ν and τ in z.

For any v ∈ V \ S, it can see that Rν
τ (S; z) ≤ Rν

τ (S ∪ {v}; z). Due to P(z) ∈
(0, 1], Rν

τ (S) is monotone. Additionally, for the sets S1 and S2 and node w, it
considers that v is reachable from S2∪{w} in z, which means that there exists at
least one “living” path from S2∪{w} to v within τ and ν, but not from S2. Since
S1 ⊆ S2, v must not be reachable from S1, but can be reachable from S1 ∪ {w}
within τ and ν in z. It has Rν

τ (S1 ∪ {w}; z) − Rν
τ (S1; z) ≥ Rν

τ (S2 ∪ {w}; z) −
Rν

τ (S2; z). Therefore, Rν
τ (S; z) is submodular. Because Rν

τ (S) is a non-negative
linear combination of the submodular functions, Rν

τ (S) is submodular.

In practice, it is natural to consider that a user with larger influence is always
assigned higher cost. Accordingly, we define Profit Cost Ratio (PCR) of a node
u with a seed set S as PCR(u|S) = ΔRν

τ (u|S)/Cu, where ΔRν
τ (u|S) is the

incremental influence spread that equals Rν
τ (S ∪ {u}) − Rν

τ (S). The PCR has
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ALGORITHM 1: Greedy Algorithm

Input: G = (V, E), τ, ν.
Output: S∗.
Initialize: S ← ∅;
while true do

for each node u ∈ V do
PCR(u|S) ← ΔRν

τ (u|S)/Cu;
end
v ← argmax{PCR(u|S)|u ∈ V};
ν ← ν − Cv;
if ν < 0 then

break;
end
S ← S ∪ {v};
V ← V \ v;

end
w ← argmax{Rν

τ ({u})|u ∈ V};
S∗ ← argmax{Rν

τ (T )|T ∈ {S, {w}}};
return S∗.

relative trade-off between profit and cost in the seed selection. Whereas it may
cause bad solution based solely on PCRs of nodes in the CVM problem. We
give a counter example. Consider a directed graph with nodes u1, u2, u3, u4, u5

and edges (u1, u2), (u2, u3), it assumes that ω(ui, ui+1)(i = 1, 2) is 1, τ is 2,
ν is 4, Cuj

(j = 1, 2, 3, 4) is 4 and Cu5 is 1. When selecting one seed from the
graph, it has PCR({u5}) = 1 and PCR({u1}) = 3/4, which means that u5 is
selected as the seed. Whereas u1 is actually the seed due to it achieves the larger
influence spread within ν and τ . To overcome this issue, we propose an effective
greedy algorithm presented in Algorithm 1. Moreover, the algorithm can provide
a solution with (1 − e−1/2 − ε) approximation ratio [6] for the CVM problem.

4.2 Calculation of the Influence Spread

We devise an efficient heuristic method that utilizes the arborescence structure to
calculate the influence spread Rν

τ (S) in the greedy algorithm. For a pair of nodes
u and v, an influence path from u to v is expressed as Pu,v = (u = q1, q2, . . . , qm =
v), which is a non-cyclic sequence of nodes. Its influence propagation probability
is ipp(Pu,v) =

∏m−1
i=1 ω(qi, qi+1) and length is l(Pu,v) =

∑m−1
i=1 l(qi, qi+1). Let

MIPu,v be the path with maximum influence propagation probability from u to
v. Since it may be multiple paths between them, we only choose MIPu,v where it
provides the greatest opportunity for u to influence v. If the influence probability
ω(u,w) on each edge (u,w) is translated into a distance weight −log(ω(u,w)),
computing MIPu,v is equivalent to identifying the shortest path between nodes
u and v. Moreover, within the tolerance of computational error, we also employ
a pre-defined threshold ξ to remove the maximum influence path that has too
small propagation probability, i.e., if ipp(MIPu,v) < ξ, it has ipp(MIPu,v) = 0.
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In the CIC model, we can calculate Rν
τ (S) as

∑
u∈V Pν

τ (u|S), where Pν
τ (u|S)

is the probability that u can be activated by S within ν and τ . Let P(u|S; ν, t)
be the probability of S activate u at the time step t. To calculate Pν

τ (u|S)
effectively, it needs a summation of all possible time steps from 0 to τ
at which u is activated by S, i.e., Pν

τ (u|S) =
∑τ

t=0 P(u|S; ν, t). Therefore,
Rν

τ (S) is
∑

u∈V
∑τ

t=0 P(u|S; ν, t) finally. The remaining issue is to calculate
P(u|S; ν, t) under the CIC model. To tackle this issue, we use the maxi-
mum influence in(out) arborescence structure [1], which assembles the max-
imum influence paths to(from) a given node over all other nodes and their
length does not exceed τ . In this situation, P(u|S; ν, t) can be efficiently cal-
culated in the arborescences by utilizing a dynamic programming-based algo-
rithm [5]. More specifically, when the time step t is 0, it has P(u|S; ν, t) = 1
for u ∈ S and P(u|S; ν, t) = 0 for u /∈ S. Meanwhile, when t ∈ (0, τ ] and
u ∈ S, P(u|S; ν, t) is 0. Otherwise P(u|S; ν, t) can be recursively calculated as
∏

v∈Ni(u)
(1−∑t−2

i=0 P(v|S; ν, i)ω(v, u))−∏
v∈Ni(u)

(1−∑t−1
i=0 P(v|S; ν, i)ω(v, u)),

where Ni(u) is the set of in-neighbour nodes of u.

4.3 Optimization Strategy

However, it exists a severe limitation that the greedy algorithm must traverse
each node to compute their PCRs in each iteration. In fact, there may be many
unpromising nodes that do not need to be computed exactly. Therefore, we devise
two pruning techniques to further improve the efficiency in the seed selection.

In the first iteration, it can calculate the PCR of each node in the arbores-
cences. For each subsequent iteration, the greedy algorithm checks each node
in descending order of their PCRs. We define ri(um) as a dynamic influence
threshold, which represents the largest PCR with the current seed set Si−1 for
node um in the i(i > 1) iteration and is constantly updated. Specially, ri(um) is
0 initially. When checking a node vk, if its PCR({vk}) is less than ri(um), it no
longer needs to evaluate this node and all remaining nodes exactly. The process
of seeking a new seed in this iteration terminates, and it returns um as the seed.

Lemma 1. In the i iteration, if PCR({v}) of a node v is less than ri(um), it
can avoid computing the PCRs of node v and all remaining nodes with the seed
set Si−1 exactly, and this iteration terminates.

Additionally, by fully using the upper bound of the PCRs of nodes, it can
further prune some unpromising nodes. Let PCRup(v|Si−1) be the corresponding
upper bound of PCR(v|Si−1) of node v, i.e., PCR(v|Si−1) ≤ PCRup(v|Si−1).
If PCRup(v|Si−1) is less than ri(um), node v must not become a seed in the i
iteration. Therefore, we also do not need to compute PCR(v|Si−1) exactly.

Lemma 2. In the i iteration, it can avoid computing PCR(v|Si−1) of node v
with the seed set Si−1 exactly when its upper bound PCRup(v|Si−1) is less than
the current ri(um).
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Table 1. Statistics of four social networks

Networks Wiki-vote NetPHY Amazon LiveJournal

No. of nodes 7115 37K 262K 1.3M

No. of edges 104K 181K 1.23M 4.47M

Direction Directed Undirected Directed Directed

The key is to estimate PCRup(v|S) at little computational cost. When the
seed set S and node v have no co-influence to other nodes in influence diffusion,
it satisfies ΔRν

τ (v|S) = Rν
τ ({v}). Otherwise ΔRν

τ (v|S) < Rν
τ ({v})(1−Pν

τ (v|S)).
Therefore, we have ΔRν

τ (v|S) ≤ Rν
τ ({v})(1 − Pν

τ (v|S)). Because the cost Cv is
greater than 0, it has PCR(v|S) ≤ 1

Cv
Rν

τ ({v})(1 − Pν
τ (v|S)). Therefore, we can

get the upper bound PCRup(v|S), i.e., PCRup(v|S) = 1
Cv

Rν
τ ({v})(1−Pν

τ (v|S)),
where Rν

τ ({v}) has been calculated in the first iteration and can be used directly.

5 Experiments

5.1 Experimental Setup

Four social network datasets [3] shown in Table 1 are used. The following meth-
ods are evaluated. Largest Degree (LD). It selects nodes with the largest degrees.
Random. It randomly selects nodes. MIA. One of the state-of-the-art heuristics
for traditional influence maximization [1]. For the purpose of comparisons, it does
not include both node cost and bounded time. Monte Carlo (MC). It applies MC
simulations to estimate the influence spread. Maximum Influence Propagation
Path based method with Optimization Strategy (MIPP-OS). It uses the maxi-
mum propagation path and optimization strategy to select seeds. Additionally,
due to node cost has a positive correlation with its influence in practice, the cost
of a node u is linear cost Cu = |V|

3∗|E|du + 1 or logarithmic cost Cu = log(du + e),
where du is the degree of u. The threshold ξ is empirically set to 1/160.

5.2 Experimental Results and Analysis

Quality of Seed Set. The quality of seed set is evaluated based on the influence
spread. We run 10,000 MC simulations for each method, and take the average
value. Figures 1 and 2 show the influence spread for different ν and τ when node
cost is logarithmic cost. In Figure 1, MIPP-OS method achieves the similar influ-
ence spread with MC method, which is larger than other methods. It verifies the
effectiveness of MIPP-OS method for solving the CVM problem. In most cases,
MIA, LD and Random methods achieve the lower influence spread. Furthermore,
we can observe the similar results in Figure 2 when τ varies.

Running Time. Figure 3 shows the running time with varying ν when node
cost is logarithmic cost and τ is 5. We do not include Random and LD methods
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Fig. 1. The results of the influence spread with τ = 5 over all social networks
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Fig. 2. The results of the influence spread with ν = 50 over all social networks
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Fig. 3. The results of running time over all social networks

because their time consumption is too trivial. MC method needs the largest
amount of time, while MIA method takes relatively less time. MIPP-OS method
is far faster than MC method, and is about several orders of magnitude more
efficient than it. Therefore, it verifies the efficiency of MIPP-OS method.

Affect of Optimization Strategy. Figure 4 shows the influence spread for
MIPP-OS and MIPP (i.e., it does not include optimization strategies) methods
with varying ν when node cost is logarithmic cost and τ is 5. As ν increases,
MIPP-OS method achieves almost the same influence spread as MIPP method. It
demonstrates that the optimization strategies still maintain the solution quality.

Affect of Different Node Costs. Figure 5 shows the influence spread for
different node costs over the Wiki-vote social network when τ is 5. In this figure,
the influence spread of each evaluated method grows with ν increases under both
node costs. Moreover, the influence spread under the logarithmic cost is much
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Fig. 4. The results of the influence spread for MIPP-OS and MIPP methods
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Fig. 5. The results of the influence spread for different node costs

larger than those results under the linear cost. Therefore, it implies that node
cost has very important impact on the influence spread for the CVM problem.

6 Conclusion

In this work, we address the more practical CVM problem in social networks. We
develop an effective greedy algorithm. Moreover, we propose an efficient heuristic
method and several effective pruning techniques to greatly accelerate selecting
the seeds. The extensive experiments demonstrate that our proposed methods
outperform intuitive baselines in the effectiveness and efficiency, and can scale to
large networks. In future, we further explore how to assign the cost for different
users more accurately based on real-world available traces and profiles of users.
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Abstract. How to mine social links with sparse data is a traditional
problem. Researchers have ever studied the issue with transfer learning
and achieved good results on telephone communication network or other
acquaintances networks. However, the method would not work well on
social networks sometime, as the social relationships in many social net-
works are not necessarily acquaintances. In this paper, we propose a new
model, MS-TrBPadaboost, based on transfer learning and multiple
social networks to solve the issue. The model could transfer informa-
tion from multiple sources reasonably and self-adaptively so as to select
more suitable knowledge and samples. The experimental results shows
that our model yields better performance than state-of-the-art baselines,
demonstrating the effectiveness of the model.

Keywords: Social network · Link mining · Transfer learning

1 Introduction

Rapid development of social network makes communication more convenient,
and people would prefer online interaction with WeChat, Weibo or other apps
nowadays. As a result, a mass of data about social links are generated, which
facilitates the study of social-link mining. However, as most of users in many
social networks are inactive, the quantity of individual information is sparse
typically. In fact, short of known links is a traditional problem when mining
social links. Researchers have tried to solve the problem by transferring infor-
mation from other networks in past years, but there exists several problems
when dealing with social network. Traditionally, most researchers studied the
issue of social-link mining with telephone communication networks, cooperation
networks of scientists, criminal partnership networks, etc. Although these net-
works are encoded in different forms, all of them are constituted by acquaintance
links. Therefore, transferring information from other networks is easy as these
networks have similar structures.
c© Springer Nature Switzerland AG 2020
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However, social links in social network don’t always mean acquaintances.
Besides, acquaintance social network and stranger social network couldn’t be
distinguished strictly in many cases, making it more hard to use information of
other social networks when mining social links. Therefore, current methods or
models don’t suit the situation of social networks necessarily. How to evaluate
the contribution of information from multiple sources is an urgent issue.

In this paper, we design a new model namely MS-TrBPadaboost, which
is based on transfer learning and multiple social networks. The main idea is to
make full use of samples and knowledge of sources to enhance the performance
of model for the target. The main contributions of this paper are as follows:

– We propose to transfer knowledge from multiple sources based on their per-
formance self-adaptively so as to select more suitable knowledge;

– We propose to transfer knowledge probabilistically to ensure the diversity of
weak classifiers and the stability of the model;

– We propose to transfer samples with weights from multiple sources, and espe-
cially pay attention to the transfer of positive samples to reduce the influence
of data skew.

The rest of this paper is organized as follows. Section 2 introduces related
work for mining social links. Section 3 describes the design process of MS-
TrBPadaboost. Experiments are described in Section 4. We make conclusions
in Section 5. Acknowledgments are given below Sect. 5.

2 Related Work

The importance of social relations has drawn worldwide attentions for many
years. Wu et al.[1] proposed a probabilistic approach to fuse social theories for
jointly modeling user temporal behaviors in social network service to mine social
links. Liu et al. [2] proposed a new model for mining social connections based on
deep belief networks. Methods mentioned above are able to mine social links and
have achieved satisfying results. However, they couldn’t take advantage of useful
information provided by a mass of other social networks. With the rapid develop-
ment of machine learning, transfer learning methods have overcomed this issue
[3]. Tang et al. [4] designed a model TranFG with transfer learning to mine social
links across heterogeneous networks and ideal results are achieved. However, only
single source is considered to transfer the information. Yao et al. [5] brought out
two models namely MultiSourceTrAdaBoost and TaskTrAdaBoost, while Fang
et al. [6] proposed SSL-MSTL with multi-source transferring learning. However,
they didn’t pay enough attention to the different contributions of each source.
Besides, as adaboost is designed with ensemble learning, the diversity of weak
classifiers is the fundamental. But current studies about multi-source transfer
learning seldom consider it and often transfer parameters from the source which
provides the most valuable information arbitrarily. In this way, the diversity of
weak classifiers is hard to ensure, which results in unstable performance of model.
Therefore, a multi-source self-adaptive transfer learning model for mining social
links MS-TrBPadaboost is proposed in this paper to solve the issues.
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3 Design of MS-TrBPadaboost

3.1 Preliminaries

In this paper, D = {X , P (X)} is exploited to denote domain, where X is space
feature and P (X) is the marginal probability distribution. T = {Y, f(·)} is used
to denote task, where Y is label space and f(·) is the objective predictive func-
tion. Therefore, the sample dataset could be denoted as D = {X ,Y}. Detailed
notations are listed in Table 1.

Table 1. Summary of the basic notations used in this section.

Notation Description

DSu Domain of source u

DT Domain of target

DSu Sample dataset of source u

DT Sample dataset of target

A Knowledge matrix for transferring

L Transferred knowledge matrix

F(·) function for choosing knowledge

B Probability matrix for transferring knowledge

Q Weight distribution matrix of samples

α Weight for representation of weak classifier

h(x) Weak classifier

H(x) Strong classifier

3.2 Theoretical Analysis

The core idea of MS-Trbpadaboost is to realize the transfer of samples and
knowledge from multiple sources reasonably and effectively. Therefore, the model
consists of two parts: Firstly, extract samples and knowledge for transferring;
Secondly, make full use of them. We design the model based on BPadaboost.
BPadaboost is a kind of ensemble learning by taking Back-Propagation neu-
ral network (BP) as weak classifiers. It can be seen as the combination of BP
and adaboost, where BP is used to extract transfer knowledge, and the idea of
adaboost is exploited to transfer information effectively.

As mentioned above, the process of MS-Trbpadaboost could be viewed as the
solution for A,B and Q. Therefore, we would introduce methods for computing
the three matrices in this part.
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Computation of Knowledge Matrix for Transferring (A)
As Back-Propagation neural network is the basic classifier, its parameters, ν, ω, γ
and θ are the knowledge which needs to be transferred. The meaning of these
parameters are as follows:

νih - connection weight of neuron i in input layer and neuron h in hidden
layer;

ωhj - connection weight of neuron h in hidden layer and neuron j in output
layer;

γh- trigger threshold of neuron h in hidden layer;
θj - trigger threshold of neuron j in output layer.
Therefore, we need to train BP models with samples in each source

domain,and then the knowledge matrix for transferring could be expressed as
A = [ν,ω,γ,θ].

Computation of Probability Matrix for Transferring Knowledge (B)
Assume there exists U datasets in source domain DS , and could be expressed
as DS = {DS1 ,DS2 , · · · ,DSu

, · · · ,DSU
}. Here DSu

= {(xSu
1 , y1), (xSu

2 , y2),
· · · , (xSu

nu
, ynu

)} is denoted as dataset u in source domain, and the sum
of nu is n. Similarly, assume the dataset in target domain DT is DT =
{(xT

1 , y1), · · · , (xT
m, ym)}. Then we could compute the error rates of hl(x) on

target domain DT , εT
l , and on each source domain of Ds, ε

Su

l , respectively.

εT
l = Px∼DT

(hl(x) �= f(x)) =
m∑

i=1

qTli I(hl(x) �= f(x)) (1)

εSu

l = Px∼DS u
(hl(x) �= f(x)) =

m∑

i=1

qSu

li I(hl(x) �= f(x)) (2)

Here hl(x) is denoted as the weak classifier in iteration l, while I(·) is indicator
function. When x is true, I(x) = 1; otherwise I(x) = 0. The sum of error rates
on DS , εS

l , is

εS
l =

U∑

i=1

εSu

l =
U∑

i=1

nu∑

i=1

qliI(hl(x) �= f(x)) (3)

We could obtain the voting weight of hl(x), αT
l , on target domain DT and

αSu

l , on each source domain of DS as

αT
l =

1
2
ln

1 − εT
l

εT
l

(4)

αSu

l =
1
2
ln

1 − εSu

l

εSu

l

(5)

Then the probability distribution matrix for transferring Bl+1 in iteration
l + 1 could be computed as

Bl+1 = {αS1
l /ZS

l , αS2
l /ZS

l , · · · , αSU

l /ZS
l } (6)
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Here Zl is the normalization factor and can be calculated as follows:

ZS
l =

U∑

i=1

nu∑

i=1

qSu

li I(BPl(x) �= f(x)) (7)

At the first iteration, B needs to be initialized for startup. In this paper,
we set B1 = { 1

U , 1
U , · · · , 1

U }, which means that the probabilities for transferring
knowledge from each source domain are the same.

Computation of Weight Distribution Matrix of Samples (Q)
Similarly, weight distribution matrix of samples, Q, also needs to be updated in
each iteration. Ql+1 = (ql+1,1, · · · , ql+1,i, · · · , ql+1,m+n) is the matrix for itera-
tion l + 1, and the method for computing ql+1,i is

ql+1,i =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

qTli
Zl

exp(−αT
l f(x) · BPl(x)),

if i = 1, 2, · · · ,m
qS u
li

Zl
exp(−αSu

l f(x) · BPl(x)),
if i = m + 1, · · · ,m + n

(8)

Here Zl is the normalization factor to make Ql+1 be a probability distribu-
tion. Zl is calculated as

Zl =
m∑

i=1

qTli I(BPl(x) �= f(x)) +
U∑

i=1

nu∑

i=1

qSu

li I(BPl(x) �= f(x)) (9)

Similar with B, Q also needs to be initialized for startup at the first iteration.
In this paper, we set Q1 = {q11, q12, · · · , q1,m+n} as

q1i =

{
1
m , if i = 1, 2, · · · ,m
1
n , if i = m + 1, · · · ,m + n

It means the weights of samples in target domain are equal, and those on
each source domain are also equal.

The pseudocode of MS-Trbpadaboost is shown in Algorithm1.

4 Experiments

Selection of Dataset
Three datasets collected from social network website are used in experiments,
namely Foursquare[7], Gowalla and Brightkite [8]. Dataset Brightkite is taken as
target domain for testing, while the datasets Gowalla and Fourquare are taken
as source domains.

Approaches for Comparison
As BPadaboost is used to design model, so it is chosen as the basic com-
parison model. Besides, single-source transfer learning model, TrBPadaboost, is
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Algorithm 1: MS-TrBPadaboost
Input:
• DS :sample datasets in multi-source domain;
• DU :sample dataset in target domain ;
• F(·):The function for choosing transfer knowledge;
Output:
• H(x):strong classifier
Process:

1 Train multiple BP models with DS and obtain A;
2 Obtain dataset D for training target model by combining DT and DS ;
3 Initialize the weight distribution of samples in dataset D, Q1;
4 Initialize the probability matrix for transferring, B1, and obtain L;
5 Repeat

6 Compute the error rates of hl(x) on DT , εT
l , and on DS , εS u

l ;

7 Compute the voting weight of hl(x) on DT , αT
l , and on DS , αS u

l ;
8 Update the weight distribution matrix of samples Ql+1;
9 Update the probability matrix for transferring knowledge Bl+1;

10 Until End of iteration

exploited for comparison. There are two source domains applied in this paper,
so it is necessary to make a distinction for single-source transfer learning model.
TrBPadaboost-F and TrBPadaboost-G are used to denote models trained
with source domain dataset Fourquare and Gowalla respectively. In addition, a
multi-source transfer learning model without self-adaptation is used for compar-
ison referred to as M-TrBPadaboost. M-TrBPadaboost works by combining
multiple source domains and training model like TrBPadaboost later. CN (Com-
mon friends), JC (Jaccard Coefficient), AA (Adamic- Adar Coefficient) are taken
as features to train models in this paper.

Setting of Parameters
The transfer learning parameters need to be set. Connection weight ν is chosen as
the transferred knowledge. For M-TrBPadaboost, we set the number of transfer
learning samples as the same number of training samples in target domain; for
MS-TrBPadaboost, we set the number of transfer learning samples as half (@0.5),
the same (@1) and double (@2) number of training samples in target domain.
Both of their ratios of positive samples and negative samples are set to be 1:1.

Results
Four performance metrics, precision (P ), recall (R), F-measure (F1) and accu-
racy (A) are calculated when estimating our model. Experiments are performed
in two views, and we use F1 to evaluate MS-TrBPadaboost. The results and
corresponding analysis are as follows.

In view 1, we take the number of training samples as dependent variable,
set 5% of total links as known ones, and train model to mine the other 95%
ones. The proportion of training samples to the total is set as 1%, 2%, 5% and
10% respectively. As shown in Fig. 1, the performance of models designed with
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transfer learning method outperforms the basic BPadaboost model. Besides, the
advantage of our model is more obvious when training samples are less sufficient.
When the proportion is 1%, the F1 of MS-TrBPadaboost is 17.65% greater than
BPadaboost, and our model also acquires an improvement of 2.11% against M-
TrBPadaboost.

Fig. 1. F1 of models when the proportion of train samples in the total varies.

Fig. 2. F1 of models when the proportion of known links in the total varies.

In view 2, we take the number of known links as dependent variable, set 5%
of total pairs in target domain as training samples, and train model to confirm
whether the other 95% pairs are social links or not. The proportion of known
social links to the total is set as 1%, 2%, 5% and 10% respectively. Similarly, from
Fig. 2 we can see that the advantage of our model is more obvious when known
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links are sparser. When the proportion is 1%, the F1 of MS-TrBPadaboost is
38.20% greater than BPadaboost, and our model also obtains an improvement
of 7.23% against M-TrBPadaboost.

5 Conclusion

In this paper, we introduce a new model namely MS-TrBPadaboost for mining
social links in social networks. The model could transfer knowledge from multiple
sources adaptively, which can enhance the performance for mining uncovered
social links. We believe our method for resolving the issue is not limited to the
study of social link. This work opens up new opportunities for transfer learning
with multiple sources and could be spread to other fields.

Acknowledgments. This study was supported by Key-Area Research and Develop-
ment Program of Guangdong Province (No. 2019B010137003).
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Abstract. Sentiment analysis is widely applied to online and offline
applications such as marketing, customer service and social media.
Aspect-based sentiment classification is a fine-grained sentiment anal-
ysis that identifies the sentiment polarity of a specific aspect in a given
sentence. In order to model syntactical constraints and word dependen-
cies in a sentence, graph convolutional network (GCN) has been intro-
duced for aspect-based sentiment classification. Though achieved promis-
ing results, GCN becomes less effective when the aspect term is far from
the key context words on the dependency tree. To tackle this problem,
we propose a Multi-hop Syntactic Graph Convolutional Networks model,
in which a syntactic graph convolutional network is constructed accord-
ing to transmission way of information in the sentence structure. Then
a multi-range attention mechanism is applied to deepen the number of
layers of the model to aggregate further information on the dependency
tree. Experiments on benchmarking collections show that our proposed
model outperforms the state-of-the-art methods.

Keywords: Aspect-based sentiment classification · Graph
convolutional networks · Multi-hop · Syntactic structure

1 Introduction

Aspect-based sentiment classification is a fundamental task in sentiment analy-
sis. The purpose of aspect-based sentiment classification is to analyze the sen-
timent polarity of a specific target in a given sentence. For example, in the
sentence “The food in this restaurant is delicious, but the service attitude is not
good.”, sentiment polarities about food and service are positive and negative
respectively.

Early traditional methods usually trained classifiers based on artificially
designed features[6,14] for aspect-based sentiment classification. To avoid the
use of artificial feature engineering, deep learning has gradually become popu-
lar. Most methods based on recurrent neural networks (RNN) [15,17] usually
utilize LSTM to encode word vectors, and then employ attention mechanism to
find the association between context and aspect term. These vectors can obtain
c© Springer Nature Switzerland AG 2020
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Fig. 1. Example of the key context words are far away from aspect term on dependency
tree. Aspect term is “appetizers”. The key context words are “excellent” and “not
expensive”.

semantic information between words. Compared with RNN-based models, a few
methods based on convolutional neural networks (CNN) [4,16] can avoid the
need of complex parameters and longer training time. Memory network-based
methods [8,13] can keep context information into memory, clearly capture the
importance of each word in context when inferring the sentiment popularity.

However, all the above methods obtain semantic information by considering
the order of words, and don’t consider the syntactic structure of sentences. Stud-
ies have shown that syntactic information obtained from dependency parsing can
effectively resolve long-distance word dependencies [18]. Dependency tree can be
regraded as a special form of graph. Graph convolutional networks (GCN) can
aggregate syntactic information according to the dependency tree and capture
the structural information of the sentences. How far GCN can capture informa-
tion depends on how many convolutional layers it has. But most GCN-based
models show that GCN with two layers can achieve the best results. As the
number of GCN layers increases, GCN will not bring additional information due
to over-smoothing problem. However, in some cases of aspect-based sentiment
classification, the key context words are more than two hops away from aspect
term on the dependency tree. For example, the sentence is “His food is excel-
lent -LRB- and not expensive by NYC standards - no entrees over $ 30, most
appetizers $ 12 to 14 -RRB- .”, and “appetizers” is aspect term (see Fig.1).
On the dependency tree, the key context words “not expensive” are more 2-hops
away from aspect term, which can cause critical information not to be effectively
delivered to the destination.

To solve this problem and capture the syntactic structure of the sentences,
we propose a Multi-hop Syntactic Graph Convolutional Network (MHSGCN)
model. Syntactic GCN is designed according to the different ways of informa-
tion delivery in the sentence structure, and meanwhile the multi-range attention
mechanism calculates the attention coefficient of the output of each layer in the
model, and finally linearly combines the outputs of all layers, which can effec-
tively deepen the number of layers and avoid over-smoothing problem. The main
contributions of this paper can be summarized as follows:
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– To capture syntactic structure, we take the dependency tree as a special graph
form and employ syntactic GCN to aggregate syntactic information.

– We propose MHSGCN to overcome the limitation that key context words are
far away from aspect term on the dependency tree.

– We conduct experiments on public datasets, and experiments show that our
method can achieve new state-of-the-art results.

2 Related Work

In recent years, neural network-based methods are introduced in aspect-based
sentiment classification. Tang et al. [12] applied two target related LSTM to
model the left and right contexts, and concatenated the hidden state of the two
parts for aspect-based sentiment classification. In addition, attention mechanism
have proven effective in NLP. Wang et al. [15] combined the LSTM and atten-
tion mechanism to propose an ATAE-LSTM model. Ma et al. [9] considered
that in the aspect-based sentiment classification task, aspect term and context
should be interactive. Huang et al. [5] proposed AOA that drew on the con-
cept of “attention-over-attention” in machine translation, and model aspect and
sentences in a joint way. Li et al. [7] believed that position information can
help improve results, and then proposed a HAPN model, which can introduce
position embedding to learn the position-aware representation of sentences. In
addition to RNN-based methods, some other neural network-based methods are
also used to solve aspect-based sentiment classification. MemNet proposed by
Tang et al. [13] is based on memory attention network, which clearly captures
the importance of each word through multiple layers. Besides, researchers have
also tried to solve this task with CNN [4,16]. For a sentence, CNN can be used
to control the flow of information generated by aspect term [5].

3 Method

The task of aspect-based sentiment classification is defined as follows: given a n-
words sentence s = {ws

1, w
s
2, ..., w

s
υ+1, ..., w

s
υ+m, ..., ws

n} to identify the sentiment
polarity of the specific aspect term. The m-words aspect term is a substring of the
sentence, and starts at (υ+1)-th word in the sentence. The overall framework of
Multi-hop Syntactic Graph Convolutional Networks (MHSGCN) can be shown
in Fig.2. It contains input embedding layer, bidirectional LSTM layer, syntactic
GCN, position layer, multi-range attention, aspect-context attention and output
layer. Next, we will introduce each module of the model separately.

3.1 Input Embedding Layer

The input embedding layer can map each word to a high-dimensional vector.
Pre-trained embedding matrix GloVe [10] or pre-trained BERT [3] model are
used to convert the i-th word into the embedding vector ei ∈ R

demb×1, where
demb is the dimension of embedding vector. So after passing the input embedding
layer, the sentence representation Es ∈ R

demb×n is obtained.
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Fig. 2. The framework of MHSGCN.

3.2 Bidirectional LSTM Layer

The Bidirectional LSTM (Bi-LSTM) layer is located above the input embedding
layer, and the context information is obtained by considering the sequence of
words. After passing the Bi-LSTM layer, the forward hidden state

−→
hs

i ∈ R
dh×1

and the backward hidden state
←−
hs

i ∈ R
dh×1 are obtained, where dh is the dimen-

sion of hidden state in the Bi-LSTM layer. Connect forward and backward hidden
state to get the final representation hs

i = [
−→
hs

i ,
←−
hs

i ] ∈ R
2dh×1.

3.3 Syntactic GCN

Sentence structure can be transformed into graph form according to dependency
tree1. Build a bidirectional connection edge between parent and child nodes on
the dependency tree to obtain adjacency matrix A ∈ R

n×n, and next apply
GCN to capture the syntactic information of sentence. However on the depen-
dency tree, information can be passed not only forward along syntactic depen-
dent arcs, but also reverse along syntactic dependent arcs. Therefore, we can
utilize two different weight matrices to capture different delivery modes. So the
representation of i-th word is updated by:

f l
i = ReLU((

∑
u∈N(i)

W l
ff l−1

u )/Di + bl
f ) (1)

rl
i = ReLU((

∑
u∈N(i)

W l
rr

l−1
u )/Di + bl

r) (2)

xl
i = [f l

i , r
l
i] (3)

where f l
i , rl

i represent the forward and reverse representation of the i-th word
in the l-th layer respectively, and finally connect f l

i and rl
i to form the syntactic

representation xl
i ∈ R

2dn×1. Di − 1 =
∑n

j=1 Aij represents the degree of i-th

1 spaCy toolkit: https://spacy.io/.

https://spacy.io/
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node, and N(i) stands for the neighbor node set of node i. W l
f , W l

r ∈ R
dn×dn are

trainable weight matrices, and bl
f , bl

r ∈ R
dn×1 are trainable bias terms (dn is the

dimension of hidden state). Note that f0
i = r0i = hs

i (i = 1, ..., n), W 0
f ∈ R

dn×2dh

and W 0
r ∈ R

dn×2dh .
Receiving information from all neighbor nodes uniformly will cause lots of

useless information to be aggregated. To solve the problem, we introduce gate
control mechanism:

gf l
u = σ(Ŵ l

ff l
u + b̂l

f ) (4)

grl
u = σ(Ŵ l

rr
l
u + b̂l

r) (5)

where Ŵ l
f , Ŵ l

r ∈ R
1×dn are shared weight matrix, b̂l

f , b̂l
r ∈ R are bias terms, σ

is the logistic sigmoid function. So Eq.1 and Eq.2 can be rewritten as follows:

f l
i = ReLU((

∑
u∈N(i)

gf l
u(W l

ff l−1
u ))/Di + bl

f ) (6)

rl
i = ReLU((

∑
u∈N(i)

grl
u(W l

rr
l−1
u ))/Di + bl

r) (7)

3.4 Position Layer

According to intuition, the closer words in the sentence are to the aspect term,
the greater the impact on aspect term. To avoid noise interference caused by
dependency tree, we need design a function to weight each word in the sentence
before each time through the syntactic GCN. Specifically, the function Γ (·) is
designed as follows:

ai =

⎧
⎨

⎩

0 dis = 0

1 − dis

n
1 ≤ dis ≤ n − m

(8)

Γ (vl
i) = aiv

l
i (9)

where vl
i is equivalent to f l

i , rl
i, and dis is the distance from the context words

to aspect term. Especially when dis = 0, the context words is equal to aspect
term. Finally the output X l = [xl

1, x
l
2, ..., x

l
υ+1, ..., x

l
υ+m, ..., xl

n] ∈ R
2dn×n of l-th

layer syntactic GCN is obtained.

3.5 Multi-range Attention

In order to solve the problem that the key context words are too far away from the
aspect term on the dependency tree, so that the key information cann’t reach the
target word. We introduce the multi-range attention mechanism [2]. We keep the
output of each layer of syntactic GCN {X1,X2, ...,Xk}, which k is the number
of layer. First a shared weight matrix Wa ∈ R

2dn×2dn is applied to the output
of each layer of syntactic GCN, then calculate attention coefficient through u
and Waxl

i, and finally use softmax to normalize the attention coefficient. Note
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that u ∈ R
1×2dn represents the context embedding in the range of k hops, which

needs to be learned. The calculation process can be described as:

el
i = uWaxl

i (10)

ql
i =

exp(el
i)∑k

l=1 exp(el
i)

(11)

Each layer of each node is linearly combined as:

oi =
∑k

l=1
ql
ix

l
i (12)

After capturing multi-hop information, we can obtain the representation of
the context O = [o1, o2, ..., oυ+1, ..., oυ+m, ..., on] ∈ R

2dn×n.

3.6 Aspect-Context Attention

The representation of the aspect term can be extracted from O, which can con-
tain syntactic information. Then attention mechanism is applied to capture the
association between aspect term and context. This process can be described as
follows:

βj =
∑v+m

i=v+1
hs�

j oi (13)

αj =
exp(βj)∑n

j=1 exp(βj)
(14)

z =
∑n

j=1
αjh

s
j (15)

where we employ the dot product to calculate the similarity of context hs�
j and

aspect term oi. So dn and dh be set to equal. z is the weighted representation of
all words in the context. By now, z can be utilized for aspect-based sentiment
classification.

3.7 Output Layer

We feed z into the fully connected layer, and then apply the softmax normal-
ization layer to generate the probability distribution P ∈ R

dp of the sentiment
polarity space:

P = softmax(Wpz + bp) (16)

where Wp ∈ R
dp×2dh , dp ∈ R

dp×1 are the learned weight and bias respectively.
Note that dp is the same as the dimension of sentiment polarities.

3.8 Training

Our model is trained by the cross-entropy loss and L2-regularization:

loss =
∑C

j=1
Pj log(Pj) + λ ‖ Θ ‖ (17)

where C denotes the number of sentiment polarities, Pj for the j-th polarity, Θ
represents all trainable parameters, λ is the coefficient of L2-regularization.
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Table 1. Dataset statistics.

Label Lap14 Rest14 Rest15 Rest16 Twitter

Train Test Train Test Train Test Train Test Train Test

Positive 994 341 2164 728 912 326 1240 469 1560 173

Neutral 464 169 637 196 36 34 69 30 3126 346

Negative 870 128 807 196 256 182 439 117 1560 173

4 Experiments

4.1 Datasets and Experimental Settings

We conduct experiments on five public datasets: Twitter dataset comes from
comments on Twitter, and Lap14, Rest14, Rest15, and Rest16 datasets come
from SemEval 2014 task 4, SemEval 2015 task 12, and SemEval 2016 task 5
respectively. Aspect term in the reviews are marked with three polarities: pos-
itive, neutral, and negative (we remove the “conflicting” label). The statisti-
cal result of the datasets are shown in Table 1. Pre-trained matrix GloVe [10]
and pre-trained BERT [3] model are utilized to initialize word embeddings. For
GloVe, the dimension of each word vector is 300. For BERT, the dimension of
each word vector is 768. All weight matrices and biases in our model are ini-
tialized using a xavier uniform distribution. The dimension of hidden state in
Bi-LSTM and syntactic GCN are both set to 300. In Lap14, Rest15, Rest16
datasets, the number of layers in the syntactic GCN is set to 4, and the num-
ber of layers is set to 2 in the remaining datasets. We use adam with learning
rate of 0.0001 as the optimizer. Batch size is set to 32 and the coefficient of L2-
regularization is set to 10−5. Accuracy and Macro-F1 are employed to evaluate
the performance of our model.

4.2 Benchmark Models for Comparison

– SVM [6] utilizes artificial features to train SVM for aspect-based sentiment
classification.

– TD-LSTM [12] can utilize two target related LSTM to model the left and
right contexts.

– ATAE-LSTM [15] combines the LSTM and attention mechanism to solve
aspect-based sentiment classification task.

– IAN [9] utilizes two attention mechanism to achieve the interaction between
context and aspect term.

– MemNet [13] can solve long-distance word dependencies through a multi-
layer memory network structure.

– RAM [1] combines multiple attention mechanisms and RNN to extract more
complex features.

– AOA [5] draws on the concept of “attention-over-attention” in machine
translation.
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Table 2. Performance comparison of MHSGCN and benchmark methods (%). Acc and
Macro-F1 are used to evaluate the effectiveness of the models and the best results are
in bold.

Embedding Model
Lap14 Rest14 Rest15 Rest16 Twitter

Acc Macro-F1 Acc Macro-F1 Acc Macro-F1 Acc Macro-F1 Acc Macro-F1

SVM 70.49 N/A 80.16 N/A N/A N/A N/A N/A 63.40 63.30

GloVe

TD-LSTM 69.91 64.96 77.76 68.11 74.17 49.73 86.04 54.72 69.82 67.87
ATAE-LSTM 70.69 65.20 79.20 68.35 79.15 53.37 85.55 55.24 69.73 68.54

MemNet 71.94 66.73 79.23 68.79 77.49 52.07 85.66 56.23 71.10 69.58
IAN 70.64 65.43 78.81 69.36 76.75 58.06 84.63 63.72 70.91 69.09
RAM 70.85 65.44 78.48 68.64 75.09 50.83 86.53 55.43 71.39 69.45
AOA 72.72 67.79 79.70 69.87 79.33 58.10 87.50 65.77 72.30 70.20

MHSGCN 75.24 71.40 81.25 72.95 81.18 61.52 89.39 71.34 72.25 70.17

BERT

BERT-SPC 78.58 74.83 83.04 75.50 79.89 67.91 88.47 74.63 73.99 72.13
AEN-BERT 78.79 74.79 81.79 72.06 81.92 66.82 88.80 73.16 73.30 71.86

MHSGCN-BERT 80.10 75.84 83.30 75.67 81.37 65.54 89.61 72.26 72.69 70.67

– AEN-BERT [11] applies attention-based encoder modeling aspect term and
context.

– BERT-SPC [3] constructs the sentence “[CLS] + context+ [SEP] + aspect
+ [SEP]”, then enter sentence as initial data into the BERT [3] model.

4.3 Result

Table 2 shows the experimental results of the models. In order to avoid interfer-
ence caused by different word embeddings, we compared the GloVe-based models
and the BERT-based models respectively. The feature-based SVM shows good
results, illustrating the importance of feature engineering for aspect-based senti-
ment classification. Among all GloVe-based methods, although TD-LSTM con-
siders the role of aspect term, it can’t make full use of the correlation information
between aspect term and context, so the results are the worst in all models. Com-
pared with TD-LSTM, ATAE-LSTM, IAN and AOA have improved the exper-
imental results to some extent due to the attention mechanism. MemNet and
RAM can capture long-distance words information because of their multi-layer
structure. MHSGCN introduces syntactic information through dependency tree,
and overcome the limitation that key context words are far away from aspect
term. Therefore, we can achieve new state-of-the-art results in the Lap14, Rest14,
Rest15, Rest16. As for the poor performance in the Twitter dataset, we suspect
that Twitter dataset is simple and restricts the performance of MHSGCN. Due
to the strong prediction power of BERT, MHSGCN-BERT has achieved a certain
improvement.

4.4 Ablation Study

Effect of the Syntactic GCN. In order to prove the validity of the syntac-
tic GCN, we compare SGCN (MHSGCN without multi-range attention) with
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Table 3. The comparison of BiLSTM-Attn, SGCN-GCN and SGCN (%). The number
behind the model represents the number of layers. All experimental results are the
average of three runs with random initialization.

Model Lap14 Rest14 Rest15 Rest16 Twitter

Acc Macro-F1 Acc Macro-F1 Acc Macro-F1 Acc Macro-F1 Acc Macro-F1

BiLSTM-Attn 72.83 67.82 79.85 70.03 78.97 58.18 87.28 68.18 71.24 69.55

SGCN-GCN (4) 73.46 68.98 80.36 70.42 79.40 61.58 87.93 67.12 72.01 70.16

SGCN (4) 74.09 69.65 80.60 71.22 80.01 62.62 87.82 66.76 72.30 70.68

Table 4. The comparison of GCN, CGCN and MHGCN (%). The number behind the
model represents the number of layers. All experimental results are the average of three
runs with random initialization.

Model Lap14 Rest14 Rest15 Rest16 Twitter

Acc Macro-F1 Acc Macro-F1 Acc Macro-F1 Acc Macro-F1 Acc Macro-F1

GCN (4) 73.46 68.98 80.36 70.42 79.40 61.58 87.93 67.12 72.01 70.16

CGCN (4) 73.82 69.56 80.68 72.03 76.94 57.40 88.96 68.28 71.34 69.69

MHGCN (4) 74.45 69.66 80.92 72.30 79.34 63.95 88.96 69.72 71.82 70.30

Input Layer 1 Layer 2 Layer k Output

(a) GCN

Input Layer 1 Layer 2 Layer k

Output

(b) CGCN

Input Layer 1 Layer 2 Layer k

Output

Multi-range 
attention

(c) MHGCN

Fig. 3. The illustration of GCN, CGCN and MHGCN.

two methods: (1) BiLSTM-Attn is considered as the benchmark method, which
employs two LSTM for context and aspect term to encoding. (2) SGCN-GCN
which applies GCN instead of syntactic GCN is regarded as a comparative exper-
iment of SGCN. Table 3 shows the comparison results. BiLSTM-Attn performs
the worst because it doesn’t take syntactic information into account. Com-
pared with SGCN-GCN, SGCN can select the information of neighboring nodes
through the gating mechanism, thereby eliminating the noise caused by the
dependency tree and improve experimental results to a certain extent.

Effect of the Multi-range Attention. To prove the effectiveness of the multi-
range attention mechanism, we compare MHGCN (MHSGCN without syntactic
GCN) with different variants which connect multiple layers of GCN in different
ways (see Fig. 3). (1) GCN takes the output of (l − 1)-th layer as the input of
l-th layer. (2) CGCN contacts the output of each layer. Table 4 shows the com-
parison results. Since GCN doesn’t take multi-range information into account,
the experimental performance is the worst. Compared to CGCN, MHGCN can
capture multiple ranges information more effectively.
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Fig. 4. Impact of layers on GCN and MHSGCN.

4.5 Impact of Layer Number

The number of syntactic GCN layers is an important experimental parameter
that determines the performance of MHSGCN. We conduct experiments with
different numbers of MHSGCN and GCN layers from 2 to 8 using GloVe as initial
word embedding on the Rest16 dataset. The experimental results are shown in
Fig. 4. It can be seen from Fig. 4(a) and Fig. 4(b) that MHSGCN performs better
than GCN.

From the Acc (%) index, as the number of layers increases, the performance of
GCN starts to decline rapidly because too many layers will cause over-smoothing
problem. When the number of layers is 3, MHSGCN performs best. As the
number of layers is greater than 3, the MHSGCN experiment results decline
more slowly than GCN. This is because the existence of a multi-range attention
mechanism can reduce noise to some extent.

4.6 Case Study

To understand how MHSGCN works, we present a case study from the Rest14
dataset. Moreover, we visualize the attention weights of the words by MemNet,
IAN and MHSGCN(see Fig.5). The testing example is “His food is excellent
-LRB- and not expensive by NYC standards - no entrees over $ 30, most appe-
tizers $ 12 to 14 -RRB-.”, in which aspect term word is “appetizers” and sen-
timent polarity is “positive”. Both MemNet and IAN models predict “neutral”.

His food is excellent -LRB- and not expensive by NYC standards - no entrees
over $ 30 , most appetizers $ 12 to 14 -RRB- .

MemNet

His food is excellent -LRB- and not expensive by NYC standards - no entrees
over $ 30 , most appetizers $ 12 to 14 -RRB- .

IAN

His food is excellent -LRB- and not expensive by NYC standards - no entrees
over $ 30 , most appetizers $ 12 to 14 -RRB- .

MHSGCN

Fig. 5. The illustration of attention weights obtained by MemNet, IAN and MHSGCN
respectively.
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In the MemNet, it shows that attention score has little difference. While IAN
is better at capturing different aspect terms and qualifiers in sentences, such as
“not”, “NYC” and “entrees”. MHSGCN can accurately predict result, which
can capture long-distance information “expensive” away from “appetizers” and
the negative effect of “not” in syntax.

5 Conclusion

In this paper, we propose a novel model MHSGCN for aspect-based sentiment
classification. We use the syntactic GCN to capture the structure information
of sentences and MHSGCN solves the problem that the key words are too
far away from the aspect term on the dependency tree. Experiments based on
public datasets have demonstrated the effectiveness of MHSGCN. Visualization
cases show that our proposed model can capture the relationship between long-
distance words as well as local syntactic information. In future work, we will
explore how to better capture the structure information of sentence. One poten-
tial solution is to constructing graphs with fine-grained semantic information.
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Abstract. Multiple-choice reading comprehension is a challenging task
requiring a machine to select the correct answer from a candidate answers
set. In this paper, we propose a model following a matching-integration-
verification-prediction framework, which explicitly employs a verifica-
tion module inspired by the human being and generates judgment of
each option simultaneously according to the evidence information and
the verified information. The verification module, which is responsible
for recheck information from matching, can selectively combine matched
information from the passage and option instead of transmitting them
equally to prediction. Experimental results demonstrate that our pro-
posed model achieves significant improvement on several multiple-choice
reading comprehension benchmark datasets.

Keywords: Machine reading comprehension · Multiple-choice ·
Attention

1 Introduction

Machine Reading Comprehension (MRC) is a rising frontier research field in
Question Answering (QA) and is a crucial yet challenging step towards realizing
Artificial Intelligence (AI). MRC aims at enabling the machine to read a text
and answer any question about the text. In this paper, we mainly concern the
Multiple-Choice Reading Comprehension (MCRC) task.

In the MCRC task, given one passage, there is a set of candidate answers
attached to each question and the machine is asked for selecting the correct
one answer from the candidate set, as shown in Table 1. The questions in the
MCRC task are more challenging in that they can not be answered directly
from the given text surface information and the candidate answers are mostly
unseen in the given passage. Besides, the hardest hamper of the MCRC task
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https://doi.org/10.1007/978-3-030-55393-7_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55393-7_21&domain=pdf
https://doi.org/10.1007/978-3-030-55393-7_21


226 L. Xing et al.

lies in modeling the interaction process among the passage, question, candidate
answers triples without loss of information.

Previous works usually regard the passage as one sentence and encode the
whole passage in the word-level, as well as the question and the candidate
answers. Then various matching mechanisms are employed to generate corre-
lation information between the selected two elements in the passage, question,
and candidates by one pass [13,16,17]. It is usually to directly use the final rep-
resentation of the passage or the candidates when calculating a score of each
candidate. In addition, there are some works [10,18] fully utilize relationship
comparing each option with the others. However, the error options are not always
useful to the question or completely mismatched with the passage, and partial
information in it may cause the inconsistency with the purpose of the question.
Moreover, treating the matched information of passage and option equally may
distract the model from focusing on the content of the question. Previous works
underutilize the question during matching and ignore the question review or ver-
ification mechanism which the human will adopt for guaranteeing the integrity
of the collected supporting information of each candidate.

Table 1. Examples in RACE and MCScript datasets. The correct answers are in bold.

RACE MCScript

Passage: ... A few years ago, I was dining
out with a person who kept going on and on
about himself, completely unaware of the
fact that I was sitting there in misery. It
wasn’t his company that disappointed me. I
was recovering from a bad grade in my
study. I could have collapsed in tears right
there at the table

Passage: ... We put a folded napkin to the
left side of each plate. On top of each napkin
we put a fork. Except for Tom, he gets a
small fork. On the right side of the plate we
put a knife and spoon. We need to be careful
with the knives. Closer to the center of the
table we put a glass by each plate. Tom gets
a plastic glass. ...

Q: Why did the author say she was in
misery?

Q: When was the silverware put on the
table?

Candidate Answers: Candidate Answers:

A: Because she got into trouble with her
friend

B: Because she couldn’t enjoy her meal
quietly

A: Before the glasses were put on.

C: Because her friend complained so much B: It was put on the table first

D: Because she was doing poorly in
study

When human solving the MCRC task, people usually read through the pas-
sage with the question to capture the connection and locate probable evidence
information. Then read the candidate answers to judge which one could cor-
respond with the evidence and generate a preliminary result. For ensuring the
preciseness, people will look back to the question and verify the initial support-
ing information. In the last, they integrate evidence and updated information
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from verification to get the best answer. Moreover, rethinking the essence of
the question in the MCRC task, we hypothesize that there is an information
gap between the question and the given passage, and the task goal is to orient
the correct answer to bridge the gap based on the evidence in the passage. The
question is the pivot for connecting the passage and the options.

Enlightened by reading strategies of human and above analysis, we pro-
pose a model following a matching-integration-verification-prediction framework,
which can gather supporting evidence and clarify the question-guided discrimi-
native information. The proposed model contains evidence Matching, multi-side
Integration, and Verification (MIV) three main modules and a common encod-
ing layer and prediction layer. Specifically, in the encoding layer, we employ the
pre-trained language model, such as BERT [2], to calculate the original contex-
tual representation for the passage, question, and options. The evidence match-
ing module is designed to extract relevant information in the passage according
to the question and option. Then, the multi-side integration module establishes
the connection between each option and the question and passage respectively,
and generates an initial judgment state for each option. It aims at collecting
supporting information based on the question side and passage side for each
option and gauging the consistency of these two sides focused on the content
in the option. Next, the verification module reviews the question and utilizes
the question to recheck the matching information of passage and the state of
each option in case that the option will overly depends on the passage because
of the high similarity based on text-form. As the core of the whole model, the
verification module is also responsible for calculating the weighted combination
of evidence information and the option state which is taken as the final state
of each option. Eventually, in the prediction layer, we take both the question-
answer pair information and verified option state into account, and make a final
score for each option.

The contributions of this paper can be summarized as follows: (a) We intro-
duce a Matching-Integration-Verification (MIV) model to recheck and integrate
various evidence information for MCRC task; (b) We propose a verification mod-
ule to selectively combine the matched information of passage and supporting
information of option based on the review of the question; (c) We evaluate our
approach on three MCRC datasets, RACE [3], MCScript [5] and COIN-MCS
[7]. Experimental results illustrate our proposed model achieves a strong perfor-
mance on these benchmarks. We additionally perform an ablation study to show
the effectiveness of our MIV model.

2 Related Work

The massive progress of machine reading comprehension largely benefited from
the availability of large-scale benchmark datasets, which makes training the
sizable neural network in the end-to-end fashion possible. One representative
dataset is SQuAD [9], which provides challenging questions required models to
extract an answer span from the original passage. To refrain from solving the
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question solely depends on the word-level matching, the RACE [3] was released
in the form of multiple-choices style reading comprehension task. The RACE
dataset requires deeper reasoning about passage content, which covers various
topics, and the candidate answers do not appear in the original passage.

In the previous works on MCRC task, researchers usually focus on the
improvement of matching process. [14] propose the Dynamic Fusion Network
that uses reinforcement learning to determine the selection of multiple attention
for reasoning. [1] propose to calculate multiple attention among the passage,
question and candidates and dynamically modify the values of attention through
the trainable weights. Both [18] and [10] utilize the comparison and correlation
information between the candidate answers to select the correct answer.

In the recent studies, the pre-trained deep language models, such as GPT [8],
BERT [2], XLNet [15] and RoBERTa [4], have shown their astonishing improve-
ment on the MRC tasks. This kind of deep language models leverages large-scale
corpora to train their network, which is consist of multiple transformer [12] lay-
ers, in the unsupervised fashion. After the unsupervised pre-training procedure,
the GPT or BERT is equipped with an additional task-specific classifier and
fine-tunes on the target task dataset. Utilizing the pre-trained language models,
[11] brings three reading strategies into the fine-tuning process of GPT and leads
a significant improvement on multiple MCRC tasks. [10,16,17] apply the pre-
trained BERT as an encoder and stack the attention-based interaction layer on
the above of BERT encoder, and then the whole networks are trained together
with relatively small learning rate and achieve the state-of-the-art score on the
RACE benchmark dataset. However, these works take information after atten-
tion as the input of the prediction layer without selection.

3 Model

In this section, we first introduce the formalized definition of the MCRC task
and the core elements in it. Then, we will give a detailed description of the
proposed model and elaborate the information flow between each component.
The architecture of the proposed model is depicted in Fig. 1.

3.1 Task Description

In the MCRC task, given a passage P, a question Q and a set of candidate
answers A, the machine M is asked to select the correct answer a∗ from the
candidate set, i.e.,

a∗ = arg max
Ai∈A

M(Ai|P,Q) (1)

The triplets 〈P,Q,A〉 are the core elements in the MCRC task and the input of
the model. We denote the passage P with np tokens as P = {wp

1 , w
p
2 , ..., w

p
np

}, the
question Q with nq tokens as Q = {wq

1, w
q
2, ..., w

q
nq

}, the candidate answer set
A with K options as {A1, ..., AK} and each candidate Ak = {wa

1 , wa
2 , ..., wa

nk
},

where nk is the length of candidate Ak.
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Fig. 1. The architecture of the proposed Matching-Integration-Verification (MIV)
model. The verification module is highlighted with the pale yellow area.

3.2 Contextual Encoding

Firstly, we obtain the contextual encoding of each tokens in passage, question
and candidate answers. We consider employing the pre-trained language models
as the contextual encoder and take the last layer output of the encoder as the
contextual representation of each input as follows:

Cp = PLM(P) ∈ R
np×dh , Cq = PLM(Q) ∈ R

nq×dh (2)
Cak = PLM(Ak) ∈ R

nk×dh (3)

where dh is the dimension of the contextual representation.
Besides, we also compute a contextual representation for the question-answer

pair through the same encoder: Cqak = PLM([P;Ak]) ∈ R
(nq+nk)×dh , where [; ]

denotes concatenation operation.

3.3 Evidence Matching

After the contextual encoding, it is crucial to orient the most relevant evidence
information in the passage with respect to the question and option. This is
the purpose of clarifying what the question focuses on the passage and finding
supportive information about the option.

Aiming at aligning two sequences, we employ the bidirectional attention to
build connection. Taken the matching processing between passage and question
as an elaborated example, we first calculate the alignment matrix Spq ∈ R

np×nq :

Spq
ij = FAtt(C

p
i , Cq

j ) = Cp
i W1(C

q
i )T (4)

where FAtt(·) is the semantic similarity score function and W1 ∈ R
dh×dh is a

trainable weight matrix. Then the attentive passage and question representations
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are built up as:

Aq
1 = Softmax(Spq) ∈ R

np×nq (5)
Ap

1 = Softmax(SpqT ) ∈ R
nq×np (6)

Mp
1 = Aq

1C
q ∈ R

np×dh ,Mq
1 = Ap

1C
p ∈ R

nq×dh (7)

where the Softmax is in the column-wise normalization. And then we can get
the question-guided evidence state of the passage Mp

1
′:

Mp
1

′ = g(F p([Mp
1 − Cp;Mp

1 ◦ Cp])) ∈ R
np×dh (8)

and passage-aware question representation Mq
1

′:

Mq
1

′ = g(F q([Mq
1 − Eq;Mq

1 ◦ Eq])) ∈ R
nq×dh (9)

where g(·) is ReLU activation function, and F ∗(·) is one-layer fully connected
neural network. The range from Eq. 4 to Eq. 9 constitutes a complete bidirec-
tional matching process.

Follow the above, we conduct the same matching operation, which owns the
same computing but with different parameters, between passage and option,
as well as passage and question-answer pair. Specifically, we can obtain the
option-guided passage evidence state Mp

2
′ ∈ R

np×dh , passage-aware option rep-
resentation Mak

2
′ ∈ R

nk×dh through the matching between Cp and Cak , and
question-answer pair guided passage evidence state Mp

3
′ ∈ R

np×dh and passage-
aware question-answer pair representation Mqak

3
′ ∈ R

(nq+nk)×dh through the
bidirectional matching between Cp and Cqak .

To gather the multiple perspective evidence information, we combine the
three passage states and conduct a column-wise pooling to produce the final
passage evidence vector as follow:

Mp = MaxPool([Mp
1

′ : Mp
2

′ : Mp
3

′]) ∈ R
dh (10)

where [:] stands for concatenation on the row-wise.

3.4 Multi-side Integration

In this module, we collect the supportive information about each candidate
option according to the matched evidence information in the passage side and
question side which is vital to discrimination of the correct option.

We regard the passage-aware option representation Mak
2

′ as the support-
ive information of option from the passage side. Simultaneously, we also need
to collect supportive information for option from the question side. Firstly, we
construct the alignment matrix Sqak ∈ R

nq×nk between the question and the
option:

Sqak
mn = FAtt(Cq

m, Cak
n ) = Cq

mW2(Cak
n )T (11)
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where W2 ∈ R
dh×dh is a trainable weight matrix. The question attentive option

representation is calculated as:

Aq
2 = Softmax(SqakT ) ∈ R

nk×nq (12)
Mak

1 = Aq
2C

q ∈ R
nk×dh (13)

Then we can get the question-aware option representation Mak
3

′:

Mak
3

′ = g(F a([Mak
3 − Cak ;Mak

3 ◦ Cak ])) ∈ R
nk×dh (14)

At last, to gather the supportive information of option from both the passage
side and the question side, we summarize the passage-aware option representa-
tion and question-aware option representation into one supportive state vector
for the k-th option as follow:

Mak = MaxPool([Mak
2

′ : Mak
3

′]) ∈ R
dh (15)

3.5 Verification

For improving the reliability of the final output, we introduce a verification mod-
ule for rechecking the evidence information from the passage and the supportive
information of each candidate option. The verification module is the core of our
model as shown in the pale yellow area in Fig. 1. It selectively outputs useful
information according to the question to the next prediction layer instead of
treating different kinds of information equally.

We first review the question and calculate the self-attentive vector of question
as follows:

Aqq = Softmax(Cqvq) ∈ R
nq , V q

0 = AqqC
q ∈ R

dh (16)

where vq ∈ R
dh is a trainable vector.

We have already calculated the passage attentive question representation
Mq

1
′ in Sect. 3.3, thus we can get the passage attentive question state vector:

V q
1 = MaxPool(Mq

1
′) ∈ R

dh Besides, we reuse the Sqak to calculate the option
attentive question representation as follows:

Aak
2 = Softmax(Sqak) ∈ R

nq×nk (17)
Mq

2 = Aak
2 Cak ∈ R

nq×dh (18)
Mq

2
′ = g(F q([Mq

2 − Cq;Mq
2 ◦ Cq])) ∈ R

nq×dh (19)

and get a option attentive question state vector: V q
2 = MaxPool(Mq

2
′) ∈ R

dh .
Then, we utilize the three question state vectors to set up the recheck query
vector: V q = [V q

0 ;V q
1 ;V q

2 ] ∈ R
3dh .

Under the guidance of the content of the question, which is the recheck
query vector, we need to determine the proportion of evidence information and
supportive information for the final prediction. Thus, we conduct a dynamic gate
mechanism to calculate the weighting factor and merge all information to get
the informed state representation Mk

g ∈ R
dh for each option:

vg = σ(V qWg + bg) ∈ R (20)
Mk

g = vg · Mp + (1 − vg) · Mak (21)
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3.6 Prediction

Combining the passage-aware question-answer pair representation Mqak

3
′ and

the rechecked information state Mk
g , we get the final representation Rk for each

candidate answer:

Mqak = MaxPool(Mqak

3
′) ∈ R

dh (22)
Rk = [Mqak ;Mk

g ] ∈ R
2dh (23)

The final probability for the candidate answer Ak to be selected as correct is:

P (Ak|P,Q) =
exp(WT

r Rk)
∑|A|

j=1 exp(WT
r Rj)

(24)

where Wr ∈ R
2dh is a trainable vector. We use the categorical cross entropy to

calculate loss between model prediction and the ground truth answer label.

4 Experiments

In this section, we first introduce the datasets used for evaluating our approach.
Then we report the details of implementation and training. Lastly, we present
the experiment results of our approach.

4.1 Datasets

We conduct experiments on three typical datasets: a) RACE: The RACE [3]
is a large-scale MCRC dataset collected from English examinations for Chinese
students which is designed by domain experts. Each question has four candi-
date choices. The portion of questions in RACE (including both RACE-Middle
and RACE-High) for training/development/test set is 87, 866/4, 887/4, 934. b)
MCScript: The MCScript [5], which is also known as the benchmark used in the
SemEval 2018 Task 11 [6], is collected from narrative about everyday activities. It
contains 2, 119 texts and a total of 13, 939 questions, each question has two candi-
date choices. The MCScript dataset is split into training (9731 questions), devel-
opment (1411 questions), and test set (2797 questions). c) COIN-MCS: The
COIN-MCS [7] is also collected from the narrative about daily but is harder than
MCScript. This dataset contains a total of 19, 821 questions where each question
has two candidate answers. The dataset is split into training/development/test
set with 14, 191/3, 610/2, 020 questions respectively.

4.2 Implementation Details

We implement our approach with Pytorch framework1. We use two kinds of
pre-trained language models, the BERT [2] and RoBERTa [4], as the contex-
tual encoder respectively. The BERT have base and large version, and we only
1 We will release our code upon publication.
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employ the large version for a fair comparison. The large version consists of 24
transformer layers and the intermediate hidden size is 1024. The component of
RoBERTa is the same with the large version of BERT. The dh is the same with
intermediate hidden size of PLM. We use the BertAdam optimizer with initial
learning rate setting to 1e−5 to optimize the model and execute a linear learn-
ing rate decay schedule. For the RACE, the batch size is 16 and the model is
trained for 5 epochs. For the MCScript and COIN-MCS datasets, the batch size
is 32 and the model is trained for 6 epochs. Due to the limitations of our GPU
devices, the maximum sequence length is set to 400.

Table 2. Experimental results on RACE test set. ∗ indicates that the results are from
the official RACE leaderboard.

Model RACE-M RACE-H RACE

HCM 55.8 48.2 50.4

CSA 52.2 50.3 50.9

GPT∗ 62.9 57.4 59.0

BERT∗
large 76.6 70.1 72.0

RoBERTa∗ 86.5 81.8 83.2

RSM∗ 69.2 61.5 63.8

OCN∗ 76.7 69.6 71.7

DCMN∗ 77.6 70.1 72.3

BERT+DCMN+∗ 79.3 74.4 75.8

BERT-ours 75.7 69.1 71.0

RoBERTa-ours 87.0 81.1 82.8

MIV+BERT 80.3 72.8 75.0

MIV+RoBERTa 88.0 82.7 84.2

http://www.qizhexie.com/data/RACE leaderboard

4.3 Main Results

We use accuracy as the metric to measure the performance of the models. On
the RACE dataset, the results of our MIV model are presented in Table 2. The
results in the first group in Table 2 are the attention-based models without using
PLMs. Both the HCM and CSA models employ the recurrent neural network
to encode contextual information. And the results of the second group are the
fine-tune based PLMs with the max sequence length setting to 512. Fine-tune
based PLMs directly utilize the output of the first token to perform prediction
through a simple one layer feed-forward linear layer. The results in the third
group are the attention-based models taking PLMs as its encoder. These mod-
els adopt the task-specific attention modules to make the interaction between
passage, question, and option. Though the BERT+DCMN+ model rank high

http://www.qizhexie.com/data/RACE_leaderboard
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compared to our MIV+BERT model, the BERT+DCMN+ only takes several
related sentences of the passage which make it easier to fit the correct answer.
However, the DCMN shares the same architecture with BERT+DCMN+ and
uses the standard passage as its input. It is fairer that making a comparison
between our MIV model with DCMN when we utilize BERT as the contextual
encoder. Due to the limitations of our GPU devices, we select a short length
of 400. Thus, we fine-tuned the same PLMs with this shorter length and the
results are exhibited in the first two rows of the last group. It is reasonable
that our results of fine-tuning are lower than the original results in the second
group. In the last group, it is obvious that our MIV model obtains a signifi-
cant improvement compared with previous PLM-based baselines. With different
PLMs as our encoder, our approach can always promote the performance. The
MIV model achieves 4.0 increase when using BERT and achieves 1.4 increase
when using RoBERTa. Compared with OCN and DCMN which utilize BERT
as their encoder, our MIV+BERT model obtains higher scores on both RACE
middle and high sets which can also prove the effectiveness of our model.

Table 3. Experimental results on MCScript and COIN-MCS.

Model MCScript dev MCScript test COIN-MCS dev COIN-MCS test

BERT+DCMN+ - 91.8 - 88.8

BERT-ours 88.2 89.9 86.8 84.9

RoBERTa-ours 91.2 92.9 92.3 91.6

MIV+BERT 89.0 90.6 88.8 87.2

MIV+RoBERTa 95.1 94.8 94.6 93.1

In order to evaluate ability of the proposed model, we also conduct experi-
ments on the MCScript and COIN-MCS datasets, and the results of our approach
are presented in the Table 3. The proposed MIV model obtains the best perfor-
mance on both datasets which also proves that our proposed model is capable
of dealing with the general MCRC task and is not confined to a specific domain.

4.4 Performance on Different Types of Questions

To deeply analysis the performance of the MIV model, we make an evaluation of
the model’s performance on various question types on development sets. Based
on the wh-words in the question, the questions are roughly categorized into seven
types which include what, when, where, who, why, how and the rest. The question
type of rest includes the remaining questions which can not be classified into the
other types. As illustrated in Fig. 2, it demonstrates the detailed performance of
the proposed MIV model on various types of questions, as well as comparison
with the RoBERTa model. On the RACE benchmark, the MIV model obtains
improvement on the five out of seven types of questions, especially the who and
how questions. On the MCScript and COIN-MCS benchmarks, the MIV model
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surpasses the RoBERTa model on all question types. It is remarkable that the
MIV model makes progress about the why and how questions which are harder
to answer and the MIV model obtains a large increase on the why questions of
the COIN-MCS dataset.

Fig. 2. The performance on different types of questions.

Table 4. Ablation results on the development set of RACE, MCScript and COIN-MCS.

Model RACE MCScript COIN-MCS

MIV+RoBERTa 84.5 95.1 94.6

w/o verification 83.8 (↓0.7) 94.2 (↓0.9) 93.2 (↓1.4)

4.5 Ablation Study

To inspect the effect of the proposed model, we conduct ablation study to illus-
trate the impact of the verification module. We remove the verification module
of our MIV model and directly input the Mp, Mak and Mqak to the prediction
module. As shown in Table 4, it is clear that once we remove the verification
module, the performance of the model drops nearly 1.0 on the MCScript and
COIN-MCS datasets. Therefore, it can be proofed that our proposed model with
the verification module can promote the performance of the MCRC task through
this ablation study.

5 Conclusion and Future Work

In this paper, we propose a matching-integration-verification model inspired by
strategy drawn from human being to solve multiple-choice reading comprehen-
sion task. Our proposed model achieve a significant performance on three bench-
mark datasets, and the analysis and ablation study demonstrate the effective-
ness of the proposed model. Although the machine can obtain high scores on
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these MCRC datasets, there is still a large gap between machine and human
performance. Besides, the results generated by the machine do not possess inter-
pretation. In the next step, we should put more effort into the more explanative
and robust machine reading comprehension.
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Abstract. Conventional sequence-to-sequence frameworks in neural
abstractive summarization treat every document as a single topic text
without interaction, so the results are often unsatisfactory when given
dialogues. To tackle this problem, we propose a novel method to make
the model generate a better summary with multiple topics and inter-
actions among people. Compared with traditional abstractive summa-
rization models, our approach makes two contributions: (1) To solve
the interactive problem, we use dialogue act as an interactive pattern
to represent important external information and propose Dialogue Act
Weight to elaborately calculate the weight that dialogue acts can pro-
vide; (2) To make the model handle multiple topics better, we introduce
Topic Change Info as a signal to indicate which utterance in dialogue
is important and whether the topic has been changed. Compared to
baselines, experiments show that our methods significantly improve the
abstractive summarization performance on the modified AMI meeting
corpus (The source code is available at https://github.com/d1jiasheng/
DialogueSum).

Keywords: Dialogue summarization · Interactive pattern · Dialogue
act · Multiple topics · AMI corpus

1 Introduction

Text summarization can be divided into two parts: extractive summarization
and abstractive summarization. The extractive summarization mainly focuses
on selecting existing sentences and choosing the most important sentences or
words to form a new summarization [19,30]. While in abstractive summarization,
the final summary is always produced through the deep neural network [1,8].
It means that words in a summary are not only from the original text but
also from the additional vocabulary, which makes the abstractive summarization
more flexible.

However, the dialogue is quite different from the text. A text is more like a
single speaker, which has only one topic and do not have any interactions among
speakers. On the contrary, the dialogue always has more than two speakers, so we
c© Springer Nature Switzerland AG 2020
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cannot simply apply text summarization methods to dialogue summarization. In
the past years, many methods have been put forward for dialogue summarization
[13,22]. Seq2seq and its transformation forms have achieved promising results.
However, as mentioned above, almost all past works focus on the contents rather
than interactions and multi-topics.

Therefore, we should pay more attention to the interactions in dialogue
summarization. Some methods are proposed to use other information, such as
prosodic and semantic features [6], spoken information [7], etc. and these meth-
ods seem reasonable. However, the external information they use still focus on
contents instead of interactions. We find an interaction information called dia-
logue act [3] which is the effect of an utterance on the context. It includes some
conversational interactions and provides important information to understand
dialogue. In [11], researchers use the dialogue act for abstractive dialogue sum-
marization. They propose a model with a sentence-gated mechanism which uses
the final summarization to predict the dialogue act and significantly improve the
performance. Meanwhile, they point out that summarization in dialogue has not
yet been fully explored due to the lack of suitable benchmark data. So the AMI
corpus [4], which contains many dialogues and annotated topics, has been used
as their dataset.

Although interactive information has been used in the model, some problems
still exist. Essentially, the model only uses dialogue act for classification and
prediction but neglects the interaction with the dialogue content. Furthermore,
each dialogue in AMI corpus mostly has only one topic, but we may talk more
than one topic in a conversation or meeting in our daily life. So we need to make
some changes in AMI corpus and add more information to guide the model to
generate multiple topics.

In this paper, we apply the model with sentence-gated mechanism in [11],
which has been mentioned above, as our basic model. Besides, we define Dia-
logue Act Weight as the weight of each sentence calculated by dialogue act
and use this approach to make the model pay more attention to important sen-
tences. Based on our daily situations, we also modify the AMI corpus to make
each data have multiple topics. Finally, because the corpus has been changed,
each dialogue may have more than one topic or summarization, so it is also a
challenging task for us to find which sentence has changed the topic of the dia-
logue. We then derive a method to calculate the possibility that each sentence
may change the topic, which is defined as Topic Change Info, to make the
model focus on the change point in the summary of decoder part. In general, our
model uses a seq2seq architecture with attention mechanism [1] as a basic sum-
mary generator. At the encoder part, Dialogue Act Weight is added for better
interaction. At the decoder part, we use the Topic Change Info to judge whether
the utterance is a turning point.

In summary, our works focus on how to use the interactive information to
get better dialogue summarization. Meanwhile, we make some modifications in
basic corpus and introduce Topic Change Info for more flexible conditions. To
sum up, our contributions can be summarized as three-fold:
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– We use dialogue act as external information and calculate Dialogue Act
Weight to find important sentences.

– We modify the AMI corpus and propose the Topic Change Info to deal
with the multiple topics situations.

– To the best of our knowledge, our method achieves state-of-the-art perfor-
mance in dialogue summarization on the new AMI corpus.

Table 1. An example of a dialogue with dialogue act

Dialogue Dialogue act

A: okay yeah, that’s right Assess

B: okay Assess

C: okay, uh Stall

C: now my personal preferences Offer

B: uh using the standards, basic Suggest

C: um i think that we should stand out uh unique,
being unique with the design

Suggest

C: so when you are in the shop and you see our t v
controller hanging, that it stands out

Inform

A: not just in the row when you see all the same uh
remote controls

Inform

Summary: look and usability

2 Related Work

AMI Meeting Corpus [4]. The AMI meeting corpus is a multi-model dataset
with different annotations, which contains 100 h of conference recordings. The
recordings use a series of signals to synchronize the common timeline. These
recordings are collected from short-range and far-field microphones, individuals
and room video cameras, output of slide projectors and electronic whiteboards.
During the meeting, participants may also use the unsynchronized pen to record
the contents. The meeting uses three rooms with different acoustic properties to
record English dialogues. Most of the presenters are non-native speakers. Around
two-thirds of the data is drawn from scenarios where participants play different
roles in the design teams. The rest of it includes natural meetings in various fields.
The AMI corpus contains a wide range of annotations, including dialogue acts,
topic descriptions, named entities, hand gestures, and gaze direction. Table 1 is
an example of a dialogue with dialogue act from the AMI corpus.

In [11], researchers use sliding windows of 50 words in size to split a meeting
into several dialogue samples. Because there is no summary annotation in the
AMI data, they treat annotated topic descriptions as summaries of the dialogues.
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Dialogue Act Labeler Sentence
Gate

Attentional Summary 
Decoder

Topic Change Info

Dialogue Encoder

Dialogue Act Weight

Fig. 1. The main framework of our model

They extract 7824 samples from 36 meeting recordings and split them into three
groups: 7024 samples for training, 400 samples for validating and 400 samples for
testing. In addition, there are 15 dialogue act labels in the dataset. Our corpus
is modified on the basis of this.

3 Method

3.1 Modifications on AMI Corpus

We make some simple modifications to AMI corpus for a better fitting to our
works. We randomly select two or three dialogues in corpus without repetition
and reassemble them into a new piece of data. We repeat the above steps until
all the data has been selected. At the same time, the dialogue act and topic
description should be connected in the same order. The new dataset we generate
has more than one topic in each dialogue and will be used in our experiments.

3.2 General Framework

Our general framework is depicted in Fig. 1. Given a dialogue document, it can
be viewed as a sequence of utterances u = (u1, ..., uN ), where N is the length
of dialogue. Each utterance can be divided as a sequence of words and the
embedding of each utterance can be acquired by averaging the word embedding.
The utterance embedding is inputted into Dialogue Act Weight, which combines
the utterance with information from dialogue act. Then, the dialogue encoder
encodes the new utterance embedding and finally gets the hidden state.

The model has two decoder parts. The first one, Dialogue Act Labeler, uses
the hidden state to predict the dialogue act of each utterance. The second part
not only uses the hidden state but also uses Topic Change Info to add information
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about whether the topic changes. Between these two parts, a mechanism named
sentence-gated is added for a better performance.

3.3 Details in Basic Model

In the encoder part, given a sequence of utterances u = (u1, ..., uN ), the bidirec-
tional long short-term memory (BiLSTM) [23] is employed to encode and obtain
basic interactive information from dialogue by

−→
he
i = LSTMr(u1, ..., uN ) (1)

←−
he
i = LSTMl(uN , ..., u1) (2)

he
i = [

−→
he
i ;

←−
he
i ] (3)

where
−→
he
i denotes the forward hidden state from the input, while

←−
he
i denotes the

backward one. The final hidden state he
i at step time i is the concatenation of−→

he
i and

←−
he
i , which is the final encoding with context information.

In the first decoder part, the hidden-state is inputted into an attention mech-
anism, from which the decoder hidden state hDA

i is obtained by

ei,j = sigmoid(WDA
he · he

j) (4)

αDA
i,j = exp(ei,j)/

∑N

n=1
exp(ei,k) (5)

hDA
i =

N∑

j=1

αDA
i,j · he

j (6)

where WDA
he is the weight matrix and αDA

i,j is the attention weight. Finally, the
hidden state from encoder and decoder are combined together to generate the
dialogue act, specifically:

yDA
i = softmax(W · (he

i + hDA
i )) (7)

Note that yDA
i is the i-th sentence’s dialogue act label and W is a weight matrix.

The second part, summary decoder, is quite similar to the first part. Given
the hidden state after encoding, unidirectional LSTM with attention mechanism
is used for decoding and the generated summary also combines the hidden state
of the encoder and decoder:

yS
i = softmax(W · (he

i + hS
i )) (8)

The calculation of the hS
i is similar with hDA

i .
The sentence-gated mechanism, which uses the summary to predict the dia-

logue act, is then applied to the model. It derives a context vector from the
dialogue act and summary to guide the generation of the summary. In [11], the
author proposed two mechanisms, one is full-attention-sentence-gated and the
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Dialogue 
Encoder

Dialogue Act Weight

Fig. 2. The specific structure of the “Dialogue Act Weight” we propose. It will be
added to the encoder part to make utterance has interactive with dialogue act.

other is summary-attention-sentence-gated. We choose the better one, summary
attention. First, the average of the hidden state hS is calculated from summary
decoder:

hS =
1
N

N∑

n=1

hS
i (9)

Then, the he
i (hidden state from encoder) is combined with hS as the input of

the gate:
g =

∑
v · tanh(he

i + W · hS) (10)

where W and v are trainable variables. g can be considered as the weighted
feature of the dialogue act and summary. Note that g is used to predict the
dialogue act and (7) can be replaced by:

yDA
i = softmax(W · (he

i + he
i · g)) (11)

The model parameters are adjusted by the yDA
i in training, which is ultimately

used for better guiding the generation of summary.

3.4 Dialogue Act Weight

In order to make the generated hidden state to include more information in the
encoder part, we notice that the dialogue act can be added to the correspond-
ing utterance as additional information. For different utterances in a dialogue,
they may have the same dialogue act, but these same dialogue act don’t neces-
sarily provide the same information when considering utterances’ structure and
semanteme.

Inspired by the self-attention [28], we design a new method. The structure
is shown in Fig. 2. Given a dialogue with N utterances, we have a sequence of
dialogue acts d = (d1, ..., dN ), and we calculate the Dialogue Act Weight by:

u′
i = [ui; di] (12)
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Attentional Summary 
Decoder

Fig. 3. The architecture of the “Topic Change Info” we propose. It will be added
to guide the decoder when the model generates the final summary.

qi weight = softmax((W1u
′
i + H1) × (W2u

′T
i + H2)) (13)

where u′ is the concatenation of the input utterances and corresponding dialogue
act, T stands for transposition, W1, W2 are weight matrices and H1, H2 are
bias vectors. The model learns the internal structure of text and dialogue act
through (13). After passing through the activation function, we get qi weight,
which represents the percentage of the dialogue act of each utterance in an
entire dialogue. Then the input dialogue act is multiplied by qi weight to get a
new input dialogue act and concatenate it with utterance:

di new = qi weight · di (14)

ui new = [ui; di new] (15)

As the input of the encoder, ui new combines the information of the utterance
and the dialogue act.

3.5 Topic Change Info

In the scenario of our daily life, the topic of a conversation is not static all the
time. So we design Topic Change Info as additional information to determine
whether the topic of the current sentence has been changed. The specific struc-
ture is shown in Fig. 3. First, the utterances, unew = (u1 new, ..., uN new), which
have been changed in the previous section is inputted into an unidirectional
LSTM and get the final output fe:

fe = LSTM(u1 new, ..., uN new) (16)

where fe roughly contains the entire dialogue information. Then, to find the
relationship between each utterance and the entire dialogue, we have

ti weight = softmax(unew i × fe) (17)
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where ti weight is the interaction of the i-th utterance and the overall dialogue.
At the same time, because of using the softmax activation function, it can also
represent the weight ratio of each utterance in the entire dialogue. In Sect. 3.4,
for the i-th utterance, we get the weight that the corresponding dialogue act can
provide for this utterance, qi weight. Now, we have the weight of the information
that each utterance can provide in the dialogue, ti weight. Then we have

Ii weight = ti weight ⊗ qi weight (18)

where “⊗” represents adding two pieces of information(we use and compare
addition and multiplication in experiments), and Ii weight shows the importance
of the utterance in the dialogue after taking the dialogue act and the content
information into account. But when the topic changes, the model is not concerned
with the utterance which has a bigger weight of I. On the contrary, the smaller
the utterance of I, the more likely it is the turning point of the topic. For
example, utterances like “um, ok”, “yeah, so that we should talk about another
question”. These two sentences don’t contain important information, and the
weight of the dialogue act is not high, but they are more likely to change the
topic of the discussion, that is, the role of the link. So a new method, Topic
Change Info, is designed to get another extra information, and make the model
pay more attention to such utterance:

ci weight = softmax(ξ − Ii weight) (19)

where ξ is a hyperparameter that can be chosen to reverse the weight (18). A
large ci weight indicates that the corresponding utterance is more likely to be
the key sentence to change the topic. Finally, this information is added to the
summary decoder to give some guidance when generating the summary. The (8)
is replaced as below:

yS
i = softmax(W · (he

i + hS
i + ci weight · ui new)) (20)

4 Experiments

4.1 Setup

In all experiments, we set the maximum epoch to 100 and the batch-size to 16.
The size of hidden layer is set to 256 and all the compared models have a similar
parameter size. We use AdamOptimizer as our optimizer. All experiments are
performed and compared on our new dataset.

4.2 Evaluation Metrics

We use ROUGE score [9], which is widely applied for summarization evaluation
[5], to evaluate our experimental results. The ROUGE metrics use ROUGE-1,
ROUGE-2, ROUGE-3 and ROUGE-L to compare generated summary with ref-
erence summary.
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Table 2. Experimental results with different parameters and superposition methods
in our proposed method.

ξ ⊗ ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-L

1.0 × 55.88 36.16 28.23 45.46

0.9 × 55.49 33.80 25.21 43.33

0.8 × 55.80 34.91 26.30 44.64

1.0 + 55.90 35.35 26.86 44.97

0.9 + 54.82 34.38 26.54 45.35

0.8 + 55.35 37.24 29.38 46.50

0.7 + 54.26 32.92 25.26 44.20

4.3 Baselines

To evaluate the performance of our proposed model, we compare it with the fol-
lowing baselines: (1) S2S+Attn [25]: Sequence-to-sequence model with atten-
tion mechanism, which is the most common method in abstractive summary. (2)
BiLSTM+S2S+Attn [23]: a sequence-to-sequence model with BiLSTM can
extract context information when encoding. (3) Pointer-Generator Network
[26]: the method proposed for combining output sequences with input elements.
(4) S2S+Sentence-Gated [11]: The model with sentence-gated mechanism. It
is a basic model we refer to.

4.4 Results

We first conduct the experiment with the proposed model under different param-
eters and superposition methods. The experimental results are shown in Table 2.

Table 2 shows the results of the experiment with different parameters and
superposition methods. When ξ is set to 1.0 and ⊗ is “+”, we can get the best
results on ROUGE-1. And when we set ξ to 0.8 and ⊗ to “+”, we get the best
results on the other three evaluation metrics.

To show the superiority of our methods, we compare it with the other four
baseline models. The ξ is set to 0.8 and ⊗ is “+” in this experiment. The exper-
imental results are shown in Table 3.

Table 3 shows that the method we proposed significantly outperforms all
baselines, and improves results on all evaluation metrics. We can see that after
adding the Dialogue Act Weight into the inputs, the experimental result achieves
a 2.3%, 4.6%, 5.5%, 4.1% increment over the model use sentence-gated mecha-
nism in terms of ROUGE-1, ROUGE-2, ROUGE-3 and ROUGE-L. It demon-
strates that the dialogue act provides useful information for the final summary.
When the Topic Change Info is added on the model, it performs slightly better
than the model only add Dialogue Act Weight. Compared with the sentence-
gated mechanism, the model with Dialogue Act Weight and Topic Change Info
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Table 3. Experimental results of different baseline and the method we proposed. We
set ξ to 0.8, ⊗ to “+”.

Method ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-L

Attentional Seq2Seq [25] 33.93 30.56 21.59 40.91

Attentional Seq2Seq+BiLSTM
[23]

36.25 32.15 24.75 41.98

Pointer-Generator [26] 30.01 24.33 23.59 30.90

Sentence-Gated [11] 54.50 34.28 26.60 44.22

Our proposed (add dialogue
act weight only)

55.75 35.85 28.07 46.03

Our proposed (add dialogue
act and topic change)

55.35 37.24 29.38 46.50

finally achieves a 1.5%, 8.6%, 10.4%, 5.1% increment in terms of the four evalu-
ation metrics, which means Topic Change Info can guide the model to generate
the summary more accurately.

4.5 Analysis and Discussion

Comparing with the sentence-gated mechanism, the method we proposed seems
to have rarely improvement on ROUGE-1. In our opinion, ROUGE-1 is an evalu-
ation metric that only considers words rather than phrases, which means it cares
little about the relationship between the generated words. While ROUGE-2,
ROUGE-2 and ROUGE-L are evaluation metrics that consider the structure of
phrases and sentences. In our experiments, we just focus on whether the final
generated summary contains multiple topic information rather than some words
that are irrelevant to the topic. Therefore, we believe that the improvements
on ROUGE-2, ROUGE-3, ROUGE-L has greater significance for evaluating the
effectiveness of our method.

Table 4. Several examples of outputs compare with references

Comparing outputs with references

pre: drawing exercise . components designer presentation and energy sources .

cor: drawing animals on the whiteboard . components , materials and energy sources

pre: components , materials and energy sources . opening issues

cor: look and usability components , materials and energy sources . opening

pre: components materials , and energy sources . look usability

cor: components , materials and energy sources . look and usability

pre: evaluation of process and materials components

cor: evaluation of project process . components
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Table 4 shows the results of several experimental outputs we selected and the
comparisons with the references. Note that sentences after “pre:” are generated
by the model and sentences after “cor:” means the correct summary. The word
with red font indicates that the topics generated by the model are the same
as references. We can see that the model can accurately generate a dialogue
summary of multiple topics. And there is an interesting thing in the fourth
example, where “and” is used in the connection of multiple topics instead of
“.”, making us believe that the model learns to use “and” when connecting two
different topics, not just “.”. This also illustrates that the Topic Change Info we
develop has played a guiding role.

5 Conclusion

In this paper, we propose a dialogue summary method by using dialogue act as
external information to join the interactive information of the dialogue. We made
some changes to the AMI corpus so that each piece of data can contain multiple
topics. Then, we propose Topic Change Info to guide the model to observe the
topic changes. The final experiment achieves promising results and confirms the
validity of our ideas.
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19. K̊agebäck, M., Mogren, O., Tahmasebi, N., Dubhashi, D.: Extractive summariza-
tion using continuous vector space models. In: CVSC at EACL (2014)

20. Li, W., Yao, J., Tao, Y., Li, Z., Qiang, D.: A reinforced topic-aware convolu-
tional sequence-to-sequence model for abstractive text summarization. In: Twenty-
Seventh International Joint Conference on Artificial Intelligence IJCAI 2018 (2018)

21. Lin, J., Xu, S., Ma, S., Qi, S.: Global encoding for abstractive summarization
(2018)

22. Maskey, S., Hirschberg, J.: Comparing lexical, acoustic/prosodic, structural and
discourse features for speech summarization. In: INTERSPEECH, pp. 621–624
(2005)

23. Mesnil, G., Dauphin, Y., Yao, K., Bengio, Y., Zweig, G.: Using recurrent neural
networks for slot filling in spoken language understanding. IEEE/ACM Trans.
Audio Speech Lang. Process. 23(3), 530–539 (2015)

24. Miao, Y., Blunsom, P.: Language as a latent variable: discrete generative models
for sentence compression (2016)

25. Nallapati, R., Xiang, B., Zhou, B.: Sequence-to-sequence RNNs for text summa-
rization (2016)

26. See, A., Liu, P.J., Manning, C.D.: Get to the point: summarization with pointer-
generator networks (2017)

27. Sutskever, I., Vinyals, O., Le, Q.V.: Sequence to sequence learning with neural
networks (2014)

28. Vaswani, A., et al.: Attention is all you need (2017)
29. Vinyals, O., Fortunato, M., Jaitly, N.: Pointer networks. In: International Confer-

ence on Neural Information Processing Systems (2015)
30. Yin, W., Pei, Y.: Optimizing sentence modeling and selection for document sum-

marization. In: International Conference on Artificial Intelligence (2015)



Chinese Text Classification
via Bidirectional Lattice LSTM

Ning Pang1, Weidong Xiao1,2, and Xiang Zhao1,2(B)

1 Science and Technology on Information Systems Engineering Laboratory,
National University of Defense Technology, Changsha, China

{pangning14,wdxiao,xiangzhao}@nudt.edu.cn
2 Collaborative Innovation Center of Geospatial Technology, Wuhan, China

Abstract. In this paper, we investigate a bidirectional lattice LSTM
(Bi-Lattice) network for Chinese text classification. The new network
is different from the standard LSTM in adding shortcut paths which
link the start and end characters of words, to control the information
flow. Character-level features can flow into word-level by an extra gate,
and word-level features are integrated into character-level via a weighted
manner by another gate. Previous models take as input embeddings pre-
trained by Skip-Gram model, we utilize word sememes in HowNet to
further improve the word representation learning in our proposal. Our
experiments show that Bi-Lattice gives better results compared with the
state-of-the-art methods on two Chinese text classification benchmarks.
Detailed analyses are conducted to show the success of our model in
feature fusion, and the contribution of each component.

Keywords: Chinese text classification · Lattice LSTM · Word
representation learning

1 Introduction

Text classification is a crucial task in natural language processing (NLP) to
construct conceptual networks and knowledge trees [1,15]. It is defined as tagging
a given text with a pre-defined tag set. The recent popularity of neural networks
has led to the interest of neural text classification models [16,19,25].

For languages without nature delimiters, e.g., Chinese, mainstream methods
based on English texts cannot be adopted directly. Existing work on Chinese
text classification is mainly word-based [20,28,29], which needs to first use NLP
tools to perform word segmentation. However, this type of models suffers from
segmentation errors caused by word segmentation tools. For example, in Fig. 1,
the correct word sequence expresses a ‘Location’ type, but the wrong one tends
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to describe the type of ‘Study’. To avoid this error propagation, some work [5]
explores to perform character-level text classification. For character-based meth-
ods, the input sentence is regarded as a character sequence. One drawback of
character-based models is that the powerful representation of words is not fully
exploited.

Mountain East Big Study Medicine Study Institute Locate AtDepartment
Character 
sequence:

Shandong University Medical College Located At
Correct word 
sequence:

Shandong Big Study Medicine Academy of Science Located At
Wrong word 
sequence:

All possible 
matched words:

Shandong

Shandong University

University Study Medicine

Medical College

Medicine Science College Located At

Academy of Science

Fig. 1. Segmented word sequence.

Recent work [19,29] tries to integrate these two-granularity features via a
concatenation or addition manner, but these strategies are shallow, since they
fail to exploit the inner dependency relationship between words and characters.
In fact, word sequence and character sequence are interdependent. For example,
word ‘ (Medical College)’ starts at character ‘ (Medicine)’, and thus
they share the same historical context information. Besides, since word ‘
(Medical College)’ ends at character ‘ (Institute)’, word-level and character-
level information should be integrated at this position.

To this end, we are motivated to solve two challenges:

– Obtaining word sequence: Different from previous word-based mod-
els [20,28,29] applying word segmentation tools to cut sentences, we extract
all matched words in the sentences with the help of an external lexicon as
shown in Fig. 1. In this way, all word-level information is maintained without
introducing segmentation error. For each matched word, a shortcut tunnel is
added to link its start and end characters in the character sequence.

– Obtaining fused feature: To exploit the dependency relationship between
words and characters, we apply a lattice Long Short Term Memory (Lattice
LSTM) network to encode the raw texts. In this network, a standard LSTM
is used to extract character-level information, an additional gate controls
character-level features to flow into word-level, and another gate dynamically
integrates word-level and character-level features, as shown in Fig. 2.

Based on above solutions, we propose the bidirectional lattice LSTM (Bi-
Lattice) for Chinese text classification. In most neural models, words or char-
acters are first mapped into a low-dimensional vector space by Skip-Gram
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model [13]. Recent work [14] finds that word semeses can further improve the
word and character representation learning. Therefore, we use the word and char-
acter embeddings pre-trained by SAT model [14] with the help of HowNet [3].

2 Related Work

2.1 Traditional and Embedding-Based Text Classification

Traditional text classification methods apply feature engineering to represent
texts, and then, SVM [4] is harnessed as the classifier. Among the feature designs,
bag-of-words and TFIDF features [2] are the most commonly used. Different
from feature engineering, inspired by word embedding [13], some work [7,10]
first maps sentences into vectors, then feeds these sentence embeddings into a
classifier. More recent literature jointly trains word, sentence, and sentence label
embeddings to improve the quality of sentence embeddings [21].

2.2 Neural Text Classification

Recent development in deep learning leads to the trend of neural text classifi-
cation. Kim et al. [8] first use CNN as the encoder for sentence classification.
Afterwards, character-level CNN [26] and deep pyramid word-level CNN [6] are
designed to mine different levels of information within the text.

Another group of studies [12,18] use LSTM, an extension form of RNN,
to learn text representation. Among these methods, Luo et al. [12] harness a
standard LSTM-based neural model for classifying clinical notes. Considering
some trivial information in texts for the target, attention mechanism [24] is
introduced to generate text representations in a more flexible way.

Other work adopts more advanced neural networks, such as GCN [25] and
CapsuleNet [17], to encode texts for classification. Besides, some language models
are also fine-tuned to classify texts, including XLNet [23], and ALBERT [9].
However, these models based on English texts cannot be adapted to Chinese
text classification directly.

2.3 Chinese Text Classification

Existing Chinese text classification models are almost word-based or character-
based [5,11,20]. Due to the error caused by the word segmentation tools and
the limited knowledge representation of character, Zhou et al. [29] use two sepa-
rate bidirectional LSTMs to extract word-level and character-level features, then
integrate them via a concatenation manner. Observing that Chinese is a kind of
hieroglyphics, on the basis of these two levels of information, radicals of words
and characters are explored to form four-granularity features via an attentional
manner for Chinese text classification [19].

To mitigate the segmentation error problem, Zhang et al. [27] investigate
a lattice LSTM for Chinese named entity recognition. Lattice LSTM explicitly
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leverages word and character information by multiple gates, which controls to
select most relevant words and characters from a sentence. This sequence labeling
model is also adopted to the task of Chinese word segmentation [22], which
achieves advanced results on several benchmarks. Our work is connected to these
works, the major difference is that we formulate the lattice LSTM model into a
new task.

LSTM LSTM LSTMLSTMLSTMLSTMLSTMLSTM

Cell Cell Cell Cell Cell

Cell

Cell

Cell Cell

Softmax

Fig. 2. The model architecture. Only forward lattice LSTM is illustrated.

3 Methodology

3.1 Input Representation

Before fed into neural networks, discrete characters and words should be mapped
into low-dimensional vectors [13,14], denoted as:

xi = Ec(ci), (1)

wi = Ew(wi). (2)

Ec ∈ R
|V c|×dc is the character embedding table, and |V c| is the vocabulary size

for characters. Ew ∈ R
|V w|×dw is the word embedding table with a vocabulary

size of |V w|. dc and dw denote the dimensionalities of characters and words.

3.2 Baselines

We take the character-based (Char-Baseline) and word-based (Word-Baseline)
bidirectional LSTM framework as our baselines. For an input sentence with m
characters s = {c1, c2, ..., cm} or n words s = {w1, w2, ..., wn}, where ci (resp.
wi) denotes ith character (resp. ith word) in the sentence, a bidirectional LSTM
layer is harnessed as the encoder. By Eq. 1 and 2, a sentence can be transformed
into {x1,x2, ...,xm} for Char-Baseline, or {w1,w2, ...,wn} for Word-Baseline.
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Since both Char-Baseline and Word-Baseline use the same encoder, we take
Char-Baseline for example to illustrate the mechanism of bidirectional LSTM.
The forward LSTM representation of character ci can be calculated by:

⎡
⎢⎢⎣

ici
oc
i

f ci
c̃ci

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

σ
σ
σ

tanh

⎤
⎥⎥⎦ (

[
Wc�,Uc�] [

xi−→
h c

i−1

]
+ bc), (3)

cci = f ci � cci−1 + ici � c̃ci , (4)
−→
h c

i = oc
i � tanh(cci ), (5)

where ic, oc, and f c are input gate, output gate, and forget gate to control the
reserved, forgotten, and input information respectively. Wc�, Uc� and bc are
model parameters for all gates to be learned. σ(·) and tanh(·) represent sigmoid
function and hyperbolic tangent function respectively.

For each input ci, we can get its forward and backward LSTM representa-
tions,

−→
h c

i and
←−
h c

i . To capture information from both directions, the final vector
representation of ci is derived by concatenating the representations from two
sides:

hc
i = [

−→
h c

i :
←−
h c

i ]. (6)

The character sequence {c1, c2, ..., cm} can be encoded as {hc
1,h

c
2, ...,h

c
m}. Simi-

larly, for Word-Baseline, the encoded sequence is represented as {hw
1 ,hw

2 , ...,hw
n }.

3.3 Our Lattice LSTM Approach

Our lattice LSTM encoder is an extension of the standard LSTM, aiming at fully
capturing character-level and word-level features. Different from the baselines,
the lattice LSTM model takes as input the character sequence {c1, c2, ..., cm}
and all subsequences {wb,e = {cb, ..., ce} | wb,e ∈ D} which are matched words
in a lexicon D. For character-level input, each character ci can be transformed
into a vector xi by Eq. 1. And each input word wb,e can be denoted as wb,e by
Eq. 2.

In this framework, shortcut path is added for each matched word from its
beginning character to its end one, as shown in Fig. 2. For character sequence,
hidden vectors can be obtained using Eq. 3, 4, and 5. Besides, an extra gate
controls the character-level information to flow into word-level, which take as
input the hidden vector

−→
h c

b−1 of character cb−1 and word embedding wb,e. The
calculation is denoted as:

⎡
⎣
iwb,e
fwb,e
c̃wb,e

⎤
⎦ =

⎡
⎣

σ
σ

tanh

⎤
⎦ (

[
Wl�,Ul�] [

wb,e−→
h c

b−1

]
+ bl), (7)

cwb,e = fwb,e � ccb−1 + iwb,e � c̃wb,e, (8)
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where cwb,e is the cell state of word wb,e. Wl�, Ul�, and bl are parameters used
in this LSTM cell.

To incorporate the character-level and word-level information, the cell state
of character ce will consider all matched words ending at ce. Another gate is
utilized to control the contribution of each word:

ewb,e = σ(
[
W�,U�] [

xe

cwb,e

]
+ b). (9)

Therefore, we can calculate the cell state of ce by:

cce =
∑

b∈{b′|wb′,e∈D}
(αw

b,e � cwb,e) + αc
e � c̃ce, (10)

where αw
b,e and αc

e are defined as follows:

αw
b,e =

exp(ewb,e)
exp(ice) +

∑
b′∈{b′′|wb′′,e∈D} exp(ewb′,e)

,

αc
e =

exp(ice)
exp(ice) +

∑
b′∈{b′′|wb′′,e∈D} exp(ewb′,e)

.

(11)

ici can be obtained by Eq. 3, which is the input gate for character ce.
Finally, the i-th forward hidden vector

−→
h i, which contains both character-

level and word-level information, can be calculated by Eq. 5. The backward
hidden vector

←−
h i could be learned with the similar mechanism. By Eq. 6, we

acquire the bidirectional hidden vector sequence {h1,h2, ...,hm}.

3.4 Classifier and Optimization

After the hidden vector sequence is obtained, we feed it into a character-level
attention module to produce the sentence-level feature vector, denoted as g ∈
R

dh , where dh is the dimension of hidden vectors. The final representation g is
the weighted sum of the hidden vector sequence:

g =
m∑
i=1

ui · hi,

ui =
v�hi∑m

k=1 v�hk
,

(12)

where v ∈ R
dh is a trainable parameter. We select this attention form since it

achieves the best performance in several alternatives.
Then, g is transmitted into a fully-connected layer to compute the confidence

score of each type:
o = Wog + bo, (13)
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where Wo ∈ R
K×dh is a learnable transformation matrix, bo ∈ R

K is a bias
vector, and K is the number of text types. The probability of text s belonging
to type y is computed as:

p(y | s) =
exp(oy)∑K
i=1 exp(oi)

. (14)

Finally, we take the cross-entropy loss as our objective function. Given the
training set T = {(si, yi)}, the loss is defined as:

J(Θ) = −
|T |∑
i=1

log p(yi | si; Θ), (15)

where Θ denotes all parameters used in the model. In the implementation, we
harness stochastic gradient descent (SGD) optimizer to minimize the loss func-
tion by optimizing Θ iteratively until convergence.

4 Experiments

4.1 Experiment Settings

Evaluation Metrics and Datasets. To give an overall evaluation of models, we
apply accuracy (Acc), macro-precision (Pre), macro-recall (Rec), and macro-F1
(F1) as our evaluation metrics in the experiments. To verify the effectiveness of
our proposal, experiments are conducted on two Chinese datasets, which have
gold classification labels. The first dataset1 is collected from Chinese news titles
with 32 classes, where 47, 952 titles are labeled for training, and 15, 986 for
testing [29] (i.e., # Dataset 1). The second dataset is a benchmark on Chinese
CLUE2 (i.e., # Dataset 2), which contains 53, 360 instances for training, 10, 000
instances for validation, and 10, 000 instances for testing.

Implementation Details. We tuned the hyper-parameters of our model by
grid searching using three-validation on the training set, and the optimal
hyper-parameters are shown in bold. We selected the learning rate for SGD
λ ∈ {0.01, 0.012, 0.014,0.016, 0.018, 0.02}, and the LSTM hidden size dh ∈
{100, 150,200, 250}. Since other hyper-parameters have little effect on the over-
all results, we set them empirically. The size of character embedding and word
embedding are set to 100 and 200 respectively. The dropout rate is set to 0.5.
For word-based competitors in our experiments, we used jieba 3 segmentation
tool to cut Chinese texts into word sequences.

1 http://pan.baidu.com/s/1mgBTFOO.
2 https://github.com/CLUEbenchmark/CLUE.
3 https://github.com/fxsjy/jieba.

http://pan.baidu.com/s/1mgBTFOO
https://github.com/CLUEbenchmark/CLUE
https://github.com/fxsjy/jieba
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Table 1. Effect of lattice encoder.

Methods # Dataset 1 # Dataset 2

Pre Rec F1 Acc Pre Rec F1 Acc

Char-Baseline 71.64 71.43 71.38 71.37 53.14 51.45 51.92 55.50

+bichar 72.71 72.39 72.42 72.38 53.83 52.31 52.54 56.13

+softword 73.86 73.81 73.88 73.75 54.76 53.29 53.44 57.68

Word-Baseline 76.30 76.19 75.99 76.13 54.48 52.70 53.17 54.68

+char CNN 76.72 76.58 76.58 76.55 54.88 52.73 53.48 55.29

+char LSTM 76.77 76.83 76.66 76.79 55.08 53.40 53.97 55.51

Bi-Lattice 82.31 82.21 82.13 82.17 62.64 61.00 61.65 63.62

4.2 Effect of Lattice LSTM Encoder

Experiments in this section aim to show the success of our model in fusing
the character-level and word-level features. Two types of strong baselines are
implemented by replacing the bidirectional lattice LSTM with the standard bidi-
rectional LSTM to compete with our proposed Bi-Lattice. For character-based
baselines, Char-Baseline is mentioned in Sect. 3.2. To enhance the character-level
representation, we add extra word-level features, i.e., bichar and softword. These
two variants are implemented by concatenating unigram character embedding
with bigram character embedding and softword (word where the current char-
acter is located) embedding respectively. Among word-based baselines, Word-
Baseline takes as input the word sequence of a sentence and employs the standard
bidirectional LSTM to encode the sequence as introduced in Sect. 3.2. Besides,
the character-level feature is learned by CNN or bidirectional LSTM, and con-
catenated with the corresponding word embedding as the additional semantic
feature. As thus, both types of strong baselines use both character and word
information to classify texts.

Table 1 shows the experimental results of our proposal and all baselines.
From it, we can see that: (1) For character-based baselines, word-level embed-
ding, including bichar and softword, brings improvements to all metrics on two
datasets. Word-based baselines also gain when incorporated with character-level
features extracted by CNN or LSTM. (2) Although integrating information at
different levels is useful for improving the performance of two baselines, the effect
of concatenation method is relatively limited, especially for Word-Baseline. (3)
Our proposed Bi-Lattice outperforms all baselines over 6% on # Dataset 1 and
# Dataset 2, indicating that our Bi-Lattice is a more effective strategy to fuse
character-level and word-level features by dynamically controlling the semantic
feature flow.
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4.3 Overall Results

In this part, we compare our proposal with multiple state-of-the-art methods,
which are listed as follows:

– TFIDF+SVM: TFIDF+SVM is a bag-of-word model with term frequency
inverse document frequency weighting. SVM is employed as the classifier.

– FastText: FastText [7] is a strong text classification baseline, which averages
n-grams embeddings as sentence embeddings, then feeds sentence embeddings
into a linear classifier.

– LEAM: LEAM [21] embeds words and labels in a unified space for text clas-
sification. In our comparison, this model is tested at word-level and character-
level.

– GCN: GCN [25] builds the heterogeneous graph containing sentence nodes
and word (or character) nodes, and utilizes the GCN to encode nodes in the
graph. We tested word-based GCN and character-based GCN.

– CharCNN: CharCNN [26] explores empirically the use of character-level
convolutional neural networks on the task of text classification.

– TextCNN: TextCNN [8] applies a CNN layer on the top of pre-trained word
vectors for sentence-level classification, which is a word-level competitor in
our experiments.

– DPCNN: DPCNN [6] is a deep pyramid CNN structure, which is built at
word-level, due to the powerful representation of words.

– BLSTM-C: BLSTM-C [11] is a word-level neural model for Chinese text
classification. It uses a hybrid neural architecture, composed of a bidirectional
LSTM layer and a CNN layer, for the feature extraction.

– HAN: In HAN [24], a hierarchical attention mechanism is applied in a GRU-
based sequence encoder for word-level document classification.

– RAFG4: RAFG [19] integrates four-granularity features, including charac-
ters, words, character radicals, and word radicals, for Chinese text classifica-
tion.

– Albert-tiny: Albert-tiny [9] is the tiny version of a pre-trained lite BERT
language model, and is fine-tuned for Chinese text classification.

Among these competitors, feature-based methods include TFIDF+SVM, and
FastText. Embedding-based models include LEAM, and GCN. Neural mod-
els include CharCNN, TextCNN, DPCNN, BLSTM-C, HAN, and RAFG. And
Albert-tiny is a fine-tuned language model. Table 2 shows the results of each
model on two datasets. Form the comparison, we can see that: (1) Some state-
of-the-art methods based on English texts show unpromising performance in
Chinese text classification. (2) The pre-trained language model, Albert-tiny is
the strongest competitor, our Bi-Lattice outperforms it about 1% on all metrics
(Table 3).

4 Since the data of radical feature is not available, we copy the test results from the
paper directly.
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Table 2. Overall results of different models.

Methods # Dataset 1 # Dataset 2

Pre Rec F1 Acc Pre Rec F1 Acc

TFIDF+SVM 63.81 63.78 63.75 63.29 46.79 43.74 44.73 46.86

FastText 78.70 78.29 78.34 78.27 56.96 53.90 54.81 56.99

LEAM (char) 75.49 75.64 75.83 75.33 58.44 56.85 57.62 59.67

LEAM (word) 76.29 76.20 76.21 76.51 62.45 60.87 61.71 63.87

GCN (char) 74.77 74.56 74.55 74.54 55.95 53.81 54.57 58.28

GCN (word) 77.38 77.54 77.39 77.56 59.25 57.74 58.27 63.12

CharCNN 74.28 74.35 74.21 74.30 58.11 57.09 57.37 61.25

TextCNN 69.21 68.26 68.38 68.20 57.13 54.67 55.18 57.76

DPCNN 74.90 72.67 73.07 72.61 52.94 52.22 52.82 55.84

TextRNN 74.48 74.57 74.33 74.57 54.60 52.38 52.96 56.37

BLSTM-C 77.20 76.72 76.50 76.66 55.74 53.57 53.78 57.08

HAN 77.28 77.74 77.67 77.86 58.29 55.54 56.58 58.26

Albert-tiny 81.28 81.24 81.23 81.22 61.49 59.46 60.12 62.79

RAFG* 81.81 81.87 81.81 – – – – –

Bi-Lattice 82.31 82.21 82.13 82.17 62.64 61.00 61.65 63.62

4.4 Ablation Study

To show the effect of each component, we conducted an ablation study by remov-
ing one component at a time to understand its impacts on the performance.
The first variant is constructed by removing backward lattice LSTM (i.e., -
Backward). The second one considers character embedding and word embedding
pre-trained by Skip-Gram model [13] without word sememes (i.e., -Sememes).
The last tested variant is established by replacing the character-level attention
module with mean-pooling operation (i.e., -Attention).

Table 3. Ablation study.

Methods # Dataset 1 # Dataset 2

Pre Rec F1 Acc Pre Rec F1 Acc

Bi-Lattice 82.31 82.21 82.13 82.17 62.64 61.00 61.65 63.62

-Backward 82.14 81.99 81.93 81.96 63.25 60.48 61.03 63.12

-Semeses 81.68 81.59 81.55 81.58 62.12 58.73 59.71 61.68

-Attention 81.28 81.29 81.15 81.25 61.91 59.31 60.25 62.57

From the results, we can observe that: (1) After the removal of backward
lattice LSTM, all metrics on two datasets suffer a reduction, demonstrating that
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contexts in both directions contribute to the understanding of texts. (2) When
word semeses are not considered, the performance decreases more obviously
than the other two variants, demonstrating that the quality of word embedding
influences the downstream task. (3) All metrics decrease when character-level
attention module is removed, because it is unreasonable to regard all characters
equally. Some common characters, which appear in all types of texts, should be
deemphasized. On the other hand, the character-level attention module provides
a dynamic way to fuse all hidden vectors of characters in a weighted sum manner,
which is encouraged to focus more on informative characters.

5 Conclusion

In this study, we investigate the deep integration of character-level and word-
level features by the bidirectional lattice LSTM for Chinese text classification.
Different from previous research on this task, we use the word semeses retrieved
from HowNet to improve the quality of pre-trained embeddings of characters and
words. Results on two datasets show that our proposed Bi-Lattice achieves better
performance than various advanced text classification models. In the comparison
with character-based and word-based baselines, we can see the success of our
proposal in fusing the two-granularity features. The ablation study proves that
each component in Bi-Lattice contributes to the overall performance. In the
future work, we will try to solve the sense ambiguity of ploysemy.
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Abstract. Word Sense Disambiguation (WSD) is a core task in NLP
fields and has many potential applications. Traditional supervised meth-
ods still have obstacles, such as the problem of variable size of label
candidates and the lack of annotated corpora. Although attempts are
made to integrate gloss information to the model, no existing models
have paid attention to the divergences among glosses. In this paper, we
propose a Multi-Glosses BERT (MG-BERT) model with two main advan-
tages for WSD task. Our model jointly encodes the context and multi-
glosses of the target word. We show that our Context with Multi-Glosses
mechanism can find out and emphasize the divergences among glosses
and generate nearly orthogonal gloss embeddings, which makes it more
accuracy to match the context with the correct gloss. We design three
classification algorithms, Gloss Matrix Classifier (GMC), General Gloss
Matrix Classifier (GGMC) and Space Transforming Classifier (STC), all
of which can disambiguate words with full-coverage of WordNet. In GMC
and GGMC, we utilize gloss embeddings as weight matrix. For STC, we
transform different label space to a same label space. Experiment shows
that our MG-BERT model achieves new state-of-the-art performance on
all WSD benchmarks.

Keywords: MG-BERT · Context with Multi-Glosses · Space
Transforming Classifier

1 Introduction

Word sense disambiguation (WSD) is to assign a word in context with a correct
sense, which is a core task of Natural Language Processing (NLP)[12]. Table 1
shows an example of WSD task: given a context with a target word, our goal
is to find out the correct sense of the target word in context. Although some
breakthroughs have been made, WSD task remains a long-standing challenge in
the field. In general, WSD methods can be divided into two distinct categories:
knowledge-based methods and supervised methods. Knowledge-based methods
aim to extract lexical knowledge from resources like WordNet [9] to infer the

c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12275, pp. 263–275, 2020.
https://doi.org/10.1007/978-3-030-55393-7_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55393-7_24&domain=pdf
https://doi.org/10.1007/978-3-030-55393-7_24


264 P. Guo et al.

senses of the word in context. Supervised methods, on the other hands, rely on
annotated semantic corpora for training. Even though supervised methods have
surpassed knowledge-based methods, supervised methods still suffer from two
major challenges.

Table 1. An example of WSD task (target word and label is highlighted with Bold
font).

Context:

Visits and interviews with key personnel were also undertaken

Candidates:

1. undertake%2:41:01::

Gloss: accecpt as a challenge

2. undertake%2:41:00::

Gloss: accecpt as a charge

3. undertake%2:36:00::

Gloss: enter upon an activity or enterprise

4. undertake%2:32:01::

Gloss: enter into a contractual arrangement

5. undertake%2:32:00::

Gloss: promise to do or accomplish

First, WSD has the problem of variable size of label candidates, because
different words have totally different label candidates. Traditional supervised
methods usually trained a dedicated classifier for each word, such as IMS [18],
which makes it impossible to scale up to all-words WSD, for the words not
in training corpus have no suitable classifier. With the breakthroughs of the
pre-trained contextual word representation, recent methods focus on creating
sense-level representations and use a simple Nearest Neighbors (k-NN) method
for classification, an example of this method is LMMS [6]. One disadvantage of
these methods is that the algorithm must compute the distance and sort all the
candidate senses at each prediction, which means we need to have access to all
training data any time we want to disambiguate a word.

The other bottle-neck of supervised WSD is the lack of the annotated corpora.
And the production of annotated data in WSD is even more complicated than
other NLP tasks, for semantic annotation needs expert annotators. And so far,
the most common manually annotated corpus remains to be SemCor [10]. To
deal with the data hungry problem, different approaches use various kinds of
external knowledge.

One popular method is to utilize gloss (sense definition) to represent sense,
match context with each gloss, and take the sense corresponding to the best-
matching gloss as the prediction results. GAS [8] and HCAN [7] incorporates
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gloss information (a sentence that extensionally explains a word meaning).
LMMS takes advantage of the semantic relations in WordNet (synset, hypernym
and lexname) to extend annotated corpus. GlossBERT [3] constructs context-
gloss pairs and fine-tune the pre-trained BERT model. Although these methods
integrate gloss information, they may not make full use of gloss knowledge. All
of the models above encode gloss information separately with no consideration
of other glosses. And as Table 1 shows, two quite different senses (the first two in
the table) have nearly identical glosses. How to use different gloss representations
to denote different senses remains to be a tricky problem.

Recently, the pre-trained language models, such as BERT [2] and XLNET
[17], encode several linguistic information and produce contextual word repre-
sentations. They have achieved excellent results in several NLP fields. In this
paper, we propose Multi-Glosses BERT (MG-BERT) model that jointly encodes
context and multi-glosses into embeddings. We first preprocess raw data into
Context with Multi-Glosses format and then feed them into a BERT base model.
Instead of training a dedicated classifier for each individual word, we propose a
new method that we treat the gloss embeddings as the classifier weight matrix.
Thus, as long as we have a word’s glosses, we have the dedicated classifier for
the word. What’s more, we also design a Space Transforming Classifier that can
convert different label space to a same one. Our contributions are summarized
below:

1. We propose Multi-Glosses BERT (MG-BERT) model which pays attention
to the divergences among glosses. Our model can generate nearly orthogonal
gloss embeddings which are more suitable for WSD tasks.

2. We design three classification algorithms, all of which can solve WSD task
with full-coverage of WordNet. We adopt gloss embeddings as weight matrix
for the first two algorithm, and design a label space transforming algorithm
for the last one.

3. We conduct several experiments and experimental results show that our MG-
BERT model achieves new state-of-the-art performance on all English all-
words WSD benchmark datasets.

2 Related Work

Although some restrictions are on the supervised methods, the best performances
in WSD still belongs to the supervised ones. Many of the approaches have learnt
from the knowledge-based methods to use the lexical resource to enhance their
sentence representations. Some use glosses (sense definitions) and others even
take the graph structure, hypernym and lexname etc., to try to solve WSD on
full-coverage of WordNet without MFS (Most Frequent Sense) fallbacks.

GAS and HCAN combine gloss information in WordNet with the context in
training data. The models use GloVe embeddings [13] as their sentence embed-
dings, and through two Bi-LSTM models for generating contextual embeddings
of the context and the gloss respectively. Both of these works rely on MFS fall-
backs.
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Static word embeddings, such as GloVe, suffers from the meaning conflation
around word types. And start with ELMo [14], the implementation of the con-
textual embeddings has gradually gained wide attention. The contextual embed-
dings is context-sensitive, which means that the same word, given different con-
text, will be represented differently. Soon, BERT came out, and achieved new
state-of-the-art results on 11 NLP tasks. BERT model uses multi-layer bidi-
rectional Transformer encoder, and is pretrained on a large corpus. For better
performance, BERT model has to be fine-tuned on the specific tasks.

Contextual Word embeddings have proven to encode the context into them
and this gives an important cue for the word disambiguation. Indeed, with the
contextual embeddings generated by BERT, a simple k-NN method can surpass
the performance of all the previous methods. However, this method still relies
on MFS fallbacks. LMMS created sense-level embeddings with full-coverage of
WordNet. LMMS used synsets, hypernyms, lexnames and the aggregation of
them to generate the missing sense-level embeddings. Instead of adopting k-NN
method, GlossBERT treats WSD tasks as a sentence-pair classification problem.
For a target word that has N senses, GlossBERT constructs N context-gloss
pairs, and choose the sense which has the highest probability.

Although attempts are made to integrate gloss information into the models,
the gloss embeddings they generated are usually similar to each other and may
influence the results of their model. In this paper, we present MG-BERT model, a
BERT-based model that simultaneously encodes the context of the target word
and all its glosses into embeddings. We prove that gloss embeddings can be
applied as the weight matrix of classifier. Furthermore, we also design a Space
Transforming Classifier, which transform different label space to a same one.

3 Multi-glosses BERT Model

Our model can be divided into two parts: Embedding Generator and Space
Transforming Classifier as we illustrate in Fig. 1. We formulate raw data to the
Context with Multi-Glosses shape and then through our Embedding Generator
to generate target word embedding and its corresponding sense embeddings.
Then, our Space Transforming Classifier transforms the original label space to a
unified label space and calculates the probability distribution over all the possible
senses of the target word. We will describe each part thoroughly in this section.

3.1 Notations

In this paper, we denote the target word as x, its context sentence of length l
as Cx. We use cix to other tokens in the context sentence Cx where i to index
tokens.

Cx = (c1x, ..., x, ..., clx) (1)

For each target word x, its candidate senses are dented as {s1x, s2x, ..., sNx }, where
N is the total number of the candidate senses. All candidate senses form a label
space denoted as ΩS

x .
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Fig. 1. A high-level view of our MG-BERT model, the embedding generator encodes
the context and M glosses into embeddings simultaneously while the Space Trans-
forming (ST) Classifier outputs the probability distribution over all sense candidates

six ∈ ΩS
x , i = 1, 2, ..., N (2)

And each sense six has a sense definition called gloss, denoted as Gi
x. Like the

context sentence, we use gijx to the jth word in the ith gloss of the target word
x. The length of each gloss Gi

x is li.

Gi
x = (gi1x , ..., gijx , ..., gilix ), i = 1, 2, ..., N and j = 1, 2, ..., li (3)

Thus, our goal is to find the most closely related sense six from ΩS
x given the

target word x and the context Cx.

3.2 Context with Multi-glosses

To better leverage gloss information, we reshape the raw data to form Con-
text with Multi-Glosses. An example of Context with Multi-Glosses is shown
in Table 2. We use M , a hyperparameter, to control the upper limit of glosses
we combine together with the context each time. To emphasize which word the
target word is, we add double quotation mark around the target word x in the
context Cx. Then we concatenate the context and all its glosses together with
[CLS] and [SEP ] marks. For the words that have more senses than M , N > M ,
we divide its senses into �N/M� groups, where �� means the ceiling of the num-
ber. We keep the first �N/M�−1 groups M senses and the last group ≤ M senses.
In each group, we extract the corresponding glosses and concatenate them with
context.
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Formally, if we use Ti to represent the actual number of glosses ith group
has, use n to represent the number of groups a target word needs. We have:

n = �N/M� (4)

If N ≤ M , which means n = 1, then:

T1 = N (5)

If N > M , which also means n > 1, then:

Ti = M, i = 1, ..., n − 1 (6)

Tn = N − M ∗ (N − 1) (7)

3.3 Embedding Generator

The embedding generator encodes the context and the glosses into embeddings.
To better extract the semantic relationship among context and glosses, we adopt
BERT base model for producing the embeddings. We modify BERT model so
that it can match our Context with Multi-Glosses. As we have multi-sentences
input, we use 0 and 1 as segment tokens alternately as shown in Table 2. We use
the same truncating methods (always truncating the longest sentence) as BERT.
We take the last hidden layer of BERT as our embedding. Intuitively, all words
in the context Cx have influence on the disambiguation task, thus, we sum up
the tokens corresponding to the context Cx as our target word embedding ex.
Similarly, we sum up the tokens corresponding to each gloss Gi

x as each gloss
embedding eGi

x .

ex =
∑

Cx

BERT(Cx +
T∑

i=1

Gi
x) (8)

eGi
x =

∑

Gi
x

BERT(Cx +
T∑

i=1

Gi
x), i = 1, 2, ..., T (9)

where
∑

X means to sum up the tokens corresponding to the X part, BERT(·)
means the last layer representations of BERT model, and Cx +

∑M
i=1 Gi

x denotes
one group of our Context with Multi-Glosses. Finally, we concatenate the sense
embeddings together to form a gloss matrix eMG

x . As mentioned above, different
groups have different values of T . We pad the gloss matrix with 0 vector to
match the matrix dimension to a fix number M .

If T = M :
eMG
x = [eG1

x : ... : eGT
x ] (10)

If T < M :
eMG
x = [eG1

x : ... : eGT
x : 0 : ...] (11)

where: means concatenation operator.
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Table 2. An example of Context with Multi-Glosses, target word in context is empha-
sized with double quotation. We apply 0 and 1 alternately as segment ids.

Context with Multi-Glosses:

[CLS] Visits and interviews with key personnel were also “undertaken”.
[SEP] accept as a challenge [SEP] accept as a charge [SEP] enter upon an
activity or enterprise [SEP] enter into a contractual arrangement [SEP]
promise to do or accomplish [SEP]

Segment Ids:

0[CLS] ... 0context ... 0[SEP] ... 1gloss ... 1[SEP] ... 0gloss ... 0[SEP] ... 1gloss ...
1[SEP] ... 0gloss ... 0[SEP] ... 1gloss ... 1[SEP]

3.4 Classification Algorithms

As mentioned in Sect. 3.1, the label space ΩS
x varies with x, which makes it

impossible to use a traditional unified classifier for all words. Traditional classi-
fiers can be formulated as:

Y = Wx × x (12)

where Wx is the classifier weight matrix, which also varies with the target word
and need dedicated training. Thus, each word needs to train a dedicated weight
matrix Wx, which makes traditional methods only capable with the small frac-
tion of WordNet senses covered by the training corpus.

To solve the problem of disambiguating words with only small fraction of
WordNet, we propose three classification algorithms, Gloss Matrix Classifier
(GMC), General Gloss Matrix Classifier (GGMC) and Space Transforming Clas-
sifier (STC). GMC and GGMC are two methods suitable for WSD task, which
we use the gloss matrix as weight matrix Wx. Different from the two algorithms
above, STC maps different label space ΩS

x to a same space. Thus, STC is not
restricted in WSD task, it can be applied to other tasks which also have different
label space problem.

Gloss Matrix Classifier. In traditional classifier, each row in Wx multiplies
with our input x and the outcome serves as the score of how much our input
matches this class. So, each row in Wx can be seen as the feature of each class.
In WSD task, we can seem the gloss embeddings, the sense definitions, as the
feature of senses, which means that our gloss embeddings can serve the same
purpose as Wc. So, we use eMG

x as the weight matrix, and the classifier can be
rewritten as:

Y = eMG
x

T × ex (13)

Our gloss matrix can also be learnt through training in our Embedding Gener-
ator.
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General Gloss Matrix Classifier. In order to improve our model expressive
ability, we try to add another weight matrix Wa to our classifier, the function
can be formulated as:

Y = eMG
x

T × Wa × ex (14)

where Wa ∈ IRH×H , H is the hidden size of our embedding.

Space Transforming Classifier. As the first two classifiers use different gloss
matrix eMG

x as classifier weight matrix, each word still can be seen having a
dedicated classifier. Differently, our Space Transforming Classifier tries to map
different label space ΩS

x to a same label space. Though target word x and its
corresponding label space ΩS

x changes simultaneously, the relationship between
them remain invariant. So instead of taking the target word embedding ex as
input, our Space Transforming Classifier takes the relationship between target
word x and its corresponding label space ΩS

x as input, and aims to find out
the sense with the highest relationship score. Our Space Transforming Classifier
replicates the target word embedding ex M times, and then concatenates it with
the gloss matrix. Then we use a single-layer perceptron such that:

Y = Wa[(ex)M : eMG
x ]T (15)

We scaled our classifier function, Y ∈ IR1×M , with the scaling factor 1√
H

.
Then, we use softmax function to generate probability distribution over sense
candidates, which formulates as:

P (six|Cx) ∼ softmax(
Y√
H

) (16)

where six ∈ ΩS
x . We select the sense with the highest probability score as our pre-

diction. During training, all model parameters are jointly learned by minimizing
a standard cross-entropy loss between P (six|Cx) and true label.

4 Experiment and Evaluation

4.1 Training Dataset

We use SemCor as our training set, which is the largest corpus manually anno-
tated with WordNet senses. It has 352 documents for a total of 226,036 sense
annotations and is the most popular corpus used for training WSD systems.

4.2 Evaluation Dataset

We evaluate our model on several English all-words fine-grained WSD datasets.
To be fair, we use the same benchmark datasets proposed by Raganato [16]. The
datasets are from the Senseval and Semeval competitions, which are Senseval-2
(SE2), Senseval-3 task 1 (SE3), SemEval-07 task 17 (SE07), SemEval-13 task
1 (SE13) and SemEval-15 task 13 (SE15). Following previous methods [15], we
use SE07 as our validation set to find the optimal settings of our framework.
Other four datasets are used as testing set.
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4.3 Implementation Details

In this paper, we use BERT base model for fine-tuning, which has 12 layers of
transformer blocks with 12 self-attention heads each. The hidden size is 768. To
balance sequence length and batch size, we set M to 10, sequence length to 256
and batch size to 16. Noteworthy, with M = 10, all words need only two turns
to get the final prediction. We trained our model on a GeForce RTX 2080 Ti for
4 epochs with learning rate as 2e−5.

For the words that have multi-groups inputs, as mentioned above, during
training, if the correct sense is not in group, we randomly choose a sense and
replace it with the correct sense. Thus, we make sure that each group has a cor-
rect label and use it as supervised signals during training. While during testing,
as we do not have label data in advance, we select the sense corresponding to
the highest probability from each group. And instead of simply taking the high-
est probability as our final result, we use these senses to construct context with
multi-glosses again, and feed back into our model for another turn prediction.
We repeat this procedure until the words have only one group input and we
choose the highest probability sense.

4.4 Results and Discussion

We show the performance of some prior models on the English all-words WSD
benchmark datasets in Table 3, and compare the performance of our proposed
model with them.

The first block shows the MFS baseline. To disambiguate word, it simply
chooses the most frequent sense in the training corpus.

We select two knowledge-based models for comparison. One is Leskext+emb

[1], which is a variation of Lesk algorithm [5]. use word embedding to calculate
gloss-context overlap. The other is Babelfy [11], which builds a graph-based
architecture based on the semantic network structure from Babelnet.

Supervised models have remained surprisingly competitive for quite a long
time. We compare our approach with two traditional supervised methods. IMS
[18] method trains SVM classifiers and use semantic local features. Besides all
the features IMS used, IMSemb [4] utilized word embeddings as its feature and
improved IMS performance. Neural-based model aims to train an end-to-end uni-
fied model for WSD tasks. Bi-LSTMatt.+LEX+POS [15] used a neural sequence
learning task, with sequence of words as input and sequence of senses as output.
GASext [8] and HCAN [7] applied gloss information to the neural model and use
co-attention mechanism.

Recently, BERT has shown great performance on NLP tasks, and dozens of
BERT-based WSD models have come out. LMMS [6] created sense-level embed-
dings and utilize a simple K-NN method for classification. GlossBERT [3] treats
WSD as a sentence-pair classification problem by constructing context-gloss pair
and fine-tunes the pre-trained BERT model.

The final blocks in Table shows our results for the all-word English WSD
tasks. To be mentioned, the order of the glosses does have a slightly influence of
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Table 3. English all-words task results in F1-score(%). Bold font means new state-
of-the-art (SOTA) system

Model SE07 SE13 SE15 SE2 SE3 ALL

MFS baseline 54.5 63.8 67.1 65.6 66.0 64.8

Leskext+emb 56.7 66.2 64.6 63.0 63.7 64.2

Babelfy 51.6 66.4 70.3 67.0 63.5 66.4

IMS 61.3 65.3 69.5 63.0 63.7 68.9

IMSemb 62.6 65.9 71.5 72.2 70.4 70.1

Bi-LSTMatt.+LEX+POS 64.8 66.9 71.5 72.0 69.1 69.9

GASext - 67.2 72.6 72.2 70.5 70.6

HCAN - 68.5 72.8 72.8 70.3 71.1

LMMS2348 68.1 75.1 77.0 76.3 75.6 75.4

GlossBERT (Token-CLS) 71.9 74.6 79.3 77.0 75.4 76.3

GlossBERT (Sent-CLS-WS) 72.5 76.1 80.4 77.7 75.2 77.0

SG-BERTBaseline 67.9 72.2 78.1 77.3 74.8 75.0

MG-BERTGMC 74.1 78.5 80.7 79.8 77.8 78.8

MG-BERTGGMC 72.5 78.8 81.0 79.8 77.2 78.6

MG-BERTSTC 74.3 78.2 81.3 80.1 78.0 78.9

the outcome. We shuffle the glosses and conduct our experiment three times. The
fluctuation varies in an acceptable range and the outcomes show in Table 3 is the
average of our three experiments. SG-BERTBaseline is our baseline, which we use
context with single gloss(SG) as model input, just like GlossBERT without the
weak supervised signals. In SG-BERTBaseline, we adopt the same Gloss Matrix
Classifier as MG-BERTGMC . Compared with MG-BERTGMC , MG-BERTGMC

outperforms SG-BERTBaseline by a substantial margin. By jointly encoding M
glosses, our model obtains the divergences among glosses. What’s more, as we
use gloss matrix as weight matrix, the gradient can not only flow through single
gloss embeddings but also flow among glosses. Compared our MG-BERTGMC

with previous model, using gloss matrix as classifier weight matrix gains marked
improvement. Although the total number of parameters in MG-BERTGGMC are
more than those in MG-BERTGMC , the overall performance decreases slightly.
This is probably because the randomly initialized matrix destroyed the class
feature contain in the gloss matrix. Moreover, MG-BERTSTC performs better
than the other two models. Although no one systems always performs better on
all datasets, our MG-BERTSTC and MG-BERTGGMC achieve new state-of-the-
art performance on all datasets including evaluation set. Our model proves that
simultaneously encodes all gloss embeddings corresponding to the target word,
the WSD task can be improved by at most 2.2% F1-score.
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Table 4. Between-glosses similarities in our SG-BERT and MG-BERT models.

Model NOUN VERB ADJ ADV Avg.

SG-BERTBaseline 0.4360 0.4989 0.5408 0.4763 0.4687

MG-BERTGMC 0.0137 0.0153 0.0169 0.0175 0.0146

Orthogonal Gloss Embeddings. To better explain why our context with
multi-glosses mechanism can help improve the performance, we conduct an
experiment which calculates the cos-similarities between candidate gloss embed-
dings which belong to the same target word from SG-BERTBaseline and
MG-BERTGMC . We separate our results with parts-of-speech (POSs) as shown
in Table.

From Table 4, we can find out that after we adopt context with multi-glosses
into our model, the gloss embeddings similarities greatly decreased, from 0.46
to almost 0 (orthogonal). This means that in our MG-BERT model, the model
can compare the glosses with each other and emphasize the divergences among
glosses. As our model is to calculate the similarities between the context embed-
ding and the gloss embedding to do the classification, having nearly orthogonal
gloss embeddings will greatly improve the performance. What’s more, we can
also find that in both models, VERBs and ADJs have more similar gloss embed-
dings than NOUNs and ADVs, which is consistent with our understanding that
VERBs and ADJs are usually more difficult to disambiguate than NOUNs and
ADVs.

5 Conclusion

In this paper, we propose MG-BERT model for WSD task. Our model greatly
improves the performance on all WSD task because of two main advantages.
First, our model encodes all glosses together simultaneously. We proved that by
doing so, our model can learn about the divergences among glosses. As a result,
the gloss embeddings our model generated are nearly orthogonal, which greatly
improve our model performance. Second, we design three classification algo-
rithms, Gloss Matrix Classifier (GMC), General Gloss Matrix Classifier (GGMC)
and Space Transforming Classifier (STC), for WSD task with full-coverage of
WordNet. In the first two, we try to use gloss embeddings as weight matrix of
our classifier, which achieves great improvement. For the last, we transform dif-
ferent label space to a same one. This algorithm can be extended to other fields
with the same problem. Results show that our model outperforms all existing
models and achieve new state-of-the-art performance on all WSD benchmarks.
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Abstract. People are checking different sites before doing their business to either
purchase any item online or select any service or product. Many commercial sites
rely on the reviews to evaluate their product and services. Other sites are especially
designed for the users and reviews to e valuate any product or service. However,
select the best review is still a big challenge for the user to select.Manyworks have
been proposed to select the best reviews but with contain redundant information.
The best personalized review that is really related to the main topic that the user is
searching on is very important. For this reason, in this work, a new personalized
reviews’ selection is proposed.We based on the idea of that different point of view
for the user causes different evaluation and revering. For this reason, searching on
the best reviews in a specific subject gives more accurate and significant selection
results. In this paper, design a new approach for the best personalized reviews’
selection that is based on two stages. The first one in the predict the subject
aspect modeling (distribution) based on using the A latent Dirichlet allocation
(LDA) model. Second, we design a new weighted personalized reviews selection
based subject aspect scoring function to select the top personalized reviews. The
experimental results show our method selects reviews that are more focusing on
the product or service subject aspect. The reviews that are more emphasizing on
a different subject are selected.

Keywords: Personalized reviews · Subject aspect · LDA · Top personalized
reviews

1 Introduction

Users who regularly make purchases via e-commerce websites such as CNet, Shopping
and Amazon usually post their experiences on the website in the form of reviews. Con-
sumers are permitted to write their reviews which reflect their opinion on the purchased
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goods or services. Consumer reviews have become a significant form of content gener-
ated by the customer which serves as a reliable source of information. The posted data
can benefit a wide range of entities, including product designers, product manufacturers,
potential users, and owners of e-commerce websites.

Online reviews have become a significant type of customer-produced content It is
typical of online users to be eager to read all reviews of a specific product that is of
interest to them [13, 16] this is particularly true for mobile apps where the display
screen is small and resources are limited. A five-inch screen, for example, can display
only two restaurant reviews from Yelp.com. Most of the time, most users just read the
reviews at the top and use it to make a purchase. Thus, selecting and displaying only
a set of best N reviews to a customer, a likely massive number of product reviews, is
a very serious challenge. Many online portals solved this problem using inappropriate
and unethical methods, since they chose only the reviews with the highest ratings [1].

In general, various previous works have focused on the selection of the best quality
reviews [10–14]. Some major aspects of a product being reviewed may be excluded
because some of these methods used by it are not accountable for redundancy in the
content of the review. Recently conducted studies to offer a comprehensive analysis
of the item (i.e., product aspects) [2, 3, 16] They have concentrated on the systematic
inclusion of aspects of the company as a detailed rating of the top reviews.

Based on literature evaluation of previous approaches, studies have investigated how
the various aspects of products are relevant to users [1, 6, 9], Although they failed to use
this element to increase the rating of reviews. Therefore, previous techniques continued
to maintain the same group of top reviews to different users without taking into account
their varying interests (e.g., U1 and U2). Against this context, our approach focuses on
improving the type of top reviews that are shown to customers as they search for product
details and regard user expectations as customization. The enhancement would allow the
user to pick the aspects of a product which are more important to themselves. Similar
to the previous algorithms, the proposed method is capable of selecting high-quality
reviews covering various aspects of a product, with a focus on the user-focused product
aspects.

After identifying which aspects are valuable for the customer, one more issue will
be how to choose the reviews which will be presented to the user based on the aspect of
the product that is of interest to them. The proposed framework for a product to retrieve
the customized sub-set of reviews based on aspect analysis (TPRS) therefore involves
two steps. The first one in the modeling (distribution) of the subject aspect based on
the use of the model A latent Dirichlet Allocation (LDA). Furthermore, design a new
weighted personalized review scoring function for the selection of top custom reviews
based on the subject aspect. Since the reviews cover essential aspects of the product, our
approach is always mindful of their feelings. The findings of the present study show that
the proposed model will summarize feedback and add a limited subset of feedback that
takes into account user expectations and preferences.

The remaining part of the paper is categorized according to the following. Section 1
shows preceding studies on methods of selection review and other related techniques.
Section2Will provide various definitions, formularizationof problems. Section3System
for the design of topic aspects. Section 4 describes the methodology suggested here.
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Section 5 Provides the experimental findings and comments on the study issues and
performance. Section 6 sheds light on the conclusions drawn and on suggestions for
future sample selection study.

2 Literature Review

Extensive knowledge, the proposed Subject Aspect Modeling, and Top Personalized
Review Selection(TPRS) issues were not evaluated in an earlier study however there are
a number of related works discussed in this section.

In previous studies carried out by [1, 3, 4, 10], LatentAspectRatingAnalysis (LARA)
that is an opinionated text data analysis was proposed. The LARA analyses any opinion
that is given of a product in a social network review in terms of relevant subjects for the
discovery of each reviewers’ latent opinion on the various subjects, and the subjective
emphasis on the various aspects when an overall judgment of the entity is given. No
attention has been paid to personalized reviews and the aspects that are of interest to
users.

In [2, 6, 8] a system for automatic summarization was proposed and developed. In
the proposed system, the use of topic representation approaches is employed first of all
obtaining an intermediate representation of the text that covers the discussed topics in
the input. However, no attention was paid to the preferences of the costumers.

The study carried out by [9, 12] showed how consumers’ subjective preferences for
various product features can be learned using textual data, and how textual data can be
used for predictive modeling of future changes in sales.

In [11], the authors investigated divergent aspects of review text like readability, the
usefulness of information, subjectivity, and linguistic correctness in reviews as factors
that influence sales and perceived usefulness. The study focused on the extraction of
different aspects but paid no attention to the preferences and interests of customers.

An analysis of the emotional content of a huge amount of online product reviews
was carried out by [13–15] using (NLP) methods. Their main aim was the reduction of
data dimensionality, rather than focusing on the interests of customers.

In order to analyze the sentiments of people, their emotions, attitudes, opinions, etc.,
[11, 16] proposed (SA) system. The system is intended to perform the analysis in terms
of elements like topics, individuals, products, services, organizations, etc.

A set of design guidelines for aspect-based opinion mining was presented by [9, 15].
In their studies, they discussed different complex LDA models. They also proposed a
novelmethodology that can be used in the identification of review factorswhich shoppers
can utilize in evaluating the usefulness of reviews.

In a study conducted by [13], a system was proposed for the extraction of reviews of
product attributes and the polarity of the attributes.in their study, customers are presented
with a graphic representation of the better version of two products using some criteria
which include the date of review, start rating, the polarity of reviews and helpfulness of
the review score. The review of previous studies has shown that no studies have been
carried on the selection of personalized review base on aspect and sentiment analysis
and putting into consideration the preferences of the customers.
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3 Problem Formulation

3.1 Notation

In terms of defining our problem, we assume that the set of users are defined as U =
{u1, u2, . . . , un}, and set of products are defined also as P = {p1, p2, . . . , pm} where
(n) and (m) are the users and products dimensional set. Basically, each product in the
products set (P) belongs to the same domain (m). Usually, each sub-set of products are
sharing the same subject aspects such as hotel, restaurant, etc. In this case, we define
a set of subject aspect features that each subset of product is sharing with such that
as A = {a1, a2, . . . , ad} where (d) is the dimensionality of the subject aspect feature
set. For instance, (U) includes set of users form the airlines services website, (P) also
includes different airlines companies such as American airlines, United etc. (A) includes
different subject aspects that the users (U) are concerned about each product (Airlines
company) in (P) such as the “service type”, “delayed flight”, “cancelled flight”, and/or
“customer services”.

Typically, each user (u j∈n) from the defined users set UU∈R can write review about
any product (p j∈m) from the defined product list (any product website set) P P∈R. In
this case, we denoted the (r j

i ) to be a review that is written by (ui ) to accomplish his/her
opinion, concern, or idea about a certain product (p j ). Different review form that the user
can obtain his opinion about the product such as text review or certain recommendation
tag such e.g. number of starts that the user (ui ) can give to the product (p j ).

3.2 Reviews Objectives

The main objective of writing a review (r j
i ) form a certain user (ui ) about any product

or service (p j ) is to evaluate that product. I n another word a set of reviewers are written
by set of users to describe and evaluate a product. In this case, we want to discuss the
variety of different review forms that the users are used to describe their opinion. As been
discussed, there are many forms that the users can used to describe their opinion about
the product. One of them such as starts recommendation form does not provide plenty
of space for the user to describe his/her idea. Rather than that the other user can not have
much information about the reason (lack number of starts) about that product. Another
formulation is the text review. This form provides more space for the user to describe
his/her idea about the product. However, this formula of the product evaluation has some
difficulties about what the ground truth of product’s reviews. In another words, what you
will care about the product/service. This causes some issue since there is no limitation
for the user to write his/her review. For instance, user (u1) can write his/her opinion
(text) about a product (p1) to have a review (r11 ). In another way, another user (u2) can
write the same review about the same product (p1) but using different vocabulary in
different subject which causes having another review (r12 ). This issue can enlarge our
domain which causes some difficulties to select which review is the best.

To overcome this issue, we propose a knowledge representation reduction in which
what (ui )was caring about (p j )when he/shewrote the review (r j

i ). In another words, we
will try to re-modeling the set of reviewers (A) and redwing them based on their subject
aspectwe called subject aspectmodeling. The subject aspectmodeling is a distribution of



280 M. Al-Khiza’ay et al.

what themain subject that a set of users having the same review about the same product or
service based on a certain subject. For instance, set of users (ui ∈ U) are having the same
subject when they have evaluated the same product (p j ∈ P) but using m-dimensional

vector of vocabulary to describe the same subject �i
j =

(
φ
i, j
i , φ

i, j
2 , . . . , φ

i, j
m

)
based on

using the same set of reviews A = {a1, a2, . . . , am}. Each factor φ
i, j
l in �i

j represent a
certain subject aspect of (al) of product or service (pl) to a user (ul). In our proposal,
we try to extract the main subject aspect (distribution) (�i

j ) based on the same set of

reviews (r j
i ). In another words, if a set of users (ui ) have written the different reviews

to evaluate a product (p j ) then (�i
j ) can subject them based on different aspects.

3.3 Top Personalized Reviews Set Selection

Personalized reviews’ selection is defined as the select a set of tops of users give the
best review about the certain product. Let assume that the

(Rp
i

)
is a set of reviews that

are written by set of users
(Ru

i

)
. In this case, the top personalized reviewers’ selection

is defined a best set of reviews that the algorithm will retrieve to the user based the
requested key. For example, if a user (ui ) request a review about a certain product
or service (p j ) using a user defined key (k), the top-reviewers section will retrieve a

k − si zed of users’ subset
(
R̂i, j

)
that match the product

(Rp
i

)
. The main criteria of

selecting the best reviews is based on predict the best subject aspect (�i
j ) that surmised

and grouped the users (ui ) and then select the best top review sets of a product that are

same for different users where
(
R̂x,y = R̂i, j

)
for any user (ux , ux ∈ U , x �= y).

4 Subject Aspect Modeling (SAM) Framework

Subject aspect model is defined as a collection of U reviewers with set of certain sub-
ject aspect (A). Subject aspect model is a mixtures model of set of different subjects
θ1, . . . , θD , over different K of topics that characterized by vectors of word probabilities
ϕ1, . . . , ϕK . The model assumes that the subject aspect model mixtures θ1, . . . , θD , and
the topics ϕ1, . . . , ϕK follow a Dirichlet distribution with concentration parameters α

and β respectively[4].
The subject aspectmodel θ1, . . . , θD basedmixturemodel produces set of probability

vectors of length K , where K is the number of topics. The entry θdi in the subject aspect
modeling is the probability of topic i appearing in the dth document. The subject aspect
model mixtures correspond to the rows of the Document Topic Probabilities (DTP). The
topics ϕ1, . . . , ϕK are probability vectors of length V in each subject, where V is the
number of words in the topic vocabulary. The entry ϕiv corresponds to the probability
of the vth word of the vocabulary appearing in the i th topic. The topics ϕ1, . . . , ϕK

correspond to the columns of the Topic Word Probabilities property (TWP) in each
subject [5].

A latent Dirichlet allocation (LDA) model is a text document topic model which
discovers underlying topics in a collection of documents and infers word probabilities in
subject aspects (topics). The following flowchart illustrates the personalized best review
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selection based subject aspect topic modeling based LDA as a probabilistic graphical
model. Given the subjects ϕ1, . . . , ϕK , the Dirichlet prior α on the topic mixtures, LDA
assumes the following generative process for a text reviews to subject them. Under this
generative process, the joint distribution of a document with words w1, . . . , wN , with
topic mixture θ, and with topic indices z1, . . . , zN is given by Eq. (1) [6, 7]:

p(θ, z, w|α, ϕ) = p(θ |α)
∏N

n=1
p(zn|θ)p(wn|zn .ϕ) (1)

where N is the number of words in the document. Summing the joint distribution
over z and then integrating over θ yields the marginal distribution of a text document w
[8]:

p(w|α, ϕ) = a∫
θ

p(θ |α)
∏N

n=1

∑
zn

p(zn|θ)p(wn|zn .ϕ)dθ (2)

The Dirichlet distribution is a continuous generalization of the multinomial distri-
bution. Given the number of categories K ≥ 2, and concentration parameter α, where α

is a vector of positive reals of length K, the probability density function of the Dirichlet
distribution is given by [9, 10]:

p(θ |α) = 1

β(α)

∏K

i=1
θ

αi−1
i (3)

where β denotes the multivariate Beta function given by

β(α) =
∏K

i=1 �(αi )

�
(∑K

i=1 αi

) (4)

A special case of the Dirichlet distribution is the symmetric Dirichlet distribution.
The symmetric Dirichlet distribution is characterized by the concentration parameter α,
where all the elements of α are the same [8–10].

5 Proposed System: Top Personalized Reviews Selection (TPRS)

5.1 Predicting Personalized Subject Aspect- Distribution

Based on the idea of themain standard approach for recommendation systemby applying
the collaborative filtering [11–13] that bases basically of the preference aggregating to
find the similar user’s target ui .

To predict the important subject aspect θi that belongs to the user’s target ui to select
the best review p j , we first aggregate the whole subject aspect distribution model �v

j
as been showing “Personalized Reviewers Selection based Subject Aspect Modeling”.
Each user uv who has comments on the p j is included and aggregated in the subject
aspect importance distribution �v

j . In this case, each �v
j is weighted and scored based

on the correlation score and similarity between the user’s subject aspect profile (aspect
profile) which is denoted as λi . That means two reviews are close to each other and
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similar if they agree with each other and write a review in the same subject aspect which
is denoted as P .

Mathematically, illustrate that by assuming that weighted average of the similarity
score between each review is drawn based on the mean average score of the subject
aspect importance distribution as it shown in Eq. (5) [14]:

wi, j = cost
(
λi , λ j

)
(5)

Wherewi, j is the similarity score between two reviews based on the cosine similarity
score between two reviews’ profiles λi , λ j which in other word means the subject aspect
importance distribution.

Each review’s profile such as λi and λ j in the subject aspect importance distribution
�v

j is drawn based on the prediction score of each review and different subject aspect

�i
j as it shown in the Eq. (6) [15]:

�i
j =

∑
uv∈Uj

wi,v�v
j∑

uv∈Uj
wi,y

(6)

Where Uj illustrates reviews that comments on the same subject aspect p j . Among
set of different reviews ui on different product p j we define a best personalized review

scoring selection function Fps

(
R̂

)
as the Eq. (7) illustrates below:

Fps

(
R̂

)
=

∑
al∈A

(
�i

j + δ
)
f
(
R̂, al

)
(7)

Where �i
j is the estimated subject aspect importance distribution between each

review and each subject as is illustrated as a pair of
(
ui , p j

)
as the Eq. (8) shows below:

�i
j = φ

i, j
1 , φ

i, j
2 , . . . , φ

i, j
m (8)

Where m is the descent distribution number of different subject.
By adding the δ to the main equation of the best personalized review selection (8)

which is set-up to 10−4 in case of impact the importance of the prediction subject
aspect. In this case, and after adding the δ to the estimated subject aspect importance
distribution �i

j the personalized weighted average of each review based each subject
aspect in the final prediction score become non-zero. In this case, the best personalized
reviews’ selection and prediction function gives a chance to each subject aspect to be
selected which becomes less sensitive and more accurate for all reviews the written on
any product based different subject aspect viewpoint.

5.2 Top Personalized Selection Based Subject Aspect Modeling

In order to select or retrieve the best top personalized reviews R̂i, j after estimated the

subject aspect modeling of the reviews set �i
j =

(
φ
i, j
1 , φ

i, j
2 , . . . , φ

i, j
m

)
for different
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users (ui ) to the same product or service (p j ) by (ui, p j ), the selection reviews process
is needed. Simple, the reviews are ranking based on their rating and the best one is
selected [16]. In this case, the main issue is that many redundancies are accrues sine two
or more users rating of reviewing the same product using different text. To overcome this
issue, the comprehensiveness way to retrieve the best reviews based the subject aspect is
proposed in this work. To select the best review R̂i, j the selection process should go over
many subject related to the user query to ensure that is related to the same service/product
(p j ) within the same subject aspect as possible. In our subject aspect selection process,
first every review is scoring by using the quality function (q). The quality function maps
every review (r) to a real score (number) q(r) as is it given in Eq. (9) [13].

(9)

where f
(
R̂, al

)
is denoted as that how much

(
R̂

)
is contributing on providing

information on subject (al) when the product (p j ) is evaluated or reviewed.
Basically, to find the best review, the scoring function is maximized by the best

review selection based subject aspect as is defined as is shown in Eq. (10) [11, 16]:

f
(
R̂, al

)
= max

r∈R̂al

q(r) (10)

where R̂al is denoted as a set of reviews in R̂ that is mentioned before at al .
This value is used as a key to be retrieved from the data through the selection process.

In this case, one review may have different scoring value related with different subject
aspect. At the end the highest score will be selected to retrieve that review for the related
subject.

Moreover, to consider the best personalized reviews among different subject aspect,

the scoring function F
(
R̂

)
is adjusted based on each product/service that is related to

that subject.We assume that the top personalized reviews’ selection is retrieving different
reviews (al) form different users (ui ) on product/service (p j ), a personalized subject

aspect scoring Fp

(
R̂

)
is define to ensure that the best score is selected regarding to the

main related subject aspect
(
R̂

)
as is shown in Eq. (11):

Fp

(
R̂

)
=

∑
al∈A

(
φ̃
i, j
l + δ

)
f
(
R̂, al |p j

)
(11)

Where φ̃
i, j
l is denoted as the predicted related subject aspect of the user (al) to the

product/service (p j ), and δ is the weighted factor (normalization) that is setup to very
small value. The top personalized review’s selection based subject aspect modeling is
described below in Algorithm 1.
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6 Experimental Results

6.1 Reviews Analyzing Based Subject Aspect Model

In this experiment, estimated the subject aspect distribution
(
�i

j

)
for each review on

a product (p j ) by user (ui ). First, fit an LDA model with 4 Subject Aspects (an initial

subject aspect number k). In order to predict the
(
�i

j

)
, a Latent Dirichlet Allocation

(LDA)model is used for subject aspect modeling which discovers underlying the subject
aspect (topics) in a collection of review’s comment text and infers word probabilities in
subject aspect (topics).

Randomly select two reviews and visualized personalized subject aspect scoring

Fp

(
R̂

)
. For example, in Fig. 1(a) shows the first reviews has 40%personalized similarity

score Fp

(
R̂

)
that is related to first subject, while it has about 20%, 22%, and 17%

personalized similarity scores that are related to subject 2,3, and 4 respectively. Also,

Fig. 1(b) shows the second reviews has 42% personalized similarity score Fp

(
R̂

)
that is

related to second subject, while it has about 23%, 16%, and 15% personalized similarity
scores that are related to subject 1, 3, and 4 respectively.

The top 10 words (bag of words) of each subject aspect distribution
(
�i

j

)
from each

review on a product (p j ) by user (ui ) is extracted and visualized.
Finally, the LDA model is used to predict the subject aspect for each review by

maximize the personalized scoring function F
(
R̂

)
for the whole reviews.
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Fig. 1. Personalized reviewers’ similarity scores visualization

6.2 Top Personalized Review Set Selection Based Subject Aspect

First have to select which subject that customer want to request in. for instance, the
second subject (UNIT SUBJECT), the main reviews set that are related to the unit
subject are retrieved and visualized. Have three criteria of the reviews (negative, neutral,
and positive), the reviews are order based on their personalized similarity score to this
subject respect to their response (negative as shown in blue plotting, neutral the orange
plotting, and positive reviews the yellow plotting). The individual distribution of each
criterion based over the whole reviews in the UNIT subject is shown in Fig. (2) below.

Fig. 2. Individual distribution of each criterion (negative, neutral, and positive) based second
selected subject

Finally, the top personalized reviews’ selection is retrieving different reviews (al)
form different users (ui ) on product/service (p j ), a personalized subject aspect scoring

Fp

(
R̂

)
.

Moreover, and the best weighted similarity scores
(
φ̃
i, j
l + δ

)
for the top selected

personalized reviews for each predicted related subject aspect φ̃i, j
l to the user (al) to the

product/service (p j ) where the initial value of δ is selected integer value based selected
subject aspect (Fig. 3).
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Fig. 3. Ordered top weighted personalized similarity scores for the top personalized reviews
selection

7 Conclusion

In this paper, a new personalized review’s selection approach based subject aspect mod-
eling is proposed and implemented. By relying on the idea of different users (reviews)
may have impacted on different subject when they wrote their evaluation (different sub-
ject aspect) for the same product or services. In this case, retrieve the top personalized
reviews based on selective subject aspect gives much accurate and significant results.
This approach requires to predict different subject aspect models (distribution). For
this reason, the latent Dirichlet allocation (LDA) model is used to predict the subject
aspects for the reviews text. LDA model discovers underlying topics in a collection
of text reviews and infers word probabilities in different subject aspects. Finally, top
personalized review’s selection based weighted simulate score for each user (review) is
calculated to retrieve the best personalized reviews. The experimental results show our
method selects reviews that are more focusing on the product or service subject aspect.
The reviews that are more emphasizing of different subject are selected.
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Abstract. Sarcasm detection is to identify the text with the author’s sarcastic
attitude. Verbal sarcasm is one main error sources of sentiment analysis tasks.
However, labeled sarcastic samples are expensive to obtain. Previous approaches,
e.g., model user and topic embedding from multiple perspectives together with
large-scale network training, are not suitable for real business scenarios that expect
low cost and high speed. In this paper, we propose a semi-supervised method
for contextual sarcasm detection in online discussion forums. We adopt author
and topic sarcastic prior preference as context embedding that supply simple but
representative background knowledge. Then we introduce a sarcasm-unlabeled
learning method to utilize a few labeled sarcastic samples and model the classifi-
cation boundary. Experiments are conducted on real-world data from Reddit, and
the results indicate the outperformance over existing methods.

Keywords: Semi-supervised learning · Sarcasm detection · Context modeling

1 Introduction

Sarcasm is a special rhetorical expression, often expressed in a positive literal sense
to express negative emotions, and it is omnipresent in daily conversations as well as
in written communication. It can change or reverse the true meaning of the sentence.
Automatic sarcasm detection is essential in different application domains, such as polit-
ical ideology analysis, sentiment analysis, and product research. There is evidence that
mining negative estimation from twitter can be utilized to generate revenue for clients. In
some natural language processing tasks, such as sentiment analysis, failure to consider
sarcasm is one of the main causes of system errors. Contextual sarcasm detection is
important to correct the sentiment analysis system.

The difficulty of sarcasmdetection lies in the inconsistency between real emotion and
literal emotion. Existing methods are mainly based on supervised learning and strongly
depend on the quality and quantity of labeled training data. Most methods [1, 2] train
neural networks with large scale data to find vocabulary and pragmatic clues from the
content. Porwal et al. [3] used a recurrent neural network (RNN) model along with
long short-term memory (LSTM) cells for sarcasm detection because it automatically
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captures grammatical and semantic information over Twitter tweets. Samonte et al.
[4] extracted features of the tweets such as pragmatic and punctuation, and built the
classification model by using a series of supervised learning algorithms such as Naïve
Bayesian and Maximum Entropy. But sarcasm is a contextual phenomenon as sarcasm
comprehension needs to be based on contextual information such as who is speaking
and in which subject. Researchers began to integrate context embedding to improve
classification performance. Oprea et al. [5] utilized multiple neural network models to
learn the historical tweets posted by the author, and obtained representations as author
context. Context-based approaches show significant gains in detection accuracy. These
methods [6, 7] also prove the validity of the context. However, all of the above detection
methods rely on large amounts of labeled data to model complex feature representations.
These methods have the following two limitations: (1) They require the design and
implementation of complex features, whose feature engineering is labor-intensive and
dependent on external tools and resources; (2) The models they built require a large
amount of labeled data and complicated deep learning networks.

In real scenarios, labeled sarcasm samples are hard to get and cost expensive human
labor. We consider that even though the mixed data is unlabeled, its feature distribution
contains some information that should be exploited. Instead of using large amounts of
labeled data, we can model the boundaries of their distribution with a small number of
sarcastic samples and a large number of unknown samples. In this paper, we carried
out the semi-supervised method for sarcasm detection which does not require abundant
labeled data and extensive feature engineering. We utilize the convolutional neural net-
work (CNN) to learn content representation and input the sarcasm-unlabeled learning
together with the satirical preferences as context representation to detect sarcasm with a
small amount of positive data (sarcastic data). Our model achieves the same or slightly
better results than the current advanced models with a small amount of labeled data and
a combination of uncomplicated features. In summary, the contributions are as follows:

(1) Wepropose the sarcasmdetectionmethodbasedon semi-supervised learning,which
can achieve 78% accuracy with only 10% (or less) labeled satiric samples.

(2) Without complex feature extraction and deep learning network modeling, concise
content and context embeddings are selected and the features are proved to be
effective by ablation experiment.

The remainder of this paper is organized as follows. The relatedwork is introduced in
Sect. 2. Section 3 describes the details of our proposed method. Section 4 demonstrates
the effectiveness of the proposed method with experiments. Finally, concluding remarks
are offered in Sect. 5.

2 Related Work

Socialmedia users are inclined to adopt a creative language such as sarcasm to express the
true meaning implicitly. In the past, researchers favored the use of supervised learning to
model sarcasm representations. Somemethods [8, 9] try to obtain sentence representation
with a combination of neural networks. Ghosh et al. [10] first identified satirical and non-
satirical tweets using a combination of convolutional neural networks, recursive neural
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networks (long-term and short-term memory), and deep neural networks. Majumder
et al. [11] obtained sentence representation using gated recurrent unit with attention
mechanism and presented a multi-task deep learning framework. They demonstrated
improvements in deep learning architectures. With the development of research, some
scholars began to add auxiliary information. Shimura et al. [12] leveraged the main
sense of words in different domains as auxiliary information to improve the overall
performance of text categorization. Liu et al. [13] performed a three-layer neural network
and conducted a statistical analysis to select the appropriate auxiliary variables. Their
model exceeded the state-of-the-art methods in three of the four datasets. Auxiliary
information, such as punctuation and emojis, has been shown to be effective in helping
the model understand the sarcastic samples. In recent years, researchers began to explore
more context representation, not just in sentiment-related field [14–16]. Hazarika et al.
[17] learned stylometric features, personality features, forum and content embedding
from historical comments, and utilized a neural network to classify sarcasm. The user
embedding model has proven most informative in a sarcasm detection pipeline so far.
Ghosh and Veale[18] presented a combination CNN/LSTM (long short-term memory
RNN) architecture, which uses the user affect inferred from recent tweets, the text of the
tweet, and that of the parent tweet as input. They showed when the speaker’s emotion
can be inferred at the time, detection accuracy will be significantly improved. Kolchinski
et al. [19] showed augmenting a bidirectional RNN with author representation improves
performance. The supervised learning method shows satisfactory results with sufficient
marking data, and the addition of multiple contextual features is indeed beneficial to the
detection of sarcasm. However, the heavy work of data annotation and complex model
construction make it difficult to apply automatic satire detection to the industry.

Recently, researchers have introduced the semi-supervised learning model for text
classification [20], sentiment analysis [21], semantic role labeling [22], and so on, which
used a small number of labeled samples to reduce dependence on data. Semi-supervised
learning is crucial for alleviating labeling burdens in people-centric sensing.Xu et al. [23]
proposed the semi-supervised sequential variational autoencoder which maximizes the
lower bound of variational evidence for data likelihood, and implicitly derived the under-
lying label distribution for the unlabeled data. They used only 2.5K labeled instances on
the Internet Movie Database data set and surpassed the supervised learning trained with
20K labeled samples. Lee et al. [24] built a base sentiment dictionary from a small train-
ing dataset by using a lasso-based ensemble model and used an adaptive instance-based
learning model to estimate the score of words outside the training data set. The perfor-
mance of this method can be compared with the supervised learning models trained on
large datasets. Semi-Supervised learning is favored by researchers because it requires as
little manual labor as possible and can provide relatively high accuracy. This is in line
with our intention to build a simple, lightweight sarcasm detector that does not require
complex data tagging and modeling work.

3 Methods

In this section,we present the technical details of our proposedmethod. First, we raise the
problem definition and notations. Then we cover the overview of the Semi-supervised
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method for ConteXtual Sarcasm Detection model (SCX-SD). Finally, we detail each
component of SCX-SD.

3.1 An Overview of SCX-SD

The task is to detect sarcastic text in topic forums, such as Reddit. LetU = {u1, . . . , uN }
be a set of users. Each user posts comments on one or more topic forums. T =
{t1, . . . , tM } is the topic set. Our goal is to find a model that predicts whether com-
ment Cij made by ui ∈ U on the forum tj ∈ T is sarcastic. In this paper, content refers to
the comment, and contextual information refers to the background information related
to the comment, which can assist in understanding the real sentiment of the comment.
It includes the information related to the author ui and the forum ti.

The overall architecture of SCX-SD is shown in Fig. 1. The model can be divided
into two parts: text representation (left) and semi-supervised classification (right). For a
comment Cij, we first generate the text representation (Sect. 3.2) which contains content
and context embedding. We choose CNN to learn max-pooling vectors as content rep-
resentation and then extract its context representation composed of the author’s satirical
preference and topic satirical preference. The author embedding and topic embedding
are obtained through the sarcasm analysis of the authors’ statements and statements on
different topics in the training set. From the training data, the context representations
of various known users and topics are generated. When predicting the test data, directly
take out the embedding of the corresponding author and topic, and enter it together with
the content representation into the classifier built with the training data. Finally, we con-
catenate the all embedding into the semi-supervised classifier (Sect. 3.3) to assign the
label “sarcastic” or “non-sarcastic”.

Fig. 1. The overall architecture of SCX-SD.

3.2 Text Representation

Content Representation. CNNs extract location-invariant local patterns to generate
text representations. Vectors capture both the syntactic and semantic forms which are
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helpful for our task. CNN contains the input layer, convolutional layer, pooling layer,
fully-connected layer, and output layer. Since we don’t use CNN for supervised learning
to directly obtain the classification results, but utilize the text representation generated
by CNN as the input of the semi-supervised classifier, so we select the pooling layer
vector instead of the dense layer behind.

Given a user’s comment Cij, which is a sentence composed of n words S =
[x1, x2, · · · , xn]. The input sequence consists of word embedding xi ∈ Rem using the pre-
trained Fast Text embedding [25] for each word and Rem is the size of word embedding.
We use the single-layered CNN [26] to model the input sequence. First, a convolutional
layer is applied having three filters W [1, 2, 3] ∈ Rem∗h[1,2,3] of filter sizes h[1, 2, 3].
CNN extracts the local information of each part of the input sequence by sliding the
convolution kernel with different sizes on the sequence. Three filters create three feature
maps. For example, a feature ci is generated from a window of words xi:i+hk−1 by filter
k ∈ {1, 2, 3} as:

cki = f
(
Wk · xi:i+hk−1 + bk

)
(1)

Here, bk ∈ R is the bias term for filter Wk and f (·) is a non-linear function.
Each filter creates M feature maps, so we get 3 M feature maps as total. Max pooling

operation can capture the most important feature for each feature map—one with the
highest value. We then apply a max-pooling operation over the feature maps and take
the maximum value ĉk = max{ck} as the feature of the filter Wk . Finally, the content
representation ĉ = [

ĉ1 ⊕ ĉ2 ⊕ ĉ3
]
is generated by concatenating each ĉk . We choose

the max-over-time vectors as the content representation which can well reflect the local
correlation in the sentence. And since we want to simplify the feature engineering,
we only run one epoch to get the max-pooling vectors, without having to adjust the
parameters many times.

Context Representation. Context provides rich and varied background information for
sarcasm detection. For example, if the author often makes sarcastic remarks, his next
comment is more likely to be sarcastic. The political forum has a higher percentage of
satires than theweather forum and so on. The context representation in SCX-SD contains
user embedding and topic embedding.

The user embedding tries to capture users’ sarcastic tendencies. User embedding
is created considering the accumulated historical posts of each user. We use author
sarcasmprior preferencePu as user embedding.The counts of sarcastic andnon-sarcastic
comment for authors seen in the training data, serve a prior sarcasm frequency. Pui =
{(sarc_preference, nonsarc_preference)|i = 1, · · · , n} is calculated as:

Pui =
{

Pu{y = 1}
Pu{y = 1 and y = 0} , 1 − Pu{y = 1}

Pu{y = 1 and y = 0}
}

(2)

The topic embedding is also extracted from the comments within each discussion
forum. The probability of users’ sarcastic comments is different under different forums,
and controversial topics such as politics and sports are easier to cause sarcastic comments.
The same as Pu, topic sarcasm prior preference Pti is:

Pti =
{

Pt{y = 1}
Pt{y = 1 and y = 0} , 1 − Pt{y = 1}

Pt{y = 1 and y = 0}
}

(3)
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Here, y is the sarcasm label for training data. For unknown users or topics, set it to (0,
0). Subsequent experiments prove that they effectively improve the detection effect.

3.3 Sarcasm-Unlabeled Classifying

For the problem of fewer sarcastic (positive) samples and more unlabeled samples, we
treat it as the Sarcasm-Unlabeled problem. Our goal is training a classifier that can dis-
tinguish between positive and negative, with only a few labeled sarcasm data and easily
accessible unlabeled data. Following content and context modeling, we concatenate sev-
eral embeddings as the final vectors �q = [

ĉ ⊕ Pu ⊕ Pt
]
.We adopt the sarcasm-unlabeled

bagging method to generate several base classifiers and predict test data by calculating
the mean score of them. Here are the steps and the algorithm of the sarcasm-unlabeled
bagging method.

• Create a training set consisting of all sarcastic data and K samples randomly selected
from unlabeled data, with replacement. K is the number of sarcastic data.

• Build a base classifier from these “bootstrap” samples, where sarcastic and unlabeled
data points are treated as positives (label = 1) and negatives (label = 0) respectively.

• Apply the base classifier to all unlabeled samples except the selected k samples in the
unlabeled dataset – hereafter called OOB (out of the bag) points – and record their
scores.

• Repeat the above three steps T times, get the prediction probability by averaging the
results of T classifiers and obtain the average OOB score of each sample.

Algorithm 1 Sarcasm Unlabeled bagging algorithm
INPUT: : size of sarcasm samples, T : number of bootstraps
OUTPUT: a function , a score 
Initialize
For t =1 to T do

Draw a subset of size K from 
Train a classifier to discriminate against  
For any , update:

end for
Return

,    

The bagging strategy is used to construct multiple base classifiers for the sampled
training data set, and the average probability given by each classifier is calculated to
label test data “1” or “0”. OOB scores can estimate the generalization error. When
the labeled samples, especially the labeled sarcasm samples are lacking, the method
performs effectively than the supervised method.
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4 Experiments

In this section, we introduce the dataset and training details at first, and then analyze the
experimental results.

4.1 Dataset

There are some collected datasets for sarcasm detection. The sources used to get sarcastic
and non-sarcastic statements mainly contain Reddit, Twitter, Internet Argument Corpus
(IAC), and so on. Twitter has been the most common source for sarcasm detection in
previous corpora. However, tweets are often written in abbreviated language and the
frequent appearance of hashtagged tokens in the statement easily caused confusion. IAC
has also been used as a source of sarcastic comments, but it just contains arguments.
Reddit is a social media site, users post on topic-specific forums known as subreddits
and comment on submissions.

With the release of the Self-Annotated Reddit Corpus (SARC1), Khodak et al. [27]
created an advantage for context-based sarcasm detection. SARC includes unprece-
dented 533 M comments. If the author marked the comment with the “/s” tag, then it is
considered sarcastic. Each comment came with a sarcasm label, author, the subreddit it
appeared in, the comment voting score, the published date, and identifiers linking back
to the original dataset of all comments.

We choose SARC for several reasons. Firstly, it is larger than other Reddit datasets
and suitable for training complex models. Secondly, it has user and subreddit informa-
tion which is a strong guarantee for context embedding in our model. Thirdly, Reddit
comments are not constrained by length and its self-annotated labels are in a more
standardized form because they are largely anonymous and do not rely on a shared con-
text to communicate sarcasm. In order to make a comparison with other models like
CASCADE, we also consider the three variants of the SARC dataset.

• Main balanced: It is the primary dataset that contains an equal amount of sarcastic
and non-sarcastic comments. It contains comments from 1246058 users (118940 in
training set and 56118 in testing set) distributed across 6534 forums (3868 in training
set and 2666 in testing set).

• Main unbalanced: To simulate the proportion of sarcastic samples in real scenarios
less than that of non-sarcastic, we constructed the unbalanced dataset with sarcastic:
non-sarcastic = 1:3.

• Pol balanced: To assessment our context embedding effect, we choose the subset of
main corresponding to comments in topic/r/politics. Table 1 shows the dataset details
used in our experiment.

4.2 Training Details

For comments, each word is represented as word embedding using the pre-trained Fast
Text embedding and embedding_dim is 300. In CNNs, each input is either restricted or

1 http://nlp.cs.princeton.edu/SARC/2.0/.

http://nlp.cs.princeton.edu/SARC/2.0/
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Table 1. Details of SARC dataset.

Train set Test set

Sarcastic Non-sarcastic Sarcastic Non-sarcastic

Main Balanced 77351 77351 32333 32333

Unbalanced 25784 77351 10778 32333

Pol balanced 6834 6834 1703 1703

padded to 100 words for uniformity. Other parameters are: num_filters = 128, filter_size
= {3, 4, 5}, batch_size = 4096, and f = ReLU .

To fit the sarcasm-unlabeled bagging method, we set a hidden_size of sarcasm data
in the training set and n_estimators which stands for the number of base classifiers. We
select the decision tree as the base classifier. Hidden_size means how many sarcasm
samples be treated as unlabeled, and in this way we can simulate an experimental envi-
ronment with few positive samples. The parameters and features we set for different
datasets are shown in Table 2. Positive/Total is the percentage of positive examples after
hiding to total data.

Table 2. The Sarcasm-Unlabeled bagging parameters of three datasets.

Hidden_size Positive/Total Feature n_estimators

Main balanced 62000 15351/154702 ĉ, Pu, Pt 100

Main unbalanced 15000 10784/103135 ĉ, Pu, Pt 100

Pol balanced 5500 1334/13668 ĉ,Pu 100

We treat sarcastic samples as positive samples and non-sarcastic samples as negative
samples. The evaluation metrics for the method are Accuracy, Precision, Recall, and
F1-score. Accuracy reflects the overall classification effect of the model, while the other
three can respectively represent the recognition of a certain category.

4.3 Results and Analysis

We compare our model with the following baseline models, and all of them base on the
SARC dataset. In Table 3 we report the means result of ten runs with several evaluation
metrics, unlike previous work only reports accuracy or F1-score. We consider the com-
prehensive evaluation model of multiple indicators, not only the overall accuracy of the
model, but also the accuracy of the two categories of 0 and 1.

• CASCADE [17]: CASCADE extracts stylometric and personality features of users
and discourse embedding through historical comments, and models a supervised
classification for hybrid training with content presentation.
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• Khodak et al. [27]: Khodak et al. get the strongest baseline numbers by Bag-of-
Bigrams.

• Kolchinski et al. [19]: They use bidirectional RNN with GRU cells as a baseline and
add Bayesian prior probabilities representing user behavior.

It can be observed that when we use only ten percent sarcasm samples of the entire
dataset as labeled data (Sect. 4.2), the detection effect of SCX-SD can compete with
the current advanced model, and sometimes even better. In the main-balanced dataset,
SCX-SD achieves the best effect, no matter for class 1, class 0 or the average of two
classes. In the main-unbalanced dataset, SCX-SD performs a bit behind CASCADE. As
for pol-balanced dataset, it presents as the same level as others.

Table 3. Several evaluation metrics for the comparison methods.

Models Main Pol balanced

Balanced Unbalanced Acc F1 Pre Rec

Acc F1 Pre Rec Acc F1 Pre Rec

CASCADE 77.0 77.0 – – 79.0 86.0 – – 74.0 75.0 – –

Khodak et al. – 75.0 – – – – – – – 76.5 – –

Kolchinski et al. – 74.0 – – – – – – – 77.6 – –

SCX-SD avg 78.5 78.2 79.9 78.5 73.3 75.1 81.7 73.4 72.6 72.3 73.8 72.7

0 75.8 86.4 67.5 79.8 92.9 69.9 69.4 78.9 61.9

1 80.6 73.3 89.5 61.2 48.2 83.9 75.3 68.6 83.4

Surprisingly, our features were remarkably simple, without a complex analysis of
user personalities. Our content representation is extracted once through CNN’s max-
pooling layer, and the context representation is derived by calculating user and topic
sarcastic preferences. SCX-SD in both cases allows more flexibility on the task. We
have also tried user stylometric features, user personality features, and topic embedding
as posted in CASCADE to enrich context representation. However, it does not seem to
improve the detection model. Besides, we use the text CNN to extract the representation
of ancestors’ comments which reply to the comment and hope to increase the accuracy,
but it has little effect. Hence one can see that SCX-SD uses as few features and labeled
data as possible to achieve a satisfactory detection effect, which is more suitable for the
actual scenes.

In the real world application sceneries, speed is an important criterion in this line of
research. SCX-SD is divided into two parts: building decision tree and predicting the test
set. The relatively time-consuming part is the training phase, so researchers can store
the trained tree in advance and use it directly to categorize the test data while the time
to predict a test set of 60,000 is 2.85 s. This speed is acceptable and competitive.

About the parameters hidden_size and n_estimators, it is concluded that when hid-
den_size continues to increase, the detection accuracy hardly decreases, and when
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n_estimators decreases, the model effect will not deteriorate until n < 10. It demon-
strates the powerful generalization of the sarcasm-unlabeled bagging method and the
strong representational nature of our features. Text CNNcan be replaced byGatedRecur-
rent Unit (GRU) or BiGRU and it may enhance the effect, but we don’t talk about it in
our paper.

4.4 Ablation Study

Toexplore the role of our contextual embedding, firstwe test performance for the content-
based CNN (Table 4. row 1). This setting provides the worst relative performance with
almost 20% lower accuracy than optimal ones. Next, we add contextual features to
this network. With the addition of author sarcasm prior probability Pu (row 2), the
performance of the model on three datasets has improved 20% significantly. The topic
sarcasm prior probability Pt (row 3) further strengthens the effect of the model. As
mentioned above, both the users and the forums have their sarcasm habits, which can
provide a prior knowledge for judging sarcasm, and it can help us to distinguish between
satirical and non-satirical comments.

Table 4. Comparison with variants of SCX-SD.

Models Main Pol balanced

Balanced Unbalanced Acc F1 Pre Rec

Acc F1 Pre Rec Acc F1 Pre Rec

Content
only

avg 54.6 54.3 54.8 54.6 54.2 57.3 66.5 54.2 53.2 53.2 53.2 53.2

0 50.4 55.6 46.1 63.5 79.0 53.1 53.2 53.3 53.2

1 58.2 53.9 63.1 38.7 29.1 57.7 53.3 53.3 53.2

Content
+ Pu

avg 77.4 77.1 77.3 77.3 71.2 73.1 81.6 71.2 72.6 72.3 73.8 72.7

0 74.5 85.2 66.2 77.5 93.5 66.2 69.4 78.9 61.9

1 79.6 72.4 88.5 62.1 46.7 64.8 75.3 68.6 83.4

Content
+ Pu
+ Pt

avg 78.5 78.2 79.9 78.5 73.3 75.1 81.7 73.4 – –

0 75.8 86.4 67.5 79.8 92.9 69.9 –

1 80.6 73.3 89.5 61.2 48.2 83.9 –

5 Conclusion

Verbal sarcasm is one of themain error sources in sentiment analysis tasks. The sheer vol-
ume of labeling and the complexity of feature engineering has kept researchers away. In
this paper, we proposed the sarcasm-unlabeled method for contextual sarcasm detection,
with the concatenation of content representation based on CNN and sarcastic preference
embedding. Experiment results show that SCX-SD (our method) achieves more accurate
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detection results with only ten percent labeled data, in an uncomplex neural network.
We will explore the interpretability of sarcastic features in the future.
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Abstract. Much efforts have been devoted to research about ancient
Chinese poems. However, tasks around allusions, a fundamental ele-
ment of ancient Chinese poetry, has received little attention. To mitigate
this gap, we introduce three allusion tasks: allusion entity recognition
(AER), allusion source identification (ASI), and allusion entity classifi-
cation (AEC). For each task, we create a large corpus extracted from allu-
sion dictionary. We explore the performance of two learning strategies:
single-task model and allusion hierarchical multi-task learning (AHMTL)
model. Compared with the single-task model, experimental results show
that the AHMTL model improves each task’s overall performance by
formulating relationship between tasks. In addition, poem readability, a
downstream task of allusion tasks, is combined to gain improvement in
the F1-score by 1.4%.

Keywords: Allusion detection · Allusion entity recognition · Allusion
classification · Allusion source identification · Multi-task learning

1 Introduction

An allusion is usually viewed as quotations of ancient stories or phrases with
origins. Unlike ordinary words, allusion words link to an external reference to
events, stories, or myths. Using allusion in poetry is a typical writing skill adored
by poets to express rich emotions in short words. However, it also brings more
complications, leading to that identifying and understanding allusion becomes
a challenging work for common readers. Relying on auxiliary materials such as
a professional allusions dictionary helps readers grasp the meaning of allusion
words. Nevertheless, this way is time-consuming and hard to expand reading due
to the limited auxiliary materials. Therefore, developing an allusion application
has practical value by automatically providing low-cost but high-quality hints
and interpretation of allusion as poem reading.

Recently, poetry analysis has emerged as a hot research topic, covering poetry
generation [20] and ancient poetry sentiment analysis [13]. These studies greatly
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enrich expressive form of classical poetry in modern literature. However, there
are still few studies on allusion, an important linguistic component of poems.

In this work, we conduct pilot study on allusions by introducing four
tasks, including allusion entity recognition (AER), allusion entities classifica-
tion (AEC), allusion source-identifying (ASI), as well as poetry readability (PR)
assessment, a downstream task of the allusion related tasks. These four tasks
cover a complete procedure from detecting allusion entities to finding out its
source text, and finally, integrated into a downstream PR task.

Fig. 1. Example of Allusion ‘Mr. Wuliu’

Here we give a brief description of each task and the relationship between
them by giving an example shown in Fig. 1. The goal of allusion entities recog-
nition is to identify whether a poem sentence contains an allusion entity and
locate the beginning and ending position of allusion. For example, there exists
an allusion ‘Mr. Wuliu’ in Fig. 1, representing a famous poet call TaoYuanming,
which is used to express the willingness of adoring rural life and tiredness of
officialdom. Instead of annotated by experts, the AER model can identify this
allusion automatically. Based on allusion identified by AER, we can continue to
make a further profound analysis of allusion in semantics by subsequent AEC
and ASI tasks.

Based on detected allusion words, we further group them into different classes
according to their similarity in semantics or topic called allusion entity classifica-
tion (AEC). AEC makes it available to manage categories of allusions appearing
in the poem library and distinguish them according to tags, which provides a
handy way to look up specific classes of allusion for poetry lovers during poetry
composition. It also presents a sharp sense for readers of poetry in a short time
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without understanding details. Here, ‘Mr. Wuliu’ is put in the ‘Plant’ and ‘Peo-
ple’ class. It should be noted that an allusion has multiple tags, possibly due to
the diversity in meaning.

Another follow-up application is allusion source-identifying (ASI), which aims
to determine the origins or source of allusion among numerous external litera-
ture, which is ace in the hole to reduce a heavy reading burden of poetry. Since
the interpretation of allusion words only derive from source text instead of literal
meaning, ASI effectively bridges the knowledge gap between detecting allusion
and understanding it. The source text gives a full and comprehensive story rep-
resented by allusion with context. Therefore, taking allusion ‘Mr. Wuliu’ as an
example, readers easily perceive the underlying emotion that the poet tried to
express by ‘Mr. Wuliu’ after learning full content of its source text.

As described above, using allusion can bring more complexity in reading
poem. In other words, allusion entities play an essential role in poem readability.
Poetry readability (PR) is a text classification task that assesses the difficulty of
ancient Chinese poetry in comprehension proposed by [21]. We consider PR to be
an allusion downstream application and tempt to measure the poem readability
by involving features of allusion.

Apart from discussing single-task, Fig. 1 presents heavy topological inter-
dependencies between tasks. AER serves as fundamental tasks by providing
allusion entity. Then, AEC classifies allusion into specific categories while ASI
finds out its source text. Finally, PR considers allusion as an essential feature in
measuring the difficulty of input poetry. Motivated by this close relatedness, we
build multi-task learning (MTL) model called Allusion Hierarchical Multi-Task
Learning model (AHMTL) to formalize this hierarchical relationship.

One large and creditable corpus is crucial for an arbitrary NLP system. At
present, there is no available corpus for allusion tasks. Consequently, we con-
struct a high-quality corpus1 of allusions from scratch by extracting example
sentences of dictionaries and make it public to the general serving as further
researches.

To summarize, we proposed four allusion tasks that aim to build an allu-
sion system for aiding in reading ancient Chinese poetry. We construct a large
allusion library preparing for training single model and explore how to model
the inter-dependencies between tasks by the AHMTL framework. The paper
is organized as follows: In Sect. 2, we present the related works. In Sect. 3, we
introduce our model architecture. In Sect. 4, we describe the datasets and experi-
mental settings. In Sect. 5, we resolve and analyze our results and make a further
conclusion in Sect. 6.

2 Related Work

In this section, we briefly introduce the previous works related to our tasks,
covering pre-trained models (PTMs), sequential labeling model, and multi-task
learning (MTL).
1 https://github.com/lailoo/Allusion detection.

https://github.com/lailoo/Allusion_detection
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PTMs have shown a significant effect in improving the performance of many
natural language processing tasks such as text classification or sequential labeling
task [27]. By pre-training on a large corpus of unlabeled text, PTMs are capable
of learning universal syntactic and semantic representations and transfers it to
a new NLP task, which avoids training a new model from scratch and alleviates
the overfitting problem when training numerous parameters on a small corpus.
Currently, the development of PTMs has been advanced from shallow global
word embedding such as Word2Vec [22] and GloVe [24] to deep contextualized
word representation of ELMo [25], GPT [28] and BERT [8]. Compared with
many PTMs, BERT model performs better by utilizing bidirectional encoder
from transformer [32] to learn word representation based on its left and right
context jointly.

Besides, BERT also provides a simple architecture for text classification with
taking a degenerate text-∅ pair as input and feeding the [CLS] representation
into an output layer to make a prediction.

For AER, we regard it as a sequential labeling task similar to conventional
NER to recognize allusion words step-by-step. There exist vast prior works to
apply neural sequential labeling model in NER task. [18] introduced and neural
architecture with bidirectional LSTMs (BiLSTM) and conditional random fields
(CRF) to make tagging decisions without resorting to external resources and
hand-crafted features. [30] addressed issues of NER on the Portuguese language
by employing a pre-trained BERT with CRF layer architecture and explored the
effect of two training strategies of feature-based and fine-tuning. As for poetry,
[16] extended the scope of conventional NER [26] from normal text into English
poetry. By applying BiLSTM encoder, they build a sequential labeling model
trained on poetry corpus, achieving better results comparing the poorly perfor-
mance of off-the-shelf taggers like SpaCy [6], proving the power of a sequential
model when processing poems text.

MTL is used to share knowledge between related tasks [9]. [31] argues that a
low-level layer is used to encode general information while the high-level layers
focus on task-oriented semantics. [7] collected 12 biomedical entity datasets and
applied MTL to augment the overall scale of entities set by mixing those datasets.
[29] proposed a hierarchical MTL architecture to combines four related tasks with
different corpus, achieving STOA results.

3 Model

This section will give a full description of our model, including four single-model
for individual task and a hierarchical architecture, namely AHMTL, for learning
the relationship between four tasks. As shown in Fig. 2, our model consists of
three primary components: input encoder layer, middle encoder layer, and task-
specific layer. Pre-trained BERT shared by all tasks is served as input encoder
which is responsible for mapping the input text into contextualized representa-
tions. Middle encoder shared by tasks except for AER is used to attain sentence
or document representation for whole input text by attention mechanism or
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BiLSTM encoder. The selection of middle encoder leads to differences in model
complexity. Finally, the task-specific layer makes predictions for each task.

Fig. 2. The architecture of AHMTL

It is noted that Fig. 2 lists four paths of data flow. Practically, each path
denotes a single model for a specific task. In the following subsection, we will
discuss the details of the models.

3.1 PTM: Poetry-BERT Model

Existing BERT-Base model provided by [3] is trained on modern Chinese
Wikipedia, lacking syntax and semantics from ancient Chinese. It can be
enhanced by incorporating domain knowledge.

[15] has already trained BERT for ancient Chinese and applied it in segment
sentence task. Unfortunately, the model is not publicly available. Inspired by
their work, we conducted a further unsupervised pre-training to tailor poetry-
BERT on the corpus with size of 3.1G drawn from SiKuQuanShu [11] and ancient
Chinese poetry library [1,4,33] with more than 800,000 poem documents.

Further training is regarded as a fine-tuning procedure with parameters ini-
tialized by BERT-Base [3] model, keeping that target tasks of training still are
‘masked LM’ and ‘next sentence prediction.’ We also keep default settings of text
processing in line with BERT-Base [8]. All raw texts are pre-processed into a
signal file following standard format with a sentence each line and a blinking line
between document. Finally, we run the pre-training script2 lasting one million
steps to tune our domain BERT, i.e., poetry-BERT.
2 https://github.com/google-research/bert.

https://github.com/google-research/bert
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3.2 Single-Model for Allusion Entity Recognition (AER)

We formalize AER as a sequential labeling task to identify the location of an
allusion entity instance. Therefore, the goal of AER is to detect span of allusion
entity A = (B − A, I − A, ...I − A) in a poem sentence S, S = [w1;w2; :::;wd].
B − A, I − A denote the beginning and ending of allusion words respectively.
The remaining words are classified into non-allusion tag: O.

BERT-CRF architecture is adopted to formalize the AER task following work
[30] as shown in the path of data flow (No. 1) in Fig. 2. As a sentence-to-vector
encoder, poetry-BERT takes poem sentence S as input and outputs contextual
representation Ti ∈ R

h for ith token by extracting only the hidden vector of
the final layer where h represents the hidden dimension. Finally, the sequence of
token vector Ti are fed into Linear-Chain CRF layer, which serves as a sequential
classifier to make allusion prediction for each token.

3.3 Single-Model for Allusion Entities Classification (AEC)
and Poem Readability (PR)

AEC aims at grouping allusion identified by AER into different classes in terms of
semantics. However, currently AER model performs rather poorly, contributing
to worse results if AEC made predictions directly based on the output of AER on
word-level. Considering that allusion expresses the core idea of a poem sentence,
we hypothesize that the semantics of poem sentences are equivalent to allusion.
In this way, we convert AEC task from word-level classification into sentence-
level.

Poem readability is another classification task but on document-level. Despite
existing subtle differences in granularity with AEC, we still adopt the same
architecture for both of them.

Both paths, No. 2 and No. 3, in Fig. 2 shows framework of single-model for
AEC and PR. It is composed of poetry-BERT, following middle encoder and
upper linear prediction layer. Firstly, the poem sentence Ss for AEC or poem
document Sd for PR is fed into poetry-BERT to attain vector Ti for each token
wi. Then, all of the vectors are delivered to the middle encoder to generate
sentence or document representation Dv,Dv ∈ R

k. Finally, the last task-specific
layer makes a prediction by projecting Dv into class space, i.e., from R

k to R
c

where c denotes the number of class.

3.4 Single-Model for Allusion Source Identification (ASI)

Similar to the assumption in AEC, we simplify ASI into text matching tasks
intending to identify whether a poem sentence is relevant to the original text in
semantics.

ASI model derives from prior work [28] as shown by Path No. 4 in Fig.
2. Unlike other tasks, the input is text pair(Sr, Ss), where Ss denotes poem
sentence, and Sr represents allusion’s external reference. Owing to expressed in
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model Chinese, Sr is fed into BERT-Base model while Ss is processed by poetry-
BERT. Then, both kinds of BERT generate embedding (Dr,Ds) for input text
with same dimension jointly. Instead of utilizing middle encoder like Ss, we
simply extract representation of token [CLS] as final Dr. Please refer to paper
[8] to learn function of token [CLS]. Afterward, the upper linear layer makes
binary classification to determine whether the semantics of a poem sentence
matches source text according to the concatenation of (Dr,Ds).

3.5 AHMTL: Allusion Hierarchical Multi-task Learning

Inspired by close inter-dependencies between tasks, we orchestrate a unified
framework deriving from previous work [29] to combine four single tasks together
in a hierarchical way.

Due to all single models designed based on BERT, it is easier to gather them
together by setting BERT as a shared layer. Undoubtedly, AER lies the bottom
layer for its low-level semantics. Then ascending layers are supervised by labels
of high-level tasks, aiming to furthermore post-process allusion. In the end, the
task-specific layer is arranged at the top of AHMTL.

Because there are no unified datasets with label suited for all tasks, asyn-
chronous parameter updating is applied to adjust an inductive bias. AHMTL
randomly selects one target task and updates parameters of the shared layer
and corresponding task-specific layer while keeping the parameters of other task-
specific layers frozen. Therefore, the loss function of AHMTL can be deemed as
a weighted sum of every single model where the weight is measured by the scale
of their corpus.

4 Experiments

4.1 Corpus

Two allusion dictionary: ‘QuanTangShiDianGuCiDian’ [10] and ‘ShiDianXin-
Bian’ [5] serve as our data source for extracting allusion annotated by experts,
guaranteeing the quality of the final dataset. The first dictionary contains 3451
allusions covering almost allusions used in the Tang poem. Each allusion is
accompanied by numerous example sentences, interpretation, and source text
which are well organized. Hence it is convenient to collect plenty of training
instances for both AER and ASI. Regrettably, allusion from [10] is unannotated
with tag, which is unable to train model for AEC. Therefore, we select the latter
dictionary [5] with 11 categories of allusion to generate training dataset suited
for AEC task.

The structuralization of raw text makes it possible to construct a large allu-
sion corpus automatically. Firstly, we need to extract poem sentences with an
allusion from the dictionary with the help of regular expression and filter out
useless contents with messy code or duplication. During extraction, much efforts
are devoted to compiling lots of scripts to adapt diversity of patterns such as
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single examples and multi-example. After obtaining the initial version of allusion
library, we continue to examine every case to ensure the correctness.

Based on example sentences, we make post-processing furthermore to con-
struct corpus for AER, AEC, and ASI, respectively. For AER, the BIO tagging
scheme[26] is adopted to generate a label sequence. For each sentence, we gener-
ate a tag sequence by exactly matching words in sentences with allusion words.
Then, we extend AER corpus to suit ASI by matching corresponding source text
for each allusion example sentence to compose text pair as a positive instance.
To enhance the generation of models, we also append the negative pair for each
instance into ASI corpus. The proportion of positive and negative instances is 1:1
in training while 1:9 in test set. Unlike AER and ASI, AEC corpus only consists
of poem sentences with an allusion class, whose scale is rather small. For poem
readability, we choose APRD corpus proposed by [21] as our training dataset.
APRD contains 1915 samples which are divided into three difficulty level: easy-
level, middle-level, difficulty-level. Table 1 lists statistical information of corpus
for each task.

Table 1. The details of corpus for each task

Corpus Case form Size Class num

AER corpus Sentence 21,594 –

ASI corpus Sentence 215,940 1

AEC corpus Sentence 2,666 11

APRD Poem 1,915 3

4.2 Metrics for Each Task

For tasks of AER, AEC and PR, Precision, Recall, and F1 score are leveraged as
primary metrics. Although those metrics are the same in both sequential labeling
tasks and text classification, the actual object processed exist differences. The
metrics take into account output on entity-level exactly matched for AER [19]
as opposed to instance-level for AEC and poem readability [21].

As for ASI, we argue that ranking position of positive instances indicate
effectiveness of model. Therefore, Mean Reciprocal Rank (MRR) [23] is applied
to evaluate the performance of ASI model for single allusion.

4.3 Method Setting

The AHMTL model involves several vital components. We attempt to explore
the effectiveness of them by a list of method settings as follows.

– AER, AEC, ASI, PR: single-model for four tasks individually as discussed
in model section.
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– AER+AEC, AER+ASI, AER+PR, AER+AEC+ASI: denotes
grouped tasks based on AER model.

– AHMTL+BERT-Base: replaces the poetry-BERT model of default
AHMTL with BERT-Base

– AHMTL: default AHMTL with poetry-BERT model.

4.4 Implementation Details

As described in the pre-trained model section, the poetry-BERT is the output of
incremental training using ancient Chinese corpus based on BERT-Base, which
is initialized with the pre-trained weights of Chinese-L-12-H-768-A-12 model.
Here we keep most hyper-parameters of model as default value such as H = 768,
character-based tokenization.

AHMTL is based on interfaces designed by Kashgari [2], a friendly NLP
framework based on TensorFlow1.x. To achieve better reproducibility of our
work, we reimplement the Kashgari framework in TensorFlow2.0 and extend the
text-matching module. HMTL [29] model implemented by PyTorch resolved the
issue of multi-input and multi-output appearing in MTL by task selector. We
also apply this solution to our AHMTL model. Moreover, owing to the shared
poetry-BERT as the first layer of the model, adapter [14] provided by keras-bert
[12], a light BERT implementation, is utilized as a fine-tuning strategy.

We use a batch size of 64. Learning rates with initial value 1e−3 dynami-
cally declines when the metrics stop improving lasting 5 epochs. The maximum
numbers of epochs are 50, but early-stopping is employed to prevent overfitting.
Besides, we use the customized Adam [17] as our optimizer. The more detailed
experimental settings are listed in our allusion project published early. Besides,
we report the average results by 5-fold cross-validation to attain more precise
evaluation.

5 Results

Table 2 summarizes the results of our experiments. In a word, AHMTL achieves
promising performance on three tasks, namely AEC (+1.3 in F1 score), ASI
(+2.0 in MRR) and poem readability (+1.4 in F1 score). It suggests that the
shared poetry-BERT layer can learn universal information across tasks, aiding in
transferring knowledge to improve generalization. To explore more factors that
affect the output of model, we conduct comparative trials on different scenarios.

Single Models vs. AHMTL. Table 2 presents the performance of AHMTL,
which promotes the improvement of AEC, ASI, and PR which trains model on
the small corpus. However, the results of AER appear little fluctuation. One
reason is that model is easily impacted by imbalance of the corpus scale between
tasks. During training, parameters of AHMTL is primarily dominated by AER,
leading to less sensitivity to knowledge from other tasks. By contrast, the better
results of the remaining task show that AER is beneficial to its downstream
application.
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Table 2. Results (%) of AHMTL and single model

Task

Model AERt AECt ASIt Poem-readability (PRt)

P R F1 P R F1 MRR P R F1

AER 35.4 25.8 29.5 – – – – – – –

AEC – – – 35.6 26.7 27.6 – – – –

ASI – – – – – – 48.9 – – –

PR – – – – – – – 70.1 65.2 66.7

AER+AEC 45.5 30.3 36.2 14.8 12.0 9.9 – – – –

AER+ASI 40.7 33.6 36.6 – – – 55.0 – – –

AER+PR 41.0 28.7 32.1 – – – – 66.3 61.3 60.0

AER+AEC+ASI 51.8 24.8 32.1 19.7 45.5 23 37.7 – – –

AHMTL+BERT-Base 42.3 28 33.5 21.8 36.7 16.7 43 63.4 59.9 57.9

AHMTL 31.4 26.7 28.7 33.3 29.3 29.0 51.1 70.4 66.7 68

Progressive Tasks Group Based on AER. To further analyze the contribu-
tion of AER, we combine AER with other tasks into mini-group. Benefit from
outstanding expansibility AHMTL model, mini-AHMTL is easy to implement
by removing the needless task via configuring the task selector. Table 2 also
reports the experiment results for each group. More surprisingly, there is a sig-
nificant improvement in AER and ASI, as opposed to a considerable reduction
to AEC and PR. The mutual-improvement of AER and ASI suggests that the
source text is helpful for allusion detecting and vice versa. However, the severe
imbalance between AER and AEC or PR will bring more noise into models.

Effect of Pre-trained Domain BERT Model. We perform a comparing
experiment between domain BERT and universal BERT. As reported in Table 2,
applying the poetry-BERT model leads a better result in most tasks such as PR
and AEC, especially when the training dataset is small. Nevertheless, the effect
on AER task is unexpected for its better performance. One possible reason is
that although poetry-BERT has learned domain knowledge, the impact it brings
to model will weaken gradually as the scale of corpus growing.

Although AHMTL has promoted the results of most tasks, all tasks’ overall
performance is still weak. For example, the span F1 score of single-model on
AER reaches unsatisfied value by 0.29, meaning that most of the allusion is still
undetected or wrongly identified. The poor performance of single-model indicates
the weak power of existing NLP architectures that works well on normal text
when taking poems as input.

6 Conclusion

We proposed four tasks focused on the allusion of poetry, covering a complete
procedure from allusion identification to finding out its source text. Those stud-
ies have a positive effect on understanding allusion. We also construct individual



310 L. Liu et al.

corpus drawn from allusion dictionaries for each allusion task and make it public
to the general, which is beneficial to further research. In addition, based on the
relationship between tasks, we design a hierarchical MTL model AHMTL to com-
bine them together, contributing to better results than single-model. Although
AHMTL can bring improvement in prediction, the overall performance is unsat-
isfied, even training models based on poetry-BERT. On the one hand, it indicates
the complexity of allusion tasks. On the other hand, studying a specific model
according to the feature of allusion is necessary, which is our future work.
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Abstract. The adversarial attacks against deep neural networks on
computer vision tasks have spawned many new technologies that help
protect models from avoiding false predictions. Recently, word-level
adversarial attacks on deep models of Natural Language Processing
(NLP) tasks have also demonstrated strong power, e.g., fooling a sen-
timent classification neural network to make wrong decisions. Unfortu-
nately, few previous literatures have discussed the defense of such word-
level synonym substitution based attacks since they are hard to be per-
ceived and detected. In this paper, we shed light on this problem and
propose a novel defense framework called Random Substitution Encoding
(RSE), which introduces a random substitution encoder into the training
process of original neural networks. Extensive experiments on text classi-
fication tasks demonstrate the effectiveness of our framework on defense
of word-level adversarial attacks, under various base and attack models.

1 Introduction

Deep Neural Network (DNN) has become one of the most popular frameworks to
harvest knowledge from big data. Despite their success, the robustness of DNNs
has ushered a serious problem, which has prompted the adversarial attacks on
them. Adversarial attack refers to generating imperceptible perturbed examples
to fool a well-trained DNN model making wrong decisions. In the Computer
Vision (CV) domain, adversarial attacks against many famous DNN models
have been shown to be an indisputable threat.

Recently, adversarial attacks on DNN models for Natural Language Process-
ing (NLP) tasks have also received significant attentions. Existing attack meth-
ods can be classified into two categories: character-level attacks and word-level
attacks. For character-level attacks, attackers can modify several characters of
an original text to manipulate the target neural network. While character-level
attacks are simple and effective, it is easy to defend when deploying a spell check
and proofread algorithm before feeding the inputs into DNNs [12]. Word-level
attacks substitute a set of words in original examples by their synonyms, and
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G. Li et al. (Eds.): KSEM 2020, LNAI 12275, pp. 312–324, 2020.
https://doi.org/10.1007/978-3-030-55393-7_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55393-7_28&domain=pdf
https://doi.org/10.1007/978-3-030-55393-7_28


Defense of Word-Level Adversarial Attacks 313

thus can preserve semantic coherence to some extent. The adversarial examples,
created by word-level attackers, are more imperceptible for humans and more
difficult for DNNs to defend.

Until now, there are few works on defense of adversarial attacks against NLP
tasks, e.g., text classification. Most efforts had gone into increasing the model
robustness by adding perturbations on word embeddings, e.g., adversarial train-
ing [5] or defensive distillation [11]. Although these approaches exhibit superior
performance than base models, they assume there are no malicious attackers
and could not resist word-level adversarial attacks [15]. The only work against
word-level synonym adversarial attacks is [15]. It proposed a Synonym Encoding
Method (SEM) which maps synonyms into the same word embeddings before
training the deep models. As a result, the deep models are trained only on these
examples with only fixed synonym substitutions. The reason why SEM based
deep models can defend word-level attacks is that it can transform many unseen
or even adversarial examples ‘move’ towards ‘normal’ examples that base models
have seen. While SEM can effectively defend current best synonym adversarial
attacks, it is too restrictive when the distances are large between transformed
test examples and the limited training examples.

This paper takes a straightforward yet promising way towards this goal.
Unlike modifying word embeddings before the training process, we put the syn-
onyms substitutions into the training process in order to fabricate and feed
models with more examples. To this end, we proposed a dynamic random
synonym substitution based framework that introduces Random Substitution
Encoding(RSE) between the input and the embedding layer. We also present a
Random Synonym Substitution Algorithm for the training process with RSE.
The RSE encodes input examples with randomly selected synonyms so as to
make enough labeled neighborhood data to train a robust DNN. Note that the
RSE works in both training and testing procedure, just like a dark glasses dressed
on the original DNN model.

We perform extensive experiments on three benchmark datasets on text clas-
sification tasks based on three DNN base models, i.e., Word-CNN, LSTM and
Bi-LSTM. The experiment results demonstrate that the proposed RSE can effec-
tively defend word-level synonym adversarial attacks. The accuracy of these
DNN models under RSE framework achieves better performance under popular
word-level adversarial attacks, and is close to the accuracy on benign tests.

2 Related Work

Adversarial attack and defense are two active topics recently. In natural lan-
guage processing, many tasks are facing the threat of adversarial attack, e.g.,
Text Classification [3,4,9], Machine Translation [2], Question & Answer [14],
etc. Among them, text classification models are more vulnerable and become
the targets of malicious adversaries. The state-of-the-art adversarial attacks to
text classification in literatures can be categorized into the following types:
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– Character-level attacks. Attackers can modify a few characters of an original
text to manipulate the target neural network. Gao et al. [4] proposed Deep-
WordBug, an approach which adds small character perturbations to generate
adversarial examples against DNN classifiers. Ebrahimi et al. [3] proposed an
efficient method, named by Hotflip, to generate white-box adversarial texts
to trick a character-level neural network. In [9], text adversarial samples were
crafted in both white-box and black-box scenarios. However, these approaches
are easy to defend by placing a word recognition model before feeding the
inputs into neural network [12].

– Word-level attacks. Word-level attacks substitute words in original texts by
their synonyms so they can preserve semantic coherence. Liang et al. [9]
designed three perturbation strategies to generate adversarial samples against
deep text classification models. Alzantot et al. [1] proposed a genetic based
optimization algorithm to generate semantically similar adversarial examples
to fool a well-trained DNN classifier. To decrease the computational cost of
attacks, Ren et al. [13] proposed a greedy algorithm, namely PWWS, for text
adversarial attack. Word-level adversarial examples are more imperceptible
for humans and more difficult for DNNs to defend.

There exists very few works on defending word-level text adversarial attacks.
To the best of our knowledge, [15] is the only work on defenses against syn-
onym substitution based adversarial attacks. They proposed Synonym Encod-
ing Method (SEM) that encodes synonyms into the same word embeddings to
eliminate adversarial perturbations. However, it needs an extra encoding stage
before the normal training process and is limited on the fixed synonym substi-
tution. Our framework adopts a unified training process and provides a flexible
synonym substitution encoding scheme.

3 Preliminaries

In this section, we firstly present the problem of adversarial attack and defense
in text classification tasks. Next we provide preliminaries about attack models:
several typical word-level synonym adversarial attacks.

3.1 Problem Definition

Given a trained text classifier F : X → Y, X and Y denote the input and the
output space respectively. Suppose there is an input text x ∈ X , the classifier
can give a predicted true label ytrue based on a posterior probability P .

argmax
yi∈Y

P (yi|x) = ytrue (1)

An adversarial attack on classifier F is defined that the adversary can
generate an adversarial example x′ by adding an imperceptible perturbation
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Δx, such that:
argmax

yi∈Y
P (yi|x′) �= ytrue

s.t. x′ = x + Δx, ‖Δx‖p < ε
(2)

where ‖· ‖p denotes the p-norm and ε controls the small perturbation so that the
crafted example is imperceptible to humans.

The defense against adversarial attack requires to train an enhanced text
classifier F ∗ over F . A successful defense means that for a given input text
example x, the attacker failed to craft an adversarial example, or the generated
adversarial example x′ could not fool the classifier F ∗.

argmax
yi∈Y

P (yi|x′) = argmax
yi∈Y

P (yi|x) = ytrue (3)

3.2 Synonym Adversarial Attacks

To ensure the perturbation small enough, the adversarial examples need to sat-
isfy semantic coherence constraints. An intuitive way to craft adversarial exam-
ples is to replace several words in the input example by their synonyms. Let
x = w1, · · · , wn denote an input example, where wi ∈ W denotes a word. Each
word wi has a synonym candidate set Si. For a synonym adversarial attack,
adversary can substitute K words denoted by Cx, to craft an adversarial exam-
ple x′ = w′

1 · · · w′
n:

w′
i =

{
wi if wi /∈ Cx

sj
i if wi ∈ Cx

(4)

where sj
i denotes the jth substitution candidate word in Si.

Existing synonym substitution based adversarial attacks had gone into
proposing fast searching algorithms, such as Greedy Search Algorithm(GSA)
[7] and Genetic Algorithm (GA) [1]. [13] proposed a fast state-of-the-art method
called Probability Weighted Word Saliency(PWWS) which considers the word
saliency and the classification confidence.

4 The Proposed Framework

In this section, we first present our motivation, and then demonstrate the detailed
defense framework.

4.1 Motivation

There are many possible reasons why DNNs have vulnerabilities to adversarial
attacks. One of the pivotal factors comes from the internal robustness of neural
networks. Given a normal example x, suppose x is within the decision bound-
ary in which the classifier can make a correct prediction, as seen in Fig. 1(a).
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Training example
Adversarial example
Transformed input
Random samplings

(a) (b) (c)

Fig. 1. Decision boundary around normal example.

However, attackers can craft an adversarial example x′ in the neighborhood of
x such that the classifier will make a wrong prediction on x′.

For word-level adversarial attacks, adversarial examples within neighborhood
of normal examples are generally created by substituting parts of words in the
text by their synonyms. Therefore a judicious solution is to encode synonyms
into the same embeddings [15], and use the modified embeddings to train neural
networks as well as testing. However, this method does not enlarge the decision
boundary too much because the number of training data is limited. Thus under
this encoding, a carefully crafted adversarial example may or may not go through
the decision boundary. From Fig. 1(b) we can see that under such encoding,
adversarial example x′ may be mapped to x′

1(defense fail) or x′
2(defense success).

In this paper, we apply a different way to generate more robust word embed-
dings. We randomly involve neighborhood examples of all training data into the
model training process. The neighborhood examples come from random syn-
onym substitutions and they share the same label as the original example. Thus
the decision boundary of one example may be expanded to cover most unseen
neighborhood examples including adversarial examples, as shown in Fig. 1(c).
Note that we did not generate a large number of neighborhood examples for a
training data because of the expensive training time.

To address this challenge, we adopt a dynamic synonym substitution strategy
in the training process and the number of training data remains unchanged. As
presented in Fig. 1(c), a neighborhood example(a green circle) replaces the origi-
nal example(the blue circle) to involve in the training process in an epoch. Thus
different neighborhood examples are generated and work in different epochs. In
the test process, testing examples are also required to randomly substitute by
their synonyms. As a result, no matter an unseen example(may be adversarial)
x′ is mapped to x′

1, x′
2 or x′

3, the model can also give the correct prediction. We
give the details of our framework in the next subsection.

4.2 Framework Specification

Given a set of training examples {xi, yi}N , a text classification model M with
parameter θ, the objective of M is to minimize the negative log-likelihood:

min
θ

{
L(θ) := −

N∑
i

log P (yi|xi; θ)

}
(5)
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Fig. 2. The proposed RSE framework

To make the decision boundary more refined and ease the training load, our
approach do not generate many labeled examples in advance. We dynamically
generate neighborhood examples instead of original examples in every epoch of
the training process. To this end, we proposed a dynamic random synonym sub-
stitution based framework RSE that introduces a Random Substitution Encoder
between the input and the embedding layer. Then the training objective is to
minimize:

min
θ

{
−

N∑
i

rand
‖δi‖<ε

log P (yi|xi + δi; θ)

}
(6)

where rand denotes the random synonym substitution operation, and ‖δi‖ < ε
guarantees that the generated example xi + δi stays in the neighborhood of xi.

Since rand operation does not need an optimization, we can fuse random
synonym substitution and encodes the inputs into a new embeddings in real
time in the training process of model M. Figure 2 illustrates the representation
of the proposed framework.

From Fig. 2, we can see that RSE reads an input text and encodes it to an
embedding using a random synonym substitution algorithm. For example, given
an original example x = w1 · · · wn, RSE outputs a neighborhood x′ and feeds
the embedding x′

e = e1 · · · en into the subsequent model M. Then model M is
trained on the perturbed examples. Here M can be one of any specific DNN
models in NLP tasks and in this paper we focused on text classification model
such as CNN and LSTM.

4.3 Random Synonym Substitution Algorithm

Next we introduce the details of RSE and the training process under the pro-
posed framework. In practice, to satisfy the constraints ‖δi‖ < ε, we adopt a
substitution rate sr instead of neighborhood radius ε. There are three steps to
generate a neighborhood x′ for original example x. Firstly, we select a substi-
tution rate sr between a minimal rate rmin and a maximal rate rmax. Then we
randomly sample a candidate words set C in which will be substituted. Finally
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we randomly chose synonyms for all words in C. Algorithm 1 presents the details
of these steps as well as the training process.

In the test stage, a test example also needs to be encoded under the proposed
RSE in order to mitigate the possible adversarial noise. For example, given a test
example x, we firstly transform it to a representation of its neighborhood x′ by
performing an algorithm(Lines 4–6 in Algorithm1). Then the embedding is fed
into the well-trained model to give a prediction.

Algorithm 1: Training for the RSE framework
Input: Training data D = {xi, yi}N , model prameter θ, minimal rate rmin and

maximal rate rmax

1 for epoch = 1 · · · Nep do
2 for minibatch B ⊂ D do
3 for original example x ∈ B do
4 Sample a substitution rate sr between rmin and rmax;
5 Randomly sample candidate words set C
6 Sample synonyms for all words in C to generate x′;
7 Replace x with x′ in B.

8 end
9 Update θ using gradient ascent of log-likelihood 6 on minibatch B.

10 end

11 end

5 Experiments

We evaluate the performance of the proposed RSE framework experimentally
in this section. We firstly present the experiment setup, and then report the
experiment results on three real-world datasets. The results show that models
under our RSE framework could achieve much better performance in defending
adversarial examples.

5.1 Experiment Setup

In this subsection we give an overview of the datasets, target models, attack
models and baselines used in our experiments.

Datasets. We test our RSE framework on three benchmark datasets: IMDB,
AG’s News and Yahoo! Answers.

IMDB [10] is a dataset for binary sentiment classification containing 25,000
highly polarized movie reviews for training and 25,000 for testing.

AG’s News [16] is extracted from news articles using only the title and
description fields. It contains 4 classes, and each class includes 30,000 training
samples and 1900 testing examples.
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Yahoo! Answers [16] is a topic classification dataset with 10 classes, which
contains 4,483,032 questions and corresponding answers. We sampled 150,000
training data and 5,000 testing data from the original 1,400,000 training data
and 60,000 testing data for the following experiments. Each class contains 15,000
training data and 500 testing data respectively.

We also used padding length when preprocessing the input text. The padding
length is decided by each datasets’ average sentence length. Table 1 lists the
detailed description of the aforementioned datasets.

Table 1. The statistic and preprocessing settings for each dataset

Dataset # of training
samples

# of testing
samples

# of vocab
words

Padding length

IMDB 25,000 25,000 80,000 300

AG’s News 120,000 7,600 80,000 50

Yahoo! Answers 150,000 5,000 80,000 100

Base Models. We used three main classic deep neural networks as base models
in our RSE framework for text classification task: LSTM, Bi-LSTM and Word-
CNN.

LSTM has a 100-dimension embedding layer, two LSTM layers where each
LSTM cell has 100 hidden units and a fully-connected layer.

Bi-LSTM also has a 100-dimension embedding layer, two bi-directional
LSTM layers and a fully-connected layer. Each LSTM cell has 100 hidden units.

Word-CNN [6] has two embedding layers, one is static for pretrained word
vectors, and another is non-static for training, three convolutional layers with
filter size of 3, 4, and 5 respectively, one 1D-max-pooling layer and a fully-
connected layer.

Attack Models. We adopt three synonym substitution adversarial attack mod-
els to evaluate the effectiveness of defense methods. We suppose attackers
can obtain all testing examples of three datasets (IMDB, AG’s News, Yahoo!
Answers) and can call prediction interfaces of any models at any time.

Random. We first randomly choose a set of candidate words that has syn-
onyms. Then keep replacing the original word in the candidate set with a ran-
domly synonym until the target model predicts wrong.

Textfool [8] uses sorted word candidates based on the word similarity rank
to replace with the synonym and keep perform until the target model predicts
wrong. We will not use the typos substitution because we pay most attention to
synonyms replacements attacks.

PWWS [14] is a greedy synonym replacement algorithm called Probability
Weighted Word Saliency (PWWS) that considers the word saliency as well as
the classification probability. As the same, we only use synonym replacements
but not specific named entities replacements.
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Baseline. We take NT, AT and SEM as three baselines. NT is a normal train-
ing framework without taking any defense methods. AT [5] is an adversarial
training framework, where extra adversarial examples are generated to train a
robust model. We adopt the same adversarial training configurations as in [15],
which uses PWWS to generate 10% adversarial examples from each dataset for
every normal trained neural network. Then the adversarial examples and original
training examples are mixed for the training process. SEM [15] is an adversarial
defense framework which inserts a fixed synonym substitution encoder before the
input layer of the model. We evaluate our framework and baseline frameworks
by using LSTM, Bi-LSTM and Word-CNN as base models respectively.

5.2 Evaluations

We evenly sampled each class from the origin test data to form 1,000 clean
testing examples for every datasets. Then these examples are used to generate
adversarial examples by the above attack models, which will take NT, AT, SEM
and the proposed RSE as the victim targets.

Table 2. The evaluation results under different settings.

Dataset Attack model LSTM (%) Bi-LSTM (%) Word-CNN (%)

NT AT RSE NT AT RSE NT AT RSE

IMDB No attack 88.8 87.9 87.0 89.5 88.7 86.5 87.6 86.3 87.8

Random 80.6 77.8 83.1 81.5 79.2 81.9 77.5 75.0 83.0

Textfool 75.4 76.2 84.2 74.6 77.0 83.7 71.2 71.0 83.1

PWWS 26.3 29.3 82.2 27.3 28.1 79.3 13.5 10.5 81.2

AGs News No attack 90.5 92.6 92.9 96.4 94.5 94.1 95.9 96.9 94.8

Random 84.7 87.9 89.2 91.4 89.7 92.2 91.6 92.6 93.1

Textfool 79.6 85.3 88.7 86.3 89.1 90.6 88.0 92.6 92.2

PWWS 63.0 72.8 84.2 70.4 78.0 88.3 67.5 77.1 89.9

Yahoo! Answers No attack 72.5 73.1 72.1 73.2 72.7 71.8 71.2 66.0 70.1

Random 60.5 65.1 68.6 61.2 64.2 68.9 58.9 54.3 67.3

Textfool 58.9 63.4 67.4 60.4 63.6 67.1 57.9 56.2 66.4

PWWS 29.1 39.3 64.3 26.3 39.2 64.6 28.8 26.8 62.6

The key metrics to evaluate the performance of different defense frameworks
in this paper are Accuracy, Accuracy Shift and Attack-Success Rate. Accuracy
refers to the ratio that the number of correctly predicted examples against
the total number of testing examples. Accuracy Shift refers to the reduced
accuracy before and after the attack. Attack-Success Rate is defined by the
number of successfully attacked examples by attack models against the num-
ber of correctly predicted examples with no attack. It can be computed by
(Accuracy Shift)/(No attack Accuracy). The better defense performance the
target model has, the lower Attack-Success Rate the attacker gets.

Table 2 shows the accuracy results of base models(LSTM, Bi-LSTM and
Word-CNN ) against various attack models (Random, Textfool, PWWS ) under



Defense of Word-Level Adversarial Attacks 321

NT, AT, and the proposed RSE defense framework. For each base model with
each dataset, we highlight the highest classification accuracy for different defense
frameworks in bold to indicate the best defense performance.

From Table 2, we can see the following observations when looking at each
box to find the best accuracy result:

1. When there is no attack, either NT or AT usually has the best accuracy. But
under other attack models, our RSE framework can get the best accuracy.

2. For each column in each box, target models have the lowest accuracy under
PWWS attack, which demonstrates PWWS is the most effective attack
model. The accuracy of NT and AT drop significantly under PWWS attack.
But RSE has the best defense performance since the accuracy loss is very
small compared with ‘No attack’.

3. Under different settings (various datasets, attack models and base models),
our RSE framework has a better performance with few accuracy decrease.
This demonstrates the generalization of RSE framework to strengthen a
robust deep neural network against synonym adversarial attacks.

Table 3. SEM VS. RSE under PWWS attack model.

Metric % Base model IMDB AGs News Yahoo! Answers

SEM RSE SEM RSE SEM RSE

Before-attack accuracy LSTM 86.8 87.0 90.9 92.9 69.0 72.1

Bi-LSTM 87.6 86.5 90.1 94.1 70.2 71.8

Word-CNN 86.8 87.8 88.7 94.8 65.8 70.1

After-attack accuracy LSTM 77.3 82.2 85.0 84.2 54.9 64.3

Bi-LSTM 76.1 79.3 81.1 88.3 57.2 64.6

Word-CNN 71.1 81.2 67.6 89.9 52.6 62.6

Accuracy shift LSTM 9.5 4.8 5.9 8.7 14.1 7.8

Bi-LSTM 11.5 7.2 9.0 5.8 13.0 7.2

Word-CNN 15.7 6.6 21.1 4.9 13.2 7.5

Attack-success rate LSTM 10.94 5.52 6.49 9.36 20.43 10.82

Bi-LSTM 13.13 8.32 9.99 6.16 18.52 10.03

Word-CNN 18.09 7.52 23.79 5.17 20.06 10.70

RSE vs. SEM. We also compared SEM with our RSE as shown in Table 3.
Please note that we evaluate the performance of RSE and SEM only under
PWWS attack model on three datasets because: (1) PWWS has the strongest
attacking efficacy; and (2) SEM has no opened source codes yet and we directly
cite the results in [15] under the same experimental settings.

It can be seen from Table 3 that the average After-Attack Accuracy of RSE
is higher than SEM for about 5%–10%. We also compared the Accuracy Shift
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of SEM and RSE since the parameters of each base model may be different.
We find out that except for AG’s News dataset with LSTM model, models
under RSE have smaller Accuracy Shift, and the shifts are stable with only 5%
decrease in average. But for SEM the decrease is about 10% in average. For
AG’s News dataset with Word-CNN model, the Accuracy Shift reaches 21.1%
and thus the performance of the model is unacceptable. We can also see that
our RSE has lower Attack-Success Rate for nearly all settings. This means that
it is more difficult for PWWS attacker to craft adversarial examples under RSE
framework.

Substitution Rate. When crafting an adversarial example, it is better to add
smaller perturbations. Thus noisy rate is an important metric in adversarial
attack. It means that the crafted examples may not be imperceptible if the noisy
rate is high. On the contrary, the defense mechanism is better if it causes the
attacker have to add more noise to success. Thus in this paper we introduce Sub-
stitution Rate as a metric, which is defined as the number of substituted words
against the sentence length. The better performance the defense framework has,
the more the substituted words the attack model costs.

Table 4. Performance on substitution rate.

Dataset Attacker LSTM (%) Bi-LSTM (%) Word-CNN (%)

NT AT RSE NT AT RSE NT AT RSE

IMDB Textfool 17.98 18.22 20.09 17.63 18.26 20.06 17.57 17.35 20.03

PWWS 10.54 11.23 19.13 10.55 11.25 18.12 6.41 5.36 17.99

AGs News Textfool 20.93 21.27 22.18 21.18 21.39 22.11 22.09 21.59 22.17

PWWS 19.07 20.88 21.66 20.09 21.44 22.20 19.35 20.75 23.08

Yahoo! Answers Textfool 13.69 14.19 13.25 13.59 14.29 13.38 13.88 13.71 13.50

PWWS 10.28 12.47 16.09 9.79 12.85 16.30 10.30 9.74 16.21

The Table 4 shows the Substitution Rate of each base model without (NT)
or with defend frameworks (AT and RSE). We could not list the results of
SEM since they did not report in [15]. From Table 4 it could be seen that the
Substitution Rate for attacking the models with RSE is over 20% in most cases,
better than NT and AT. So we can safely conclude that RSE makes the attackers
pay more cost for perturbing origin sentences.

6 Conclusion and Future Work

In this paper, we propose a defense framework called RSE to protect text clas-
sification models against word-level adversarial attacks. With this framework, a
random synonym substitution encoder is fused into the deep neural network to
endow base models with robustness to adversarial examples. And a correspond-
ing training algorithm is also proposed. Extensive experiments on three popular
real-world datasets demonstrate the effectiveness of our framework on defense of
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word-level adversarial attacks. In the future, we will explore how the parameters
of our algorithm impact the performance and transfer our RSE framework into
other typical NLP tasks, e.g., Machine Translation and Question & Answer, to
protect deep models from word-level adversarial attacks.
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Abstract. The task of event detection aims to find the event trigger for
a sentence and identify the correct event type. Contextual information
is crucial to event detection, which helps a model to identify the triggers
better. Existing models utilizing contextual information only take docu-
ment information as additional features for deep learning model, without
considering the specific contribution of document information to trigger
classification. In this paper, we propose a Document-Improved Hierarchi-
cal Modular Event Detection (DIHMED) model to extract hierarchical
contextual information. Specifically, considering the relevance between
event types, we build independent modules that combine the document-
level information to express this relevance. Given the fact that events
from the same document are often related, these modules can make bet-
ter use of document-level information. We conduct several experiments
on a Chinese political event dataset and the results show that our model
can outperform the state-of-the-art models.

Keywords: Event detection · Neural network · Contextual
information

1 Introduction

Event detection is a very important subtask of event extraction, which selects
event triggers from a sentence and judges the event types. Here is an example
in ACE-2005 guideline [17]:
“In Baghdad, a cameraman died when an American tank fired on the
Palestine hotel.”
an ED model should find the trigger words “died” and “fired”, and identify the
corresponding event type “Die” and “Attack”. This task is challenging because
an event can be identified by different triggers while a trigger word can be
classified into different event types according to different contexts.

Most researchers regard event detection as a multi-classification task. In the
past, feature-based methods were often taken [5,8], and representation-based
methods are more widely used recently [2,14,15]. In general, most of them

This work is supported by the National Natural Science Foundation of China (Grant
No. U1934212).

c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12275, pp. 325–335, 2020.
https://doi.org/10.1007/978-3-030-55393-7_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55393-7_29&domain=pdf
http://orcid.org/0000-0001-5734-0565
http://orcid.org/0000-0002-7599-7306
http://orcid.org/0000-0002-9687-6028
https://doi.org/10.1007/978-3-030-55393-7_29


326 Y. Ni et al.

only pay attention to single sentences, ignoring the contextual information,
and obviously, the information from a single sentence is insufficient. Sometimes
it is impossible to infer the actual meaning of words from a single sentence.
For instance, here are two sentences from the same document in our dataset:

With only one trigger word , we can not determine the meaning
of the sentence due to the ambiguity. It may describe an event about a test flight
of an airplane, or a test of a missile. Only with contextual information can we
know what the event is about and identify the event type “Exhibit force posture”.

Meanwhile, the events from the same document are often related. In the Chi-
nese political event dataset, every document has a topic, and all sentences in the
document expand on this topic to describe more details. As a result, the events
in the same document have similar event types. We analyze the dataset statis-
tically to show it more clearly. There are twenty event types in the dataset. We
combine related event types and get six superordinate concepts. For example,
both event type “Assault” and event type “Fight” describe a hostile relation-
ship between two sides so that we combine these two event types to compose a
superordinate concept. According to our analysis, the proportion of events types
having the same superordinate concept in the same document can reach 59.9%.
In other words, when there are multiple events in a document, more than half of
them are related to each other. This indicates that the context can be utilized
to understand the meaning of a sentence, and such sufficient information in the
context can help us identify the event types.

Therefore, some researchers combine contextual information in event detec-
tion [3,20]. However, after transforming documents into vectors, they only take
these vectors as additional features for all the sentences in this document. In
this situation, the same contextual information is attached to all the sentences
in the document. This method allows all the sentences in a document to share
the same feature but ignores the specific contribution of the document. As a
result, it is of limited help to event detection.

In this paper, we propose a Document-Improved Hierarchical Modular Event
Detection (DIHMED) model, which detects events from a sentence with its con-
textual information. The attention mechanism is proved effective in computing
the contribution of each word in the sentence, but the traditional attention mech-
anism can not handle hierarchical classification. Referring to previous work on
hierarchical classification [1,16,18], we build a hierarchical modular attention
component for each superordinate concept so that we can extract and keep the
corresponding superordinate concept information at the sentence level. Besides,
to process the information of sentence and context separately, we set up another
component for document-level superordinate concept information. Finally, we
merge them to obtain document-improved hierarchical modular information.

In summary, our contributions are as follows: (1) We analyze the problem of
existing event detection models utilizing contextual information, then build hier-
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archical modular attention components to tackle it. (2) We balance the weight
of contribution scores at different levels to improve performance. (3) We experi-
ment on a Chinese political event dataset with several baseline models, and the
result shows that our model outperforms these state-of-the-art models.

2 Related Work

Event detection is a sub-task of event extraction, which is a challenging and
promising task in natural language processing. In the past, feature-based meth-
ods have been widely used to solve this problem, while with the development of
deep learning, more researchers adopt representation-based methods. The exist-
ing researches of event extraction can be mainly divided into two categories: the
pipelined approach and the joint approach.

The pipelined approach divides event extraction into two subtasks: event
detection and argument extraction. An event detection model needs to find the
trigger word and identify the event type in the given sentence [3,15,20], while
an argument extraction model should find arguments such as time and location
[11,18]. As a pipeline, the performance of argument extraction relies on the
output of event detection, so the improvement of event detection is crucial to
event extraction.

The joint approach extracts the triggers with their arguments simultane-
ously [9,14,19]. It is theoretically helpful for both event detection and argument
extraction because the dependencies between triggers and arguments are cap-
tured. However, existing experiments only show obvious improvement in argu-
ment extraction.

3 Proposed Model

In this paper, event detection is regarded as a multi-classification task. For each
token in a sentence, the model needs to determine its event type. There are
20 event types and 300 subtypes in the Chinese political event dataset, and we
regard these 300 subtypes as the output event type T of our model. Formally,
given a document d = s1, s2, ..., sl, each sentence of the document si ( 0 ≤ i ≤ l)
consists of words wi1, wi2, ..., wim, and the goal of the model is to assign an event
type t ∈ T or None to ∀wij(1 ≤ j ≤ m).

As shown in Fig. 1, the model is composed of three parts: sentence-level
information extraction, document-level information extraction, and a context-
improved classifier. We have encoders in each extraction step to extract basic
information. A hierarchical modular attention (HMA) component (shown in
Fig. 2) is applied then to compute attention for every superordinate concept.
After computing attention at both the sentence level and the document level,
we merge them to obtain the document-improved hierarchical modular informa-
tion and feed it to the classifier.
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Fig. 1. The architecture of our proposed DIHMED model.

Fig. 2. The structure of the hierarchical modular attention component.

3.1 Sentence-Level Information Extraction

In this phase, we focus on extracting sentence-level information. Bi-directional
recurrent neural network (RNN) is proved to be suitable for processing sequential
inputs. We choose long short-term memory (LSTM) [4], a variant of RNN, to
encode our sentence input. By concatenating the word embedding gij and entity
embedding eij of a token wij , each token is transformed into a vector xij [15], and
then a bi-directional LSTM is adopted to gain the hidden state of the sentence:

hij = [
−−−−→
LSTM(xij),

←−−−−
LSTM(xij)] (1)

To explore the relevance between words and superordinate concepts, we
employ an HMA component. Referring to the previous work [12,18], we build
a sentence-level Hierarchical Modular Attention(HMA). Specifically, for super-
ordinate concepts c1, c2, ..., cn, a vector uk(1 ≤ k ≤ n) is prepared to express
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the hidden information of each concept. A multi-layer perceptron is adopted to
compute the hidden state, and then obtain the attention score:

fk
ij = tanh(Wa[hij ;uk]) (2)

ak
ij =

exp(Wbf
k
ij)∑m

j′=1 exp(Wbfk
ij′ )

(3)

We average the attention scores of all n concepts, and then receive the
sentence-level attention:

aij =
1
n

n∑

k=1

ak
ij (4)

3.2 Document-Level Information Extraction

Generally, one document has a specific topic which the events in the document
are related to. In previous work [3,20], document-level information is extracted
by the encoder and is directly used as the additional feature of each sentence,
which ignores the relationship between the document and the corresponding
topic. Similarly to the sentence-level information extraction, we need hierarchi-
cal modular attention to make better use of the context. After extracting the
document-level information with an encoder, we employ an HMA component to
compute the contribution of documents to each superordinate concept.

Convolutional Neural Network (CNN) is often adopted to capture seman-
tic and syntactic features in natural language processing tasks [2,6,7], so we
choose CNN as the encoder of document-level information. For document
d = {w00, w01, ..., w0m, w10, ..., wl0, ...wlm}, we concatenate word embedding
gij of each word wij , and obtain the representation of the document xd =
(g00; g01; ...; g0m; g10; ...; gl0; ...; glm) as the input of CNN:

h
′
d = CNN(xd) (5)

Similarly, we build a document-level hierarchical modular attention compo-
nent and compute the contribution of the document to a superordinate concept
k:

fk′
ij = tanh(W

′
a[hij ;h

′
d;u

′
k]) (6)

ak′
ij =

exp(W
′
bf

k′
ij )

∑m
j′=1 exp(W ′

bf
k′
ij )

(7)

We also average these attention scores for the document-level attention:

a
′
ij =

1
n

n∑

k′=1

ak′
ij (8)
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3.3 Context-Improved Classifier

After calculating sentence-level attention and document-level attention respec-
tively, to obtain the document-improved hierarchical modular attention, we com-
bine them with hyperparameters λ and μ:

a
′′
ij = λaij + μa

′
ij (9)

By utilizing this document-improved attention, we receive the weighted hidden:

rij = ak′′
ij hij (10)

We concatenate xij rij and h
′
d as the input of softmax and get the probability

vector O. The t-th element Ot of O indicates the confidence score of wij for event
type t. Finally, we compute the score of wij for all event types:

p(t|wij , θ) =
eOt

∑
t′ ∈T eOt

′ (11)

where θ is the hyperparameter of the model. Given all the instances (wij , yij) in
the dataset, we define the following objective function:

J(θ) = −
l∑

i=1

m∑

j=1

log p(yij |wij , θ) (12)

4 Experiment

4.1 Dataset and Experiment Setup

We conduct experiments on a Chinese political event dataset. Besides our pro-
posed model, we reproduce several state-of-the-art models for comparisons and
perform the experiments with the same dataset. This dataset is constructed
based on the syntax tree and trigger word dictionary in our previous work, and
it contains 8012 documents. We randomly choose 1600 documents of them as
the test set, 800 as the validation set, and the remaining 5612 as the training
set. For each predicted trigger, we judge its correctness by checking if its event
subtype and offsets match those of a reference trigger. We take Precision(P ),
Recall(R), F1 − Score(F1) as the evaluation metrics.

The hyperparameters of the reproduced models are set according to the orig-
inal researches. For our proposed model, the word embedding dimension and
the entity embedding dimension are set to 300 and 50 respectively. We initialize
the word embedding with a pre-trained one [13]. The LSTM has one layer and
its hidden size is 300. The window size of CNN is 3 and its number of feature
maps is 100. We set the dimension of HMA to 300 for both sentence-level and
document-level. The dropout is set to 0.5. Adam algorithm is applied during the
training to minimize the loss.
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4.2 Baseline Models

In order to evaluate our proposed DIHMED model, we choose several state-
of-the-art models for comparisons on the same dataset. It is proved that the
representation-based models outperform the feature-based models, so we only
choose the former as our baseline.

Sentence-Level Models:
DMCNN [2]: This model adopts a dynamic multi-pooling layer according

to event triggers and arguments, to reserve more crucial information.
JRNN [14]: This model exploits the inter-dependencies between event trig-

gers and argument roles via discrete structures.
JMEE [10]: This model jointly extracts multiple event triggers and argu-

ments by introducing syntactic shortcut arcs to enhance information flow and
attention-based graph convolution networks to model graph information.

Document-Level Models:
DLRNN [3]: This model automatically extracts cross-sentence clues to

improve sentence-level event detection without designing complex reasoning
rules.

DEEB [20]: This model learns the event detection oriented embeddings of
documents, and uses the learned document embedding to enhance another bidi-
rectional RNN model to identify event triggers and their types in sentences.

4.3 Effect of Different Attention Mechanism

Compared with the basic attention mechanism, our proposed DIHMED model
applies hierarchical modular attention at both the sentence level and the doc-
ument level. To demonstrate the effect of these components, we design several
models with different attention mechanism:

Basic model : This model adopts a bi-directional LSTM as the encoder.
This model only takes sentences as input and does not adopt any attention
mechanism.

Basic model with attention : This model employs a simple attention mech-
anism based on the basic model.

DIHMED1/2/3 : These models apply HMA in different ways. DIHMED1
only takes the sentence-level HMA (λ = 1 and μ = 0) while DIHMED2 only
uses the document-level HMA(λ = 0 and μ = 1). Finally, DIHMED3 combines
HMA in both the sentence level and the document level (λ = 0.5 and μ = 0.5).

In Table 1 we can see that, compared with the basic attention mechanism,
hierarchical modular attention can help improve performance. With the HMA
component, the model can take advantage of the underlying information and
exploit the hierarchical relations. In addition, the model with document-level
HMA can achieve a higher recall. This is mainly because with contextual infor-
mation, we can detect more trigger words, so the result is not restricted by
local information. However, this model gets a lower precision because, with the



332 Y. Ni et al.

Table 1. Experimental results of models with different attention mechanism.

Methods λ μ P R F1

Basic model – – 73.6 75.6 74.6

Basic model with attention – – 75.0 78.1 76.5

DIHMED1 1 0 77.5 77.8 77.7

DIHMED2 0 1 73.9 84.5 78.8

DIHMED3 0.5 0.5 80.5 82.1 81.3

increase of candidate trigger words, the model with only document-level atten-
tion gains less information from the sentence, and thus misclassifies the trigger
words. With the combination of sentence-level and document-level attention, our
proposed DIHMED model can achieve better performance.

4.4 Overall Model Performance

Table 2 shows the overall performance of our proposed model and other baseline
models. All the models we propose with different HMA components can achieve
a comparable result with state-of-the-art models, and the DIHMED model out-
performs these baselines at all metrics. The result can be explained as follows:
(1) Sentence-level methods (DMCNN, JRNN, JMEE) pay all their attention to
the sentence, and they can achieve a good result to a certain extent. However,
only with context can we know the meaning of some specific trigger words. For
this reason, our model combines contextual information and can better identify
trigger words. (2) Document-level methods (DLRNN, DEEB) only regard docu-
ment vector as additional features, and can not exploit the deep relation between
documents and events. With hierarchical modular attention, we can extract the
contribution of the input for event types. We combine the contributions of both

Table 2. Overall model performance on the test set. † indicates that the model employs
the document-level information.

Methods P R F1

Chen’s DMCNN [2] 73.6 80.5 76.9

Ngyuen’s JRNN [14] 75.1 78.6 76.8

Liu’s JMEE [10] 78.7 80.3 79.5

Duan’s DLRNN [3]† 74.4 78.8 76.5

Zhao’s DEEB [20]† 74.7 82.0 78.2

DIHMED1 77.5 77.8 77.7

DIHMED2† 73.9 84.5 78.8

DIHMED3† 80.5 82.1 81.3
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the sentence level and the document level to make better use of the local and
global information and thus get better performance.

4.5 Qualitative Analysis

To further demonstrate the effect of our proposed model, we conduct a qual-
itative analysis. By visualizing the attention score, we can intuitively see the
contribution of each word computed by attention modules. We select a sen-
tence from the dataset and compute the scores of sentence-level attention and
document-level attention respectively. In Fig. 3 we can see that attention at dif-
ferent levels are interested in different words. In this case, the place of the event
“there” and the result of the event “injured” get higher scores in sentence-level
attention, while the trigger word “explosion” gets a higher score in document-
level attention. This document describes some details of this event, such as the
time of this explosion and the reason for it. So the document-level attention
extracts more information rather than single sentences, and help improve event
detection.

Fig. 3. The heatmap of the sample sentence. The word in red is the trigger word of
the event.

5 Conclusions

In this paper, we propose a document-improved hierarchical modular event
detection model. We conduct several experiments on a Chinese political event
dataset and find that with hierarchical modular attention, contextual informa-
tion can better help event detection. In the future, we will further seek the
balance between the sentence-level and the document-level information and try
to adjust the weights dynamically.
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Abstract. Sentiment analysis is one of important natural language
processing (NLP) tasks. The transformer-based language models have
become new baseline in sentiment analysis tasks in recent years. These
models trained by efficient unsupervised learning methods have pushed
accuracy of sentiment analysis tasks to a higher level. In this paper,
we propose a set of novel transformation methods to tackle a senti-
ment analysis task. Specifically, we design four novel transformations in
our transformer-models. For comparison purpose, the new data manip-
ulation method is implemented on two language models (BERT and
RoBERTa) separately. The nonlinear transformation method is evalu-
ated on the large-scale real world dataset (Weibo sentiment analysis
dataset (https://www.datafountain.cn/competitions/423)). The exper-
iment results demonstrate the superiority of the proposed method.

Keywords: Natural language process · Sentiment analysis · Language
model

1 Introduction

Nowadays, pretrained transformer language models, such as BERT [1],
RoBERTa [2], ALBERT [3], Electra [4], have achieved remarkable results on
plenty of natural language process tasks, for instance in the field of machine
translation and sentiment analysis [5]. These models can maintain more latent
information because of their self-attention [6] architecture and large unlabelled
language corpus. By using transfer learning, lots of NLP downstream tasks can
simply add several simple information extraction transformations on above lan-
guage models.

Compared with negative sampling word embedding models, such as
Word2Vec [7], the key difference is unsupervised learning tasks. Negative sam-
pling models assume latent information is maintained in a fixed number of con-
text words and these models’ task is maintaining latent semantic information by
c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12275, pp. 336–343, 2020.
https://doi.org/10.1007/978-3-030-55393-7_30
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maximizing context words probability and minimizing negative words probabil-
ity. Transformer language models expand such idea and can collect information
from whole sentences using self-attention mechanism. They are trained using
more efficient unsupervised tasks such as MLM (Masked Language Model) [1]
and RTD (Replaced Token Detection) [4].

In this paper, we design four novel extraction transformation methods catch-
ing not only latent information in all language model outputs, but information
in hidden layers for they are less affected by downstream tasks. We test two
transformer language model, BERT [1] and RoBERTa [2] on Weibo dataset. By
using these extraction transformations our models outperform baselines in this
task, and show latent information existing in hidden layers.

The rest of this paper is organized as follows. The related work is introduced
in Sect. 2, followed by the detailed descriptions of proposed methods in Sect. 4.
Experiment results are shown in Sect. 5. Our conclusion is in Sect. 6.

2 Related Work

Among most natural language process models, we can divide these models into
two parts: part one establishes a transformation from individual words into word
or word-like token embedding, while part two extracts information from the
obtained embedding and returns the expected result.

Before transformer language models are created, the most popular embed-
ding method is one-hot methods. However, this embedding method does not
contain context information, and it is what Word2Vec [7] solves. Compared with
the previous one-hot word representation, Word2Vec can maintain latent infor-
mation of each words. Besides it, there are another word embedding methods
like fastText [8] and GloVe [9].

In information extraction parts, since natural languages are sequential. It is
very natural to use sequential model to get the information from input, that’s
why lots of researchers use RNN to extract information from natural languages,
like RNN decoder-encoder model for statistical machine translation [10].

2.1 Transformer Language Model

In order to solve drawbacks in traditional sequential models, Devlin et al. decided
using pure self-attention architecture [6] to construct a model which can learn
semantic information from both previous tokens and following tokens without
the influences of distance, as known as BERT [1]. BERT proves self-attention is
better than almost all previous language model architectures, and now all state-
of-the-art language models are based on self-attention architecture, like XLNet
[11], RoBERTa [2], ALBERT [3], and Electra [4]. The differences between them
are the language learning tasks and input embedding methods. Models except
Electra select a small subset of tokens in unlabelled input sequences, mask small
part of these tokens (typically 15%), or shuffle the given sequences and attention
to all another tokens (XLNet [11]), then train the models to recover the original
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sequence input. While Electra uses a GAN-like replaced token detection task.
Experiment result shows this task is very efficient: Electra is better than BERT
[1] and DistilBERT [12] when the size of model is very small.

2.2 Sentiment Analysis

Sentiment analysis is an important part of natural language processing, and
transformer-based language models also achieves lots of state-of-the-art result
on multiple datasets. Colin et al. reported a transformer-based language model
called Text-to-Text Transfer Transformer, or T5 [13]. This model treats every
NLP problem as a “text-to-text” problem, so this model’s training task would
fit every NLP tasks. This language model achieves state-of-the-art on SST-2
Binary Classification task [5]. Xie et al. introduced a novelty semi-supervised
learning methods called Unsupervised Data Augmentation(UDA) [14]. By using
this method and BERT model, they achieves state-of-the-art on several datasets
with surprising small amount of available labels.

3 Problem Definition

The input data has a comment set C and a corresponding target label set T .
Comment set C contains several non-equal length texts cs = {ws

1, w
s
2, ..., w

s
k}

where ws
i refers to a single token defined in language model vocabulary in com-

ment cs. The max length of every comment cs is not bigger than 140. Target
label set T has three labels: −1 means negative mood, 0 means neutral mood
and 1 means positive mood.

After tokenziation and language models, each comment cs should be first
replaced by a number string {ts1, ts2, ..., tsk} where tsi is a non-negative value,
then become k token embedding {vs1, vs2, ..., vsk}. Each comment has only one
corresponding label ls where ls ∈ {−1, 0, 1}. In this paper, we aim to select
proper label for each comment in test dataset. The method is: for each comment
we have three probabilities p−1, p0, p1 after our transformation methods. Label
which has the maximum probability is the final result.

4 Framework Description

First, the input data cs becomes token embedding vs after transformer language
models. Second, our four transformation methods will pick up output vs or
hidden state vectors vshidden i from hidden layer i. Every transformation method
gives probabilities of three labels p−1, p0, p1. Finally, after ensemble layer we can
get proper labels by finding maximum probability.
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4.1 Self-attention Architecture

Self-attention is developed based on the attention mechanism which is widely
used in computer vision and sequential learning task [15,16]. Vaswani et al. [6]
was inspired by attention mechanism and proposed a self attention architecture
to completely replace RNN into full attention layers.

The central part of self attention is replacing traditional linear model by pure
attention. An attention module will calculate a set of weight values and map it
with original query, then output the weighted sum of the values. If we assume
the value of query is packed into a matrix Q, the key value is packed into another
matrix K, and matrix V is the value matrix, the dimension of a single key value
is dk, the attention function can be described as [6]:

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (1)

Based on this small but powerful module, Vaswani et al. created several self-
attention based transformer models and outperformed state-of-the-art models
on machine translation and English Constituency Parsing tasks [6].

4.2 Context-Aware Semantic Information Transformation

There are lots of ways to extract data from token embedding, like full connection
layer, LSTM [17] and GRU [10]. In order to find the differences between different
context-aware information transformations, we create four different independent
transformations:

1. Full connection layer. The input is a concatenation of first vector in trans-
former language model output and that in last two hidden layers outputs.
The reason is hidden layers outputs are less affected by downstream tasks,
meaning more original latent information can be obtained here.

2. Full connection layer. The input also is a concatenation of normal output and
hidden output described in Transformation 1, but this method will catch one
more hidden layer output to preserve more latent information.

3. Bidirectional GRU layer. The input of GRU is the full output of transformer
language model.

4. GRU and LSTM layer. The input of LSTM is the full output of transformer
language model, then the hidden state and output vectors from LSTM con-
taining memory information are transferred into another GRU module.

For the first and second type transformations, the output of language model
will contain two parts: one is the first vector of output embedding and the
another part is the first vector of last two or three hidden layers. These two
transformations can be described as:

vs1 = LMtotal layer number(cs) (2)
vshidden i,1 = LMtotal layer number−i(cs) (3)
output1 = argmax(f(vs1, v

s
hidden 1,1, v

s
hidden 2,1)) (4)

output2 = argmax(f(vs1, v
s
hidden 1,1, v

s
hidden 2,1, v

s
hidden 3,1)) (5)
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where LMlayer number(·) returns the first output vector after a given number of
self-attention layers, argmax(·) retrieves the index of the largest number in final
vector and transfers it into proper sentiment label, f(·) is a full connection layer.

The third and fourth transformations use a linear module to extract the
latent data. These transformations does not need the hidden output from these
huge language models. They can be described as:

{vs1, vs2, ..., vsk} = LMA(cs) (6)
h1, h2 = BiGRU({vs1, vs2, ..., vsk}) (7)
h1 = LSTMGRU({vs1, vs2, ..., vsk}) (8)
output3 = argmax(f(h1, h2)) (9)
output4 = argmax(f(h1, v

s
1)) (10)

where LMA(·) returns the full model output of a single input tokens, BiGRU(·)
means the BiGRU module in transformation 3 and LSTMGRU(·) means LST-
MGRU module in transformation 4.

5 Experiment

5.1 Datasets

We evaluate these models on a given Weibo dataset. Weibo is a Chinese short text
messages exchange platform. The final result is a label referring to the emotion
of this weibo. This label has three values: 1 means positive mood, 0 means neural
mood, and −1 means negative mood. Comment time of these weibo begins on
Jan 1, 2020 and ends on Feb. 19, 2020. There is 100,000 labelled training data,
900,000 unlablled data and 10,000 test data.

Because there are lots of unlabelled training dataset, and in order to intro-
duce the distribution of test dataset, we use a popular semi-supervised training
methods called pseudo-label. In the following experiment part, we will investigate
the influence of these pseudo-labels by training these models on a combination
of original training datasets and 1,000 pseudo-labels. These pseudo labels are
created by a single BERT-wwm [18] model with a bidirectional GRU layer.

5.2 Baselines and Evaluation Metrics

In this part we will introduce two different language models and used evaluation
metric.

BERT: BERT [1] is a pure self attention based language model created in 2018.
Unlike ELMo, BERT can learn deep language representations using unlabelled
data, making it easy to fine-tune a state-of-the-art model by just adding a simple
additional transformation.

RoBERTa: RoBERTa [2] is a robust BERT by using far more unlabelled train-
ing dataset and computation resources because Liu et al. investigated the orig-
inal BERT training methods and found it is underfitting. After longer training
processes, RoBERTa performs better than BERT in several tasks [18].
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In this paper, we use pretrained BERT-wwm [18] and RoBERTa zh41 models.
All of these language models use four different context-aware semantic trans-

formations. Because it is a multi-classification task, the evaluation metric is
macro-F1 value. The original F1 value is the harmonic mean of accuracy and
recall, and macro-F1 is the average number of F1 value on given different types.

5.3 Results and Discussions

The main goal of this experiment is checking the effectiveness of different models
and optimization method. The parameters of the training process are fixed and
the optimizer of this model is an improved Adam algorithm named AdamW [19].
The detailed training parameters are listed in Table 1.

Table 1. Implementation details

Learning rate 1e−5 Warmup steps 200

Loss function Cross entropy Accumulation steps 4

Total step 20,000 Batch size 8

The accumulation steps number means a gradient optimization step every
four batches, it can help increase the batch size efficiently without consuming
more computation resources like memory. Our baseline model uses the same
language models and its context-aware transformation is a single full connection
layer. Training results are generated using training dataset with training labels
excluded, and test results are generated using normal test dataset. The ensemble
results and baseline results are listed in Table 2. “Original” means this model are
trained using pure training dataset while “Pseudo-labelled” means this model
are trained using training dataset and pseudo-label dataset.

Table 2. Experiment result (F1 value)

Models Training dataset Test dataset

RoBERTa BERT RoBERTa BERT

Baseline – – 0.7330 0.7317

Original 0.7571 0.7447 0.7359 0.7390

Pseudo-labelled 0.7575 0.7460 0.7413 0.7384

For RoBERTa part, because the model size of RoBERTa is larger than BERT,
meaning it can stow more latent information, the training results and test results

1 https://github.com/brightmart/roberta zh.

https://github.com/brightmart/roberta_zh
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are better than BERT. However, the gap in test results are smaller. As for BERT
part, the model size of itself limits the performance. Not only train results, but
test results are lower than RoBERTa. After investigating each single model,
BERT or RoBERTa with transformation 2 and transformation 3 are always
better than another two models.

As for pseudo-labelled training dataset, because RoBERTa is much larger
than BERT, it is expected that RoBERTa is much better than BERT. As for
test dataset things are a little different. RoBERTa shows that our model outper-
forms baseline and do better using pesudo-label dataset. But in BERT model
using original dataset are slightly better than that with pseudo-label dataset.
After investigation we find BERT may be affected by several controversial labels
existing in pseudo-label dataset.

6 Conclusion

In this paper, we investigated four different context-aware information transfor-
mations on BERT and RoBERTa. The result shows the simple full connection
layers and concatenation of output and hidden state is the overall best method
in this task, meaning there is latent information hidden in these transformer
layers and it is less affected by fine-tuning training dataset.
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Abstract. As a tool to study people’s views and opinions on things and
events around them, sentiment analysis is widely used in the analysis and
processing of mass evaluation information. Traditional emotion analysis
is generally based on emotion dictionary, but the construction of emotion
dictionary needs a lot of artificial time, and in different application fields
need to establish different emotion dictionaries. Meanwhile, emotion dic-
tionary can’t contain the semantic information of words and it also ignore
the role of non-emotional words in the expression of emotion. This paper
proposes a new emotion analysis algorithm (CBOW-PE) based on word
embedding and part of speech. First, in the stage of pre-processed exper-
iment, we use part of speech to preprocess the experimental data, fully
consider the role of non-emotional words on emotion analysis. And then
we add emotional information to assist word vector training, so that the
word embedding of words related to emotion has both semantic infor-
mation and emotional information. Finally, this paper makes a lot of
experimental analysis and comparison of this paper and its related algo-
rithms. The results show that the algorithm is effective and efficient in
Chinese emotion analysis.

Keywords: Word embedding · Part-of-speech · Emotion dictionary ·
CBOW · CBOW-PE

1 Introduction

In recent years, with the popularity and continuous development of the Internet,
people enjoy more and more convenient e-commerce, network social, electronic
entertainment and other services. It has become an important research topic to
conduct sentiment analysis on a large number of evaluation texts on the Internet
to facilitate new users to browse and refer.

More attention has been paid to the sentiment analysis of short texts. Most
of the existing methods follow the direction of Peng et al. [1], using the senti-
ment polarity of manual tagging to construct sentiment classification. The main
work is to design effective features to obtain better performance [2–5]. By learn-
ing documents, obtaining dense word representations or word embeddings [6,7]
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has become a new direction for people to study. GloVe is another unsupervised
learning word embedding model which based on global word frequency statistics,
considering co-occurrence information between words and achieves better results
than Word2Vec [8]. Tang et al. proposed three neural network structures to intro-
duce emotional information into the loss function to learn word embeddings with
specific emotions, and achieved good results in Twitter English sentiment anal-
ysis [9]. Jacob et al. Put forward the Bert model [10], through adjusting the
information in all layers and contexts, pre training the deep two-way represen-
tation from the marked text to get the word vector.

In the previous related sentiment analysis methods at home and abroad,
mainly based on dictionary analysis method and machine learning method. Tak-
ing a dictionary-based approach requires a lot of manual processes, and because
of the different application scenarios, a single dictionary is not sufficiently ver-
satile, and often requires the establishment of different dictionaries. Machine
learning based methods rely directly on a large number of data to learn, but
lack of supervision, learning results are difficult to interpret. This paper tries
to add part of speech as a reference in the pretreatment stage, and add some
non-emotional words with emotional information outside the affective words to
form the enhanced learning part of sentiment analysis. Introducing emotion as
supervision in the process of word embedding learning, adding a layer of hidden
layer in the process of word embedding learning, so that the word embedding
can learn both semantic information and emotional information in the process
of learning, So as to get embedded words that are more conducive to Chinese
text sentiment analysis.

The remainder of this paper is as follows: Sect. 2 introduces the improved
word embedding learning model CBOW-PE. The Sect. 3 is the relevant experi-
mental analysis and discussion. Finally, a concise conclusion is given in Sect. 4.

2 CBOW Combined with Part-of-Speech and Emotional
Information

In this paper, the CBOW algorithm is improved to obtain word embeddings
containing a mixture of semantic and emotional information. In the CBOW
algorithm, window movement is used, and the target word and its context are
continuously used as input to obtain unsupervised word embeddings. Each word
embedding is obtained by weighting its context word embedding, making the
target word and the context relevant, So that the word embedding has semantic
information. In order to make the obtained word embedding better applicable
to the sentiment classification task, we added a loop of learning content on the
basis of the original CBOW model to train the sentiment information of the
word embedding. For a sentence containing emotional polarity, CBOW simply
applies a window and moves on the basis of the sentence, and the CBOW-PE
model in this article adds an emotional learning loop on this basis, and associates
each sentence with the emotional expression. In previous studies on English, the
accuracy of sentiment analysis can be improved by including part of speech as
one of the criteria for feature extraction [11]. In Chinese, words of different parts
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of speech have different effects on emotional expression, among which verbs and
adjectives often contain more emotional information.

2.1 CBOW-PE Model Framework

Compared with the traditional sentiment analysis task, this paper adds part-of-
speech as one of the considerations in the data preprocessing stage, and improves
the algorithm flow for the goal of sentiment analysis.

First, in the preprocessing process, the paper further processed the experi-
mental data by using the part-of-speech to obtain the text used in the traditional
word embedding learning. At the same time, it also obtained the emotion-related
words containing emotional information and filtering based on part-of-speech. In
the process of word embedding learning, the improved CBOW-PE model is used
for training. Finally, the obtained word embedding is applied to the emotion
classification task. The specific CBOW-PE framework is as follows (Fig. 1).

Fig. 1. CBOW-PE model framework

2.2 CBOW-PE Model

For the corpus, words are divided into emotionally related words and non-
emotional related words. For non-affective related words, the learning model
is trained using the CBOW model. For emotion-related words, the CBOW-PE
model is used for training. The sentiment-related words in the first hidden layer
and context form a set of {xt−c, ..., xt, ..., xt+c} training semantic information.
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Fig. 2. CBOW-PE model framework

CBOW reduces the algorithm time by negative sampling, and its loss function
is as formula (1) and (2) (Fig. 2):

L = − log(σ(v
′T
xt

h)) −
k∑

i=1

log(σ(−v
′T
xi

h)) (1)

h =
1
2c

c∑

i=1

(vt+i + vt−i) (2)

v is the vector form of the word x. k is the number of negative samples.
Improve the prediction accuracy by minimizing the loss function L. In the second
hidden layer, there is a set of {et−l, ..., et, ..., et+l} related to the emotion-related
words that have appeared in its context, and we calculate the correlation between
the set and the emotion expressed by the sentence. The Emotional loss is as
obtain formula (3) and (4):

L = − log(σ(e
′T
truehe)) − log(σ(e

′T
falsehe)) (3)

he =
1
2l

l∑

i=1

(vt+i + vt−i) (4)

v is the vector form of the emotion-related word e. etrue is the correct senti-
ment of this review sentence, efalse is the wrong sentiment. For emotional words,
two layers of learning must be performed simultaneously during the learning pro-
cess, so the final word vector loss function is the sum of semantic information
loss and emotional information loss, as in formula (5):

Lcp = L + Le (5)

During the experiment, Adam’s optimization algorithm was selected to adjust
the word embedding to reduce the loss function.

3 Experiment

In the experimental analysis and discussion, it is mainly divided into three
parts. First, we introduce the experimental preparation. Then, we compare the
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CBOW-PE model and the CBOW model after adding part-of-speech and emo-
tion. Finally, we compare our model with traditional sentiment analysis methods.

3.1 Experiment Preparation

Data Collection. The data used in this paper is user product evaluations
obtained from Taobao. This data set is 11.3M in size, with a total of 62,774
sentences, containing 66,872 words. In addition to the main body of the text,
each review has its domain identification (movies, books, etc.) and emotional
polarity (31,728 positive and 31,046 negative).

Data Processing. First, we first remove the special symbols in the text. Then
the text is segmented in Chinese and its part of speech is marked for training.
Finally, delete the stop words which have no practical influence on the expression
of the sentence.

3.2 Influence of Part-of-Speech and Sentiment

This section compares the initial word embedding (CBOW), word embedding
and part-of-speech (CBOW-P), word embedding and emotion (CBOW-E), and
improved word embedding model (CBOW-PE). Among them, CBOW-P is a
training layer that adds an additional layer of emotion-related part-of-speech
word embeddings to the original CBOW, and CBOW-E adds emotion as an
independent “word” to CBOW training for training. According to Mikolov’s
article, the optimal window size when using the word embedding algorithm is 5,
the number of iterations is 5, and the word embedding dimension is 200.

The experimental results are shown in Table 1. It can be seen that after
adding part-of-speech and emotion to the CBOW algorithm, the word embedding
obtained by the CBOW-PE algorithm has a better effect of sentiment analysis.
Adding part-of-speech alone as a reference is slightly improved, but it is better
to add part-of-speech and emotion together, and adding emotional information
alone may make the sentiment analysis of the word embedding trained worse.

3.3 Comparison with Traditional Related Emotion Classification
Algorithms

After parameter tuning (process omitted), the set window size of CBOW and
CBOW-PE in this experiment is 5, the word embedding dimension is 350, and the
number of iterations is 15 times. Choose to use the SVM classifier for sentiment
analysis. At the same time, the sentiment analysis method based on sentiment
dictionary is added as a reference in this experiment. It can be seen from the
results that the sentiment analysis effect of the word embedding combined with
the SVM classifier trained by the CBOW-PE model is better than the original
method (Table 2).
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Table 1. Influence of part-of-speech and sentiment

Accuracy Recall Precision F-score

CBOW 79.95% 80.90% 81.59% 81.22%

CBOW-E 80.45% 79.51% 83.32% 81.33%

CBOW-P 78.92% 79.66% 80.81% 80.19%

CBOW-PE 80.69% 80.27% 82.19% 82.04%

Table 2. Comparison with traditional related emotion classification algorithms

Accuracy Recall Precision F-score

Sentiment dictionary 67.06% 80.05% 66.41% 72.60%

Glove+SVM 79.48% 82.10% 80.12% 81.10%

BERT+SVM 81.98% 82.66% 83.55% 83.10%

CBOW+SVM 82.47% 83.57% 83.70% 83.63%

CBOW-PE+SVM 84.48% 85.41% 85.60% 85.50%

Fig. 3. Comparison with traditional related emotion classification algorithms

4 Conclusion

This paper is mainly improved based on the CBOW model. By adding a layer of
hidden layers, the word embedding is trained simultaneously on semantic infor-
mation and emotional information during the learning process, thereby obtaining
a word embedding containing emotional information. The experimental results
show that the word embedding sentiment classification result obtained by the
improved CBOW-PE algorithm is better than the traditional CBOW method,
and it can complete the sentiment classification task more accurately. However,
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the model in this paper is still inadequate. On the one hand, it depends on the
size of the corpus, and it does not handle new words; on the other hand, it does
not consider the case of polysemy. In the following research, further improve-
ments are needed to address the shortcomings of the model (Fig. 3).
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Abstract. Knowledge-intensive crowdsourcing (KI-C) plays an impor-
tant role in today’s knowledge economy. And competitive knowledge-
intensive crowdsourcing (CKI-C) is a kind of KI-C in which tasks are
released in the form of competitions. The worker performance prediction
is important for CKI-C platforms to recommend tasks to proper workers.
Traditional worker performance prediction methods do not consider the
complex properties of tasks and worker skills, thus they do not function
in CKI-C. In this work, we design the KT4Crowd framework to incor-
porate knowledge tracing, used effectively in intelligent tutoring systems
(ITS), into CKI-C for predicting worker performance. The experimental
results on a large-scale Topcoder dataset show the effectiveness of our
framework and the DKVMN model with our framework achieves the best
performance among the compared state-of-the-art methods.

Keywords: Crowdsourcing · Knowledge tracing · Performance
prediction

1 Introduction

Knowledge-intensive crowdsourcing (KI-C) is one of the most promising areas of
next generation crowdsourcing [1,6], for its essential role in today’s knowledge
economy1. Existing crowdsourcing applications mainly focus on simple micro-
tasks (e.g. image annotation) while KI-C often targets more complex tasks that
require workers to master advanced knowledge, such as crowdsourced software
development, product design and knowledge creation. In this paper, we only
discuss the KI-C in which each crowd worker or team finishes the KI-C task alone
and submits the work (such as Kaggle, Topcoder) and we call it competitive KI-C
(CKI-C). Collaborative KI-C like Wikipedia is not considered.

Task assignment is the fundamental process of crowdsourcing, and a pre-
cise worker performance prediction model is the precondition of an efficient task
1 https://en.wikipedia.org/wiki/Knowledge economy.
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assignment method. In traditional crowdsourcing, this problem has been studied
thoroughly [2,5]. But most of these methods are inapplicable in CKI-C, since
CKI-C tasks have multiple features and the answer set is infinite, which does not
match the settings of these methods. Another weakness of traditional methods
are that worker’s ability is usually denoted as a constant or a fixed confusion
matrix. While some researches show that worker’s ability changes when he per-
forms complex tasks [8]. So we need a worker performance prediction model
which can dynamically and precisely estimate worker’s ability in CKI-C.

Predicting worker performance in CKI-C shares similar challenges faced by
intelligent tutoring system (ITS). And knowledge tracing (KT) is a kind of
method that traces the evolving knowledge state of students as they engage
a sequence of learning activities [3]. KT has a big progress these years after it is
combined with deep learning [7,9]. We propose a Knowledge Tracing for crowd-
sourcing (KT4Crowd) framework to use the knowledge tracing models to solve
the worker performance prediction problem in CKI-C.

The framework consists of three parts, data preprocessing, training and pre-
dicting. We use task decomposition and results transformation to preprocess the
CKI-C data. The training process is similar to that of a KT model. And the pre-
dicting process uses the trained KT model to predict the subtasks of one task,
and use majority voting to get the final prediction of the original task. Finally
we conducted two experiments to evaluate the performance of KT models under
our KT4Crowd framework. Both of them show the efficiency of our framework.

Our main contributions are summarized as follows:

– We propose a general framework to adapt KT models to predict worker per-
formance in CKI-C. To the best of our knowledge, this is the first work using
KT models to solve worker performance prediction problem in CKI-C.

– We propose two methods to improve traditional KT methods to work with
the multi-feature, no-standard-answer CKI-C data.

– We have conducted two kind of experiments to validate the effectiveness of
our framework and get impressive results. Experiments show that DKVMN
with our framework has the best performance.

2 Knowledge Tracing for Crowdsourcing

In this section, we try to apply knowledge tracing methods in CKI-C for worker
performance prediction. First, we give a formalization of worker performance
prediction problem in CKI-C. Then we introduce our knowledge tracing for
CKI-C (KT4Crowd) framework in detail. The framework consists of two parts,
training and predicting.

2.1 Worker Performance Prediction in CKI-C

We already describe the concept of CKI-C in our introduction. In this section,
we will first give a more clear definition to it. At first we need to define the
concepts of task, worker and result.
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Task. A CKI-C task t on platform P usually requires multiple skills. We call
them features of the task and denote them as F t = {f t

1, f
t
2, ..., f

t
N}. It is a subset

of the features set {f1, f2, ..., fL}, which contains all the features that appear in
tasks on P .

Worker. The worker set of task t is denoted as {wt
1, w

t
2, ..., w

t
M}. Each worker

w has expertise in some skills.

Result. The M workers of task t submit their works {st1, st2, ..., stM}. The sub-
missions are evaluated by an organization or individual except the workers. The
evaluation results set is {at1, at2, ..., atM}, which are usually scores. The results
can be ranked by a certain rule, and the top K workers will win the rewards.
And the final results is a binary set {ct1, ct2, ..., ctM}, in which cti means whether
worker i win the rewards of t.

The multiple features and the submissions evaluation process show that the
tasks are knowledge-intensive. And ranking the results indicate they are com-
petitive. The feature amount of task t can be 1, same as the worker number Mt.

With the definition above, we can formalize the worker performance predic-
tion problem. And there are two ways to predict worker’s performance.

Sequence Prediction. Let Iw be the series numbers set of the tasks that worker
w has done. We define {(F i, aiw)}i∈Iw

as the answer sequence of worker w.
Sequence prediction predicts ckw, the final result of worker w under task k(k ∈
Iw), with its feature set F k, previous tasks’ feature sets {F i}i∈Iw,i<k and previous
tasks’ answers {ai}i∈Iw,i<k.

Winner Prediction. When given a new task t, its feature set F t and a worker
set W , we denote all the tasks they have done as a set T . the winner predic-
tion process predicts the final results or rank of the workers under task t with
the workers’ historical data including their historical results {ct′

w}w∈W,t′∈T and
former tasks’ feature sets {F t′}t′∈T .

2.2 Knowledge Tracing Model

Before introducing our framework, we need to give a brief definition to knowledge
tracing model first.

Knowledge Tracing Model. A KT model contains a classifier K(x;θ) and
its training algorithm U . The input data x is a result sequence. For example,
the result sequence of worker w is {F i, ciw}i∈Iw . In a KT model, F i has only one
feature, and the value of ciw is 0 or 1. θ is the parameter vector of the classifier.
The output of K is a prediction sequence {piw}i∈Iw , piw is the prediction result
of worker w under task i. The training algorithm U is an algorithm that updates
the parameter vector θ of K using the training data.

Then we will introduce the two main differences between ITS and CKI-C.
First, tasks on CKI-C are more complex than those on ITS. Since the ITS’s

purpose is training the students, the exercises on it are simpler, usually contain
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only one knowledge point each. But the tasks in CKI-C are usually released for
practical applications, which means more skills are required.

Second, there is no standard answer for the tasks in CKI-C. After a task is
finished, what we have is the evaluations of workers’ submissions. The evalua-
tions of submissions are usually real-number scores, not binary data. And the
evaluations may be not objective enough. But in ITS, the system will automati-
cally judge whether the answer is correct with the standard answers. Due to the
two differences, we need to preprocess the CKI-C data.

2.3 KT4Crowd Framework

Data Processing Methods. The framework consists of two main data pro-
cessing methods as follow.

Task Decomposition. A task with multiple features can be approximately
regarded as multiple tasks with one feature. So we decompose each task t with
Nt features into Nt subtasks with one feature.

Results Transformation. For a task t in CKI-C, the result aw,t of a worker
is 1 only when her rank is higher than R and score is higher than S. Otherwise,
aw,t = 0. R and S is determined by the characteristic of dataset. One important
thing is that, the R and S here is not two hyperparameters but a criterion to
judge whether a worker has a good performance. The value of them depends on
the dataset.

With these two methods, the processed data can meet the requirement of
KT models.

When solving the second research question, we need to convert the workers’
continuous scores into a binary form. And the binary data should represent
whether the developer has a good performance. The question is how to determine
that a developer performs well. So we give a definition to good performance.

Good Performance. A worker w performs well on task t only when his score
sw,t is higher than a threshold S and his rank rw,t is higher than a threshold R.

With this definition, we design the results transformation method above.
Then we will introduce the training and predicting processes. Suppose we

have a CKI-C dataset and a KT model {K(x;θ)}, U , we need to train a model
to predict the performance of the CKI-C worker.

Training. In the training process, we reorganize the dataset into a set of
sequences. Each sequence is an answer sequence of a worker, which is in the
form of {(F i, aiw)}i∈Iw

. The tasks in a sequence are ranged in a chronological
order. For each sequence, firstly, we use the results transformation method to
transform the answers {aiw} into binary results {ciw}. Then we use the task
decomposition method to decompose the tuple (F i, ciw) into multiple tuples
{(f i

1, c
i
w), (f i

2, c
i
w), ..., (f i

N , ciw)}, in which f i
j(1 ≤ j ≤ N) is the features in the

feature set F i. After that, we get a new answer sequence of subtasks. Then we
can use the new answer sequences and the updating algorithm U to train the
classifier K(x;θ). And finally we will get the predicting model K(x; θ̂).
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Predicting. When a new task t is coming, we can predict whether worker w
will perform it well in the following way. At first we get the historical tasks
that worker w has done and his answers, and reorganize them into an answer
sequence {(F i, aiw)}i∈Iw

chronologically. Same as the training process, we use the
results transformation and task decomposition methods to transform the answer
sequence into a new answer sequence S. After that, we suppose the result of t is
0 and decompose it into multiple subtasks with the task decomposition method.
For each subtask tj , we add the tuple (f i

j , 0) into the tail of the new sequence
and get Sj . Then we input Sj into K(x; θ̂) and get the prediction sequence oj .
The last element of oj is the prediction of subtask with feature fj . After we get
the predictions of all the subtasks, we use majority voting to get the prediction
of task t.

Fig. 1. The predicting process of KT4Crowd framework.

Figure 1 shows how we use the trained KT model K(x; θ̂) to predict worker
w’s performance doing a task with N features.

3 Experiments

We perform two kinds of experiments that introduced in 2.1.

3.1 Sequence Prediction

Data Preparation. We use a Topcoder dataset for experiment. We crawled
submission records of developer on Topcoder from 2006 to 2019. The invalid
statistics are deleted first. Finally we get 50625 valid submissions. These sub-
missions involve 21522 tasks and 8584 developers. The statistics of the dataset
can be seen in Table 1.

We transform the submission records into 8584 features-answer sequences,
and randomly split the 8584 sequences into train dataset, validation dataset and
test dataset by 60%, 20%, 20%. Then we put the data into four models and get
the results. We set R = 1, S = 90 as the threshold, which ensure that there
are enough positive samples for training and the positive sample refer to a good
performance.
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Table 1. The statistics of Top-
coder dataset

Statics Original Pruned

Submissions 83566 50625

Developers 11562 8584

Tasks 57596 21522

Features 275 223

Table 2. Performance of four methods.

Metrics DKT-S DKT-O DKVMN-O DKVMN-S

AUC 0.7467 0.7166 0.8266 0.8412

Accuracy 0.7125 0.6980 0.7738 0.8254

Precision 0.6161 0.5803 0.6729 0.7273

Recall 0.5041 0.5224 0.6212 0.7146

F1 0.4807 0.5498 0.6460 0.7540

Methods and Metrics. We design a baseline framework called one-feature
framework.

One-Feature. In this framework, we choose one feature for each task with
multiple features. We first count the occurrence number of all the features in all
the tasks. For the task which has multiple features, we choose the feature with
largest occurrence number as the key feature. The form of worker results is the
same as that in KT4Crowd framework.

We compare four methods in this experiment.

– DKT-O: DKT with one-feature framework [7].
– DKT-S: DKT with KT4Crowd framework.
– DKVMN-O: DKVMN with one-feature framework [9].
– DKVMN-S: DKVMN with KT4Crowd framework.

The metrics we choose are area under curve (AUC), accuracy, precision, recall
and F1 score. We use all the predicted final results and the real results in the
test dataset to calculate these metrics. How to transform the evaluation results
is given in Sect. 2.

Results. Since the five metrics all range from 0 to 1, we put them into one
figure. Table 2 shows the results. In Table 2, we can see that DKVMN-S gets
the best performance on all metrics. The two DKVMN methods are both better
than the two DKT methods. We can also find that the KT4Crowd framework is
better than the baseline framework.

3.2 Winner Prediction

We first propose two methods to use the rating systems for worker performance
prediction. Then we conduct an experiment to compare the prediction results
between KT models and rating systems.

One Dimension: In this method, features of task are not considered. We use
the results of tasks only to calculate the ratings of workers. Each developer’s
rating is a number r, which changes only when he loses or wins in a task, no
matter how the task is. We calculate the new ratings after all submissions, and
use them for prediction. For a task in the test dataset, we find the most recent



358 Z. Wang et al.

rating records of the participants, and get the predicted rank by ranking the
ratings.

Multi-features Linear Regression: In this method, the features of tasks
are considered. We use a 223 dimensions vector r = {r1, r2, ..., r223} to rep-
resent a developer’s ability. The 223 dimensions {ri}223i=1 are the developer’s rat-
ings over 223 features. When a task with features {f1, f2, ..., fn} is finished,
{rf1 , rf2 , ..., rfn} will be updated by the rating system. Similarly, we record the
new r after each submission. Then we use linear regression to calculate the
expression F (·) between r and the score in corresponding submission. Then we
use the expression F (·) to predict the results of tasks in test dataset.

Data Preparation. Since the rating systems need all the historical data to
calculate the ratings, we need to split the dataset by time. We first split the
tasks into three parts by the time stamp, the proportions are 60%, 20%, 20%.
Then we split the submission records by the tasks, and the three datasets of
submissions are respectively train dataset, validation dataset, test dataset.

Models and Metrics. We choose 6 models for this experiment:

– Glicko-2-M: Glicko-2 with multi-feature linear regression method [4].
– Glicko-2-O: Glicko-2 with one dimension method.
– Topcoder-M: Topcoder rating with multi-feature linear regression method.
– Topcoder-O: Topcoder rating with one dimension method.
– DKT-S: DKT with KT4Crowd framework.
– DKVMN-S: DKVMN with KT4Crowd framework.

We choose 6 metrics in this experiment: AUC, accuracy, precision, recall and
F1 score.

Table 3. Comparisons between KT and rating system.

Metrics Glicko-2-M Glicko-2-O Topcoder-M Topcoder-O DKT-S DKVMN-S

AUC – – – – 0.6332 0.7817

Accuracy 0.6359 0.7465 0.6967 0.7625 0.6043 0.7771

Precision 0.4449 0.6150 0.5348 0.6488 0.5067 0.7139

Recall 0.4129 0.5796 0.5037 0.6126 0.6107 0.6962

F1 0.4199 0.5877 0.5096 0.6210 0.5538 0.7594

Results. The results are shown in Table 3. From Table 3, we can see that
DKVMN with KT4Crowd framework outperforms all the other methods. And
we can conclude that DKVMN with KT4Crowd framework has a better perfor-
mance than traditional rating systems in winner prediction in CKI-C.
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4 Conclusion

In this work, we study how to apply KT methods for worker performance pre-
diction on CKI-C tasks. We propose a KT4Crowd framework and design two
experiments to estimate its effectiveness. The DKVMN model with KT4Crowd
framework not only outperforms other KT models in the answer sequence pre-
diction experiment, but also outperforms the traditional rating systems in the
winner prediction experiment. So we can conclude that the KT models can be
used in CKI-C, they have a good performance, especially the state-of-the-art
model.
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Abstract. In recent years, the rapid development of neural networks
has also brought his intellectual property (IP) protection. Embedding a
watermark in a neural network is an effective scheme to protect its IP. In
this paper, we propose a new watermark embedding scheme with com-
pensation mechanism that is different from the previous regularization
embedding. First, we select the weights of the watermark to be embed-
ded pseudo-randomly. Then, we perform an orthogonal transformation
on the selected weights, and embed the watermark by the binarization
method in the obtained coefficients, and use the inverse orthogonal trans-
formation on the watermarked coefficients to obtain the watermarked
weights. Finally, we propose a model fine-tuning scheme with compen-
sation mechanism, which can eliminate the slight accuracy degradation
caused by binarization without destroying the watermark in the model.
In our scheme, due to the concealment of watermark embedding loca-
tion, it can overcome the defects of previous schemes which cannot resist
watermark overwriting attack. Moreover, compared with the regulariza-
tion embedding method, our scheme uses the fine-tuning with compensa-
tion mechanism, which requires less embedding cost and is more stable.
In addition, it has achieved favorable performance in resisting weight
pruning attack, weight fine-tuning and fidelity evaluation.

Keywords: Watermarking · Neural network · Binarization ·
Compensation mechanism

1 Introduction

The development of deep learning has brought huge changes to our lifestyle.
Its success in computer vision, natural language processing and other fields has
fully verified its effectiveness. However, DNN (Deep Neural Network) training
requires a large amount of data and computing resources, which is often difficult
for ordinary developers. An effective solution is that since the neural network
model posseses favorable transfer learning characteristics, the trained model can
be directly transferred to the problem to be solved. However, at the same time,
this has also created a new problem, that is, the IP protection of the neural
network model. The owner may not want their IP of the model to be violated,
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or even it is hoped that these IP can bring certain legal benefits to themselves.
To this end, researchers [1–4,8,10,11] have proposed some schemes of embedding
watermarks in models to protect their intellectual property rights. Among them,
IP protection in black box scenarios is mainly achieved by embedding backdoor
images [1,4], which is not the focus of our research. This article mainly discusses
the issue of IP protection through watermarking neural network model in the
more widely used white-box scenario.

The first scheme of watermarking neural network model was proposed by
Yusuke Uchida [10]. Its main idea is to embed the watermark information com-
posed of bit strings into the weight distribution of one layer of the middle layer
in the form of the regularization. By embedding the watermark information into
the weight distribution, the network can be robust to some extent, for example,
it can model fine-tuning and weight pruning [6]. However, its disadvantages are
also obvious, that is, the scheme cannot resist watermark overwriting attack.
Because the layers of the network are limited, an attacker can use overwriting
attack on each layer, which will necessarily destroy the original watermark of
the owner. In addition, embedding the watermark in this regularized manner
may interfere with the normal training of the network, especially for complex
networks such as GAN (Generative Adversarial Network).

In response to the above shortcomings, Rouhani [4] tried to propose his
improvement scheme. Since the activation of the middle layer of the neural net-
work is approximately subject to Gaussian mixture distribution, the author also
selects a certain layer of the middle layer and embeds a watermark in the acti-
vation distribution of this layer. The disadvantage of this scheme is that the
embedded watermark capacity is small.

In addition to the watermarking scheme, Fan [5] proposed to embed the
passports layer in the neural network to protect the IP of the model. This scheme
can make it difficult for attackers to forge new passports to achieve the purpose
of obfuscating IP. However, its shortcomings are also obvious. To ensure that
the passport layer is private, it takes an extra 1 times of training time, which
will greatly limit its application in practical scenarios.

In response to these shortcomings, we have proposed our solution. First, We
use keys to pseudo-randomly select the weights to be embedded in the water-
mark. When an attacker wants to destroy the watermark through overwriting
attack, it is no longer effective because he cannot grasp the position of the
watermark. Of course, the attacker can also embed more watermark to cover the
position of the original watermark as much as possible, but the amount of water-
marks that the model can carry is limited, which means that the more water-
marks are embedded, the higher the cost, and even the original function of the
model may be destroyed. Then, in our scheme, compared with watermark over-
writing attack, the weight pruning may damage the original watermark more.
Therefore, to avoid this, we perform spread-spectrum modulation on the original
watermark and dispersedly embed the modulated watermark into the weights of
different layers of the model to enhance the robustness of the watermark.
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Moreover, it is different from the previous watermarking scheme that changes
the weight distribution with regularization during the training process. We
combine binarization and compensation mechanism to ensure that watermark
embedding can be achieved without impacting the model. Binarization can
embed watermarks into the model. The compensation mechanism is implemented
to eliminate the slight impact on model accuracy by fine-tuning the model’s
weights other than the embedded watermark. Since the watermarked weights
are relatively small compared to the whole weights of the model, only a few
epochs of fine-tuning are required to restore the model accuracy. All in all, the
contributions of this article are as follows:

(I) By making the location where the watermark is embedded is hidden, it is
impossible for an attacker to grasp the location, and then use watermark
overwriting attack to erase the original watermark.

(II) We combine binarization and compensation mechanism to ensure that the
watermark is embedded while the model accuracy does not degrade. In
doing so, the embedding cost is slight and more stable than the previous
regularization embedding schemes.

(III) By spread-spectrum modulating the watermark and embedding it in dif-
ferent layers, this reduced the risk of the watermarked weights being set to
zero when weights pruning is required to compress the model.

2 The Proposed Scheme

Here, we embed the watermark into the weights of the intermediate layers of the
neural network model, excluding the output layer. Because if it is embedded in
the output layer, on the one hand this will have a large impact on the perfor-
mance of the model, on the other hand, the users will often use a new output
layer instead of the original output layer. Since our scheme has nothing to do
with the structure of the neural network, our scheme is effective for convolution
layer, fully connected layer and recurrent layer. For the convenience of descrip-
tion, we still take the most widely used classification neural network model as
an example. This model is denoted by M , which contains intermediate layers L
of depth d, where each intermediate layer can be represented as li(i ∈ [0, d− 1]),
and we use Len(li) to represent the number of weights in the layer li, and W(li)
to represent the weights of layer li.

Herein, we embed a watermark B of length n into the model M. The overall
process is listed in Algorithm 1. Next, we will introduce the detailed embedding
process.

2.1 Weights Selection

To make the watermarked weights as dispersed and hidden as possible, we deter-
mine to embed the watermark in as many layers as possible. The selection cri-
terion is that the number Len(li) of weights is sufficiently large relative to the



366 L. Feng and X. Zhang

length n of watermark B to be embedded. Here, we choose a gap of 10 times,
that is, the selected layers SL = {li|Len(li) ≥ 10 × n, i ∈ [0, d − 1]} = {slj |j ∈
[0, sd−1]}, and we use NL to represent the middle layers without embedding the
watermark. This is done for three reasons. One is that if the weight contained
in this layer is less than the length of the watermark information to be embed-
ded, then obviously this layer cannot carry all the watermark information. The
second is to meet the requirements of undetectability and security. If the layer
contains not enough weights, the attacker’s brute force solution may destroy
the watermark information of the layer. The third is to consider the embedding
cost. If the embedded watermark information changes the excessive weights of
the layer, the loss of model accuracy will also increase, and the cost of modifying
the model by fine-tuning will be relatively increased.

As for which weights in slj are selected, we use a pseudo-random number gen-
erator with the key K0 as the initial value to generate the n positions where the
watermark is embedded and get the corresponding weights swj . The unselected
weights in the layer slj are represented by snwj .

2.2 Watermark Generation

We find that if the original watermark B is simply embedded in the n weights, its
robustness is poor, especially for pruning attacks. To this end, we need to perform
spread-spectrum modulation [12] on the B, so that each bit of it is distributed
redundantly in all selected sd layers to enhance the watermark robustness. Here,
sd is the chip rate of spread-spectrum modulation. The process is as follows.
For the original watermark B = {bu|bu ∈ {−1, 1}, u ∈ [0, n − 1]}, we expand
it to EB = {ebv = bu, u = vmodsd, v ∈ [0, sd × n − 1]}, and then use K1 as
the key of the pseudo-random number generator to generate a pseudo-random
noise sequence P = {pv|pv ∈ {−1, 1}, v ∈ [0, sd × n − 1]}, and finally use P
to modulate EB to obtain the final watermark SB = {sbv|sbv = pv × ebv, v ∈
[0, sd × n − 1]}. The purpose of using P for modulation is to ensure that the
spread-spectrum watermark SB possesses noise characteristics, which makes it
difficult for attackers to locate. For example, if B = {−1, 1, 1,−1}, sd = 3, P =
{1, 1,−1, 1,−1,−1, 1,−1, 1,−1, 1, 1}, Fig. 1 shows the specific spread-spectrum
modulation process.

2.3 Embedding Watermark

In this section, we will embed the watermark SB into the weight SW. To make
the embedded watermark as dispersed as possible, we divide SB evenly into sd
groups, and each group is represented as sej(j ∈ [0, sd − 1]). Then, we embed
each group sej of watermark information into the corresponding weight swj in
the same binarization method. The following is a specific binarization embedding
method.

(I) Transforming weights: The purpose of this step is to ensure that the
watermarked weights will not be detected by the attacker on the one hand,
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Fig. 1. Example of spread-spectrum modulating B to SB

and on the other hand, to make the change of the weights caused by binariza-
tion more evenly distributed in different weights, so as not to tilt the weights
to impact the accuracy of the model. The specific method is that we use the
orthogonal matrix ϑ of shape n × n to transform the weight swj to obtain
sw(1)

j , that is, sw(1)
j = ϑ × swj .

(II) Binarizing to embed watermark: To ensure that the embedding of
the watermark does not cause excessive degradation of the model accuracy,
and also to ensure the concealment of the embedding position of the water-
mark so that the statistical features will not be discovered by the attacker,
we require that after embedding the watermark, the overall energy of water-
mark weights remains unchanged, that is, their second norm is unchanged.
Therefore, we will employ the following binarization scheme.

First, we need to calculate the MSE σj of the weights of each selected
layer. Since the weights of each layer of the neural network approximately
follow (0, σj)-Gaussian distribution [9] with a mean value of 0, the swj

composed of the randomly selected weights from which also conforms to

this distribution, and its second norm is ‖swj‖2 =
√∑n−1

u=0 swj [u]
2

=√
n × ( 1

n

∑n−1
u=0 (swj [u] − 0)

2
) ≈ √

n×σj . Orthogonal transformation has the
property that the second norm is invariant, so the second norm of the coeffi-
cient sw(1)

j obtained after the orthogonal transformation in (I) is also
√

n×σj .
Next, we embed the watermark by a scheme of binarizing the coefficient sw(1)

j

using σj , as shown in Eq. (1).

sw(1)
j [u] =

{−σj if sej [u] = −1
σj if sej [u] = 1 (1)

where, u ∈ [0, n − 1]. It can be seen that if the uth bit of the embedded
watermark sej [u] is −1, then we set sw(1)

j [u] to negative σj , and if the uth
bit of the embedded watermark sej [u] is 1, then we set sw(1)

j [u] to positive σj .
In this way, we can verify that, after embedding watermark, the second norm
of coefficient sw(1)

j is still
√

n × σj , thus ensuring that the weight recovered
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after the orthogonal inverse transformation of (III) has the same energy as
the weights of the original unembedded watermark, that is, its second norm
is also

√
n × σj .

(III) Inverse transforming coefficient: As mentioned above, to ensure
that the watermark is not perceptible and the weights are not skewed, we
need to use orthogonal matrices to recover the weights. That is, sw(2)

j =
ϑT × sw(1)

j .

2.4 Fine-Tuning Model with Compensation Mechanism

Different from the regularization embedding scheme [4,10] that guarantees that
the model accuracy does not degrade during the embedding process, we use
the mechanism of accuracy compensation after embedding the watermark to
eliminate the impact of the watermark embedding on the performance of the
model. Specifically, in the process of fine-tuning, the watermarked weights SW (2)

are kept unchanged, and only other weights in the model including NL, SNW
and output layer are fine-tuned.

Because watermarked weights are very small compared to the weight of the
model, and our embedding scheme ensures that the overall energy of the weight
before and after the watermark is embedded is constant. Therefore, the model’s
accuracy degradation is slight, and only a few epochs of fine-tuning can restore
the original performance of the model. Section 3.4 prove this. As shown in Fig. 4,
after embedding a 256-bit watermark, the accuracy degradation of both Resnet18
and DenseNet is rather slight, the model performance can be restored through
few epochs of fine-tuning.

After fine-tuning model with accuracy compensation, we will get the final
watermarked model WM.

2.5 Watermark Extraction

Extracting the watermark is divided into three steps. The first step is to find
out where the watermark is embedded in different layer of the model using the
scheme mentioned in Sect. 2.1 according to the key K0, and then obtain weights
swj

′. Then use the orthogonal matrix ϑ to swj
′ to get sw(1)′

j = ϑ × swj
′. In the

second step, we need to extract the corresponding watermark se′
j from sw(1)′

j .
The method is listed in Eq. (2).

sej
′[u] =

{
−1 if sw(1)′

j [u] ≤ 0
1 if sw(1)′

j [u] > 0
(2)

where u ∈ [0, n − 1]. Corresponding to the process of embedding watermark,
we can determine whether the embedded watermark is 1 or −1 by judging the
positive and negative of the coefficient. Then, all the sej

′ extracted from different
layers are combined into a watermark SB′. In the third step, the key sequence
K1 is used to generate a noise sequence P, and P is used to demodulate SB′ to
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obtain EB′ = SB′/P ′. Finally, according to the method of Eq. (3) (u ∈ [0, n−1]),
the watermark B′ is extracted and compared with the original watermark B to
determine IP of the model.

B′[u] =

{
−1 if

∑sd−1
k=0 eb′

k×n+u ≤ 0
1 if

∑sd−1
k=0 eb′

k×n+u > 0
(3)

Algorithm 1. Watermarking neural network model
Input: A model M containing intermediate layers L of depth d, where each interme-

diate layer can be represented as li(i ∈ [0, d−1]), Watermark signature B (length of
which is n), training set and testing set, Secret key K0 and K1, Orthogonal matrix
ϑ.

Output: Watermarked model WM
1: (I) SW, SNW, NL = Selecting weights (L, n, K0), where SW are selected from sd

layers, NL are the layers that does not satisfy embedding security, SNW are the
unselected weights in the layers that satisfy embedding security.

2: (II) SB = Generating watermark (B, sd, K1)
3: (III) SW (1) = Transforming Weights (SW, ϑ)
4: SW (1) = Binarizing coefficient (SW (1), SB)
5: SW (2) = Recovering weights (SW (1), ϑ)
6: WM = Fine-tuning model with compensation (NL, SNW, training set, testing set)

Table 1. Training strategy of Resnet18-Cifar10, Resnet18-Cifar100 and DenseNet-
MNIST

Structure-Dataset Batch size Epochs Optimizer Learning
rate

Learning rate
update strategy

Resnet18-Cifar-10 64 70 Adm 0.001 Decrease by 1/10
each 30 epochs

Resnet18-Cifar-100 64 70 Adm 0.001 Decrease by 1/10
each 30 epochs

DenseNet-MNIST 64 30 Adm 0.001 Learning rate is
fixed

3 Experimental Evaluation

Next, we will evaluate our watermarking scheme. The network structure tested
included Resnet18 [7] and the DenseNet. DenseNet is the neural network we
constructed for MNIST and consists of fully connected layers, whose structure
is 512(Fc)-Dropout(0.2)-512Fc(relu)-Dropout(0.2)-10Fc(softmax). The other
datasets include cifar10 (10 classification), cifar100 (100 classification). The final
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evaluation model includes three types: Resnet18-Cifar10, Resnet18-Cifar100 and
DenseNet-MNIST, whose training strategies are listed in Table 1. As with the
[10], unless otherwise specified, we choose to embed a 256-bit watermark (a 256-
bit watermark is sufficient for security). In addition, the hardware platform is
the graphics card of Nvidia GTX 1080ti, CPU of Intel(R) Xeon(R) e5-2620 v4
with the main frequency of 2.1 GHZ, and the memory of 64 GB.

3.1 Fidelity Evaluation

In our scheme, the number of watermarked weights is much less than the whole
weights of the model, so the degradation of model accuracy after embedding
the watermark is slight. Taking DenseNet-MNIST as an example, the weight of
the middle layer of the model is about 663552, and the number of watermarked
weights is about 2 × 256 = 512, that is, only the weight of about 0.07% is
changed. Then, we fine-tune the model, which can completely guarantee that
the accuracy of the model will not degrade, as shown in Table 2.

Table 2. Fidelity evaluation of three sets of watermarked models, we call the original
accuracy of the model as baseline accuracy, and call the accuracy of the watermarked
model as watermarked accuracy.

Structure-Dataset Baseline
accuracy

Ratio of
watermarked
weights

Watermarked
accuracy

Resnet18-Cifar10 91.40% 0.04% 91.41%

Resnet18-Cifar100 68.59% 0.08% 68.53%

DenseNet-MNIST 98.37% 0.04% 98.42%

3.2 Robustness Evaluation

Resisting Fine-Tuning. In most transfer learning scenarios, users need to fine-
tune the model using their own datasets. Therefore, for a watermarked model,
the watermark should not be destroyed by the user’s fine-tuning of the model.
In order to fully consider the robustness of the watermark, we assume that
all layers of the model are fine-tuned, and the training strategy for fine-tuning
follows the settings in Table 1. We set up three sets of experiments: using Cifar-
10 to fine-tune the watermarked DenseNet-MNIST; using MNIST to fine-tune
the watermarked Resnet18-Cifar10; using Cifar10 to fine-tune the watermarked
Resnet18-Cifar100. Due to the differences between different datasets, we need to
make the following adjustments: First, adjust the size of the image in MNIST to
be the same as in Cifar10. The second is that since the output layer of Resnet18-
Cifar100 includes 100 neurons, when fine-tuning it with Cifar10, the output layer
needs to be replaced with 10 neurons. As shown in Fig. 2, even if the model
accuracy changes greatly, the watermark is still not destroyed.
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Table 3. Loss of original watermark after overwriting a 256-bit or 2560-bit watermark.

Structure-Dataset Overwriting capacity

256 2560

DenseNet-MNIST 0 0

Resnet18-Cifar10 0 0

Resnet18-Cifar100 0 0

Fig. 2. Changes in model accuracy and watermark loss in these three watermarked
models as the number of fine-tuning epochs increases.

Fig. 3. Changes in model accuracy and watermark loss with increasing pruning rate.

Resisting Weights Pruning. Due to the huge computing and storage resource
consumption of neural networks, they sometimes need to be compressed. Com-
pression includes pruning, quantization, low-rank approximation, and model dis-
tillation. Herein, we use the pruning scheme proposed in [6], where the weights
of α% with the smallest absolute value of all layers except the output layer are
set to 0. The upper limit of the pruning rate α is set to 99%.

As shown in Fig. 3, when the pruning rate reaches 80%, the watermark loss
is still 0. When the pruning rate reaches 99% and the model accuracy is severely
degraded, only about 20% of the watermark information is destroyed.

Resisting Watermark Overwriting. In our watermark scheme, the water-
mark is implicitly embedded in the weights of each layer through the key mech-
anism. When an attacker uses watermark overwriting attack, since they cannot
grasp where the watermark is embedded, it is difficult for them to destroy the
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original watermark of the owner. Therefore, as shown in Table 1, even if an
attacker overwrites a new 2560-bit watermark in the model, the loss of the orig-
inal watermark is still 0 (Table 3). Of course, the attacker may try to overwrite
more watermark, but as shown in Sect. 3.3, the more watermark is embedded, the
greater the accuracy loss of the model will eventually make the model unusable.

Table 4. The relation between the length of embedded watermark and model accuracy

Structure-Dataset Baseline
accuracy

Capacity Binarized
accuracy

Fine-tuning accuracy

1 epoch 10 epochs 20 epochs

DenseNet-MNIST 98.37% 256 98.15% 98.35% 98.45% 98.46%

98.37% 512 98.19% 98.39% 98.46% 98.48%

98.37% 1024 98.11% 98.30% 98.39% 98.43%

98.37% 2560 98.06% 98.35% 98.41% 98.42%

Resnet18-Cifar10 91.40% 256 90.87% 91.35% 91.35% 91.52%

91.40% 512 90.29% 90.96% 91.43% 91.43%

91.40% 1024 88.63% 90.55% 91.17% 91.45%

91.40% 2560 83.92% 89.53% 90.85% 90.69%

Resnet18-Cifar100 68.59% 256 66.47% 68.37% 68.55% 68.61%

68.59% 512 65.49% 67.78% 68.45% 68.63%

68.59% 1024 63.50% 67.55% 68.15% 68.38%

68.59% 2560 42.56% 64.02% 67.27% 67.49%

3.3 Watermark Capacity

A 256-bit watermark is not the limit of capacity. Our scheme can embed more
watermark. Of course, the more watermark, the more likely the original perfor-
mance of the model degrades. We call the accuracy of the model after binarizing
before fine-tuning the binarized accuracy. Table 4 shows the binarized accuracy
and the accuracy of fine-tuning 1 epoch, 10 epochs, and 20 epochs when embed-
ding respectively 256, 512, 1024, and 2560-bit watermark in three sets of mod-
els. We will draw three conclusions. Take Resnet18-Cifar100 as an example.
First, as the amount of embedded watermark increases, the binarized accuracy
gradually decreases. After embedding 256, 1024, and 2560-bit watermarks, the
binarized accuracy of the model gradually decreases, which are 66.47%, 63.50%,
and 42.56%, respectively. The second is that when fine-tuning for 1 epoch, the
lost accuracy will be quickly compensated. The accuracy is restored to 68.37%,
67.55%, and 64.02%, which is close to the baseline accuracy of the model. The
third is that as the amount of embedded watermark increases, the cost of accu-
racy loss compensation turn greater. When embedding a 256-bit watermark, 1
epoch of fine-tuning can restore the accuracy to 68.37%, while at embedding
2560-bit watermark, even after 20 epochs of fine-tuning, the accuracy restores
to 67.49%, which is lower than the baseline accuracy by about 1%.
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3.4 Embedding Cost

In our scheme, the computational cost of embedding the watermark includes two
parts, one is the process of selecting the embedding position and binarization
embedding, and the other is fine-tuning to ensure that the model accuracy does
not degrade. The consumption of the first part is almost negligible compared to
the training time of a neural network. Therefore, we mainly analyze the calcu-
lation cost of fine-tuning in the second part. From Fig. 4, we can find that after
a few epochs of fine-tuning, the accuracy loss caused by watermarking will be
made up, which means our scheme has a very low embedding cost.

Fig. 4. After watermarking weights, the accuracy of the model gradually recovers as
the number of fine-tuning epochs increases.

3.5 Comparison with Previous Schemes

In order to fully illustrate the superiority of our scheme, we compare it with
several previous schemes [4,5,10]. The Uchida [10] and Darvish [4] schemes both
use watermark to protect the IP of neural network model. Uchida embeds the
watermark in the weight of a certain layer in the middle layer, Darvish embeds a
watermark in the activation of a middle layer. Fan [5] scheme is to protect the IP
of the model by adding a passport layer to the neural network. By comparison, we
find that these solutions have favorable fidelity and can resist weight fine-tuning
and weight pruning. But they also have defects. The main drawback of Uchida’s
scheme is that it cannot resist watermark overwriting attack. The disadvantage
of Darvish’s scheme lies in the lower watermark capacity, and obvious watermark
loss has already occurred when 128-bit watermark is embedded. In addition, both
Uchida and Darvish schemes embed watermarks in a regularized way during
training models. This may make training easier, but it may also make model
training more difficult, which means that the embedding cost is unstable.

Fan scheme needs to change the structure of the model, which can prevent
the attacker from embedding a new watermark. The author thinks that the
current watermarking schemes used for IP protection of neural network models
are unable to resist copyright obfuscation attacks, that is, when an attacker
embeds a new watermark again, there will be two watermarks in the model:
the model owner’s original watermark and a watermark embedded by attacker.
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Table 5. Comparison of different algorithms (N means failed, Y means pass)

Algorithm Fidelity Robust Capacity Embedding cost

Fine-tuning Pruning Overwriting

Ours Y Y Y Y High Fine-tuning few
epochs

Uchida [10] Y Y Y N High Unstable

Darvish [4] Y Y Y Y Low Unstable

Fan [5] Y Y Y Y – 100% more
training time

However, we think that such a problem does not exist. Although our scheme
cannot prevent the attacker from embedding a new watermark again, even if the
model has two watermarks, the IP of the model can still be determined. The
solution is based on the fact that the true owner of the model owns the original
model with only one watermark. When IP verification is required, the owner
can use his key to extract the same watermark from both the original model
and the model mastered by the attacker, while the attacker cannot extract the
watermark from the original model of the owner using his key. In this way, the
true owner of the model can be identified. Moreover, the drawback of Fan scheme
is its huge time consumption. In order to ensure that the passport layer is not
detected by the user, it will take more than twice the training time, which will
greatly limit its use in real scenarios.

All comparisons are listed in Table 5. We think that our scheme makes up
for the shortcomings of these three schemes. The specific has been described in
the experimental evaluation and will not be repeated here.

4 Conclusion

In this paper, we propose a new model watermarking scheme, which is irrele-
vant to the neural network structure. To ensure the robustness of the embedded
watermark, we first spread-spectrum modulate the original watermark informa-
tion, and then embed them pseudo-randomly in different layers of the network
through the key. The embedding strategy is to binarize coefficients obtained by
orthogonally transforming weights to embed the watermark −1 or 1. Finally
fine-tune the model with compensation mechanism to ensure that accuracy does
not degrade. Compared with the previous scheme, our scheme can well resist
watermark overwriting attacks and has a lower embedding cost. And in other
various tests including fidelity, resisting fine-tuning, resisting weights pruning
and capacity, all perform well and have reliable practical application significance.
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Abstract. Online social networks are crowded with massive informa-
tion, which is more likely to spread rapidly on a large scale. Therefore,
understanding and predicting information diffusion on social networks
will be much helpful to improve the performance of marketing and con-
trol the dissemination of misinformation. Recently, the deep learning
techniques have enhanced the methods for diffusion prediction and pro-
vide a new way to model the diffusion process in time and space. However,
these models introduce the temporal and structural factors affecting the
diffusion with two sequential or parallel steps separately. Moreover, they
neglect the whole influence of the diffusion cascade from a global view.
Hence, we propose a novel method for diffusion prediction with per-
sonalized graph neural networks, namely infGNN, to model the interac-
tions between structural and temporal factors. Furthermore, we integrate
local and global influence of diffusion cascade for prediction. Experiments
results on three datasets show the superiority of the proposed model.

Keywords: Diffusion prediction · Social influence · Graph neural
networks

1 Introduction

Various online social networks enable individuals to keep in touch with each
other anywhere at any time, accompanied by huge information spreading rapidly
on a large scale. However, while promoting the development of the information
industry, it also encourages the dissemination of misinformation. Thus, the study
of information diffusion has drawn the attention of academia and industry.

Researchers have made efforts to explore information diffusion and study
diffusion prediction models. Since the online platforms make the social network
visible and diffusion path traceable, a large amount of data about diffusion
sequences as well as social network structure are available. Early studies sug-
gest basic diffusion models, such as Linear Threshold (LT) and Independent
Cascade (IC). However, these models are not able to quantify the differences in
c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12275, pp. 376–387, 2020.
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propagation probabilities between users. To make a more accurate prediction,
researchers analyze the factors affecting the transmission of information and
manually extracted features to measure the diffusion probability, for example,
user’s characteristics [1], contents [2], structure features [3], and time decay fac-
tor [4]. Meanwhile, traditional machine learning methods are used for prediction,
like Logistic Regression [3] and Conditional Random Field [4]. But these models
rely on feature extraction and need extra domain knowledge.

Recently, with the advent of deep learning techniques, diffusion models have
been enhanced by automatically learning features for prediction. [5–7] adopt rep-
resentation learning to embed features into the latent representations of users
or contents. Since the diffusion model is still required for further prediction
with the learned embeddings as input, these models fail to model the tempo-
ral dynamics of diffusion cascade. Therefore, end-to-end frameworks based on
Recurrent Neural Networks (RNNs) are proposed to model the diffusion pro-
cess. Some works [8,9] model diffusion as cascade sequences with RNNs, while
other works [10–12] also take the structural dependency on diffusion cascade into
account. However, these models integrate temporal and structural factors affect-
ing the diffusion with two sequential or parallel steps separately. Even though
TopoLSTM [13] extends basic LSTM with diffusion topologies, it does not dif-
ferentiate temporal dynamics from structural dependencies on diffusion cascade.
Furthermore, previous models neglect the influence of the diffusion cascade from
the global view, which makes prediction directly with the last output of RNNs.

To overcome the above limitations, we propose a personalized graph neural
networks to model the diffusion process and integrate the influence of diffusion
cascade, in a local and global view, for prediction. Given the diffusion logs and
social network, the proposed model is designed to predict the following activated
users in the cascade. Particularly, we first construct a diffusion graph for each
cascade as the input. The personalized GNNs alternatively update the users’
hidden state with the neighbors’ state on the diffusion graph and previous users’
state on diffusion sequence. In this way, it not only considers the interactions
between structural dependencies and temporal dynamics on diffusion cascade
but also dynamically learns hidden representation for each user on the diffusion
graph. Moreover, we generate the influence embedding by combining global and
local influence of the diffusion cascade for further prediction. Specifically, an
attention pooling layer is followed to learn the embedding of the diffusion graph
representing the global influence. Meanwhile, the latest activated user represen-
tation preserves the local influence. At last, the activation probability of each
user is computed by a softmax layer with the influence embedding. The main
contributions include the following three aspects:

– A GNNs based end-to-end framework, namely infGNN, is proposed for infor-
mation diffusion prediction, which models the interactions between the struc-
tural dependencies and temporal dynamics in the diffusion cascade.

– The proposed method dynamically learns the users’ representations on the
diffusion graph and generates the influence embedding of diffusion cascade
from both global and local views for prediction.
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– Extensive experiments are conducted and the performance gains show the
feasibility and superiority of the proposed model.

2 Related Work

Diffusion Prediction aims to predict the next diffusion trends. Early stud-
ies [14,15] introduce the SIR model of epidemiology and propose Independent
Cascade (IC) and Linear Threshold (LT) models. However, the probability of the
diffusion between users is randomly initialized. In fact, the diffusion probability
is related to many factors, such as the user and content features [1,2]. There-
fore, researchers extract features to estimate the diffusion probability for more
accurate predictions. Traditional methods [3,16] manually extract the required
features, whereas, with the help of network embedding, some works [5–7] embed
features to the latent representations and have achieved promising results lately.
Embedding-IC [5] and inf2vec [6] learn user representations and adopt the IC
model for prediction. HUCE [7] projects the users and contents to one vector
space and proposes a diffusion model. However, all these methods consist of two
steps: 1) learning users or contents embeddings, 2) making a prediction with the
diffusion model.

Recently, the end-to-end framework for diffusion prediction has been pro-
posed. [9] and [8] model diffusion sequences directly with Recurrent Neural Net-
works (RNNs). DeepDiffuse [9] predicts the next activated users as well as its
infected time and DeepHawkes [8] predicts popularity. Even though the temporal
dynamics in the diffusion process are modeled by the RNNs, other works [10–13]
also utilize the structural dependencies among users in the diffusion sequence to
make a prediction. For example, SNIDSA [11] uses a structure attention mecha-
nism to consider the structural dependencies among nodes before modeling the
diffusion process with RNNs. Deepcas [10] randomly selects several walks to
represent the diffusion cascade. Then the cascade representations are learned by
GRU networks with the attention mechanism on walks to predict the future size
of a cascade. FOREST [12] integrates structure information in the social net-
work when modeling cascade with GRUs to make a multi-scale prediction in the
micro and macro. TopoLSTM [13] extends basic LSTM for diffusion typologies
to predict next activated users. Even though both structural and temporal fac-
tors are considered in these models, the interactions between them are ignored
when modeling the diffusion process. Additionally, the global influence of the
diffusion cascade is also neglected for final prediction.

Graph Neural Networks (GNNs) have achieved promising results for
graph-based problems, such as the graph classification [17] and traffic forecast-
ing [18,19]. The key advantage of GNNs is to extract features from the graph-
structured dataset and learn stable representations for a certain task. For exam-
ple, Zhang et.al. [17] adopt the idea of message passing to update the node
embedding with neighbors’ embeddings and propose a graph pooling strategy
for graph classification. Li et al. [18] propose a diffusion graph convolutional layer
to extract structure features in the traffic network and use the GRU network to
process the sequential traffic data.
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Recent studies [20–22] also utilize GNNs to improve popularity prediction
performance. Meanwhile, DeepInf [23] extracts features of users’ ego networks
as the input of GNNs for measuring social influence. However, the diffusion
model for user-oriented prediction with Graph Neural Networks, which mainly
focuses on the user’s states, remains to be studied.

3 Frameworks

In this section, the details of the GNNs-based diffusion prediction model are
demonstrated. The overall framework of infGNN is shown in Fig. 1. Specifically,
we first give the problem definition and describe the construction of the diffusion
graph from the diffusion logs and the social network. Then personalized graph
neural networks is proposed to dynamically learn user representations on the
diffusion graph. Given the user representations, we generate influence embedding
representing global and local influence of diffusion cascade and calculate the
activation probability of each user through a softmax layer. At last, we show the
optimization methods with the loss function of cross-entropy.

3.1 Problem Definition

Given the social network and user action logs, we aim to forecast the users
affected by a certain action in the near future. Given a directed graph G = (V,E),
V and E represent the users and relationships in the social network. For each
edge (u, v) ∈ E, if there exists a link between u and v, eu,v = 1; otherwise, eu,v =
0. Meanwhile, the diffusion cascade L can be collected from the user action logs
of the social network. We denote the diffusion of action ai as li = {(vi,1, ti,1),
(vi,2, ti,2), ..., (vi,T , ti,T )}, where vi,j is the active user involved in the diffusion
of ai and ti,j records the time of the activation. Thus, given the social network
and user action logs, the prediction problem is formulated as predicting active
user vi,T+1 for action ai at time step T + 1.

Diffusion Graph Construction. For each action a, the cascade sequence
l = {(vl,1, tl,1), (vl,2, tl,2), (vl,T , tl,T )} collects the diffusion path. Given G =
{V,E}, we can construct diffusion graph Gl at each timestamp. At time tk,
Gk

l = (V k
l , Ek

l ) is current diffusion graph, where V k
l = {vl,i| where ti <= tk}

and Ek
l = {eli,j | evl,j ,vl,i

= 1 and tj > ti, for vl,i, vl,j ∈ V T
l }. The diffusion

graph is a Directed Acyclic Graph (DAG). Moreover, Ak
l is denoted as the adja-

cent matrix of Gk
l . Instead of learning the users embeddings in advance, we use

GNNs to dynamically extract features for each user on the diffusion graph and
make final prediction with the user representations on diffusion graph.

3.2 User Representation on Diffusion Graph

In this part, we explain how to learn user representation on the diffusion graph
with the personalized graph neural networks, which model the interactions
between structural dependencies and temporal dynamics on the diffusion graph.
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Fig. 1. The framework of the GNNs-based diffusion prediction model

Graph neural networks have achieved promising results to extract features
from graph-structured data. Particularly, the model in [24] aims to process the
sequential data from a graph by updating the node hidden state with the neigh-
bors’ state and the previous nodes’ state alternatively. The idea provides a way
to model the interactions of structural dependencies and temporal dynamics on
diffusion cascade. Inspired by that, we take the diffusion propagation on the
diffusion graph as information propagation on the graph and update the users’
state with the neighbors’ state as well as the previous activated users’ state.
In this way, the user representation of the diffusion graph can be dynamically
learned. Especially, since users on the diffusion graph have different states of
sending and receiving information, we differentiate the two states by sender and
receiver embeddings respectively. Given a diffusion graph of Gk

l (short for Gl)
with k activated users, the users’ state can be updated by:

x
(t)
l,i =

{
x
(1)
l,1 , t = 1

f(Al , [x(t−1)
l,1 , ..., x

(t−1)
l,k ],X l), t > 1

(1)

where x
(t)
l,i is node vector of vl,i at step t and x

(1)
l,i is initialized by the receiver

embedding of vl,i. Al = [A(in)
l , A

(out)
l ], which concatenates the incoming and

outgoing adjacent matrix of Gl. [x(t−1)
l,1 , ..., x

(t−1)
l,k ] consists of users representa-

tions at step t-1 in Gl and X l are the sender embeddings of users in Vl. Besides,
f is the propagation model for diffusion graph and we use Gated mechanism [25]
to realize feature propagation on graph. Therefore x

(t)
l,i can be calculated by:

x
(t)
l,i = (1 − z

(t)
l,i ) � x

(t−1)
l,i + z

(t)
l,i � h̃

(t)
l,i (2)
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where z
(t)
l,i is the update gate and h̃

(t)
l,i is the candidate activation, which is derived

as follows:
h̃
(t)
l,i = tanh (W a

(t)
l,i + U ( r

(t)
l,i � x

(t−1)
l,i ) (3)

z
(t)
l,i = σ (Wz a

(t)
l,i + Uz x

(t−1)
l,i ) (4)

r
(t)
l,i = σ (Wr a

(t)
l,i + Ur x

(t−1)
l,i ) (5)

where W , U , Wz, Uz, Wr, and Ur are parameters and reset gate is computed
by Eq. 5. a

(t)
l,i contains the message passing through both directions on diffusion

graph, denoted by:

a
(t)
l,i = [in a

(t)
l,i ; out a

(t)
l,i ] (6)

where in a
(t)
l,i and out a

(t)
l,i merge the features propagated from incoming and

outgoing edges respectively, computed by:

in a
(t)
l,i = A

(in)
l,i: [x(t−1)

l,1 , ..., x
(t−1)
l,k ]� W in + bin

out a
(t)
l,i = A

(out)
l,i: [xl,1, ..., xl,k]� W out + bout (7)

where xl,i is the sender embedding of vl,i and W in, W out, bin, and bout are the
parameters of linear transformer layers.

In this way, we learn the embedding vector xl,i = x
(k+1)
l,i for each user vl,i on

diffusion graph Gl, preserving the structural dependencies and temporal dynam-
ics on diffusion cascade.

3.3 Influence Embedding Generation

Given the users’ hidden representations on the diffusion graph, we integrate the
global influence and local influence of the diffusion graph for further prediction.
The global influence refers to the full impact of the diffusion and combines the
influence of all users on the diffusion graph. Since there are differences in the
users’ influence, an attention layer is used to learn the weights of different users
and generates the global influence embedding with users’ representations. The
global influence embedding cg is computed by:

αi =
∑

vl,i∈Gl

Wq�σ(W1 xl,i + W2 x
(k+1)
l,k + b) (8)

cg =
∑

vl,i∈Gl

αi xl,i (9)

Furthermore, considering the influence of users will decline over time, we
also introduce the local influence of the diffusion graph to make a more accurate
prediction. Specifically, the most recently activated user is taken as the source
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of local influence and its embedding vectors is the local influence embedding,
denoted by ci = xl,k. Then the final influence embedding cinf is obtained by
concatenating global and local influence embedding through a linear layer, com-
puted by:

cinf = Wg [cg; ci] (10)

Activation Prediction. With the influence embedding cinf of diffusion graph
Gl, the user activation score can be calculated by multiplying influence embed-
ding vector with users’ receiver embedding matrix X. Then activation probabil-
ity is computed through a softmax layer, denoted by:

p
(k+1)
l = softmax(X · cinf ) (11)

where p
(k+1)
l ∈ R|V | is the probability distribution on users.

Optimization. After getting the activation probability of each user, the diffu-
sion prediction is formulated as a multi-class classification task. So we calculate
the cross-entropy for optimization. For a set of cascades lj ∈ L, the objective
function is derived as follow:

L = −
|L|∑
j=1

|lj |∑
i=1

vj,i+1log p
(i+1)
j (12)

where vj,i+1 ∈ R|V | is the ground truth, denoted by one hot vector.

4 Evaluations

In this section, we test the performance of the proposed model and compare it
with several baselines on benchmark datasets. Meanwhile, we study the effects
of different diffusion influences on the prediction by the ablation study.

4.1 Datasets

Three datasets are used for evaluation and Table 1 shows the statistics of the
following datasets.

– Twitter [26] dataset consists of the diffusion path of the tweets containing
URLs on Twitter and the following relationships among users.

– Memes [27] dataset contains the memes spreading on news websites. We take
the website as user and create links between two websites according to the
time sequences on any memes.

– Digg [28] dataset includes the news stories and its’ voters on Digg. The
friendship links are also available.
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Table 1. The statistics of datasets

Datasets Twitter Memes Digg

User 9,930 4,086 11,579

Edge 619,262 2,716,865 2,617,994

Cascade 3,461 54,847 3,553

Avg. length 40.1 4.8 30.0

4.2 Baselines

We introduce the baselines for comparison and the evaluation metrics for esti-
mation. Then, the experimental settings are described in detail.

– LSTM [29] is a common method for sequential prediction problems. We use
the base LSTM as an anchoring method.

– DeepDiffuse [9] is proposed by using RNN networks to predict the next
activated users and its infected time. We only focus on predicting the next
activated users.

– TopoLSTM [13] integrates the topology of social networks for diffusion pre-
diction. It extends basic LSTM with diffusion topology tailed for diffusion
prediction, which considers the cascade structure to estimate the probability
of the inactive user’s activation.

– SNIDSA [11] considers the structural dependency on diffusion cascade with
structure attention mechanism and then models the diffusion as a sequence
with Recurrent Neural Networks. The final output is used for predicting next
activated users by a softmax layer.

Evaluation Metrics. We adopt two metrics for evaluation: Hits@k and
MRR@k. Hits@k refers to the precision among top-k predicted users ordered
by the value of activation probability. The other metric is Mean Reciprocal
Rank (MRR), which evaluates the ranking list of correct predictions.

Experimental Settings. We give the basic settings of experiments. The imple-
mentations of DeepDiffuse and SNIDSA are based on Tensorflow while the
Pytorch is adopted for the rest. Adam optimizer is used for optimization. To
achieve better performance, we also tune all hyper-parameters. The learning
rate is initialized from {0.05, 0.01, 0.001}. Besides, we set the hidden units as
64 for the Twitter dataset and 128 for the remaining datasets. The batch size is
128 and the dropout rate is set as 0.5 if needed. Other parameters of baselines
are the same as the settings in the original paper.

4.3 Overall Results

The overall results of experiments compared with the baselines on three datasets
are demonstrated in Table 2. In conclusion, the proposed method infGNN
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Table 2. The overall results about Hits@k and MRR@k on three datasets (%)

Datasets Methods Hits@k MRR@k

10 50 100 10 50 100

Twitter LSTM 11.826 17.301 22.067 8.799 9.033 9.101

DeepDiffuse 18.436 24.244 26.779 11.810 12.089 12.125

TopoLSTM 27.787 32.912 34.903 16.079 17.198 17.227

SNIDSA 22.386 31.241 34.637 14.915 15.361 15.407

infGNN 26.925 45.224 56.175 16.545 17.389 17.544

Memes LSTM 34.262 53.064 61.073 16.687 17.613 17.729

DeepDiffuse 27.645 49.657 59.628 11.717 12.765 12.903

TopoLSTM 34.319 59.824 68.939 15.742 16.992 17.123

SNIDSA 21.221 38.861 48.582 9.809 10.636 10.774

infGNN 53.809 72.438 79.364 31.151 32.074 32.170

Digg LSTM 9.698 27.941 42.380 3.489 4.265 4.469

DeepDiffuse 7.248 22.973 34.338 2.471 3.139 3.299

TopoLSTM 11.651 32.899 46.848 4.346 5.284 5.483

SNIDSA 8.710 26.845 41.504 2.937 3.712 3.918

infGNN 12.802 34.832 49.271 4.726 5.690 5.890

achieves the highest performance on three datasets except for the Hits@10 on
Twitter, which is slightly lower than the best. It is also observed that with
infGNN, the Hits@50 and Hits@100 on Twitter are considerably higher than
with all baselines. Moreover, infGNN produces more consistent performance
compared with other methods, which embodies that the value of Hits@100 is
over (about) 50% on all datasets and even almost 80% in Memes dataset. Mean-
while, we notice that the methods considering the structural dependencies are
usually more effective than the methods which only take the diffusion as a cas-
cade sequence. However, the SNIDSA is the exception and underperforms on
some datasets, even achieving the worst performance on Memes. Besides, the
base LSTM performs better than DeepDiffuse on two datasets. Overall, the
experiment results verify the feasibility and superiority of infGNN.

4.4 Analysis of Global and Local Influence

Since both the global and local influence are considered in infGNN, we would
like to explore the effects of different influences on diffusion prediction. Therefore
we estimate the performance gains of infGNN and its variants over base GRU
network [25], which is adopted as a reference to quantify the performance gains.
Table 3 shows the performance of the base GRU network, which uses the final
hidden output for prediction. As for the variants, infGNN-g and infGNN-l only
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embed one type of influence to the influence embedding for prediction: global
influence and local influence respectively. Figure 2 shows the performance gains
achieved by infGNN and its variants.

Table 3. The performance of base GRU for diffusion prediction (%)

Datasets Hits@k MRR@k

10 50 100 10 50 100

Twitter 17.291 27.398 34.747 11.509 11.957 12.060

Memes 40.976 61.602 69.358 21.306 22.312 22.423

Digg 10.393 29.165 43.930 3.774 4.570 4.775

Fig. 2. The performance gains of infGNN and its variants over base GRU network (%)

In general, the integration of global or local influence always has a positive
impact and the biggest performance gains are achieved by infGNN. However,
the impact is different in introducing different types of influence. Generally,
infGNN-g performs better than infGNN-l, which even suffers from performance
degradation over base GRU on Digg dataset. Moreover, the combination of global
and local influence enables more accurate prediction and the improvement is
more obvious on Twitter and Digg datasets. Specifically, the Hits@k and MRR@k
of infGNN rise over 4% and 3% compared with both the variants on Twitter.
Besides, it is observed that infGNN and its variants boost performance in mostly
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the same way on Memes dataset. Even though the performance of infGNN on
Memes remains suboptimal in terms of MRR@k, the performance gap between
infGNN and infGNN-g is small. Furthermore, infGNN performs the best in
terms of Hit@k. As a result, the integration of global influence can guarantee
higher and more stable performance gains, which also indicates the effectiveness
of infGNN.

5 Conclusion

In the paper, we propose a personalized graph neural networks for information
diffusion prediction. We construct the diffusion graph and dynamically learn
the hidden representation of each user on the diffusion graph. In this way, we
generate influence embedding of diffusion cascade, consisting of global and local
influence. Given the influence embedding, the activation probability of each user
is computed by a softmax layer. At last, we choose the users with the highest
activation probability as the final prediction. Experimental results show the fea-
sibility and effectiveness of the proposed method. In the future, we will try to
introduce the content feature to the proposed diffusion model and explore the
way to solve the macroscopic diffusion prediction problem with the personalized
graph neural networks.
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dation of China (No. 61802140).
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Abstract. Data relationships and the impact of synthetic loss have not
been concerned by previous sample generation methods, which lead to
bias in model training. To address above problem, in this paper, we
propose a relationship-aware hard negative generation (RHNG) method.
First, we build a global minimum spanning tree for all categories to
measure the data distribution, which is used to constrain hard sample
generation. Second, we construct a dynamic weight parameter which
reflects the convergence of the model to guide the synthetic loss to train
the model. Experimental results show that the proposed method outper-
forms the state-of-the-art methods in terms of retrieval and clustering
tasks.

Keywords: Deep metric learning · Sample generation · Distribution
quantification · Minimum spanning tree · Relationship preserving

1 Introduction

Deep metric learning (DML) aims at training a deep learning model to learn
effective metrics, which measure the similarities between data points accurately
and robustly. Deep metric learning has been successfully applied to a variety
of tasks, including recommendation [22,26], image retrieval [1,4], person re-
identification [10,21], and many others.

Many recent deep metric learning approaches are built on similarity or dis-
tance between samples, such as Triplet loss [19], N-pair Loss [15] and Angular
Loss [18], etc. Sampling strategy intends to search for samples that profit training
most to achieve faster convergence and higher performance, such as Semi-hard
Triplet [14] and lifted Structured [11], etc. Recently, sample generation methods
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have been proposed to optimize the network globally by synthetic hard samples.
Duan et al. [2] utilized a generator with adversarial loss to synthesize potential
hard negatives. Zheng et al. [25] proposed a hardness-aware method to synthe-
sized hard samples.

However, shortcomings still remain in those sample generation methods.
First, they randomly sample different categories of samples to form sample pairs
as the basis for synthesizing hard samples, without considering the global geo-
metric distribution of data. Synthetic samples are constrained to be close to
the anchor point and remain in different categories, while the distribution of
these two categories are of great discrepancy. Although such synthetic sample
can generate large gradients for training, it does not conform to the distribution
characteristics. Compare to the standard hard sample, it more like an outlier in
the data than a hard sample. Training with synthetic outlier samples will make
the model learn the wrong features. Second, they did not take the interactions
between the training progress and loss of hard synthetic into account. In the
early stages of training, the model can easily extract informative samples for
training, thus premature training with synthetic samples will prevent the model
from learning the characteristics of original data well.

To address the above problems, we propose the Relationship-Aware Hard
Negative Generation (RHNG) method. One idea in RHNG is that we construct a
continuously updated global minimum spanning tree, which acts as a sampler to
screen suitable sample pairs as the basis for synthetic hard samples. Furthermore,
we design an adaptive dynamic weight to control the effect of synthetic loss on
model training as the training progresses. In this way, the synthetic loss will
continuously participate in training to avoid the early impact on training, which
will further promote model performance.

In general, the main innovations and contributions of this paper can be sum-
marized as follows:

• We utilize graph structure to learn the data relationship, which is used to
maintain the distribution of synthetic samples. As such, synthetic hard neg-
atives are more conducive to promote model training.

• An adaptive dynamic weight is elaborately designed to guide the synthetic
loss on model training, which encourages the model fully to learn the original
samples and improve the performance by synthetic loss.

• Extensive experimental results demonstrate that the proposed method out-
performs the state-of-the-art methods in terms of retrieval and clustering
tasks.

The remainder of this paper is organized as follows. Section 2 provides a brief
overview of the state-of-the-art related works. Section 3 details our proposed
RHNG method. The experimental results and analysis are provided in Sect. 4
and Sect. 5 concludes our work.
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2 Related Work

Metric Learning. Metric learning aims at learning effective metrics to mea-
sure the similarity of the input data. Many existing methods pay more attention
on building a proper loss function to illustrate relation between samples. Con-
trastive loss [5] is proposed to train on pairwise samples, which gives penalty
to negative pairs with distances smaller than a margin. Triplet loss [19] is pro-
posed to construct triplet input samples to ensure the relative distance order
between positives and negatives. Furthermore, more classes are involved in N-
pair Loss [15]. Instead of comparing samples in euclidean space, distance with
angle constraint was measured in Angular Loss [18], which captures additional
local structure. Xu et al. [20] proposed asymmetric loss for deep metric learning.

Hard Sample Mining. Hard sample mining [6,23] plays an essential role in
speeding up convergence and boosting performance of DML model, which con-
tinuously mines hard samples that give more information to promote model
training. Semi-hard mining [14] is proposed to further utilize the relation among
samples by constructing semi-hard triplets within a batch. To take full advantage
of the relative relationship, lifted Structured Loss [11] emphasized incorporating
all negative samples within a batch. Wang et al. [2] focused on applying weights
on samples to reflect their importance on optimization. Ge et al. [3] proposed
Hierarchical Triplet Loss (HTL) that builds a hierarchical tree of all classes.

Hard Negative Generation. Hard negatives usually account for a small part
in the training set. Therefore, synthesis methods are proposed to generate poten-
tial hard negatives, these synthetics contain more information to fully train
the model. Duan et al. [2] utilized a generator with adversarial loss to syn-
thesize potential hard negatives that exploit a large number of easy negatives
on training. Similarly, Zhao et al. [24] proposed an adversarial approach to gen-
erate training examples by an adversarial network, which is used to improve
triplet-based training. Zheng et al. [25] exploited an auto-encoder architecture
to synthesize label-preserving hard samples by exploiting existing samples with
adaptive hardness-aware augment.

3 Relationship-Aware Hard Negative Generation in Deep
Metric Learning

3.1 Overview

Figure 1 shows the overall network architecture of our proposed method, which
is comprised of four key components: encoder, graph-based sampler, genera-
tor and classifier. The solid arrows represent the data flow and the dotted
arrows represent the loss being calculated. The encoder consists of two parts,
one is a typical convolutional neural network and the other are several contin-
uous fully-connected layers. Convolutional network acts a feature extractor to
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Fig. 1. Overview of the proposed RHNG framework.

extract meaningful image representations, and the fully-connected layers act as
the embedding projector following the feature extractor to obtain the embed-
ding. Graph-based sampler is a sample mining process that composes sample
pairs based on a minimum spanning tree. The generator takes the sample pairs
as input to synthesize hard negatives then maps them back to the feature space
which will be exploited for training. However, a generator alone is insufficient to
generate reliable synthetic samples, so we use a classifier with cross entropy loss
to constrain the generator.

We employ the widely used triplet on our proposed method. Let X be the
training data set, X “ {xi}N

i“1 is the mini-batch set from X and L “ {li}N
i“1 is

the corresponding labels where li P {1 . . . k}. A triplet ăxi, x
`
i , x´

j ą is composed
by an anchor point xi, a positive point x`

i and a negative point x´
j with its label

. We denote the feature extractor by F, whose output can be expressed
as Y(yi) “ F (X) where yi P R

D represents a D-dimensional feature. Similarly,
Z(zi) “ E(Y) and zi P R

M express that the embedding projector E projects the
features into metric space.

3.2 Relationship-Aware Hard Negative Generation

We employ minimum-spanning tree algorithm to construct the connected sub-
graphs of all categories in the training set. Categories with edges connected
means they are close in the metric space and more reasonable to have hard
negatives.

We calculate cluster center for each category to reduce computational com-
plexity. Concretely, we use the encoder to get the encoding for all instances
which are denoted as U “ [u1,u2, . . . ,uk] where ui represents all instances in
i-th category. Denote Ci “ [d0, d1, . . . , dm] as the cluster center of i-th category
and dm is m-th element, we utilize element-wise average for all instances in the
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category to calculate the cluster center. For p-th element of Ci, we have:

Ci(dp) “ 1
ni

∑

zPui

z(dp) (1)

where ni is the number of training samples in the i-th category and z are
instances. Then we calculate a distance matrix for all categories in the train-
ing set. The distance between the i-th and the j-th category is computed as:

d(Ci, Cj) “
√√√√

m∑

p“1

(Ci(dp) ´ Cj(dp))2 (2)

Finally, we follow the work in [12] to calculate minimum spanning tree, which
acts the sampler to form sample pairs according to the edge connection. The time
complexity of the algorithm is O(n2), in our work n is the number of categories
in the dataset. The sampler updates interactively at the certain iterations over
the training.

Inspired by the work in [25], we utilize linear interpolation to obtain the
hardness of the synthetic samples. The generator takes the embedding of mini-
batch X and the sampled triplet sets T as input. For samples in X, we perform
no transformation, i.e. z̃ “ z, while construct hard embedding ẑ´ by linear
interpolation based on triplets in T :

ẑ´ “ z´ ` λ(z ´ z´), λ “
{

d´´d`
d´ , d` ă d´

1 , d` ě d´ (3)

where d` “ ‖z ´ z`‖2 and d´ “ ‖z ´ z´‖2 denote the distance between positive
pair and negative pair, respectively. The sample embedding obtained by simple
interpolation may not meet the sample characteristics, so we apply a network
g to map the original embedding z̃ and the synthesize ẑ´ to the feature space
respectively:

Y(yi) “ g(zi), (Y, zi) P {(Ỹ, z̃i), (Ŷ, ẑi)} (4)

where Ŷ is the synthetic hard negative that will be re-input to the encoder to
calculate the synthetic loss, and Ỹ is used to calculate the reconstruction loss.

3.3 Loss Function

The basic objective function loss used to train the encoder is defined as follows:

Ltri(ăx, x`, x´ą) “ [d(x, x`) ´ d(x, x´) ` m]` (5)

where d(x, x`) “ ‖x ´ x`‖22 is the squared Euclidean distance between two
embedding vectors, [·]` represents the loss function only takes the positive com-
ponent as input and m is the margin. For each batch, we first get its feature
Y and embedding Z through the encoder. We use the feature set Y to train
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the classifier, then use the trained classifier to constrain generator. We train the
classifier by minimizing the following cross-entropy loss:

min
θc

Jcla “ Lce(Y, L) “ ´log
exp(ylj )

∑k
i“1 exp(yli)

(6)

where ylj represents a feature vector of j-th category and θc is the parameter of
the classifier.

For the purpose of maintaining the semantic characteristics of the synthesized
samples, we formulate the objective function of the generator as follows:

min
θg

Jgen “ Lcont(Y, Ỹ) ` Lce syn(Ŷ, L)

“
∑

yPY,ỹP ˜Y

‖y ´ ỹ‖2 `
∑

ŷPŶ
Lce(ŷ, L)

(7)

where θg is the parameter of the generator, Lcont and Lce syn are the content
loss and classification loss, respectively.

Finally, we obtain the embedding of synthetic samples ž by . Based
on Eq. (5), combining two metric losses calculated from the original and synthetic
samples, the objective function to train the encoder can be formulated as:

min
θf

Jmetric “ Lm ori ` βLm syn

“
N∑

i“1

[d(zi, z
`
i ) ´ d(zi, z

´
j ) ` m]`

` β

N∑

i“1

[d(zi, z
`
i ) ´ d(zi, ž

´
j ) ` m]`

(8)

where θf is the parameter of the encoder, and β is a trade-off parameter.
We construct the adaptive dynamic β according to the convergence of Lm ori.

In order to eliminate the training fluctuation, we get a smooth convergence curve
by using Exponential Moving Average (EMA) [7] for Lm ori:

vt “ γvt´1 ` (1 ´ γ)Lt
m ori (9)

where vt represents the value in t-th iteration and γ is a constant that set to
0.98, which means vt is calculated from the latest 50 iterations according to the
characteristics of the EMA. Then we use the hyperbolic tangent function to map
the β between 0 and 1 as:

β “ 1 ´ tanh(η · vt) (10)

where η is a trade-off hyper-parameter.
The necessity of dynamic β lies in two aspects. On the one hand, in the

early stages of training, the model can’t measure the distance metric of samples
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well, only using the random triples can generate enough gradients to promote
the model convergence. With the training process, the original samples can not
support the optimization of the model and synthesize hard negatives as com-
plements to the original ones that helps the model to be further optimized. On
the other, we synthesize hard negatives based on the global distribution and
the distance of sample pairs, so synthetic hard negatives in the early stage of
training process may meaningless that easily damage the metric space structure,
resulting the model train in the wrong direction from the beginning.

3.4 Summary of the Proposed Method

The details of the training process of proposed approach are described in Algo-
rithm 1. It is worth noting that even though the methods in [2,24,25] and our
method focus on hard sample generation, moreover, some procedures (such as
the linear interpolation and autoencoder generation architecture, etc.) are the
same as the method in [25]. However, the emphasis is quite different from the
following aspects: First, RHNG takes advantage of the graph structure to obtain
more precise synthetic hard samples for deep metric learning. Second, previous
generation methods lack of considering the impact of synthetic loss on training.
However, our method design adaptive dynamic weight to guide the synthetic loss
on model training.

Algorithm 1. Training process of proposed RHNG

Input: Training set X ; hyper-parameters: η, update epoch and the margin m;
iteration numbers T

Output: Parameters of the encoder θf , the generator θg and the classifier θc

1: Initialize the graph-based sampler according to Eq. (1) and Eq. (2) by feed-
forwarding X into the encoder

2: for iter “ 1 to T do
3: Sample triplet set T by the sampler
4: Generate synthetic hard negatives per Eq. (3) and Eq. (4)
5: Calculate Lcont, Lce syn and Lm syn per Eq. (7) and Eq. (8)
6: Update θc by minimising Jcla in Eq. (6)
7: Update θg by minimising Jgen in Eq. (7)
8: Update θf by minimising Jmetric in Eq. (8)
9: Update the minimum spanning tree with current model

10: end for
11: return θc, θg, θf

4 Experiments

4.1 Experimental Settings

Evaluation Metrics and Dataset. We evaluated the proposed method and
existing methods on both retrieval and clustering tasks.
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Table 1. Experimental results (%) on CUB-200-2011 dataset

Method R@1 R@2 R@4 R@8 NMI F1

Triplet 43.61 55.73 68.93 80.08 55.79 21.54

Semi-hard 45.29 58.25 70.99 80.71 56.37 22.88

N-pair 46.28 59.85 72.21 81.83 58.08 24.48

Lifted 49.72 62.10 74.35 83.86 57.58 26.01

Angular 49.39 61.30 74.48 83.40 58.96 27.58

DAML (Triplet) 37.60 49.30 61.30 74.40 51.30 17.60

HDML (Triplet) 48.51 61.37 74.02 83.65 59.30 26.55

RHNG (Ours) 50.47 63.30 75.10 84.21 59.58 27.34

Table 2. Experimental results (%) on Cars196 dataset

Method R@1 R@2 R@4 R@8 NMI F1

Triplet 55.70 68.20 78.68 86.31 53.82 22.60

Semi-hard 57.72 70.47 80.05 87.84 54.94 23.66

N-pair 60.53 73.28 83.42 89.70 56.82 24.14

Lifted 64.84 76.54 85.49 90.00 57.69 25.10

Angular 68.84 80.23 87.35 92.57 61.31 28.80

DAML (Triplet) 60.60 72.50 82.50 89.90 56.50 22.90

HDML (Triplet) 66.65 78.10 86.17 91.82 59.91 26.61

RHNG (Ours) 68.68 79.28 87.45 92.89 61.64 28.74

For retrieval task, we calculated the percentage of retrieved samples with the
same label to the query images in K nearest neighbors as performance metrics,
where K P {1, 2, 4, 8}, marked as R@K. For clustering task, we employed stan-
dard K-means algorithm in test set, which evaluated with normalized mutual
information (NMI) and F1 score. NMI consists of the ratio of mutual informa-
tion divided by the average entropy of clusters and the average entropy of labels.
F1 score computes the harmonic mean of precision and recalls on determining
whether sample attribution to a specific cluster.

We conduct the experiment on widely-used CUB-200-2011 [17] dataset and
Cars196 [9] dataset.

• CUB-200-2011 [17] dataset contains 11,788 bird images in 200 bird categories.
We exploited the first 100 categories with 5,684 images as training set and
the rest 5,924 images in 100 categories for testing.

• Cars196 [9] dataset includes 16,185 car images with 196 categories. We used
the first 98 categories with 8,054 images for training and remaining rest 100
categories with 8,131 images for test set.
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Fig. 2. Comparison of using different update epoch in the clustering (right) and
retrieval (left) on Cars196 dataset with η “ 0.001.

Fig. 3. Comparison of using different values of η in the clustering (right) and retrieval
(left) task on Cars196 dataset with update epoch = 10.

Implementation Details. We used GoogLeNet [16] architecture as the feature
extractor to extract 1024 dimensional features, and embedding projector consists
of three full connection layers whose output dimension are 512, 256 and 128
respectively. Meanwhile, we implemented the generator with two fully connected
layers whose output dimension are 512 and 1,024 respectively. The classifier is
also consisted by three fully-connected layers.

We initialized the GoogLeNet with weights pretrained on ImageNet ILSVRC
dataset [13] and all other fully-connected layers with random weights. We set
hyper-parameters η “ 10´3, update epoch “ 10 and the margin m “ 1. We
employed the ADAM [8] optimizer with a learning rate of 8e ´ 4 on training.

4.2 Comparisons with the State-of-Art Methods

We compared our method with some famous deep metric learning approaches,
including the triplet loss [19] and the Semi-hard triplet loss [14], the classi-
cal sample mining method N-pair loss [15], the state-of-the-art lifted structure
[11] and Angular loss [18], the hard negative generation method DAML [2] and
HDML [25]. We followed the settings mentioned in these original papers through
the comparison experiments.

Table 1 and Table 2 show the result compared to other baseline methods
in two benchmark datasets respectively. We observe our proposed method can
achieve competitive performance in terms of two datasets on retrieval and clus-
tering tasks. The comparison with the state-of-the-art DAML and HDML shows
the effectiveness of our proposed method in sample generation approaches. For
the state-of-the-art Angular loss, we reached a higher performance on the smaller
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Fig. 4. Results of RHNG and its three sub-models.

CUB-200-2011 dataset, but failed to achieve their performance on the larger
Cars196 with a small margin in some metrics. We analyse that the difference
comes from the size of the training set, as the increase of samples in each class,
we fail to collect sufficient information within a fixed number of samples through
simple sampling.

4.3 Hyper-parameters Sensitivity

There are two hyper-parameters affecting our method, which are the “update
epoch” and trade-off parameter η, respectively. We discuss the effect of various
parameters for the clustering and retrieval tasks in terms of Cars196 dataset.

Figure 2 shows the effect of different update frequencies. Larger “update
epoch” means slower update frequency and “update epoch= /” means that we
only use the initialized minimum spanning tree and no longer update it. The-
oretically, the higher the frequency of updating the minimum spanning tree,
the timelier that data distribution can be reflected in different training periods
of the model. However, the performance of updating every 10 epochs is bet-
ter than updating every 5 epochs. We speculate that it is because the model
needs sufficient training to learn at different periods, replacing hard negatives
too frequently will make the training insufficient.

The impact of η is shown in Fig. 3. We can observe that the performance
increases with the increase of η. The proposed method can achieve the best
performance when η “ 0.001, and then the performance gradually decreases. We
speculate that it is because the constructed dynamic parameter β can better
reflect the learning state of the model when η “ 0.001.

4.4 Validation for Single Modules

Due to the deep network architecture, the performance improvements can be
caused by many factors. To investigate the impact of different factors on the per-
formance of the proposed method, we conduct a series of validation experiments
on the Cars196 dataset. We investigate three RHNG variants: (1) “RHNG-G”
is a RHNG variant without graph-based sampler, that is, randomly selecting
sample pairs to synthesize hard negatives as the previous generation method.
(2) “RHNG-L” is a RHNG variant without linear interpolation, which means
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ẑ´ “ z´. (3) “RHNG-B” is a RHNG variant without dynamic weight β by a
constant β “ 1.

Figure 4 shows the experimental results of RHNG and its three variants. From
the results, we can see that the full RHNG performs best on all evaluation met-
rics, which indicates that all of the three components in the model contribute to
the final performs. The performance degradation of RHNG-G shows the signif-
icance of the graph-based sampler, which enhances the generalization ability of
the model by maintaining the data distribution. Furthermore, the performance
of RHNG outperforms RHNG-L, which demonstrates that the synthetic samples
without enough hard levels cannot promote further training of the model. At the
same time, the result of RHNG-B also proves that the strategy of using dynamic
parameter to control the weight of synthesis loss is correct.

5 Conclusion

In this paper, we proposed a relationship-aware hard negative generation
(RHNG) method in deep metric learning. We utilize global minimum span-
ning tree to constrain the generation of synthesized hard negatives. Besides,
we construct a dynamic weight parameter to guide the synthetic loss to train
the model, which prevents synthetic loss from misleading model. Experimental
results demonstrate that our RHNG is effective and outperforms some state-of-
art methods. In future work, we will focus on precise relationship constraint and
efficient synthesis strategy to improve our proposed method.
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Abstract. Fine-grained domain adaptation is an emerging yet very
challenging task in representation learning. In this paper, we analyze
a possible reason for the poor performance in fine-grained domain adap-
tation, which is the difficulty in striking a balance between distribution
alignment and fine-grained variations elimination. Furthermore, we pro-
pose an adversarial fine-grained domain adaptation framework as a step
towards alleviating the underlying conflict between fine-grained varia-
tions elimination and domain adaptation. Specifically, our adversarial
framework consists of two key modules: a joint label predictor for con-
ditional distribution alignment and a rectifier for fine-grained variations
elimination. The key balance can be achieved through the adversarial
learning. Besides, experiments on domain adaptation benchmark and
fine-grained dataset validate the effectiveness of our framework and show
that our framework consistently outperforms the state-of-the-art meth-
ods including RTN, MADA, Multi-Task, and DASA.

Keywords: Domain adaptation · Fine-grained classification ·
Adversarial learning · Distribution alignment

1 Introduction

The goal of unsupervised domain adaptation (UDA) is to classify samples from
different target domains, in which the labels are unavailable. The idea is to let the
classifier become agnostic to the domain by aligning the conditional distribution
of the input samples from the two domains (source domain and target domain,
respectively). While UDA has been extensively studied, it remains a challenging
problem for UDA in the fine-grained setting, which aims to classify images from
target domain into the fine-grained categories. For instance, one may have a
training dataset collected from the website, where annotation comes for free and
the background is blank, but want to apply the resulting model to the fine-
grained classification (FGC) in the wild, such as different bird species or car
brands, where the label is probably absent.

The difficulty of fine-grained domain adaptation comes from two aspects.
On the one side, the representations learned by the model are required to align
c© Springer Nature Switzerland AG 2020
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the conditional distribution between domains. On the other side, these repre-
sentations should be robust enough to eliminate fine-grained variations from
the wild, such as view, pose, and background variations. Specifically, it is quite
difficult to strike a balance between distribution alignment and fine-grained vari-
ations elimination, since the conditional distribution of different fine-grained cat-
egory (like bird species) may be forcibly aligned due to the variations elimina-
tion. For instance, when intuitively combining techniques of UDA and FGC, the
fine-grained classifier wants to disentangle the fine-grained variations, while the
domain-invariant representation generator is encouraged to narrow the domain
difference of the same sub-class, which may strengthen the common fine-grained
variations across domains. Such deviation may have a negative impact on the
classification performance.

Currently, there are several works [4,7,24] on fine-grained domain adapta-
tion, all of which shed new light on this emerging field with sound improve-
ment. These pioneers give priority on fitting UDA into the FGC setting by
using advanced fine-grained techniques, such as self-attention [11,25], attributes
information leveraging [23], deep metric learning [5], and pre-trained net-
work transferring [26]. However, to some extent, they ignore the contradic-
tion between fine-grained variations elimination and domain adaptation. Classic
approaches [11,25] to address fine-grained domain adaptation imply an assump-
tion that a well-performance domain adaptation model plus good fine-grained
classifier will result in sound fine-grained domain adaptation model. Intuitively,
such assumption is quite solid, but it probably does not hold in practice, since
the intervention between each other, just as mentioned above.

In this work, we propose an adversarial fine-grained domain adaptation
framework as a step towards alleviating the underlying conflict between fine-
grained variations elimination and domain adaptation. Specifically, our adver-
sarial framework consists of five modules, including representation generator,
joint label predictor, class label predictor and rectifier, and discriminator. The
representation generator and discriminator are combined, similar to the clas-
sic generative adversarial network (GAN). The idea of joint label predictor is
to impose a joint adversarial loss instead of the traditional adversarial loss,
which is not only category-aware but also domain-aware. In this way, we can
align the conditional distribution and handle fine-grained domain adaptation
directly (cf. Sect. 3.2). The rectifier is used to rectify view and pose variations,
and jointly learn discriminative features for FGC via adversarial training (cf.
Sect. 3.3). The class label predictor enforces samples with the same fine-grained
label to have similar feature representations that are further used for classifica-
tion (cf. Sect. 3.4). All modules are jointly and adversarial optimized together, so
that they are balanced to contribute to a good representation that may overcom-
ing the underlying conflict. Experimental results on three popular datasets show
that our model consistently outperforms the state-of-the-art methods including
RTN [16], MADA [18], Multi-Task [7], DASA [24].

The main contributions of this paper are:
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– To the best of our knowledge, we are the first to study the underlying conflict
between fine-grained classification and domain adaptation. In addition, we
propose an adversarial fine-grained domain adaptation framework that strike
a balance between FGC and UDA.

– Experimental results on real-world datasets under fine-grained scenario show
that our framework obtains better prediction results than the state-of-the-art
fine-grained domain adaptation models.

2 Related Work

2.1 Fine-Grained Classification

With the rapid development on representation learning, the FGC becomes a
well studied problem [1–3]. There are many FGC techniques could be used in
UDA, such as self-attention [11,25], attributes information leveraging [23], deep
metric learning [5], and pre-trained network transferring [26]. Generally, these
techniques can be divided into two category. The first category is to leverage use-
ful fine-grained information into the end-to-end framework, such as pixels [29],
parts [27], and attribute [23], and web images. The second category is totally
unsupervised without augmented information, such self-attention [11,25] and
pre-trained network fine-tuning and high-resolution images training [4]. How-
ever, since these FGC techniques either rely on augmented information and
high-resolution images, they are not general approaches for fine-grained domain
adaptation.

Our framework differ from [4,7,24] in the following. Firstly, our framework
do not need augmented information or high-resolution images. By taking the
fine-grained variation from the wild into considerations, our framework can cap-
ture more fine-grained features. In this way, our framework can eliminate large
variations in samples between the wild world and training datasets. Secondly,
our framework is proposed for the general fine-grained domain adaptation, and
not based on the pre-trained network. In addition, our framework is an end-to-
end framework. These features are not supported in [4,7]. Thirdly, our frame-
work adopt the idea of adversarial training and can strike a balance between
fine-grained variations elimination and domain adaptation, which is ignored in
[7,24].

2.2 Unsupervised Domain Adaptation

The work on UDA has been working on aligning the distribution between differ-
ent domains. An effective way is to learn a domain-invariant classifier. Simulta-
neous Deep Transfer Nets (DC) [21] adopts a discriminator with fully-connected
layer to infer which domain the input belongs and impose a soft label con-
straint to encourage domain-invariant representations. Besides, [14] minimizes
the intra-class dispersion to avoid the misalignments, which is a typical way to
align conditional distribution. Further, some researcher extract more domain-
invariant features via adversarial traininng, i.e., CoGAN [13].
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Our method is related to the recent methods [13,14,21] in some aspects.
However, Firstly, there are some differences between our method and others.
Our approach allows to not only align the conditional distributions, but also
encourage them to be disjoint. Secondly, our framework could be extended to
the multi-domain scenario, by a multi classification task on domains. Thirdly,
our framework can give more priority on the fine-grained features, which boost
the classification performance.

3 Our Framework

3.1 Overview

Figure1 shows the architecture of our framework, which consists of five mod-
ules: representation generator, joint label predictor, class label predictor, rec-
tifier, and discriminator. We denote the class label predictor with Hc(·) which
is used for fine-grained recognition. The representation generator G(·) can be
regarded as a generation module, which is used to generate feature representa-
tion for the input image. The discrimination module consists of the joint label
predictor Hj(·), the rectifier Hr(·), and the discriminator Hd(·). To address the
problem of FGC alignment during the migration domain adaptation, our joint
label predictor using not a binary adversarial loss on the domain alignment, but a
2K-way adversarial loss: The first K elements are the known source classes, and

representa on generator

class label predictor

canonical or not

joint label predictor

Joint class label

class label

discriminator

real or fake

Consistency Loss

rec fier

Source and Target 
Domain

canonical image

Fig. 1. The network architecture of our framework. Where G is the representation
generator, Hj is the joint label predictor, Hc is the class label predictor, Hc is the
rectifier, and Hd is the discriminator. We use the source domain, the target domain,
and the canonical image as inputs to the generator, and the feature representations
outputted by the generator are fed to other modules. We fit the loss functions of each
module together for jointly training.
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the second K elements are the unknown target classes, where K is the number
of fine-grained classes. Besides, to eliminate the impact caused by the difference
of the view and poses, we add a rectifier to normalize the feature representation.
We also apply a discriminator to determine the real or fake of the image. In
the process of the training, we perform alternate min-max optimizations on the
objective function to update the parameters of the generation module and the
discrimination module. We will detail the objective function of each module and
adversarial training below.

3.2 Class Label Predictor

In our framework, the class label predictor is the main module for fine-grained
image inference. Given the feature representation generated by G(·), it outputs
the K-dimensional probability, which indicates the fine-grained classes of the
input image. We use the labeled source domain data to train the class label
predictor through cross-entropy loss, and its objective function can be written
as:

Lc = E(xs,ys)∼PS
�CE(Hc(G(xs), ys). (1)

where PS denotes the data distribution of source domain, xs is the input image
drawn from the source domain with the corresponding label of ys. During the
training process, we updated the representation generator and class label pre-
dictor by minimizing this loss function simultaneously.

3.3 Joint Label Predictor

In order to solve the problem of fine-grained class alignment, that is, one class in
the source domain is aligned to another class in the target domain, we introduced
the joint label predictor. The joint label predictor is trained in conjunction with
the generator while aligning the domain conditional distribution and fine-grained
class. To train the joint label predictor, we use data from both the source and
target domains. When training with source domain data, we use cross-entropy
loss to minimize the objective function defined below:

Ljs = E(xs,ys)∼PS
�CE(Hj(G(xs)), [ys,0]). (2)

where 0 represents a K-dimensional vector, which means that for the objective
function using the source domain data, the probability of determining the last
K (that is, the classes in the target domain) is set to 0. For the target domain
data, the objective function is:

Ljt = E(xt,ỹ)∼PT
�CE(Hj(G(xt)), [0, ỹ]). (3)

where PT denotes the data distribution of target domain. It should be noted that
the labels of the target domain are unknown, so we need to use the output of
the class label predictor trained with the source domain data to serve as pseudo-
labels. We use ỹ to represent the pseudo-labels. We assume that an effective



406 H. Yu et al.

classifier can be trained that works on the target domain only from the source
domain data (the classification effect is better than random). Therefore, during
the training process, our class label predictor is first trained with the source
domain data for a period of time and then used to teach the joint label predictor.
The overall objective function of the joint label predictor can be written as:

Lj = Ljs + Ljt. (4)

When updating the joint label predictor, we freeze the parameters of the
representation generator G(·) and only update the parameters of the joint label
predictor Hj(·).

Similarly, when training the representation generators with source domain
data, we minimize the following objective functions:

Ljsa = E(xs,ys)∼PS
�CE(Hj(G(xs)), [0, ys]). (5)

The objective function for training the generator with the target domain is
defined as follows:

Ljta = E(xt,ỹ)∼PT
�CE(Hj(G(xt)), [ỹ,0]). (6)

We keep the parameters of the joint label predictor unchanged and change joint
label from [ys,0] to [0, ys], and [0, ỹ] to [ỹ,0]. We freeze the parameters of Hj(·)
and minimize the following loss to update the parameters of G(·):

Lja = Ljs + Ljt. (7)

3.4 Rectifier

One of the challenges in FGC is that objects in images may appear in the high
variation of views or poses. In our framework, the rectifier is used to discriminate
the difference between the generated feature representation xz and the canonical
image xc. The input of the rectifier is x and xc, where x can be the generated
representation xz or the canonical image xc. If x is the canonical image xc, we
define the data pair x and xc as a positive sample. Otherwise, it is a negative
sample. We define the Pdata as the distribution of real images from the source
or target domain. The objective function of the rectifier as following:

Lr = Ex∼Pdata
�CE [(Hr(x, xc), 1) + (Hr(G(x), xc), 0)]. (8)

When training the rectifier, we set the output probability of canonical image
be 1, and set the output probability of the generated representation be 0. We
maintain the generator parameters unchanged, so that the rectifier can evaluate
the similarity of x and xc.

When updating the parameters of the representation generator, we minimize
the following objective functions:

Lra = Ex∼Pdata
�CE(Hr(G(x), xc), 1). (9)

We set the output probability of generated representation be 0, and fixed the
parameters of the rectifier to make the feature representation xz generated by
G(·) close to xc.
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Algorithm 1. Adversarial training
Input: A batch with labeled source domain samples {xs, ys}, unlabeled target domain samples xt

with corresponding pseudo-labels {ỹ}, and canonical image xc

Output: Updated network parameters θ, φc, φj , φr , φd

Initialization: Initialize parameters θ, φc, φj , φr, φd

Optimization:

1: while not reach an equilibrium do
2: Compute class label predictor loss Lc by (1).
3: Update the network parameters φc:

4: φc ← φc - ∂Lc
∂φc

5: Compute joint label predictor loss Lj by (4).
6: Update network parameters φj :

7: φj ← φj -
∂Lj
∂φj

8: Compute rectifier loss Lr by (8).
9: Update network parameters φr:

10: φr ← φr - ∂Lr
∂φr

11: Compute discriminator loss Ld by (10).
12: Update network parameters φd:

13: φd ← φd -
∂Ld
∂φd

14: Compute the joint label predictor adversarial loss Lja by (7).
15: Compute the rectifier adversarial loss Lra by (9).
16: Compute the discriminator adversarial loss Lda by (11).
17: Combined loss Ladv = Lc + Lja + Lra + Lda

18: Update the network parameters θ:

19: θ ← θ -
∂Ladv

∂θ

3.5 Discriminator

The output of the discriminator is a scalar probability indicating whether the
given input is the real image or the generated image representation. The objective
function of discriminator is defined as [8]:

Ld = Ex∼Pdata
�CE [(Hd(xr), 1) + (Hd(G(x)), 0)]. (10)

The discriminator tries to distinguish the generated feature representation from
the real image, and the representation generator tries to confuse the discrimina-
tor. We optimize the discriminator by minimizing the objective function, while
the parameters of the generator remain unchanged. The output probability of
real image is set to 1, and the output probability of the generated representation
is set to 0.

For the update of the representation generator, we fix the parameters of the
discriminator, set the output probability of the generated representation be 1,
and minimize the following objective function:

Lda = Ex∼Pdata
�CE(Hd(G(x)), 1). (11)

3.6 Adversarial Training

To optimize our framework, we need to perform the adversarial training between
the representation generator G(·), the class label predictor Hc(·), and the dis-
crimination module which consists of Hj(·), Hr(·), and Hd(·). Firstly, we train a
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classifier with labeled source domain data to provide pseudo-labels to the joint
label predictor in the subsequent training process. Subsequently, following the
adversarial training procedure in [8], we alternately optimized the representa-
tion generator and the discrimination module. We define θ as the parameters of
representation generator, and φc, φj , φr, φd are the parameters of class label pre-
dictor, joint label predictor, rectifier, and discriminator respectively. The process
of adversarial learning is shown in Algorithm 1. For the training of the discrim-
ination module, we freeze the parameters of the generator and only update the
relevant parameters of the discrimination module. Correspondingly, when updat-
ing the generator and classifier, we maintain the parameters of the discrimination
module unchanged.

4 Experiments

4.1 Dataset

GSV Cars dataset introduced in [7] consists of 1095021 images of 2657 cate-
gories of cars from 4 sources: craigslist.com, cars.com, edmunds.com and Google
Street View. We call the images from craigslist.com, cars.com, and edmunds.com
as Web images and the images from Google Street View as GSV images. Cars in
Web images are usually clear and have a simple background, while cars in GSV
are blurry and have a complex background. All images from the Web images
and GSV images have various poses and views. Following the [7], we perform
our experiments on a subset consisting of 170 of the most common classes in the
dataset, particularly those with at least 100 target images per class.

DA-Retail [24] is a dataset under the retail application which consists of
52,011 images of 263 fine-grained classes from 3 domains include SKU, Shelf, and
Web. The images of the SKU are all high-quality pictures taken at a stable angle
in a standard environment. The images of Shelf are hard to be classified with
low resolution and complex backgrounds. And the Web is the biggest domain
consisting of images crawled from the Internet with different resolutions and
qualities. In our experiments, we use Web and SKU as the source domain and
Shelf as the target domain.

Office dataset [19] is a widely used benchmark dataset, including 31 types
of objects in the office (such as backpacks, computers, lamps, and scissors). For
each of these objects, images can be obtained from three domains: Amazon (A),
WebCam (W), and DSLR (D).

4.2 Performance on Fine-Grained Datasets

We evaluate our proposed framework using two fine-grained datasets GSV Cars
and DA-Retail. Following the common setting in the UDA, we use the pre-
trained Alexnet [12] and pre-trained ResNet [9] architecture for learning deep
representations and implement our framework by PyTorch [17]. We train the
model with stochastic gradient descent (SGD) and the learning rate is 0.0001.
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We set the mini-batch size is 32, the momentum is 0.5, and the leak slope of
LeakyReLU to 0.2. For comparison, we use seven domain adaptation methods
DC [21], DANN [6], DCC [22], DeepCoral [20], CoGAN [14], iCAN [28], MADA
[18], and two fine-grained domain adaptation methods Multi-Task[7], DASA [24].

We give a brief introduction of the comparison methods. DC uses joint CNN
architecture for domain and task transfer. DCC proposes a new CNN architec-
ture which introduces an adaptation layer and an additional domain confusion
loss. DeepCoral aligns the second-order statistics of the source and target distri-
butions with a linear transformation. DANN uses adversarial learning to elim-
inate the distribution gap between the source domain and the target domain.
CoGAN enforces weight-sharing constraint that limits the network capacity and
favors a joint distribution solution over a product of marginal distributions one.
iCAN adds several domain classifiers on multiple CNN feature extraction blocks
to learn domain informative representations. MADA captures multimode struc-
tures to enable fine-grained alignment of different data distributions by using
multiple domain discriminators. Multi-Task uses an attribute based method
adaptation loss to increase performance. DASA consists of two modules, DA
is responsible for aligning the domain and SA is responsible for extracting fea-
tures. Among them, DASA is a state-of-the-art of fine-grained domain adapta-
tion method.

Table 1. Results on GSV cars and DA-Retail in UDA: “S”, “R” and “W” refer the
SKU, Shelf and Web domain in DA-Retail.

Method GSV cars Retail (W → R) Retail (S → R)

AlexNet 41.37 9.72 31.06
DC (CaffeNet) 14.98 36.76 41.98
Multi-Task (CaffeNet) 19.05 38.13 46.84
DDC (AlexNet) 15.86 42.81 43.26
DeepCoral (AlexNet) 16.62 34.93 47.57
DASA (CaffeNet) 22.61 47.83 53.44

Ours (AlexNet) 23.83 48.21 53.71

CoGAN 19.19 39.64 45.72
iCAN (ResNet) 26.61 47.81 52.00
MADA (ResNet) 27.34 52.93 49.65
DASA (ResNet) 29.71 53.16 56.10

Ours (ResNet) 30.62 53.42 56.27

We follow standard evaluation protocols for UDA [15]. For all two datasets,
we use all labeled source examples and all unlabeled target examples. We com-
pared the average classification accuracy of each method in three random exper-
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iments, the final experimental results are shown in Table 1. Since our model is
superior to other methods, we can observe performance improvements. For the
GSV Cars dataset, it can be seen from Table 1 that our method improves the
accuracy rate compared to DASA using both CaffeNet [10] and ResNet struc-
ture, which improves 1.22 and 0.91 respectively. For Retail dataset, We achieved
better results than DASA in both W → R and S → R tasks, which improves
0.32 and 0.22 on average.

Analyzing the results, the validity of our framework is mainly due to the func-
tion of multiple discrimination modules. The joint label predictor can effectively
align fine-grained categories, and the rectifier can normalize feature representa-
tions to eliminate the influence of views and poses. DASA also use the method of
adversarial learning, and their performance is better than the other adversarial
learning model. DASA uses multiple discriminators for domain alignment, which
is equivalent to our role of joint label predictor. DASA focuses on specific regions
of the image, and we focus on canonical view representations of the image. Com-
pared with DASA, we made more improvements in the GVS Cars dataset than
DASA, the main reason may be that the gap between the source domain and
the target domain in the GSV Cars is larger. Our framework works well because
it eliminates differences in poses, views, backgrounds to generate normalized
feature representations. And the representations learned by our framework can
align the conditional distribution between domains. In that, we strike a balance
between distribution alignment and fine-grained variations elimination.

4.3 Performance on UDA Benchmark

Although our adversarial framework is set for fine-grained, we have also experi-
mented with a generic dataset to show compatibility. We construct our experi-
ments with unsupervised settings as we did in the fine-grained datasets and eval-
uate all methods across six transfer tasks A → W , D → W , W → D, A → D,
D → A and W → A. Similarly, we build our framework based on AlexNet and
Resnet. We compared with DAN [15], DANN [6], RTN [16], MADA, Multi-Task
and DASA, and the comparison results are shown in Table 2. As shown in the
results, our framework not achieved the best results in simple tasks like D → W
and W → D which the source and target domains are similar. But for A → D,
D → A and W → A tasks, we achieved better performance. It may be because
the source and target domains of A → D, D → A and W → A are quite differ-
ent. Our rectifier can be seen as regularization of the generated representation,
thereby reducing this gap. The results proving that our framework also works
well on the generic dataset. Also, our framework outperforms the fine-grained
domain adaption models Multi-Task and DASA.
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Table 2. Results on the generic image dataset: “A”, “W” and “D” refer the Amazon,
WebCam and DSLR in Office dataset.

Method A → W D → W W → D A → D D → A W → A

AlexNet 60.6 95.4 99.0 64.2 45.5 48.3
DAN (AlexNet) 68.5 96.0 99.0 66.8 50.0 49.8
RTN (AlexNet) 73.3 96.8 99.6 71.0 50.5 51.0
MADA (AlexNet) 78.5 99.8 100.0 74.1 56.0 54.5
Multi-Task(CaffeNet) 62.4 – – – – –
DASA (CaffeNet) 64.5 – – – – –

Ours (AlexNet) 80.7 99.6 99.8 78.3 57.1 58.6

ResNet 68.4 96.7 99.3 68.9 62.5 60.7
DAN (ResNet) 83.8 96.8 99.5 78.4 66.7 62.7
DANN (ResNet) 82.0 96.9 99.1 79.7 68.2 67.4
RTN (ResNet) 84.5 96.8 99.4 77.5 66.2 64.8
MADA (ResNet) 90 97.4 99.6 87.8 70.3 66.4
DASA (ResNet) 85.0 – – – – –

Ours (ResNet) 92.8 97.2 99.1 89.6 70.4 69.4

5 Conclusion and Future Work

In this paper, we presented a novel framework for cross-domain fine-grained
recognition, outperforming existing methods on three different datasets. Our
framework minimized the discrepancy between different domains, making it more
robust under different application views. In the future, it is promising to exploit
multiple discriminative fine-grained parts in cross-domain scenarios to further
boost the recognition performance.
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Abstract. Despite the growing prominence of generative adversarial
networks (GANs), improving the performance of GANs is still a chal-
lenging problem. To this end, a combination method for training GANs
is proposed by coupling spectral normalization with a zero-centered gra-
dient penalty technique (the penalty is done on the inner function of
Sigmoid function of discriminator). Particularly, the proposed method
not only overcomes the limitations of networks convergence and train-
ing instability but also alleviates the mode collapse behavior in GANs.
Experimentally, the improved method becomes more competitive com-
pared with some of recent methods on several datasets.

Keywords: Generative Adversarial Networks · Gradient penalty ·
Spectral normalization · Training stability · Networks convergence

1 Introduction

Generative Adversarial Networks (GANs) [10] are powerful deep generative
models which can be used to learn complex probability distributions. Espe-
cially in image research, GANs have been successfully applied to a variety of
tasks, including image generation [21,30], image super-resolution [5,16], image-
to-image translation [15], image in-painting [37], domain adaptation [35] and
many more.

However, while very powerful, GANs are known to be notoriously hard to
train. To improve the performance of GANs, the general strategies for stabi-
lizing training are to carefully design the model, such as by crafting the net-
work architectures [16,30,31], by modifying the objective functions [2,21], by
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changing the gradient update modes [13,23,25] and by implementing the penalty
or regularization techniques [11,24,34]. Despite practical advances, the perfor-
mance of GANs still has plenty of place for improvement, especially in stability
and convergence.

In this study, we integrate spectral normalization with a zero-centered gradi-
ent penalty technique to improve the performance of GANs, which the coalition
can either demonstrably improve the stability and convergence of model or effec-
tively alleviate the mode collapse behavior in GANs. Due to the fact that the
update dynamic of discriminator network comes completely from the inner func-
tion of Sigmoid function, we find that the penalty is more effectively implemented
on the inner function than directly done on the discriminator. Meanwhile, the
Lipschitz constant of discriminator is leveraged to prevent the expansion of the
model gradient. In addition, a training trick is introduced, clipping the gradient
norm of network weights, which is conducive to further boosting the training
stability. On the other hand, to achieve better convergence, spectral normal-
ization (SN) [24] is added into the discriminator, along with batch normaliza-
tion (BN) [14] in the generator. This amounts to implementing the penalty on
SNGAN [24]. Unlike the original SNGAN, a modified GAN model is trained with
spectral normalization. By doing so, our model captures the optimal networks
convergence, particularly in the discriminator, it almost converges to a constant.
In the experiments, the overall trend of the gradient variation is introduced to
reflect the stability of GANs training. At the same time, the results reveal that
our method leads to GANs training stability, good networks convergence and
improving the quality of generated samples.

In summary, our contributions are as follows:

– By integrating the zero-centered gradient norm penalty on the inner function
of Sigmoid function of discriminator with spectral normalization, a method
is crafted to improve the performance of GANs.

– A modified SNGAN is introduced, which can demonstrably boost perfor-
mance. As a training trick, we find that appropriately clipping the gradient
norm of network weights assists in improving the stability of GANs training.

– We leverage the overall trend of the gradient variation to mirror the stability
of GANs training, where the gradient variations are computed by the average
gradient L2 norm with a batch size samples in each generator update.

The rest of this paper is organized as follows: Sect. 2 introduces the back-
ground and related work. Section 3 provides some theoretical underpinnings for
our method and proposes a gradient penalty method on a modified SNGAN
model. Section 4 examines the performance of the proposed method via a series
of experiments on synthetic and benchmark datasets. Finally, the conclusions
are drawn in Sect. 5.

2 Background and Related Work

2.1 Backgroud

GANs [10] form a broad class of generative models in which a min-max two-
player game is played between a generative network G(z) and discriminative
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network D(x) whose purpose, respectively, is to map random noise to samples
and discriminate real and generated samples. Formally, the GAN objective [10]
involves finding a Nash equilibrium to the following min-max problem:

min
G

max
D

Ex∼pdata
[log D(x)] + Ez∼pz

[log (1 − D(G(z)))], (1)

where pdata and pz denote real data distribution (target distribution) and
latent distribution (prior distribution such as N(0, I) or U [−1, 1]), respectively.
According to (1), the loss functions of GANs discriminator network and gener-
ator network are as follows:

LD = −Ex∼pdata
[log D(x)] − Ez∼pz

[log (1 − D(G(z)))], (2)
LG1 = Ez∼pz

[log (1 − D(G(z)))] (Saturating), (3)
LG2 = −Ez∼pz

[log D(G(z))] (Non − Saturating), (4)

where LG1 and LG2 denote the saturating and non-saturating loss function,
respectively. From a more pratical standpoint, LG2 makes network training more
stable than LG1 [5,8,10,16,34].

2.2 Related Work

Several recent work have focused on addressing the instability and convergence
to improve the performance of GANs, where the gradient penalty-based methods
are one of the most effective methods. WGAN-GP [11] first used the gradient
norm to penalize the criterion function of WGAN [2], which effectively allevi-
ated the limitation of Lipschitz condition in WGAN and significantly improved
the stability of WGAN. However, Mescheder et al. [22] proved that the zero-
centered gradient penalty converges more easily than the 1-centered gradient
penalty (WGAN-GP is a typical 1-centered gradient penalty). Along this line of
research, WGAN-LP [29] (WGAN based on the zero-centered gradient penalty)
and GAN-0GP [34] (GAN based on the zero-centered gradient penalty) were pro-
posed, respectively. Our proposed method falls under the same category, hope-
fully provides some context for understanding some of these methods. Specifi-
cally, our penalty is done on the inner function of Sigmoid function of discrim-
inator rather than directly penalized on the discriminator as above mentioned
methods.

From the optimization perspective, several normalization techniques com-
monly applied to deep neural networks training have been applied to GANs, such
as batch normalization (BN) [14,30], layer normalization(LN) [11] and spectral
normalization(SN) [24]. Generally, the BN and LN are simultaneously operated
on discriminator and generator, while the SN is only done on discriminator in
GANs. In the study, normalization is executed on a modified model (Table 1)
based on SNGAN [24], which its discriminator and generator are normalized
with the SN and BN, respectively. More importantly, a combination model, the
modified model in cooperation with the zero-centered gradient norm penalty (on
the inner function), can make the networks more stable and better convergence.
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3 Method

In this section, we will lay out the theoretical groundwork for our proposed
method. In addition, a training trick (clipping the gradient norm of network
weights) and a modified SNGAN will be introduced. Finally, our method will be
formally proposed.

3.1 Controlling Gradient Variation

The instability of GAN training is mainly caused by its gradient update insta-
bility, while the gradient information of the generator is transmitted by the
discriminator gradient [1]. Thus, controlling the gradient update of discrimina-
tor can effectively control the instability of GANs training. In image generation,
let X = Supp(Pdata)∪Supp(Pg), where Pdata and Pg denote the real distribution
and generative distribution, respectively. Suppose m, n denote the height and
width of input image, respectively, and M is the maximal second order deriva-
tive of the loss function LD (2) in X, and then | min(∇LD) − max(∇LD) |≤
M · L

√
12mn, where L is the Lipschitz constant of discriminator network [27].

According to this, controlling the Lipschitz constant can effectively control the
gradient variation amplitude of discriminator and make GANs training stable.
Despite controlling the Lipschitz constant of network is not easy (in fact, even for
the two-layer neural networks, the exact computation of the quantity is NP-hard
problem [36]), the following theorem [12] provides a feasible scheme.

Theorem 1. Let F : R
n −→ R be a C1−function. Then F (x) is Lipschitz

function with the Lipschitz constant L for all x ∈ R
n if and only if ‖ ‖∇F‖2

‖∞≤ L2.

Theorem 1 (proof see [12] page 73, Lemma 4.3) provides an approach to
determine that F (x) is Lipschitz function with Lipschitz constant L, namely,
when the square of maximum gradient norm of F (x) is less than or equal to
the square of a constant L, and then F (x) is a Lipschitz function. In addition,
the theorem also gives the fact: the Lipschitz constant can control the expan-
sion of gradient. To this end, the loss function of discriminator network (2) is
transformed into the following penalty form:

L′
D = LD + λEx∼pdata

[max{‖∇D(x)‖2, L2}], (5)

where λ and L are the penalty coefficient and the Lipschitz constant of the
discriminator network. According to Theorem 1, this penalty form can effec-
tively control the variation amplitude of discriminator gradient and make GANs
gradient update stable.

3.2 Penalizing the Inner Function of Sigmoid

Let D(x) = Sigmoid(f(x)), where Sigmoid(·) is the last layer activation func-
tion of discriminator. Accordingly, the min-max optimization problem (1) is
transformed into the following form:
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min
G

max
f

Ex∼pdata
[log Sigmoid(f(x))]+Ez∼pz

[log (1 − Sigmoid(f(G(z)))]. (6)

The loss functions of discriminator and generator, LD and LG2 , are also replaced
correspondingly, and their gradients can be easily proven that

∇φLD = −Ex∼pdata
[(1 − D(x))∇φf(x)] + Ex∼pg

[D(x)∇φf(x)], (7)
∇θLG = −Ez∼pz

[(1 − D(G(z)))f(G(z))∇xf(G(z))JθG(z)], (8)

where φ, θ, JθG(z) denote the discriminator network parameters, the generator
network parameters and the Jacobi matrix of G(z) with respect to θ, respectively.
The gradients (7), (8) imply that the update dynamic for GANs training is
completely provided by the gradient of the function f(x), namely the gradient of
the inner function of Sigmoid function. Due to the Lipschitz constant of Sigmoid
function is always 0.25, thus controlling the Lipschitz constant of the function
f(x) is equivalent to controlling the Lipschitz constant of discriminator D(x).
In view of this, the penalty form of loss function LD and the loss function LG2

will be transformed into the following form:

L∗
D = LD + λEx∗

∼p∗ [max{‖∇f(x∗)‖2, L2}], (9)
LG2 = −Ex∼pg

[log (Sigmoid(f(x)))], (10)

where x∗ = tx + (1 − t)y, t ∼ U(0, 1),x ∈ Supp(Pdata), y ∈ Supp(Pg), p∗ is
the mixed distribution of real distribution and generated distribution. The loss
functions L∗

D (discriminator) and LG2 (generator) are adopted throughout this
paper, where L∗

D is the loss function of the zero-centered gradient norm penalty
with regard to the inner function of Sigmoid function. It is worth emphasizing
that the procedure of our algorithm is similar to the algorithm 1 of [10], except
for the loss functions of discriminator and generator.

3.3 Exploring the Optimal Model

In this part, an optimal model will be explored, including model structure, clip-
ping the gradient norm of network weights, optimization method. To do this, we
expound some comparative cases via the experimental results on CIFAR10 [18],
where the number of updates for the generator are 100k.

A Modified SNGAN. Essentially, SNGAN [24] imposes global regularization
on the network, which the discriminator was normalized with the SN, along with
the BN in generator. In contrast, SN has an advantage over BN and LN in GANs,
such as more efficient gradient flow, more stable optimization [19,24]. However,
we experimentally find that a modified SNGAN is more effective than original
SNGAN in image generation. The differences between two models can be seen
from Table 1. The two network structures have not been changed (see Appendix
B), we just modified some hyper parameter settings and optimization method
based on SNGAN. The modification is simple yet effective. The experimental
FID [13] value of SNGAN on CIFAR10 is 28.66 (the original SNGAN is 20.70
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with hinge loss [24], the BCE loss is used here), while the modified model is
24.53 (the smaller FID value is better). Also, the proposed penalty technique
(9), (10) was implemented on the two models, the former FID is 20.12 and the
latter is 12.48. The preliminary results show that the modified SNGAN is more
effective than the original SNGAN.

Table 1. The hyper parameter setting and optimization method for two models.

Methods Init LR n-dis Bias Optimizer

SNGAN D-Norm G-Norm 0.1 5 T Adam

Modified SNGAN D-Orth G-Xavier 0.2 1 T-F-T OAdam

“Init” is initialization method, which the discriminator and generator
in SNGAN are both initialized by normal random number (N(0, 1)),
while the discriminator and generator in the modified SNGAN is ini-
tialized by orthogonal [32] and Xavier normal [9], respectively; “LR”
is learning rate that uses to the activation function LeakyReLU of
discriminator; “n-dis” denotes the numbers of update of the discrim-
inator per one update of the generator; “Bias = T” denotes all biases
are true, whereas “Bias = T-F-T” denotes all of the biases of layer are
false except for the first layer and last layer.

Clipping the Gradient Norm of Network Weights. In order to further
improve the performance of GANs, a training trick, clipping the gradient norms
of network weights, is introduced into model training. The norms are computed
over all gradients together, as if they were concatenated into a single vector. This
process is computationally light and easy to incorporate into existing models,
which the upper limit of the clipped norms is a controllable hyper parameter
(max-norm) and the lower limit is zero. Note that the operation is performed in
discriminator and generator, respectively. We test the different parameters max-
norm on the proposed model with the modified SNGAN. Clearly, the parameter
configuration E in Table 2 is the optimal combination. As shown in Table 2, it is
conducive to appropriately clip the gradient norms of network weights for boost-
ing the quality of the generated samples (FID). Note that the hyper parameter
max-norm of discriminator and generator are α and β, respectively. In this study,
the parameter combination E is used in all experiments.

Table 2. Comparison of the quality of the generated samples (FID, the smaller is
better) based different hyper parameter settings on CIFAR10.

Settings A B C D E

α 0.001 0.0001 0.1 1 0.01

β 0.02 0.0002 0.2 1 1

FID 14.93 16.34 15.33 13.25 10.74
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The experimental results on CIFAR10 confirmed that the performance of
GANs is significantly improved by our proposed zero-gradient norm penalty
model on the modified SNGAN. In next section, we will further verify the sta-
bility and convergence of the proposed model on several datasets. It is worth
emphasizing that we have tried different optimization algorithms (such as Looka-
head [39]+Adam [17], Lookahead+OAdam [7]) and regularization methods on
generator (such as orthogonality regularization [3], the modified orthogonality
regularization [5] and group sparse regularization [33]), but none of them go
beyond our method.

4 Experimental Results

In this section, the efficacy of our approach will be tested by investigating net-
work convergence, training stability and FID value. Note that, in contrast with
IS score [31], the FID value can more comprehensively measure the quality of
the generated samples in GANs [4,13].

In order to verify the performance of our algorithm in the abovementioned
three aspects, we conducted a set of extensive experiments of unsupervised image
generation on CIFAR10 [18], SVHN (unlabeled subset) [26], STL10 [6], CelebA
[20] and LSUN (bedroom) [38] datasets. Note that comparison of the networks
convergence and training stability are arranged in 4.2, and the FID value in
4.3. In addition, the experiments on two synthetic datasets (8 Gaussians and 25
Gaussians) were performed to investigate the mode collapse behavior in GANs
(in 4.1). We also compared our method with the representative ones. Unless
otherwise noted, all of the results were obtained by PyTorch [28], where the
numbers of update for GANs generator are 100k for all experiments. All codes
can be found in https://github.com/thwgithub/GAN-Integration-GP-SN/.

4.1 Mixture of Gaussians

The mode collapse behavior in GANs can seriously affect the performance of
GANs. To illustrate the effect of our method for alleviating the mode collapse
phenomenon in GANs, a simple model was trained on two 2D mixture of Gaus-
sians datasets (8 Gaussians arranged in a circle and 25 Gaussians in a square).
Some technical details are relegated to Appendix A, including network architec-
tures, hyper parameters and description of datasets. The experimental results
are shown in Fig. 1. Compared with the original GAN, the least mode collapse
behavior is demonstrated by our method, especially in 8 Gaussians dataset, 8
modes are almost learned in Fig. 1(b).

https://github.com/thwgithub/GAN-Integration-GP-SN/
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(a) GAN (b) Ours (c) Real data(8)

(d) GAN (e) Ours (f) Real data(25)

Fig. 1. Testing the mode collapse behavior on two Gaussians datasets ((a) GAN [10]
on 8 Guassians; (b) our method on 8 Guassians; (c) real dataset; (d) GAN on 25
Guassians; (e) our method on 25 Guassians; (f) real dataset).

4.2 Results on Benchmark Datasets

In this subsection, we will report the network convergence and training stabiliy
of the proposed method on five benchmark datasets(CIFAR10, SVHN, STL10,
CelebA and LSUN(bedroom)), which all of the input images were both cropped
to 3 × 32 × 32. Due to space limitations, we only exhibit the results on CIFAR10
here and the other results can be found in the supplementary materials (it
can be found in https://github.com/thwgithub/Sup-Materials-for-KSEM2020).
We also compare against those of other congeneric gradient norm penalty algo-
rithmss, including: WGAN-GP [11], WGAN-LP [29] and GAN-0GP [34].

For the hyper parameters setting, except for using the hyper parameters
of the modified SNGAN in Table 1, we set the penalty coefficient λ to 10, as
suggested in [11] and set the Lipschitz constant L at 0. The parameter max-norm
of clipping weight gradient norm is set to 0.01 in discriminator and 1 in generator
(the settings of Table 2). The learning rates of two networks are both 0.0002 with
batchsize 64 and latent variable z ∼ N(0, I128). As for the architecture of the
generator and discriminator, we use convolutional neural networks (CNN) that
more details is described in Appendix B.

Networks Convergence. As for the network convergence, the results of the
experiment on CIFAR10 are illustrated in Fig. 2. Clearly, our method is supe-
rior to the other three methods in either discriminator (Fig. 2(a)) or generator
(Fig. 2(b)). In fact, we do not care about the convergent value of the loss function
(GANs) or the critic function (WGANs), only focus on the amplitude of their
oscillations. For the visualization, Fig. 2 is vertically shifted. As shown in Fig. 2,
both WGAN-GP and WGAN-LP get stuck in a bad convergence, GAN-0GP is
greater improvement for convergence than the former two. While the conver-
gence of our approach (blue curve) significantly outperforms the convergence of

https://github.com/thwgithub/Sup-Materials-for-KSEM2020
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the others. It is noted that the update rate of our method is 1:1, that is, the
discriminator updates one time per one time update of the generator, whereas
the update rate of the others is 1:5.

(a) Discriminator (b) Generator

Fig. 2. Comparison of the convergence among four GANs methods ((a) the convergence
of discriminator; (b) the convergence of generator).

Training Stability. In Fig. 3, the stability of GANs training in discriminator
(Fig. 3(a)) and generator network (Fig. 3(b)) are exhibited. The overall trend
of the gradient variation was used to mirror the stability of training, where
the gradient variations were computed by the average gradient L2 norm with a
batch size samples in each generator update. To the best of our knowledge, the
method is applied to measure the stability of GANs training for the first time.
As observed, WGAN-GP and WGAN-LP both have a large gradient oscillation,
this means that the two methods suffer from training instability. Moveover, their
gradient variations are similar, it is probably because both algorithms belong to
WGANs algorithms. For the GAN-0GP, the gradient behavior is relatively sta-
ble at the beginning of the training. However, with the increasing number of
training, the method performs poorly. In contrast, our method (blue curve) is
even more stable than the other methods with respect to the overall trend gra-
dient variation. Also, we observe a phenomenon from Fig. 3 that the gradient
variation trend of the discriminator is similar to the generator. This reveals that
the gradient updates of generator and discriminator affect each other. Conse-
quently, only implementing the penalty on the discriminator enable very stable
GANs training. These results suggest that the stability of GANs training can be
significantly improved by our method.
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(a) Discriminator (b) Generator

Fig. 3. Comparison of the overall trend of gradient variation among four GANs meth-
ods ((a) the gradient variation of discriminator; (b) the gradient variation of generator).

Table 3. Comparison of the generated samples quality (FID, the smaller is better).

Methods CIFAR-10 SVHN STL-10 CelebA LSUN (bedroom)

LSGAN (2017) 22.20 3.84 20.17 5.10 5.23

SNGAN (2018) 20.70 4.53 18.11 5.56 12.05

WGAN-GP (2017) 21.89 4.09 18.19 5.01 14.61

WGAN-LP (2018) 21.01 3.62 17.40 5.12 15.21

GAN-0GP (2019) 18.91 6.10 14.49 4.53 7.14

Ours 10.74 3.28 11.04 4.13 6.59

Real datasets 0.46 0.24 0.84 0.34 0.55

4.3 Comparison of the Generated Samples Quality

The quality of the generated samples is one of the important indicators to reflect
the performance of GANs model. The FID value is used to measure the quality,
which the smaller FID value is better. In order to reduce the calculation error,
the evaluation of FID is done on 50000 real samples and 50000 fake samples.
To be more comprehensive, we compare our approach with five GANs models
on five datasets and the results are summarized in Table 3. Clearly, our results
(FID) are better than almost all other methods, only LSGAN (5.23) performs
slightly better than our approach (5.59) on LSUN (bedroom). Especially, to our
knowledge, the FIDs of our method on CIFAR10 and STL10 (10.74 and 11.04)
are the state of the art in unsupervised image generation. This indicates that the
quality of the generated samples in GANs can be significantly improved by our
method. Note that the FIDs of real data are shown at the bottom of Table 3.

5 Conclusions

In this study, we integrated the zero-centered gradient penalty on the inner
function of Sigmoid function of discriminator with spectral normalization (the
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modified SNGAN) to improve the performance of GANs, which is in contrast
to the popular algorithms that the integrated method has better convergence,
stability and the quality of the generated samples. Furthermore, our method can
effectively alleviate the mode collapse behavior in GANs. In the experiments, we
have illustrated evidence of improved training with several GANs algorithms on
a variety of datasets and the resulting improvements in model performance. Our
findings also show that WGAN-GP, WGAN-LP and GAN-0GP do not lead to
networks convergence and training stability. In the future work, we would like to
further dig into our ideas in more depth and come up with better performance
methods.

A Training Details on Synthetic Datasets

The 8 Gaussians dataset is sampled from a mixture of 8 Gaussians of standard
deviation 0.02, this means are equally spaced around a circle of radius 2. 25
Gaussians dataset, like the 8 Gaussians, is sample from a mixture of 25 Gaus-
sians, which is arranged in a square. Two datasets consist of 100 k samples. The
discriminator contains three SNLinear layers (bias: True, False and True) with
128 hidden units and LReLU (0.2) activation, and the generator contains three
Linear layers (bias: False, False and True) with 256 hidden units, BN and ReLU
activation.

As for the hyper parameters setting, both networks are optimized using
OAdam with a learning rate of 0.0002 and β1 = 0.5, β2 = 0.9 (training the
original GAN use Adam). The latent variable z ∼ N(0, I128) and the penalty
coefficient λ = 10 with Lipschitz constant L = 0. The batchsize is set to 100.

B Networks Architecture on Benchmark Datasets

See Tables 4 and 5.

Table 4. Discriminator (3× 32× 32).

SNconv 64 3× 3 S = 1 P = 1 LReLU

SNconv 64 4× 4 S = 2 P = 1 LReLU

SNconv 128 3× 3 S = 1 P = 1 LReLU

SNconv 128 4× 4 S = 2 P = 1 LReLU

SNconv 256 3× 3 S = 1 P = 1 LReLU

SNconv 256 4× 4 S = 2 P = 1 LReLU

SNconv 512 4× 4 S = 1 P = 0 SN

Sigmoid()

Table 5. Generator (3× 32× 32).

dense 512× 4× 4

deconv 512 4× 4 S = 2 P = 1 BN ReLU

deconv 256 4× 4 S = 2 P = 1 BN ReLU

deconv 128 4× 4 S = 2 P = 1 BN ReLU

deconv 3 3× 3 S = 1 P = 1 BN

Tanh()
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Abstract. Uncertain data classification makes it possible to reduce the
decision risk through abstaining from classifying uncertain cases. Incor-
porating this idea into the process of computer aided diagnosis can
greatly reduce the risk of misdiagnosis. However, for deep neural net-
works, most existing models lack a strategy to handle uncertain data and
thus suffer the costs of serious classification errors. To tackle this prob-
lem, we utilize Dempster-Shafer evidence theory to measure the uncer-
tainty of the prediction output by deep neural networks and thereby pro-
pose an uncertain data classification method with evidential deep neural
networks (EviNet-UC). The proposed method can effectively improve the
recall rate of the risky class through involving the evidence adjustment
in the learning objective. Experiments on medical images show that the
proposed method is effective to identify uncertain data instances and
reduce the decision risk.

Keywords: Uncertain data classification · Evidence theory · Deep
neural networks

1 Introduction

In data classification tasks, the data instances that are uncertain to be classified
form the main cause of prediction error [2,9,23]. Certain classification meth-
ods strictly assign a class label to each instance, which may produce farfetched
classification results for uncertain instances. Uncertain classification methods
aim to measure the uncertainty of data instances and accordingly reject uncer-
tain cases [3,10,15]. The methodology of uncertain classification is helpful to
reduce the decision risk and involve domain knowledge in classification process
[21,22,24]. For instance, in decision support for cancer diagnosis, filtering out
uncertain cases for further cautious identification, may allow us to avoid serious
misdiagnosis [1].

Due to their very good performance, deep neural networks have been widely
used in the classification of complex data [14,17], such as various kinds of medical
c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12275, pp. 427–437, 2020.
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images. However, most existing deep neural networks lack a strategy to handle
uncertain data and may produce serious classification mistakes. For example,
classifying CT images using convolutional neural networks without considering
uncertainty may lead to overconfident decisions.

Trying to implement uncertain data classification based on deep neural net-
works, Geifman and El-Yaniv propose a selective classification method with deep
neural networks, in which a selection function is constructed to quantify the reli-
ability of predictions [8,11]. The method relies on the quality of the selection
function. If the quantification of reliability is not accurate, the identification of
uncertain data cannot be guaranteed. Dempster-Shafer (D-S) evidence theory
[5] is also used to measure the uncertainty in machine learning models [6,7,20].
Sensoy, Kaplan and Kandemir formulate the uncertainty in deep neural networks
from the view of evidence theory [18]. Moreover, evidential neural networks have
been constructed and applied for the uncertain classification of medical images
[13,19]. However, if the decision costs of different classes are imbalanced, eviden-
tial neural networks are not effective to classify the uncertain data instances of
the risky class.

To address these problems, we construct a novel evidential deep neural net-
work model and propose an uncertain data classification method. We formalize
the uncertainty of the prediction output with evidence theory. A strategy to
adjust the uncertainty in classification is also designed to improve the identifica-
tion of certain and uncertain data instances in the risky class. The contributions
of this paper are summarized as follows:

• Propose a novel evidential deep neural networks with the loss objective of
both prediction error and evidence adjustment;

• An uncertain data classification method based on evidential deep neural net-
works (EviNet-UC) is proposed and applied to medical image diagnosis.

The rest of this paper is organized as follows. Section 2 presents the uncertain
data classification method with evidential deep neural networks, which includes
the model description and the strategy for uncertain data identification. In
Sect. 3, we apply the proposed uncertain classification method to medical image
data sets and show that the proposed method is effective to reduce the decision
costs. Conclusions are given in Sect. 4.

2 Uncertain Data Classification with Evidential Deep
Neural Networks

Given a dataset D = {xi, yi}N
i=1 of N labeled data instances where yi is the

class label of the instance xi, the loss of data classification with the evidential
deep neural networks consists of the prediction error term Lp

i and the evidence
adjustment term Le

i as

L =
1
N

N∑

i=1

(Lp
i + λ ∗ Le

i ) , (1)
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where λ = min(1.0, t/10) is the annealing coefficient to balance the two terms,
t is the index of the current training epoch. At the beginning of model training,
λ < 1 makes the network focus on reducing the prediction error. When t ≥ 10
the two terms play equal roles in the loss.

2.1 Prediction Error

For the binary classification of xi, we define the model output e+i , e−
i as the

evidence collected by the deep neural network for the positive and negative
classes. The sum of the total evidence is E = e+i + e−

i + 2. According to the
evidence, we define the belief values of xi belonging to positive and negative
classes as b+i = e+i /E, b−

i = e−
i /E, the uncertainty of classification is defined

as ui = 1 − b+i − b−
i . Similar to the model proposed in [13], we adopt Beta

distribution to formulate the distribution of the prediction with the evidences
e+i , e−

i . Suppose pi is the prediction of the instance xi belonging to the positive
class, the probability density function of the prediction is

f (pi;αi, βi) =
Γ (αi + βi)
Γ (αi) Γ (βi)

pαi−1
i (1 − pi)

βi−1
dpi, (2)

where the parameters of Beta distribution are αi = e+i +1, βi = e−
i +1 and Γ (·)

is the gamma function. The prediction of the positive class can be obtained by
pi = αi/E and 1 − pi = βi/E denotes the prediction of negative class.

Based on the probability density of the prediction, we construct the predic-
tion error term for each data instance xi as the following expectation of squared
error,

Lp
i =

∫
‖pi − yi‖2 f (pi;αi, βi) dpi (3)

=
∫

‖pi − yi‖2 Γ (αi + βi)
Γ (αi) Γ (βi)

pαi−1
i (1 − pi)

βi−1
dpi. (4)

Referring to the properties of the expectation and variance of Beta distribution,
the formula (4) can be derived as

Lp
i =

∫
‖pi − yi‖2 Γ (αi + βi)

Γ (αi) Γ (βi)
pαi−1

i (1 − pi)
βi−1

dpi (5)

= E
(
‖pi − yi‖2

)
(6)

= E (pi)
2 − 2yiE (pi) + y2

i + var (pi) (7)

= (E (pi) − yi)
2 + var (pi) (8)

=
(

yi − αi

αi + βi

)2

+
(

1 − yi − βi

αi + βi

)2

+
αiβi

(αi + βi)
2 (αi + βi + 1)

. (9)
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2.2 Evidence Adjustment

Besides the prediction error, the uncertain cases in the classification should also
be considered in real application scenarios. Identifying uncertain data instances
for abstaining from classification is helpful to reduce the decision risk. In [13], a
regularization term is integrated into the objective of neural network to reduce
the evidences of uncertain instances. But this strategy ignores the difference of
the risks of uncertain instances from different classes. To find out the uncertain
instances of risky class effectively, we expect to rescale the data uncertainty u
through adjusting the evidence and add an evidence adjustment term into the
loss objective. The evidence adjustment term is constructed by the Kullback-
Leibler divergence between the distributions of prediction with original and
adjusted evidences. We also adopt the Beta distribution for the prediction with
adjusted evidences and define λ > 1 as the evidence adjustment factor. The
evidence adjustment term is expressed as

Le
i = KL

(
f

(
pi; α̃i, β̃i

)
|f

(
pi; 1, λ̃

))
, (10)

where (1, λ̃) = (1, yiλ + (1 − yi)),
(
α̃i, β̃i

)
= ((1 − yi) αi + yi, yiβi + (1 − yi))

are the parameters of the Beta distributions of the prediction pi with adjusted
and original evidences.

Let ‘1’ denote the positive class and ‘0’ denote the negative class. When the
instance xi belongs to positive class, yi = 1, (1, λ̃) = (1, λ) and

(
α̃i, β̃i

)
= (1, βi).

If xi belongs to negative class, yi = 0, (1, λ̃) = (1, 1) and
(
α̃i, β̃i

)
= (αi, 1). For

a negative-class instance, the adjustment term guides the parameter αi to 1 and
thereby reduce the evidence of positive class to 0. For a positive-class instance,
the adjustment term guides the parameter βi to λ. This will force the neural
networks to promote the positive-class evidence for certain positive instances to
reduce the prediction error.

According to the definition of KL divergence, the evidence adjustment term
can be further simplified as

Le
i =

∫
f

(
pi; α̃i, β̃i

)
log

f
(
pi; α̃i, β̃i

)

f
(
pi; 1, λ̃

) dpi (11)

=
∫

f
(
pi; α̃i, β̃i

)
log f

(
pi; α̃i, β̃i

)
dpi −

∫
f

(
pi; α̃i, β̃i

)
log f

(
pi; 1, λ̃

)
dpi

(12)

= E
(
log f

(
pi; α̃i, β̃i

))
− EB(α̃iβ̃i)

(
log f

(
pi; 1, λ̃

))
. (13)
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Referring to the properties of Beta distribution, the expectations in (13) can be
further derived for computation as

E
(
log f

(
pi; α̃i, β̃i

))
(14)

=E

⎛
⎝log

Γ
(
α̃i + β̃i

)

Γ (α̃i)Γ
(
β̃i

)p
α̃i−1
i (1− pi)

β̃i−1

⎞
⎠ (15)

=E

⎛
⎝log

Γ
(
α̃i + β̃i

)

Γ (α̃i)Γ
(
β̃i

) + (α̃i − 1) log pi +
(
β̃i − 1

)
log (1− pi)

⎞
⎠ (16)

= log
Γ

(
α̃i + β̃i

)

Γ (α̃i)Γ
(
β̃i

) + (α̃i − 1)E (log pi) +
(
β̃i − 1

)
E (log (1− pi)) (17)

= log
Γ

(
α̃i + β̃i

)

Γ (α̃i)Γ
(
β̃i

) +
(
2− α̃i − β̃i

)
ψ

(
α̃i + β̃i

)
+ (α̃i − 1)ψ (α̃i) +

(
β̃i − 1

)
ψ

(
β̃i

)
, (18)

and

EB(α̃i,β̃i)
(
log f

(
pi; 1, λ̃

))
(19)

=EB(α̃i,β̃i)

(
log

Γ (1 + λ̃)
Γ (1)Γ (λ̃)

p1−1
i (1 − pi)

λ̃−1

)
(20)

=EB(α̃i,β̃i)

(
log

Γ (1 + λ̃)
Γ (1)Γ (λ̃)

+ (λ̃ − 1) log (1 − pi)

)
(21)

= log
Γ (1 + λ̃)
Γ (1)Γ (λ̃)

+ (λ̃ − 1)EB(ãi,β̃i) (log (1 − pi)) (22)

= log
Γ (1 + λ̃)
Γ (1)Γ (λ̃)

+ (λ̃ − 1)
(
ψ

(
β̃i

)
− ψ

(
α̃i + β̃i

))
, (23)

in which ψ(·) denotes the digamma function.

2.3 Classification of Uncertain Data

As explained above, based on the belief values of xi belonging to positive and
negative classes b+i = e+i /E, b−

i = e−
i /E, we can measure the classification uncer-

tainty of xi by ui = 1 − b+i − b−
i . With this uncertainty measure, applying the

evidential neural networks to classify data, we can not only assign class labels
to instances but also identify the uncertain ones. Through sorting the classified
instances according to their uncertainty in ascending order, we select the top k
uncertain instances for classification rejection to reduce the prediction risk.

Applying the proposed evidential neural network to the Breast IDC dataset
(see the Sect. 3), Fig. 1(a) shows the evidence distribution of all the instances of
positive class for multiple values of λ. We can see that the factor λ adjusts the
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Fig. 1. Evidence distribution of positive-class instances with different rejection rates.
(a) rejection rate = 0%, (b) rejection rate = 10%, (c) rejection rate = 20%, (d) rejection
rate = 30%.

evidences of instances and the evidences of certain positive instances are pro-
moted. The data instances with low-level evidences for both classes have high
uncertainty in classification. Thus the instances located in the bottom-left corner
indicate uncertain cases. Figure 1(b–d) display the evidence distribution of data
instances after filtering out 10%, 20%, 30% uncertain instances, respectively.
Based on the uncertain data identification strategy, we implement the uncer-
tain data classification method with an evidential neural network (EviNet-UC).
The effectiveness of the proposed method will be demonstrated in the following
section.

3 Experimental Results

To show that the uncertain classification method with evidential neural network
is effective to reduce decision costs, we tested the proposed method on the medi-
cal datasets Breast IDC [4] and Chest Xray [16]. The Breast IDC dataset consists
of the pathological images of patients with infiltrating ductal carcinoma of the
breast. The training set has 155314 images and the test set has 36904 images.
We set the cancer case as positive class and the normal case as negative class.
The Chest Xray dataset has 2838 chest radiographs, in which 427 images are
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chosen as the test data and the rest are set as the training data. The pneumonia
and normal cases are set as positive class and negative class, respectively. For the
algorithm implementation, we constructed the evidential deep neural networks
based on the resnet18 architecture [14] and we modified the activation function
of the output layer to the ReLU function.

To achieve the overall evaluation of the classification methods, we adopt the
measures of accuracy, F1 score, precision, recall rate and decision cost. Suppose
the number of the instances of negative class is N and the number of positive-class
instances is P, TP and FP denote the numbers of true positive and false positive
instances, TN and FN denote the true negative and false negative instances
respectively. The measures are defined as

accuracy = (TP + TN)/(P + N),
F1 score = (2 ∗ TP )/(2 ∗ TP + FN + FP ),

precision = TP/(TP + FP ),
recall = TP/(TP + FN).

Assuming correct classification to have zero cost, costNP , cos tPN denote the
costs of false-positive classification and false-negative classification, respectively.
The average decision cost of classification can be calculated as

decision cost = costNP · FP

P + N
+ cos tPN · FN

P + N
.

Based on the measures above, we carried out two experiments to evaluate the
performance of the proposed uncertain classification method with evidential neu-
ral network (EviNet-UC). The first experiment aims to verify the superiority of
the classification of the proposed method. Specifically, we compared the EviNet-
UC method with other four uncertain classification methods based on deep
neural networks: EvidentialNet [13], SelectiveNet [12], Resnet-pd and Resnet-
md [19]. For fair comparison, we implemented all the methods above based on
the resnet18 architecture.

We set rejection rate = 0 (no rejection), costPN = 5, cos tNP=1 and applied
all the classification methods to the Breast IDC dataset. The comparative exper-
imental results are presented in Fig. 2 and Table 1. We can find that the proposed
EviNet-UC method achieves the highest recall rate and the lowest decision cost
among all the comparative methods. This means that the proposed method is
effective to reduce the misclassification of the risky class (cancer case). Moreover,
we changed the rejection rate from 0 to 0.5 to further compare the classification
methods. Figure 3 presents the recall rates and the decision costs of different
methods with different rejection rates. We can see that the EviNet-UC method
achieves the best performance for all rejection rates. Compared to other meth-
ods, the proposed method is more effective to reduce the classification risk.
The second experiment aims to show that the proposed method is effective to
identify uncertain data. Varying the rejection rate in [0, 1] and applying EviNet-
UC on the Chest Xray dataset, we obtained the classification results for different
numbers of rejected uncertain radiographs. Figure 4 illustrates the evaluation of
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Fig. 2. Comparative experimental results on Breast IDC dataset.

Table 1. Comparative experimental results on Breast IDC dataset.

Methods Accuracy F1-score Precision Recall Decision cost

EvidentialNet 0.8874 0.8477 0.8566 0.8389 0.3532

SelectiveNet 0.8874 0.8493 0.8488 0.8498 0.3370

ResNet-PN 0.8912 0.8512 0.8702 0.8330 0.3583

ResNet-MD 0.8911 0.8511 0.8699 0.8330 0.3584

EviNet-UC 0.8915 0.8572 0.8432 0.8716 0.3004

the classification based on EviNet-UC with varying rejection rates. It can be seen
that accuracy, precision, recall rate and F1 score increase as the rejection rate
increases. This indicates that the rejected data instances have uncertainty for
classification and the EviNet-UC method can improve the classification results
through filtering out the uncertain instances.

Fig. 3. (a) Recall rates of different classification methods with varying rejection rates,
(b) decision costs with rejection rates.
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Fig. 4. Classification evaluation of EviNet-UC with varying rejection rates.

(a) p− = 0.95 ; u = 0.09 (b) p+ = 0.95 ; u = 0.1

(c) p− = 0.74 ; u = 0.44 (d) p+ = 0.54 ; u = 0.35

Fig. 5. (a) certain negative-class instance (normal case), (b) certain positive-class
instance (pneumonia), (c) uncertain normal case, (d) uncertain pneumonia case.

When rejection rate = 10%, Fig. 5 presents the certain and uncertain
instances identified by EviNet-UC. Figure 5 (a) shows a certain negative-class
instance of normal radiograph, in which the lung area is very clear. EviNet-
UC produces high negative probability p− = 0.95 and low uncertainty u = 0.09
to indicate the confident classification. In contrast, Fig. 5 (b) shows a certain
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positive-class instance of pneumonia radiograph, in which there exist heavy shad-
ows. Correspondingly, EviNet-UC produces high positive probability p+ = 0.95
and low uncertainty u = 0.1.

Figure 5 (c) displays an uncertain normal case. In general, the lung area is
clear but there exists a dense area of nodule in the right part (marked in red
circle). EviNet-UC produces high uncertainty u = 0.44 to indicate the judgement
is not confident. Figure 5 (d) shows another uncertain case of pneumonia. In the
radiograph, there exists a shadow area in the right lung but the symptom is not
prominent, which leads to the uncertainty u = 0.35 for pneumonia identification.
The uncertain radiographs will be rejected for cautious examination to further
reduce the cost of misclassification.

4 Conclusions

Certain classification methods with deep neural networks strictly assign a class
label to each data instance, which may produce overconfident classification
results for uncertain cases. In this paper, we propose an uncertain classification
method with evidential neural networks which measures the uncertainty of the
data instances with evidence theory. Experiments on medical images validate the
effectiveness of the proposed method for uncertain data identification and deci-
sion cost reduction. Our method currently focuses on only binary classification
problem and the relationship between the decision cost and the evidence adjust-
ment factor also requires theoretical analysis. Exploring the evidence adjustment
factor in multi-class classification problems and constructing the precise uncer-
tainty measurement for reducing decision risk will be future works.
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Abstract. Traffic flow prediction is a crucial issue for intelligent trans-
portation system. Because of complicated topological structures of road
networks and dynamic spatial-temporal patterns of traffic conditions,
predicting flows on the road networks is still a challenging task. Most
existing approaches focus on the local spatial-temporal correlations,
ignoring the global spatial dependences and the global dynamic spatial-
temporal correlations. In this paper, we propose a novel deep learn-
ing model for traffic flow prediction, called Global Diffusion Convolu-
tion Residual Network (GDCRN), which consists of multiple periodic
branches with the same structure. Each branch applies global graph
convolution layer to capture both local and global spatial dependen-
cies, and further apply GRes to describe global spatial-temporal correla-
tions simultaneously. Extensive experiments on two real-world datasets
demonstrate that our model can capture both the global and local
spatial-temporal dependencies dynamically. The experimental results
show the effectiveness of our method.

Keywords: Traffic prediction · Spatial-temporal network · Graph
convolution network

1 Introduction

Intelligent transportation system (ITS) plays an important role in improving
efficiency of traffic management and ensuring traffic safety. Predicting traffic
conditions is one of the most important tasks in ITS. It can guide traffic man-
agement and help drivers avoid congested roads, such that traffic jams can be
avoided or alleviated. The traffic prediction on road networks is a typical spatial-
temporal data prediction problem, which aims at predicting future traffic flows
by making use of historical traffic data and road networks. The complexity of
the traffic prediction problem is mainly affected by the following three factors:
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1. Traffic conditions are different at various times (i.e. morning peak, noon) and
also vary greatly from place to place, which shows strong dynamic character-
istics in both spatial and temporal dimensions.

2. In the spatial dimension, complicated correlations are observed among differ-
ent regions. Congestion can affect the traffic conditions of reachable neighbors
with different impact. On the other hand, the traffic conditions of places with
far distance may also affect each other. In summary, both long-range and
short-range spatial relations between places are important in traffic flow pre-
diction.

3. Temporal dependencies follow complicated periodic patterns. Due to people’s
regular daily life patterns traffic conditions may show some repeated patterns,
such as peak flow in mornings. Moreover, just past traffic conditions inevitably
have an influence on future traffic flows. Therefore, the temporal patterns of
traffic data are not purely periodic.

In recent years, thanks to the development of sensor networks, ITS systems
can obtain massive amounts of real traffic network data, which facilitates traffic
prediction. Although deep learning methods have brought breakthroughs in traf-
fic prediction, they still have some limitations. 1) The existing studies [11,14,17]
assume that spatial dependency relationships only exist among directly con-
nected or very close nodes. 2) RNN-based methods [15,17] are ineffective to
learn long-term periodic dependencies, since they have problems such as gra-
dient explosion/disappearances when capturing long sequences. And it is time
consuming to train typical chain structured RNN. 3) Current studies [4] do not
capture the global spatial-temporal dependencies in the same time. They also
reduce the bidirectional traffic network to undirected graphs, which makes these
type of methods less effective in practice.

In this paper, we propose a global diffusion convolution residual network
(GDCRN) to predict traffic flows, which addresses the three shortcomings we
have mentioned above. It contains multiple branches with the same structure
for capturing information of different time periods, such as hourly period, daily
period and weekly period. We propose global graph convolution (GGC) layer,
which integrates a novel graph diffusion convolution unit based on three auxiliary
matrices. It contains two local adjacency matrices to capture local spatial corre-
lations of the bidirectional traffic network and a global matrix to capture global
spatial dependencies. We further apply the attention mechanism to exploit the
most important spatial and temporal dependencies. A global residual (GRes)
unit is designed to capture global spatial-temporal information. In this way, our
model is able to capture more complicated spatial-temporal correlations with
better performance. Our contributions are summarized as follows:

– We propose a novel graph convolution layer which considers dynamicity, local
and global spatial dependencies simultaneously. A novel GRes module pro-
posed, which consists of a gated convolution to capture the temporal depen-
dencies and a global residual unit to capture the global spatial-temporal cor-
relations.
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– We propose an effective and efficient deep learning framework GDCRN that
contains multiple branches for capturing informative features of multiple dif-
ferent periods. Each branch is specially designed to capture spatial-temporal
information of this time period.

– We evaluate our model on two real datasets and compare it with six base-
line methods by three evalution metrics. Extensive experiments verify the
effectiveness of our model.

2 Related Work

Accurate prediction of traffic conditions is essential to data-driven urban man-
agement. Researchers have made tremendous efforts in traffic prediction [7,8,13].
Statistical regression methods such as ARIMA and its variants [1,13] are repre-
sentative models in the early studies on traffic prediction. However, they only
study traffic time series for each individual location and fail to consider the spa-
tial correlations. Later, some researchers feed spatial features and other external
feature information into the traditional machine learning models [7,12]. But it
is still difficult to consider the spatial-temporal correlations of high-dimensional
traffic data. The prediction performance of traditional machine learning methods
heavily depends on feature engineering.

Recently, deep learning methods have brought tremendous advances in traf-
fic prediction, which outperform many traditional methods. Many models inte-
grate convolution neural network (CNN) and recurrent neural network (RNN)
to jointly model complex non-linear spatial and temporal dependences in traffic
network, and have achieved inspiring success [8,14]. RNN and its variants [3,5]
can effectively use the self-circulation mechanism to learn temporal dependence
well. CNN treat city traffic network as images by dividing the traffic network into
small grids and use CNN to model the non-linear spatial dependencies. However,
the grid structure does not hold the real-word conditions, which makes it unsuit-
able to capture the spatial dependencies of traffic network effectively. The works
in [10,17] propose to capture the structural correlations of traffic network by
combing RNN and graph convolution network such as GCN [9] and DCNN [2].
GCN and DCNN models capture the dependence of graphs via operating con-
volution to pass message between the nodes of graphs. However, RNN-based
models are difficult to train, computationally heavy and less effective when cap-
turing long-distance contextual temporal information. To solve these challenges,
STGCN [16] apply CNN in the time dimension and GCN in spatial dimension,
which enable stable gradient and much faster training speed with fewer param-
eters. ASTGCN [4] further apply the attention mechanism to adjust spatial-
temporal dependence dynamically. Although the schemes mentioned above have
improved the accuracy of traffic prediction, they still fail to capture the global
and local spatial-temporal dependencies simultaneously in the traffic network.
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3 Preliminaries

Definition 1 (Traffic Network). In this study, the traffic topological network
can be defined as a weighted bidirectional graph G = (V,E,A), where V is a set
of nodes with limited number (|V | = N), E is a set of edges that describe the
accessible routes between nodes, and A ∈ R

N×N indicates the weighted adjacency
matrix of G. Specifically, aij ∈ A represents the weight from node vi to vj.

Definition 2 (Traffic Data). Assuming that the network G has N nodes and
traffic data X contains C features (such as flow, occupy, speed), the traffic data
of c-th (c ∈ (1, . . . , C)) feature on nodes vi (i ∈ (1, . . . , N)) at time t can be
described as xi,c

t ∈ R. Then, Xi
t = (xi,1

t , . . . , xi,C
t ) ∈ R

C denotes the traffic data
with all features on node vi at time t, and Xt = (X1

t , . . . , XN
t ) ∈ R

N×C denotes
the traffic data with all features and all nodes at time t. The whole historical
traffic data can be denoted by X = (X1, . . . , XT ) ∈ R

N×C×T .

Problem 1 (Traffic Flow Prediction). Given a traffic Network G, and its his-
torical signals over past T time slices, i.e. X = (X1, . . . , XT ) ∈ R

N×C×T .
Our problem is to predict the next Tp horizons traffic flow sequences Y on
the whole traffic network. The prediction result Y can be defined as Y =
(Y1, . . . , Yi, . . . , YTp

) = (XT+1, . . . , XT+j , . . . , XT+Tp
) ∈ R

N×C×Tp , where 0 <
j ≤ Tp, YT+j = (Y 1

T+j , . . . , Y
N
T+j) ∈ R

N×C .

Fig. 1. The architecture of GDCRN.

4 Global Diffusion Convolutional Residual Network

Figure 1 shows the architecture of GDCRN. The inputs of GDCRN are historical
traffic data and traffic network, and the outputs are the predictions of the future
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traffic states. We extract local and global spatial information from topology
of traffic network. We set three branches to model the hourly-periodic, daily-
periodic and weekly-periodic dependencies. Every branch is able to learn the
dynamic spatial-temporal information in every time period by GGC and GRes
submodules. A convolution layer is designed in the end to generate prediction
results of each branch and keep output shapes consistent. Finally, the outputs
of each periodic branch are fused to obtain final prediction results. The detailed
mechanism of each module is described in the following subsections.

4.1 Global Graph Convolution Layer

For spatial dimension, the directly connected nodes inevitably affect each other,
and those roads which are geographically distant but conveniently reachable
are also correlated with each other. So, it is necessary to capture both local and
global dependencies. In this paper, we propose a global graph convolution (GGC)
unit based on diffusion convolution that simultaneously extract both the local
and global spatial dependencies on traffic network. Diffusion convolution [2] is a
compositional layers , which smoothes a node’s signal by a diffusion process, so
that it can directly describe features of bidirectional through multi-dimensional
input.

Firstly, three auxiliary matrices are developed to encode spatial information
about the topology of the traffic network . For details, we apply forward adja-
cency matrix AF and the backward adjacency matrix AB = (AF )� as local
matrices to encode the local spatial proximity. And then we construct a global
auxiliary matrix AG to encode the topological correlations of long distance by a
global transform.

Fig. 2. The substructure of GDCRN module. ST-ATT: Spatial Temporal Attention
[4]. Global Pool: Global average pooling layer. Linear & ReLU: Linear Transform and
ReLU function

Secondly, traffic conditions of different locations have influence among each
other, but not all of these correlations are equally important. Furthermore, cor-
relations between different time horizons are also varying. Therefore, we adopt
an attention mechanism (ST-ATT) [4] to generate a spatial-temporal attention
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matrix β, which can focus on more important spatial-temporal information. Take
the temporal attention as an example: α = Φt ·σ(((Xl−1)TU1)U2(U3Xl−1)+ bt),
where Xl−1 ∈ R

Cl−1×N×Tl−1 is the input of the l-th GGC module, σ represents
activation function sigmod, Φt, bt ∈ RTl−1×TL−1 , U1 ∈ R

N , U2 ∈ R
Cl−1 , U3 ∈

R
Cl−1 are learnable parameters. Each element αi,j represents the strength of the

correlation between time i and time j. We apply the normalized temporal atten-
tion matrix α

′
generate dynamic importance-oriented temporal representations

Ht = Xl−1α
′
. Then, spatial-temporal attention matrix β is generated by the

similar attention mechanism based on temporal representations Ht.
Thirdly, we feed the spatial-temporal attention matrix β into following graph

convolution layer to adjust correlations between nodes dynamically.

ÂF = (AF
⊙

β); ÂB = (AB
⊙

β); ÂG = (AG
⊙

β); (1)

where
⊙

is a Hadamard product. By combining importance-oriented diffusion
matrices, our innovative graph convolution layer can be formulated as:

Hs = σ(
K∑

k=0

(ÂF
k Xl−1Θk1 + ÂB

k Xl−1Θk2 + ÂG
k Xl−1Θk3)) (2)

Where K is the diffusion step, Θk1, Θk2, Θk2 is a diagonal matrix of learnable
parameters, ÂF

k , ÂB
k and ÂG

k are the k-th step diffusion matrices, σ is the
activation function of graph convolution layer, Xl−1 is the input of the l-th GGC
unit. By applying diffusion convolution operations with attention mechanisms
to the input Xl−1, Hs can model dynamic local and global spatial dependencies.

4.2 Global Residual Network

The future traffic conditions have a complex non-linear relationship with the
previous traffic conditions. To learn informative temporal correlations, we apply
a temporal convolution with a gated mechanism. To capture the interdependen-
cies between spatial and temporal dimensions, we propose a global residual unit
which uses global information to selectively emphasise spatial-temporal corre-
lations. As shown in the right part of Fig. 2, Global Residual Network (GRes)
combines a gated temporal convolution unit with a global residual unit.

Gated Temporal Convolution Unit. Gated mechanisms have powerful abil-
ity to control information. We apply two standard convolution operations with
different kernel sizes to learn different hidden representations in the time dimen-
sion. Then two different activation functions are applied as output gates to learn
complex time features. Given the spatial representations Hs, we can formulate
the gated temporal convolution unit as:

Hst = σ1(Conv1(Hs)) � (σ2(Conv2(Hs))) (3)

where σ1 and σ2 are the different non-linear activations, σ1 is RELU function
and σ2 is tangent hyperbolic function, � is element-wise product, Conv1 and
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Conv2 are the standard convolution functions. Hst can model both spatial and
temporal dependencies.

Global Residual Unit. To improve the sensitivity of global spatial-temporal
correlations in our model, we design a global residual unit to exploit informative
features and suppress less useful ones. Firstly, a global average pooling layer is
used to capture global contextual spatial-temporal dependencies directly among
all nodes and all time horizons. To limit the model complexity and improve the
generalization ability of the model, we use a linear transformation for decreasing
dimension and a ReLU function, which can be defined as:

f(x) = ReLU(Wx) (4)

where W ∈ R
Cr×C is learning parameters, C is the input dimension, Cr is the

output dimension and Cr < C. Different from SElayer [6], we use two same
transformations in Fig. 2 instead of different ones, which has been proved by
experiments the former performs better. Given local spatial-temporal represen-
tations Hst, the core of the global residual unit can be defined as:

Ho = f(f(GlobalPooling(Hst))) ⊗ Hst, (5)

where ⊗ is the element-wise product. Ho can further model global dynamic
spatial-temporal dependencies. Then, a residual mechanism and LayerNorm are
applied to improve generalization performance.

4.3 Fusion Mechanism

To ensure that multiple branches can be effectively merged, we apply a con-
volution layer at the end of each branch. The output prediction results of the
three branches (Ŷh, Ŷd, Ŷw) have same shape. Finally, we fuse prediction results
of multiple periods to capture global temporal correlations by learning weights
and generate the final prediction result Ŷ , which can be formulated as:

Ŷ = Wh � Ŷh + Wd � Ŷd + Ww � Ŷw, (6)

where Wh,Wd,Ww ∈ R
N×Tp are the learning parameters.

5 Experiment Evaluation

5.1 Experiment Settings

DataSet. We verify GDCRN on two large real world highway traffic datasets,
PeMSD4 and PeMSD8, released by [4]. PEMSD4 and PeMSD8 records two
months of statistics on traffic data on the highways of California. Table 1 presents
the details of the two datasets. The traffic data are aggregated every 5 min.
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Table 1. The detailed information of the dataset.

Dataset PeMSD8 PeMSD4

Locations San Francisco Bay area, California San Bernardino, California

Detectors 170 307

Time interval 12 12

Time span 01/01/2018-28/02/2018 07/01/2016-31/08/2016

Network Structure and Hyperparameter Settings. We implemented our
model in Python with MXNet 1.6.0. We set up three different periodic branches
for the model by week, day, and hour. We set the input period length of three
branches as: Tw = 2, Td = 2, Th = 1. Each branch contains two GDCRN blocks.
For graph convolution, we construct the global spatial matrix AG by a random
walk with path length q = 3 and set graph convolution layers with diffusion
step k = 3. For gated temporal convolution unit, we set one with 64 filters and
the kernel size 3 × 3, and another with 64 filters and the kernel size 1 × 1. In
the first GDCRN block of branches, we set the strides of temporal convolution
as the length of input period (i.e., 2, 2, 1). For the output convolution layer of
each branch, we use 12 (prediction horizons) filters with kernel size 1 × 64. For
training phase, the batch size is 16, learning rate is 0.001 and epochs are 50. We
split dataset in chronological order with 70% for training, and 20% for testing,
and the remaining data for validating.

5.2 Measurement and Baseline Methods

In our experiment, we use three most-widely adopted evaluation metrics, Mean
Absolute Error (MAE), Root MeanSquare Error (RMSE), and Mean Absolute
Percentage Error (MAPE) to measure our scheme and others. We compare
GDCRN with following 6 baseline methods:

– HA: Historical Average model uses the average value of the last 12 time slices
as the next prediction value.

– ARIMA [13]: Auto-Regressive Integrated Moving Average method is a widely
used time series regression model.

– LSTM [5]: Long Short Term Memory network, which is a spacial RNN model.
– STGCN [16]: Spatio-Temporal Graph Convolutional Network applies purely

convolutional structures with a gating mechanism to extract spatial-temporal
features simultaneously.

– T-GCN [17]: Temporal Graph Convolutional Network combines with GCN
and GRU.

– ASTGCN [4]: Attention based Spatial-Temporal Graph Convolution Network
use spatial-temporal mechanism in graph convolution with Chebyshev poly-
nomials approximation.
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5.3 Experimental Results

Performance Comparison. We compare the performance of our GDCRN
and 6 baseline methods for 15-min, 30-min, 60-min predictions on PEMSD4
and PEMSD8 datasets. Table 2 shows the average results of traffic flow predic-
tion performance on the three prediction intervals. Our GDCRN model obtains
superior results on two datasets. It can be seen that GDCRN significantly out-
performs the approaches that only take temporal features into account (HA,
ARIMA, LSTM).

Table 2. The performance of our model and baselines on different predicting intervals

Dataset Models 15min 30min 60min

MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE

PEMSD8 HA 22.92 34.22 14.31 24.97 37.33 15.59 30.03 44.98 18.84

ARIMA 16.46 25.15 10.06 18.93 29.00 11.54 24.08 35.85 14.83

LSTM 18.09 28.48 11.86 19.76 30.9 13.85 23.37 36.03 15.5

T-GCN 17.03 25.06 13.59 17.32 25.74 13.50 18.30 27.29 14.37

STGCN 14.51 22.58 9.49 15.87 24.58 10.90 18.16 27.08 13.84

ASTGCN 15.66 23.95 10.22 16.14 24.82 10.51 17.03 26.27 11.17

GDCRN 14.03 22.03 9.31 14.59 23.11 9.74 15.39 24.59 10.40

PEMSD4 HA 28.64 42.78 19.45 31.02 46.29 21.17 26.83 55.02 25.66

ARIMA 21.53 34.34 13.78 24.54 38.50 15.82 30.89 47.66 20.41

LSTM 24.77 39.67 15.94 26.61 42.10 17.06 30.06 46.05 19.54

T-GCN 22.09 32.90 18.20 22.23 33.34 17.95 23.34 34.97 18.94

STGCN 18.85 30.00 13.09 20.49 32.19 13.90 23.07 36.92 16.75

ASTGCN 19.82 31.98 14.33 20.78 32.92 14.8 21.91 34.75 15.81

GDCRN 18.65 29.91 12.98 19.37 31.13 13.46 20.40 32.81 14.25

Compared to the spatial-temporal models, the prediction results of GDCRN
excels RNN-based scheme T-GCN and also performs better than CNN-based
schemes STGCN and ASTGCN. As for STGCN, GDCRN achieves bigger
enhancement on the 60-min horizons than 15-min horizons. Since GDCRN intro-
duces attention mechanism and GRes module to capture global spatial-temporal
correlations, so that our model can better hold the long-term traffic pattern.
ASTGCN utilizes GCN to describe spatial dependencies. However, GCN regards
the traffic network as a unidirectional graph, which is not practical for real-world
traffic network. In contrast, GDCRN adopts global diffusion convolution, which
is able to handle bidirectional network and can capture global spatial correla-
tion directly. Therefore, combining with the ability to obtain local and global
spatial-temporal correlations on the bidirectional network, GDCRN is able to
perform better regarding all the metrics for all predicting horizons.

Figure 3 illustrates the changes of prediction performance of our model and
other baseline models as the prediction temporal interval increases. We have
two valuable observations which further confirm the superiority of our model.
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(a) The prediction results on PeMSD8

(b) The prediction results on PeMSD4

Fig. 3. Performance changes of different methods as the predicting horizon increases

Firstly, the growth trends of prediction error of GDCRN are smaller than almost
all methods, indicating that our model is insensitive to prediction time inter-
val. Secondly, GDCRN achieves the best forecasting performance in all time
dimensions, especially for the long-term prediction. Specifically, the differences
between DGCRN and other baseline methods are more significant as the pre-
diction time interval increases, which shows that the scheme of our GDCRN
model has advantages not only in short-term predictions, but also in long-term
predictions. All the experiment results above demonstrate the advantages of our
model in capture spatial-temporal correlation of the highway traffic data.

Ablation Study. In order to verify the effectiveness of every components on
our model, we compare the following four variants of our model.

– ChebNet, which replaces diffusion convolution with ChebNet.
– No-GRU, which removes global residual unit in GRes module.
– No-AG, which removes global spatial matrix in diffusion convolution unit.
– No-Gate, which removes Gate mechanism in temporal convolution unit.
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Table 3. Performance of variants of GDCRN on different predicting intervals

Dataset Models 15min 30min 60min

MAE RMSE MAPE MAE RMSE MAPE MAE RMSE MAPE

PEMSD8 chebNet 14.83 23.01 10.14 15.65 24.37 10.70 16.83 26.27 11.60

No-GRU 14.87 23.21 10.28 15.86 25.12 10.68 17.20 27.54 11.68

No-AG 14.18 22.21 9.55 14.72 23.26 10.00 15.51 24.71 10.68

No-Gate 14.22 22.22 9.43 14.79 23.35 9.81 15.65 24.94 10.45

GDCRN 14.03 22.03 9.31 14.59 23.11 9.74 15.39 24.59 10.40

PEMSD4 chebNet 19.08 30.37 14.01 19.86 31.60 14.82 20.96 33.35 15.88

No-GRU 19.42 30.73 14.97 20.22 31.98 15.89 21.32 33.73 17.04

No-AG 18.73 30.08 13.37 19.52 31.35 14.23 20.53 33.03 15.14

No-Gate 18.91 30.08 13.82 19.62 31.30 14.27 20.55 32.94 14.82

GDCRN 18.65 29.91 12.98 19.37 31.13 13.46 20.40 32.81 14.25

Table 3 compares the average performance of every variant over different pre-
diction interval. We can find that GDCRN achieves the best prediction per-
formance. The predicting results of GDCRN excels the ChebNet model, which
verifies that capturing bidirectional spatial dependencies is very necessary and
useful for prediction tasks on real traffic networks. Compared with the No-GRU
model, GDCRN has better prediction precision and is insensitive to prediction
interval, which proves that capturing global spatial-temporal features are impor-
tant for traffic prediction. The GDCRN are superior to No-AG model, indicating
the effectiveness of capture global spatial correlations. In summary, the GDCRN
can achieve the best results regardless of the prediction horizon, and each com-
ponent of our model make sense.

6 Conclusion

In this paper, we propose a novel global diffusion convolution residual network
for traffic prediction. Based on the spatial topological structure of the traffic
network, we propose a novel graph convolution layer, which leverages global
and local information of spatial structure. To exploit informative features, we
design a global residual network GRes and combine it with GGC module to
capture both global and local spatial-temporal correlations. Experiments on two
large-scale real-world datasets verify the effectiveness of our model. Furthermore,
GDCRN is a generalized spatial-temporal network prediction framework, and
has the potential to be applied to other similar prediction problems such as taxi
demand forecasting.
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Abstract. Confidential information analysis can identify the text con-
taining confidential information, thereby protecting organizations from
the threat posed by leakage of confidential information. It is effective
to build a confidential information analyzer based on a neural network.
Most of the existing studies pursue high accuracy to design complex net-
works, ignoring speed and consumption. The optimal defense is to auto-
matically analyze confidential information without compromising routine
services. In this paper, we introduce a lightweight network, DSCNN, that
can be adapted to low-resource devices. We also introduce two hyper-
parameters to balance accuracy and speed. Our motivation is to simplify
convolutions by breaking them down because the space dimension and
channel dimension are not closely related in the convolutions. Experimen-
tal results on real-world data from WikiLeaks show that our proposed
DSCNN performs well for confidential information analysis.

Keywords: Depthwise Separable Convolutional Neural Network ·
Confidential information analysis · Information Security · Natural
Language Processing

1 Introduction

Mobile devices generate a vast amount of data every minute. The data may con-
tain confidential information that has not yet been marked. Such confidential
information can be leaked without being noticed and pose a threat to national
security, business trade, or personal life. Many organizations institute enforce-
ment policies to protect confidential information [18]. These policies require every
email sent by an employee to the Internet is reviewed by his manager. On the one
hand, these policies limit the operating efficiency of the organization and waste
a lot of manpower resources. On the other hand, it is ineffective if the employee’s
managers are not extremely well-versed in the scope of confidential matters for
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the entire organization. Therefore, constructing confidential information analyz-
ers has become a trend. As it can help organizations identify confidential infor-
mation, the need for high quality automated confidential information analyzers
becomes much more profound.

Confidential information analysis is a cross-task of Information Security (IS)
and Natural Language Processing (NLP). Its goal is to categorize text into dif-
ferent security levels (such as Confidential and Non-Confidential), or more fine-
grained levels (such as Top-Secret, Secret, Confidential, and Unclassified) [1].
In similar areas of confidential information analysis, such as text mining [17],
sentiment analysis [8], fake news detection [15], and confidential information
detection [7],CNNs have attracted extensive attention because of their excellent
performance. A large number of deep and complex CNNs have been designed
for tasks related to text classification [14]. Conneau et al. used 19 convolution
layers to build a Very Deep CNN (VDCNN) [3]. Johnson et al. built a Deep
Pyramid CNN (DPCNN) with 15 layers [11]. These models can easily achieve
high accuracy with sufficient computational resources and processing time. How-
ever, such models do not work well in low-resource and time-limited devices or
applications. In real-world applications such as Data Leakage Prevention (DLP)
[16] and Security Information and Event Management (SIEM) [21], confidential
information analyzers require the ability to run in real-time on a computation-
ally limited device to enforce the appropriate protection mechanism without
degrading regular services.

In this paper, we present a lightweight model named Depthwise Separable
Convolutional Neural Network (DSCNN) for confidential information anal-
ysis. Our motivation is that separating spaces and channels when convoluting
text can reduce the computational complexity of convolutions. The space dimen-
sion and channel dimension are not closely related that it is preferable not to
map them together. From the perspective of a model, channels are different pre-
trained word embeddings without strict sequence. Additionally, we describe two
hyper-parameters that efficiently balance accuracy and speed. These two hyper-
parameters can be used when designing the appropriate size models for differ-
ent devices. We conduct the comparison experiments of our proposed method
and other popular methods. We also conduct extensive experiments of hyper-
parameter sensitivity. The results show that our proposed method has a better
performance in analyzing confidential information. The main contributions of
this work include:

1) We propose a DSCNN for confidential information analysis. The DSCNN
makes convolution easier by operating in space dimension and channel dimen-
sion respectively to reduce computational complexity.

2) We introduce two simple hyper-parameters, channel multiplier and space mul-
tiplier, to balance accuracy and speed. These two hyper-parameters can be
used to further reduce the amount of calculation.

3) Extensive experiments using real-world data from WikiLeaks show that our
proposed model not only achieves a high accuracy but also saves a lot of time
and resources.
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The rest of the paper is categorized as follows. The previous approaches
are reviewed in Sect. 2. Our proposed method is presented in Sect. 3. Section 4
presents the results of the experiment. Finally, in Sect. 5, we conclude and give
perspectives.

2 Preliminaries

Recently, CNNs have achieved strong performance for tasks related to text classi-
fication [2]. Dos Santos et al. designed a CNN to extract features at the character-
level and word-level for sentiment analysis [4]. Kalchbrenner et al. introduced
a global pooling named dynamic k-max pooling to build CNNs [12]. Kim used
various pre-trained word embeddings to build CNNs for sentence classification
[13]. Yin et al. presented a multi-channel CNN which accepts multiple word
embeddings as the input [19]. Johnson et al. proposed a low-complexity CNN
shaped like a pyramid for text categorization [11].

The CNN is a kind of neural network model, which relies on the layer called
convolution layer for feature extraction. At the heart of this convolution layer
is a learnable filter. This filter does convolution operation while scanning the
vectorial text. The outputs of the convolution operation are the extracted feature
maps. Suppose a learnable filter w ∈ R

h×d is scanning the text sequence x ∈
R

s×d The h represents the size of the filter w, the s represents the length of
the sequence x, and the d represents the dimension of the word embeddings. A
extracted feature is obtained by the convolution operation:

fi = σ(w · xi:i+h−1 + b) , (1)

where the xi:i+h−1 representations a region of the above text sequence, the w
represents the above filter, the b represents a bias, and the σ represents a non-
linear function. The filter scans all the sequences {x1:h,x2:h+1, . . . ,xs−h+1:s} to
produce a feature map f = [f1, f2, . . . , fs−h+1]. Typically models use a lot of
filters (with different window sizes) to obtain a variety of feature maps.

The multi-channel CNN is an improvement on the single-channel CNN.
Compared with single-channel CNN, the multi-channel CNN uses different pre-
training word embedding vectors to initialize multiple channels as inputs. The
multi-channel CNN brings the following advantages: On the one hand, multiple
channels rather than one channel can bring more information available to a com-
mon word. On the other hand, one channel can be missing a rare word, other
channels can supplement it. However, it is worth noting that the multi-channel
model will bring lots of computation. In multi-channel CNN, the convolution
layer attempts to learn the filter in three dimensions, which has two space dimen-
sions (width and height) and one channel dimension. The convolution operation
is a joint mapping of these dimensions. In single-channel CNN, the convolution
operation is only a mapping of space dimensions. We think the space dimension
and the channel dimension are not closely related. The channel dimension do not
have the same strict order as the space dimension in the model, so we consider
that joint mapping is unnecessary. To simplify the convolution operations, the
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standard convolution can be decomposed into a series of operations that con-
volving independently on spaces and channels. Our work is similar to Howard et
al. [6] on image classification.

3 Methodology

In this section, we first present the network structure of DSCNN. We then detail
the core of DSCNN – depthwise separable convolution. Finally, we describe two
hyper-parameters – channel multiplier and space multiplier.

3.1 Network Structure of DSCNN

DPCNN [11] is a simple network structure with less computation and better
performance. It is a pyramid-shaped network structure whose upper layer is half
the size of the lower layer. We use the DPCNN network structure as the basic
network of our DSCNN.

Fig. 1. Network structure of DSCNN.
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The network structure of DSCNN is illustrated in Fig. 1. A DSCNN model
consists of input, word embedding layer, region embedding layer, depthwise sep-
arable convolution layer, pooling layer, fully-connected layer, and output. In our
DSCNN, the input is a text sequence and the output is its label. The first layer
is a word embedding layer. The word embedding layer is used to convert text
into vectors. In our DSCNN, we use a variety of pre-trained word embeddings
to initialize the word embedding layer. Each channel of the layer corresponds to
a pre-trained word embedding. So our DSCNN is also a multi-channel CNN. As
mentioned in Sect. 2, multi-channel networks have more advantages than single-
channel networks. The second layer is a region embedding layer. The region
embedding layer works in a similar way to the N-gram model [9,10]. It is used
to extract features of a small region in the width and height of space dimension.
The following layers are the alternations of two depthwise separable convolution
layers and one pooling layer. The depthwise separable convolution layer is used
to extract features and model long distance dependencies. It extracts features in
three dimensions, which has two space dimensions (width and height) and one
channel dimension. After each depthwise separable convolution layer, there is a
pooling layer used to downsample feature maps. We use the max-pooling with
size 3 and stride 2 in the pooling layer. We also fix the number of feature maps
in this pooling layer like DPCNN. With this pooling layer, we can model longer
distance dependencies later by depthwise separable convolution layers. To enable
the training of deep networks, we use shortcut connections with pre-activation.
The shortcut connections with pre-activation can be written as wσ(x) + b [5].
Finally, there is a fully-connected layer to generate the final classification.

3.2 Depthwise Separable Convolution

The core of DSCNN is the depthwise separable convolution. Compared to a
standard convolution, the depthwise separable convolution can greatly reduce
computational complexity. Hereafter we use the notation given in Table 1.

Table 1. This table lists notation declarations.

Symbol Meaning

h Height

w Width

d Channel

KhK , wK, dF, dG A filter

FhF , wF, dF A input feature map

GhG , wG, dG A output feature map

As shown in Fig. 2(a), the standard convolution use dG filters of size hK ×
wK×dF to extract feature maps. It extracts features in both the space dimension
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hG

output feature map

wG

dG
input feature map

hF

wF

dF

(a) standard convolution
dG

hK

wK

dF

(b) depthwise convolution
dF

hK

wK

1

(c) pointwise convolution

1

1

dG

dF

Fig. 2. The standard convolution extracts the space and channel features in one step
(a), while the depthwise separable convolution extracts space features in the depthwise
convolution (b) and extracts channel features in the pointwise convolution (c).

and the channel dimension. The hK represents the height of the filter and the
wK represents the width of the filter in the space dimension. The dF represents
the channel number of the filter in the channel dimension. The channel number
of the filter is the same as the channel number of the input feature maps because
the filter convolves on a multi-channel input. The dG represents the number of
filters. The number of filters is the same as the channel number of the output
feature maps.

As shown in Fig. 2(b), (c), the depthwise separable convolution contains two
parts: a depthwise convolution and a pointwise convolution. The depthwise sep-
arable convolution is decomposed to operate separately in the space dimension
and channel dimension. The depthwise convolution is operating in the space
dimension, while the pointwise convolution is operating in the channel dimen-
sion. The depthwise convolution use dF depthwise filters of size hK × wK × 1
to extract feature maps in the space dimension. The hK represents the height
of the depthwise filter, the wK represents the width of the depthwise filter, and
the 1 represents the channel number of the depthwise filter. The dF represents
the number of depthwise filters. The number of depthwise filters is the same as
the input channel because one input channel corresponds to one depthwise filter.
The pointwise convolution use dG pointwise filters of size 1 × 1 × dF to extract
feature maps in the channel dimension. The 1 × 1 represent respectively the
height and width of the pointwise filter. The dF represents the channel number
of the pointwise filter. The channel number of the pointwise filter is the same as
the number of the depthwise filter. The dG represents the number of pointwise
filters. The number of pointwise filters is the same as the channel number of the
output feature maps.

As discussed in Sect. 1, we think the space dimension and the channel dimen-
sion are not closely related. The standard convolution extracts the space and
channel features in one step, while the depthwise separable convolution extracts
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space features in one step and extracts channel features in another step. Splitting
one step into two steps can reduce computational complexity. Suppose we take
FhF,wF,dF as the input feature maps and GhG,wG,dG as the output feature maps.
The hF represents the height of the input feature maps, the wF represents the
width of the input feature maps, and the dF represents the channel number of
input feature maps. The hG represents the height of the output feature maps,
the wG represents the width of the output feature maps, and the dG represents
the channel number of output feature maps. The computational complexity of
the standard convolution is:

hK · wK · dF · dG · hF · wF . (2)

The depthwise convolution costs:

hK · wK · dF · hF · wF . (3)

The pointwise convolution costs:

dF · dG · hF · wF . (4)

The depthwise separable convolution costs:

hK · wK · dF · hF · wF + dF · dG · hF · wF , (5)

We get a reduction:

hK · wK · dF · hF · wF + dF · dG · hF · wF

hK · wK · dF · dG · hF · wF
=

1
dG

+
1

hK · wK
. (6)

3.3 Channel Multiplier and Space Multiplier

To balance accuracy and speed for more applications, we introduce a simple
parameter α called channel multiplier. It is used to set the channel number of
feature maps and thin the depthwise separable convolution layer. The computa-
tional cost is:

hK · wK · αdF · hF · wF + αdF · αdG · hF · wF , (7)

where α ∈ (0, 1]. α = 1 is the baseline DSCNN and α < 1 are reduced DSCNNs.
We introduce the other parameter β called space multiplier. It is used to set the
space size of feature maps and reduce the resolution of the input feature maps.
The computational cost is:

hK · wK · dF · βhF · βwF + dF · dG · βhF · βwF , (8)

where β ∈ (0, 1]. β = 1 is the baseline DSCNN and β < 1 are reduced DSCNNs.

4 Experiments and Discussion

We evaluated a variety of models on WikiLeaks Cable Dataset in this section.
The purpose of these experiments is to clarify the influence of our proposed
DSCNN for confidential information analysis.
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4.1 Experiments Settings

Dataset: The WikiLeaks Cable Dataset consists of paragraphs extracted from
Public Library of US Diplomacy (PlusD). We use white space as a delimiter,
normalize punctuations, remove special characters, and convert the remaining
characters to lowercase. After pre-processing, the details on the dataset are pro-
vided in Table 2. We randomly choose 80% of the original dataset for training
and 10% of the original dataset for testing. The rest 10% of the original dataset
to construct a validation set. We maintain a Secret/Confidential/Unclassified
balance of the original dataset in each split and use 10-fold cross-validation.

Table 2. Statistics of wikiLeaks cable dataset.

Item Content

Name WikiLeaks cable dataset

Type Sentence-level

#Classes 3

#Instances of secret 10,000

#Instances of confidential 10,000

#Instances of unclassified 10,000

Average length 145

Vocabulary size 125, 534

Test 10-fold CV

Hyper-parameters: We tune the hyper-parameters of our proposed model on
the validation set.

– Pre-trained Word Embeddings: We initialize the word embedding layer
with the following pre-trained word embeddings. We set the channel number
of the word embedding layer as 4 and the dimension of vectors as 300. These
pre-trained word embeddings are available on github1. We use the vectors
of Word2Vec-GoogleNews, Word2VecModified-Wikipedia, GloVe-Crawl840B
and GloVe-Wikipedia. The vectors of these word embedding do not fine-
tune during training the classifiers. The Word2Vec-GoogleNews are trained
on Google News through Word2Vec. The Word2VecModified-Wikipedia are
trained on Wikipedia through modified Word2vec. The GloVe-Crawl840B are
trained on Common Crawl through GloVe. The GloVe-Wikipedia are trained
on Wikipedia through GloVe.

– Hyper-Parameters in DSCNN: We set the depth of DSCNN as 16, 14
convolution layers plus 2 embedding layers. We set the window size of the
region embedding layer as 1, 3, 5 and the channel number of feature maps as
250. We train models with a mini-batch size of 64 and use Adam optimizer

1 https://github.com/3Top/word2vec-api.

https://github.com/3Top/word2vec-api
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with the learning rate of 0.001. We use a 0.5 dropout rate on the fully-
connected layer during training.

Evaluation. We use accuracy to measure these models because the dataset is
balanced. We use calculation to evaluate the computational complexity of these
model. With the same device configuration, the less computation is, the faster
the speed is. We use parameters to evaluate the spatial complexity of these
model. The fewer parameters, the less space.

4.2 Results and Discussion

Main Comparisions. First we show results for our proposed DSCNN based on
the depthwise separable convolutions compared to other popular CNN models.
The CharSCNN is a shallow network that extracts features from character-level
to sentence-level. The TextCNN is a shallow network based on the word embed-
ding. The MVCNN and MCCNN are multi-channel networks that have rich
feature maps in convolution layers. The ConvNets and VDCNN are deep net-
works based character-level representation. The DPCNN is the state-of-the-art
network for text classification. The Multi-Channel DPCNN is a network modi-
fied by us that use the diversity of different embedding to extract higher quality
features. Compared the Multi-Channel DPCNN and our proposed DSCNN, the
Multi-Channel DPCNN is based on the standard convolutions while the DSCNN
is based on the depthwise separable convolutions.

Table 3. Results of our proposed DSCNN against other models.

Model Type Accuracy Calculation Parameters

CharSCNN [4] shallow, char 64.51 – –

TextCNN [13] shallow, word 66.46 – –

MVCNN [19] shallow, word 68.17 – –

MCCNN [2] shallow, word 68.02 – –

ConvNets [20] deep, char 66.95 – –

VDCNN [3] deep, char 67.16 1503.36M 2.11M

DPCNN [11] (Baseline) deep, word 68.85 1370.25M 2.63M

Multi-Channel DPCNN deep, word 72.34 5481.00M 2.63M

DSCNN (Ours) deep, word 72.57 630.92M 0.89M

From Table 3, we have the following observations: (1) As expected, our pro-
posed DSCNN not only achieves a high accuracy but also saves a lot of time and
resources. It costs less computation than the standard convolutions. The DSCNN
uses 3×3×250×250 depthwise separable convolutions which use about 9 times
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less computation than the Multi-Channel DPCNN with the standard convolu-
tions. Additionally, the DSCNN primarily focus on optimizing for calculation
speed but also yield a small size network. (2) Deep models with multiple chan-
nels indeed give better performances. Single-channel networks do not outperform
multi-channel networks. A single-channel network – DPCNN – achieves 68.85%,
comparing to 72.34% of a multi-channel network – Multi-Channel DPCNN. It
demonstrates the effectiveness of pre-trained word embeddings. The pre-trained
word embedding vectors can introduce more useful external knowledge for short
text.

Model Shrink. Table 4 shows a comparison between our proposed DSCNNs
with different channel multipliers and the baseline DPCNN. We analyze the
results from three aspects: accuracy, calculation, and parameters. The channel
multiplier is used to set the channel number of feature maps. We observe that
decreasing the channel multiplier α hurts the accuracy, but can reduce the calcu-
lation and parameters. Our proposed DSCNN with channel multiplier α = 0.75
has 3 times less calculation and 5 times fewer parameters with the same accuracy
as the baseline DPCNN.

Table 4. Results of channel multiplier (α).

Model Accuracy Calculation Parameters

DPCNN (Baseline) 68.85 1370.25M 2.63M

1.00 DSCNN – 300 72.57 630.92M 0.89M

0.75 DSCNN - 300 69.05 359.01M 0.50M

0.50 DSCNN – 300 65.02 163.21M 0.22M

0.25 DSCNN – 300 60.17 43.54M 0.06M

Table 5. Results of space multiplier (β).

Model Accuracy Calculation Parameters

DPCNN (Baseline) 68.85 1370.25M 2.63M

1.00 DSCNN – 300 72.57 630.92M 0.89M

1.00 DSCNN – 224 71.83 471.09M 0.89M

1.00 DSCNN – 192 70.66 403.79M 0.89M

1.00 DSCNN – 160 68.81 336.49M 0.89M

1.00 DSCNN – 128 65.74 269.19M 0.89M

Table 5 shows a comparison between our proposed DSCNNs with different
space multipliers and the baseline DPCNN. We analyze the results from three
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aspects: accuracy, calculation, and parameters. The space multipliers is used to
set the space size of feature maps. The accuracy decreases as the space size
of feature maps decreases. The calculation reduces as the space size of feature
maps decreases. The parameters remains the same because it is independent
of the space size of feature maps. Our proposed DSCNN with space multiplier
β = 160 has 4 times less calculation and 3 times fewer parameters with the same
accuracy as the baseline DPCNN.

5 Conclusion

Confidential information analysis can protect organizations from the threat of
confidential information leakage by identifying text that contains confidential
information. In this paper, we proposed a lightweight model named DSCNN
based on depthwise separable convolutions for improving the performance of
confidential information analysis. The proposed method convolves in space and
channel dimensions respectively, which can reduce the computational complexity
of convolution operation. We then described the channel multiplier and space
multiplier to balance accuracy and speed to fit different low-resource devices.
We expect that separable convolution in depth will become the cornerstone of
the design of CNNs in the future since they make the convolution easier and
more efficient on multi-channel CNNs.

Acknowledgment. This work is supported by National Natural Science Foundation
of China (No. 71871090).
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Abstract. Short-term exit traffic flow prediction at a toll station is an important
part of the intelligent traffic system.Accurate and real-time traffic exit flow forecast
of toll stations can help people predict congestion situation in advance and then
take corresponding measures. In this paper, we propose a traffic flow prediction
model (LSTM_SPLSTM) based on the long short-term memory networks. This
model predicts the exit traffic flow of toll stations by combining both the sequence
characteristics of the exit traffic flow and the spatial-temporal characteristics with
the associated stations. This LSTM_SPLSTM is experimentally verified by using
real datasets which includes data collected from six toll stations. The MAEs of
LSTM_SPLSTM are respectively 2.81, 4.52, 6.74, 7.27, 5.71, 7.89, while the
RMSEs of LSTM_SPLSTM are respectively 3.96, 6.14, 8.77, 9.79, 8.20 10.45.
The experimental results show that the proposed model has better prediction per-
formance than many traditional machine models and models trained with just a
single feature.

Keywords: Short-term exit traffic prediction · Sequence characteristics ·
Spatial-temporal characteristics · Long Short-term memory networks

1 Introduction

As we all know, toll stations are the main channel for vehicles to enter and exit high-way
networks, and it has always been a bottleneck in traffic networks [1]. Short-term traffic
flow of toll station is affected by many external factors such as time period, geographical
location and spatial distance between highway network nodes. Due to these factors, the
uncertainty of short term traffic flow forecasting is difficult to accurately predict by
only using traditional forecasting methods. Therefore, studying how to obtain accurate
and efficient traffic forecasts is necessary. High-quality predictions can not only relieve
traffic pressure, but also make people travel more convenient.

At present, traffic prediction methods in the transportation fields are mainly based on
statistics, machine learning, and deep learning. Among them, the statistical-based meth-
ods mainly include the autoregressive integrated moving average method (ARIMA) and
the improved methods of ARIMA [2, 3]. The machine learning based methods mainly
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include Bayesian networks [4], support vector regression [5], gradient boosting decision
tree (GBDT) [6], and neural networks [7]. The deep learning based methods include
deep belief networks [8], stacked auto-encoders [9], and deep neural network mod-
els that extract the spatial-temporal characteristics of traffic data through combination
of multiple models [10–12]. Due to the fact that Long Short Term Memory Network
(LSTM) has long-term memory which is suitable for solving long-term dependence
problems, it’s widely used in natural language processing, weather prediction and other
fields. Reference [13] first applied LSTM to the field of traffic flow prediction, and then
more and more researchers began to improve LSTM and continue to exert the prediction
effect of LSTM in the field of transportation [14–16]. In this paper, we propose a traffic
prediction model based on LSTM to predict the exit traffic flow of toll stations. This
model combines the sequence characteristics of the exit traffic flow with the spatial-
temporal characteristics of the enter traffic flow of the associated stations. The main
contributions of this paper as follows:

• We propose a model named LSTM_SPLSTM, which can respectively extract the
sequence features of exit traffic flow of a target toll station and the spatial-temporal
features of its associated toll stations. By combining the two features, it can accurately
predict the short-term exit traffic flow of the target toll station;

• Considering the different impacts of associated stations on a target toll station, the
Pearson correlation coefficient is used to measure the impacts and also used as the
combined weight of the hidden layer of different associated toll stations in the spatial-
temporal model;

• Experiments are performed on real toll station datasets. The experimental results show
that the model we proposed has better prediction performance than many traditional
machine models and models trained with a single feature.

2 Methodology

2.1 Problem Description

The structure of a road network is usually divided into many road sections with toll
stations as dividing points. The stations on the same road segment are associated with
each other and a toll station can be associated with multiple other toll stations. The Fig. 1
shows toll stations in a road network. The enter and exit traffic flows are illustrated in
the Fig. 2. As shown in the Fig. 2, the road AB is divided by station A and B and the road
AC is divided by station A and C. Additionally, station B and C are called the associated
stations for station A. Cars entering the road AB or AC by station A belong to the enter
flows of station A. On the contrary, cars leaving the road AB or AC through station A are
called the exit flows of station A.

According to the charging records of a toll station, the traffic information of the
station can be counted and expressed as the following:

Xm_in = ((xin)m1, (xin)m2, . . . , (xin)mt) (1)

Xm_out = ((xout)m1, (xout)m2, . . . , (xout)mt) (2)
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Fig. 1. Schematic of toll Stations in a road network

Sta on C

Sta on B

The exit flow of sta on A 
on the road AC and AB

Sta on A

The enter flow of sta on A 
on the road AC and AB

Fig. 2. The exit and enter flows of a station in road segments

Where m indicates a toll station, (xin)mt is the enter information of toll station m
within time t, (xout)mt represents the exit information of toll station m within time t.

2.2 Model Design

Model Description. The traffic flow prediction of toll stations has typical spatial-
temporal correlations and serial characteristics. Vehicles can drive into different roads
from different toll stations and leave roads from the same toll station after a period of
time. This shows that the enter traffic flow of associated toll stations at different moments
will affect the exit traffic flow of target toll station in the future. Furthermore, the traffic
flow records of a toll station are a series of statistical values within time intervals and
those values reflect certain periodicity and trend over time. Therefore, a method com-
bining sequence features and spatial-temporal features is more conducive to simulating
and predicting traffic flow. As shown in the Fig. 3, the proposed traffic flow prediction
model (LSTM_SPLSTM) is composed of two parts: one is a LSTM model that extracts
sequence features from the exit traffic flow of target toll station; the other is SPLSTM
model that extracts spatial-temporal features from the enter traffic flow of associated
stations.

Sequence Feature Model. A toll station’s traffic records are a series of statistical values
within time intervals. The Fig. 5 illustrates the statistics of a toll station at different time
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intervals.We can see that the toll station has a large traffic volume at noon and afternoon,
and a smaller traffic volume in the early morning and night in a day. From the statistics
of three weeks, the traffic flow at this toll station has certain periodicity.

Fig. 5. A toll station’s exit traffic, charge amount and mileages in one day and three weeks



466 Y. Lin et al.

The LSTM model is shown in the Fig. 6. The internal gate control mechanism of
each LSTM neuron includes forgotten gate f , input gate i and output gate o. The neuron
output of the hidden layer is denoted as H = (h1, h2, . . . , ht), the weight isW, the bias
is b, and the neuron state is c. g, ϕ, σ are three different sigmoid functions:

ft = σ(Wxf (xout)t + Whf (xout)t−1 + Wcf ct−1 + bf ) (3)

it = σ(Wxi(xout)t + Whiht−1 + Wcict−1 + bi) (4)

ct = ft ∗ ct−1 + it ∗ g(Wxc(xout)t + Whcht−1 + bc) (5)

ot = σ(Wxo(xout)t + Whoht−1 + Wcoct + bo) (6)

ht = otϕ(ct) (7)
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+
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Fig. 6. LSTM structure for extracting sequence features

Spatial-Temporal Feature Model. The exit traffic flow of a toll station within a certain
period of time is closely related to the entrance traffic flowof different historicalmoments
of its associated toll stations. In order to obtain the impact of each associated site on the
target site’s exit traffic flow at different times, as shown in the Fig. 4, the SPLSTMmodel
establishes an independent LSTM module for representing the enter traffic information
of each associated site and connects the hidden layer information representing each
associated site to the second stacked LSTMmodule according to same time step, thereby
extracting the spatial-temporal features of the target station with its associated stations.

Although vehicles drive into high-speed sections from every associated station and
leave high-speed sections from the same target station every day, the impact of each
associated station on the target station is different. Therefore, in the SPLSTMmodel, the
characteristics of each associated site in the independent LSTMmodel cannot be directly
combined and connected to the second stacked LSTM module. In order to measure the
difference impacts of associated sites on the target site, the combinationweights of hidden
layers in the spatial-temporal features model SPLSTM are represented according to the
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Pearson correlation coefficient computed on historical data. The calculation formula is
as follows:

perm_k =
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∣
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(8)

Ht = perm_k ∗ hm,t (9)

Where xm_t represents the enter traffic of associated stationm at time t, yk_t represents
the exit traffic of the target station k at time t, and T represents the number of moments
participating in the calculation. hm_t represents the hidden layer output of the independent
LSTM module of associated station m at time t.

3 Experiments and Results Analysis

3.1 Dataset Introduction and Hyper-parameter Setting

The datasets used in this paper are the charging records of toll stations in a certain area
throughout August. After a series of preprocessing operations, we select six stations as
forecast targets. Each target station has 2496 time-series data and has 11, 15, 36, 18, 19,
and 58 associated sites respectively.

In the toll station exit traffic flow prediction model, for each target station and asso-
ciated stations, the time step is 4 and the hidden layer size is 2, among which the number
of hidden units is 64. The mean square error (MSE) is used as the loss function and the
Adam optimization algorithm is used to optimize the network structure.

3.2 Experimental Evaluation Index

To evaluate the accuracy of the traffic prediction model, we mainly measure the error
between the predicted value and the true value. The smaller the error, the closer the
predicted value to the true value. We take root mean square error (RMSE) and average
absolute error (MAE) as the evaluation indicators.

3.3 Experiment Analysis

In order to verify the effectiveness, this paper compares the performance of the proposed
model (LSTM_SPLSTM) with the following 7 models: ARIMA, SVR, BP, GBDT,
SAES, LSTM and SPLSTM. Table 1 shows the prediction results of different models
on six toll stations’ exit flow values for the next 15 min. It can be seen from Table 1
that when the prediction time is 15 min, The RMSEs and MAEs of LSTM_SPLSTM
on different stations are lower than traditional machine learning methods. And it also
performs better than LSTM, SAES and SPLSTM models.
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Table 1. Performance comparison of 6 stations with a predicted duration of 15 min

Model Index S1 S2 S3 S4 S5 S6

ARIMA RMSE 8.54 19.35 49.43 37.33 23.12 34.15

MAE 7.43 16.27 40.75 31.53 19.48 29.53

SVR RMSE 6.83 12.78 16.96 26.53 12.19 15.11

MAE 5.37 10.58 12.97 21.81 9.25 11.64

BP RMSE 6.75 14.74 26.59 24.00 17.07 25.16

MAE 5.32 11.58 20.41 19.58 13.31 20.61

GBDT RMSE 6.64 10.28 16.94 16.82 13.25 15.80

MAE 4.84 7.71 12.49 12.72 9.69 12.27

SAES RMSE 4.51 7.34 10.92 11.80 9.27 12.20

MAE 3.27 5.44 8.33 8.99 6.82 9.24

LSTM RMSE 4.55 7.30 11.66 11.89 9.32 11.77

MAE 3.30 5.61 9.04 9.32 6.82 9.10

SPLSTM RMSE 4.82 8.34 10.66 11.80 9.42 11.05

MAE 3.40 5.80 7.87 8.70 6.55 8.32

LSTM_SPLSTM RMSE 3.96 6.14 8.77 9.79 8.20 10.45

MAE 2.81 4.52 6.74 7.27 5.71 7.89

For further proving the effectiveness of the model, this article predicts the exit traffic
flowof target stations between20min and60minwithin 5min spans.As shown inFigs. 7,
8, 9, 10, 11 and 12, with the increase of the prediction time, the prediction performance
of all models shows an upward trend. But all machine learning methods have faster
prediction errors increase than that of the deep learningmethods. Among them, ARIMA,
BP neural network and support vector regression have poor prediction performance.
By combining the sequence characteristics and the spatial-temporal characteristics, the
prediction effect of LSTM_SPLSTM still performs better as illustrated that the values
of MAE and RMSE have the lowest rise with the increase of prediction time.

Fig. 7. Index performance of station S1 with different forecast intervals
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Fig. 8. Index performance of station S2 with different forecast intervals

Fig. 9. Index performance of station S3 with different forecast intervals

Fig. 10. Index performance of station S4 with different forecast intervals
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Fig. 11. Index performance of station S5 with different forecast intervals

Fig. 12. Index performance of station S6 with different forecast intervals

4 Conclusion

In this paper, we propose a model (LSTM_SPLSTM) to predict the exit traffic flow of a
toll station by using its sequence characteristics and the spatial-temporal characteristics
with its associated stations. By comparing with many traditional machine learning mod-
els and models only considering a single feature, LSTM_SPLSTM can more accurately
predict the exit traffic flow of toll station, and its superiority becomesmore obvious when
the forecast time increasing. Overall, our proposed LSTM_SPLSTMmodel is more suit-
able for predicting the exit flow of toll stations. For future work, how to effectively select
associated stations for a target station without affecting the prediction effect will be our
next research focus.
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Abstract. Online portfolio selection is to allocate the capital among
a set of assets to maximize cumulative returns. Most of online portfo-
lio selection algorithms focus on maximizing returns without effectively
controlling risk of loss in return. Further, many risk control algorithms
use the maximum drawdown, the Sharpe ratio, and others as risk indi-
cators. However, these risk indicators are not sensitive to the short-term
of loss in return. This paper proposes the Long and Short Term Risk
(LSTR) control algorithm for online portfolio selection. LSTR achieves
high return and low risk by combining the effects of two parameters. The
first parameter learns the long-term risk of the market, and its posterior
probability changes slowly according to the mean reversion theory. The
second parameter senses the short-term risk of the market and makes a
quick response to changes in short-term returns. Through the multipli-
cation of the two parameters, the risk control ability of online portfo-
lio selection is effectively improved. The experimental results of the six
datasets demonstrate that the performance of LSTR is better than the
online portfolio selection algorithms with risk control and those without
risk control.

Keywords: Risk control · Long term learning · Short term control ·
Mean reversion theory

1 Introduction

The primary task of online portfolio select algorithms is to periodically adjust the
capital ratio among a set of risky assets to maximize the final return. In the past
few years, many online portfolio selection algorithms have been developed with
this design goal in mind, such as UP [2], EG [3], ONS [1], CFR-OGD [4] and so on.
However, these algorithms lack explicit risk control of loss in return, which leads
to serious losses in the market with large reversals [6,12]. Therefore, people study
the definition of risk from the perspective of probability measurement of returns,
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such as variance, semi-variance, and the probability of adverse outcomes [5]. Any
portfolio selection strategy that implements any of the three risk definitions
requires a long trading period to collect enough observations of returns to make
the empirical estimation of probability of risk related events. Thus, the returns
generated by the algorithms based on the three risk definitions show stability in
the long term but volatility in short term.

The improvement of the existing online portfolio selection algorithms in the
aspect of risk is helpful to obtain effective trading algorithms [9,12]. One app-
roach is to track the maximum drawdown of each portfolio vector, i.e., each
expert and give more capital to the expert with a smaller maximum drawdown
at each trading period [9]. However, the maximum drawdown is a long-term vari-
able that describes the market and is not sensitive to the performance changes
of portfolios in the short term. Another popular solution is to use reinforcement
learning. In order to control the risk, the variables describing the risk are added
to reward functions [8,10]. The Sharpe ratio is the most commonly used reward
variable for reinforcement learning with risk control. It is a measure of the excess
return per unit of risk for a trading strategy. This approach shows some advan-
tages in terms of annual performance statistics. However, the Sharpe ratio needs
to calculate the mean and standard deviation of the portfolio returns. The mean
and standard deviation are long-term indicators that describe the market. Their
short-term changes are small.

Based on the above analysis, we design an algorithm to control the long-term
and short-term risks of loss in return by changing the proportion of the risk-free
asset directly, called Long and Short Term Risk Control (LSTR). We summarize
our main contributions as follows, i) we define a capital-ratio updating equation
for online portfolio selection, where the multiplication effect of the long-term
risk control parameter λ and the short-term risk control parameter η is found
to be effective in the equation; ii) A risk indicator random variable C is defined
to parameterize the probability of λ and control η ; iii) Based on the definition
of C, the learning and control algorithms for λ and η are proposed; iv) Based on
λ and η , the LSTR algorithm is designed to improve the long and short term
risk control ability of portfolios.

2 Related Work

The most popular methods of defining risk are variance, semi-variance, and the
probability of adverse outcomes [5]. Taking the return as a random variable,
the variance of the return is defined as the risk by the variance method. The
semi-variance method computes the variance of the return only when the return
is below the mean of the return. The probability of adverse outcomes, given by
Roy’s Safety First Criterion, defines a probability of the loss with respect to a
target return. That is, P{(φ− ζ) ≥ z}, where φ denotes target return, and φ− ζ
denotes the loss of the portfolio.
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Mohr et al. proposed two risk control algorithms: RAPS and CRAPS [9] based
on UP [2]. The algorithms track the experts with the lowest maximum drawdown.
RAPS allocates higher ratio of capital to the lower maximum drawdown experts
so far. CRAPS takes the maximum drawdown and the winner’s capital into
consideration to obtain the final expert capital ratio. Shen Weiwei et al. [10]
used Bandit Learning to solve online portfolio problems with risk. They modeled
the portfolio as multiple arms. The reward function for each arm is expressed
as the Sharpe ratio. They then used the upper confidence bound to select the
optimal arm. Liang Zhipeng et al. [8] implemented two reinforcement learning
algorithms, DDPG and PPO in portfolio management. They used the Sharp
ratio objective function to carry on the experiment, but the method is not very
useful.

3 Problem Definition

Consider a financial market with n trading days and m assets. The closing price
of an asset during the t period is represented by a price vector ptptpt ∈ R

m
++, and it’s

component pi
t denotes the closing price of the ith asset on the tth trading day.

The change in market price can be expressed by an m-dimensional relative price
vector xtxtxt = (x1

t , x
2
t , ..., x

m
t ) ∈ R

m
+ , t = 1, 2, ..., n, where the element xi

t denotes the
ratio of the closing price of the ith asset in the tth period and the closing price of
the t−1th period, expressed as xi

t = pi
t

pi
t−1

. Historical market sequence starts from

period 1 to n, that is, xn
1xn
1xn
1 = {x1x1x1,x2x2x2, ...,xnxnxn}. At the beginning of the tth period, the

capital allocation can be represented by a portfolio vector btbtbt = (b1t , b
2
t , ..., b

m
t ) ∈

R
m
+ , t = 1, 2, ..., n. The element bi

t represents the proportion of the capital of the
ith asset in the tth period. btbtbt ∈ Δm, where Δm = {bbb : bbb � 0, bbb�111 = 1}. For the
tth period, st = b�

tb
�
tb
�
t xtxtxt is the daily return. The final cumulative capital after a

sequence of n periods is: S(Xn
1 ) = S0Π

n
t=1b

�
tb
�
tb
�
t xtxtxt = S0Π

n
t=1st. In this paper, we

define S0 = 1.

4 Long and Short Term Risk Control Algorithm

In this selection, we first proposed a capital-ratio updating equation for online
portfolio selection. Then we define a risk indicator random variable to parameter-
ize the long and short term risk control parameters. Finally, the LSTR algorithm
is derived based on the long and short term control parameters.

4.1 Risk Control Method

In order to control the risk of loss in return in any market situation, we can
reasonably add a risk-free asset as the first asset in a given portfolio. This paper
assumes that the risk-free asset is cash, and its daily return is 1. Thus, the
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portfolio vector btbtbt becomes an m + 1 dimensional vector, that is, btbtbt ∈ R
m+1
+ .

After many experiments, we found that btbtbt has excellent performance of risk
control when it is defined by a capital-ratio updating equation:

btbtbt = ληe1e1e1 + (1 − λη)(1 − e1e1e1) � btbtbt, (1)

where � denotes the element-wise product, the vector e1e1e1 is the unit vector with
the first component is 1 and the others are 0. λ ∈ (0, 1) is the long-term risk
control parameter. η ∈ (0, 1] is the short-term risk control parameter. λ and η are
derived variables, which are parameterized by a risk indicator random variable
C defined in the next section.

4.2 Long-Term Risk Control

The risk indicator random variable C is given as follows.

Definition 1. Let st denote the daily return of the online portfolio selection on
the tth trading day, φ denote the daily target return set by the investor, and
z ≥ 0 denote the loss that the investor can withstand per trading day:

C(st) =

{
0, φ − st > z

1, φ − st ≤ z
(2)

where {C = 0} and {C = 1} represent event {φ−st > z} and event {φ−st ≤ z},
respectively.

In Definition 1, the event {φ−st ≤ z} and the event {φ−st > z} respectively
indicate whether the loss investor is acceptable. We count the number of times
C = 0 (C = 1) to predict the probability q of C = 0 (C = 1) on a single trading
day. We use the Beta distribution to describe the probability value q. The Beta
distribution is characterized by two shape parameters, α and β: P (q;α, β) =

1
B(α,β)q

α−1(1 − q)β−1, 0 ≤ q ≤ 1, α > 0, β > 0, where B(α, β) =
∫ 1

0
qα−1(1 −

q)β−1dq denotes the Beta function. The long-term risk control parameter λ obeys
the Beta distribution, i.e., λ ∼ P (q;α, β).

In the Bernoulli trials of N times, ν denotes the number of occurrences of
the random event C = 0. We use the mean reversion theory [11] to describe
the likelihood function L(ν|q), and the exponential of q is N − ν instead of ν:
L(ν,N−ν|q) =

(
N
ν

)
qN−ν(1−q)ν . Mean reversion theory points out that a stock’s

price will tend to move to the average price over time. The use of mean reversion
strategies in the short term may be volatile, but it is very stable in the long-term
run [11]. According to Bayes’ theorem, we can get the following result: after a
trading day, when C = 0, the posterior probability of q becomes:

P (q|ν,N − ν) = P (q;α, β + 1). (3)
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When C = 1:
P (q|ν,N − ν) = P (q; 1 + α, β). (4)

λ can be estimated by three values λS , λE and λM . λS takes values randomly
from the Beta distribution. λE and λM denote the mean and mode of the Beta
distribution, respectively.

Algorithm 1. Calculation method of η.
Input:

Adjust parameter τ ;
Output:

Proportion of cash in the portfolio η;
1: Initialize η = 1, κ = 0;
2: for t = 1, 2, ..., n do
3: if C = 1 then
4: κ + +;
5: Update η using Eq.(5);
6: else
7: κ = 0, η = 1;
8: end if
9: end for

4.3 Short-Term Risk Control

In Eq. (1), η denotes the proportion of cash in the portfolio. It is defined by:

η =
1

1 + exp{κ + τ} , (5)

where κ denotes the number of consecutive events C = 1, and τ is a constant
that determines how much η falls when κ = 1. When the κ + τ ∈ [−4, 4] in
Eq. (5), η decreases exponentially in the region (1, 0). So when κ = 1, to have
κ + τ ∈ [−4, 4], the constant τ must be in [−5, 3]. By Eq. (5), we know that the
parameter η can quickly respond to the short-term returns of a portfolio.

The calculation method of η is shown in Algorithm 1. The initial cash is
η = 1, indicating that it has not entered the market. The count variable κ is set
to be 0 initially. As the number of consecutive occurrences of C = 1 increases, κ
also increases. So that, η drops to near 0 to ensure that capital can be used to
invest quickly in other risky assets according to Eq. (1). Once the event C = 0
happens, the continuous count parameter κ will be set to 0 immediately, and
the proportion of capital for cash will be restored to 1 in order to avoid the risk
of short-term loss of earnings.
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Algorithm 2. LSTR algorithm.
Input:

Historical market sequence xn
1xn
1xn
1 ;

The maximum daily loss z that the investor can bear;
Adjust parameter τ ;
The target return φ set by the investor;
An online portfolio selection A;
λ ∈ {λS , λE , λM};

Output:
Final cumulative wealth Sn;

1: Initialize S0 = 1, b1 = ( 1
m+1

, ..., 1
m+1

) ∈ R
m+1
+ , α = β = 2, η = 1, κ = 0;

2: for t = 1, 2, ..., n do
3: Using online portfolio strategy A to compute a portfolio bt;
4: Calculate the daily return st = b�

tb
�
tb
�
t xtxtxt;

5: Updates cumulative return St = St−1 × st;
6: Through Eq.(2), get C = 0 or C = 1;
7: if C = 1 then
8: κ + +;
9: Update η using Eq.(5);

10: Update α and β by Eq.(4);
11: else
12: κ = 0, η = 1;
13: Update α and β by Eq.(3);
14: end if
15: Computes λ;
16: Adjust btbtbt using Eq.(1);
17: Portfolio strategy A updates the online portfolio selection rules;
18: end for

4.4 LSTR Algorithm

The LSTR algorithm is shown in Algorithm 2. First, the two shape parameters
of the Beta distribution are initialized by α = β = 2. When α > 1 and β > 1,
the Beta distribution has a unique mode, and λM works fine. LSTR obtains the
portfolio vector btbtbt of the basic online portfolio selection algorithm through step
(3). In step (7)–(14), LSTR automatically update the parameters through the
risk indicator variable C, including η, α, and β. By adjusting btbtbt in step (16), the
adjusted btbtbt has a different proportion of cash than that of the portfolio selection
A. Finally, the portfolio strategy is updated according to the rules of the online
portfolio selection A.

5 Experimental Results

In Table 1, we show the six datasets used in this experiment. The datasets of this
experiment have one more cash than the original datasets. The NYSE, DJIA,
MSCI, and TSE datasets are all widely used1 [7]. Two datasets, FSE and SP500,
1 These datasets are downloaded from the https://github.com/OLPS/OLPS.
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were collected at Yahoo Finance2. We choose six algorithms to compare with
LSTR. UP [2], EG [3], ONS [1] are three online portfolio selection algorithms
without risk control; RAPS and CRAPS [9] are two online portfolio selection
algorithms with risk control.

Parameter Choices: For LSTR, φ = 1.003, z = 0.004. In this experiment,
let τ = 0. This means that η directly drops from 1 to about 1

1+e ≈ 0.268.
The parameters of other algorithms are set according to the suggestions of the
authors. LSTRS , LSTRE , and LSTRM use three methods: λS , λE , and λM ,
respectively. We can see from Table 2, the results of LSTRS are slightly better
than LSTRE and LSTRM in most cases. But LSTRE and LSTRM are more
convenient and faster to calculate than LSTRS .

Table 1. Summary of datasets

Dataset Region Time frame Periods Assets

NYSE US [1962.07.03–1984.12.31] 5651 37

DJIA US [2001.01.14–2003.01.14] 507 31

MSCI Global [2006.01.04–2010.03.31] 1043 25

FSE GER [2002.01.01–2003.06.16] 369 16

SP500 US [2008.04.07–2011.01.14] 700 21

TSE CA [1994.04.01–1998.12.31] 1259 89

Cumulative Wealth (CW): In these six datasets, the cumulative wealth of
LSTRM is superior to that of UBAH and the original algorithm. On NYSE, the
cumulative wealth of LSTRM is about three times higher than that of UP and
EG, and about seven times higher than that of ONS. The cumulative wealth of
RAPS and CRAPS in six datasets is less than all LSTR.

Sensitivity of Risk: The Sharpe Ratio (SR) is an indicator that combines both
return and risk. In Table 2, On the five datasets NYSE, MSCI, FSE, SP500, and
TSE, the Sharpe ratios of LSTR are higher than those of the original algorithms.
On the DJIA dataset, the Sharpe ratios of all algorithms are negative. The
Maximum Drawdown (MDD) is the maximum observed loss of the portfolio
from peak to valley before reaching a new peak. In these six datasets, the MDDs
of LSTR are lower than that of UBAH and the original algorithms. Table 2 show
that the MDDs and SRs of LSTR are better than those of RAPS and CRAPS
on the six datasets. The results show that the risk sensitivity of LSTR is higher
than that of RAPS and CRAPS.

2 These datasets are collected from the https://finance.yahoo.com.
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Table 2. Results of performance

6 Conclusions

In this paper, we propose the LSTR algorithm to control the long and short
term risks for the online portfolio selection. We define a capital-ratio updating
equation for online portfolio selection, where the multiplication effect of the long
and short term risk control parameters is found to be effective in the equation.
We define a risk indicator random variable C to parameterize the probability of
the long-term risk parameter and the control of the short-term risk parameter.
Based on the definition of C, we developed the learning and control algorithms
for the risk control parameters. The experimental results on the six datasets
show that the combination effect of long and short term risk control parameters
is better than the existing risk control algorithms.

Our future work is to optimize for transaction costs. Besides, we will try more
different methods to learn long and short term control parameters.
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