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Preface

The International Conference on Knowledge Science, Engineering and Management
(KSEM) provides a forum for researchers in the broad areas of knowledge science,
knowledge engineering, and knowledge management to exchange ideas and to report
state-of-the-art research results. KSEM 2020 is the 13th in this series, which builds on
the success of 12 previous events in Guilin, China (KSEM 2006); Melbourne, Australia
(KSEM 2007); Vienna, Austria (KSEM 2009); Belfast, UK (KSEM 2010); Irvine,
USA (KSEM 2011); Dalian, China (KSEM 2013); Sibiu, Romania (KSEM 2014);
Chongqing, China (KSEM 2015); Passau, Germany (KSEM 2016); Melbourne,
Australia (KSEM 2017); Changchun, China (KSEM 2018); and Athens, Greece
(KSEM 2019).

The selection process this year was, as always, competitive. We received received
291 submissions, and each submitted paper was reviewed by at least three members
of the Program Committee (PC) (including thorough evaluations by the PC co-chairs).
Following this independent review, there were discussions between reviewers and PC
chairs. A total of 58 papers were selected as full papers (19.9%), and 27 papers as short
papers (9.3%), yielding a combined acceptance rate of 29.2%.

We were honoured to have three prestigious scholars giving keynote speeches at the
conference: Prof. Zhi Jin (Peking University, China), Prof. Fei Wu (Zhejiang
University, China), and Prof. Feifei Li (Alibaba Group, China). The abstracts of Prof.
Jin's and Prof Wu's talks are included in this volume.

We would like to thank everyone who participated in the development of the KSEM
2020 program. In particular, we would give special thanks to the PC for their diligence
and concern for the quality of the program, and also for their detailed feedback to the
authors. The general organization of the conference also relies on the efforts of KSEM
2020 Organizing Committee.

Moreover, we would like to express our gratitude to the KSEM Steering Committee
honorary chair, Prof. Ruqian Lu (Chinese Academy of Sciences, China), the KSEM
Steering Committee chair, Prof. Dimitris Karagiannis (University of Vienna, Austria),
Prof. Chengqi Zhang (University of Technology Sydney, Australia), who provided
insight and support during all the stages of this effort, and the members of the Steering
Committee, who followed the progress of the conference very closely with sharp
comments and helpful suggestions. We also really appreciate the KSEM 2020 general
co-chairs, Prof. Hai Jin (Huazhong University of Science and Technology, China),
Prof. Xuemin Lin (University of New South Wales, Australia), and Prof. Xun Wang
(Zhejiang Gongshang University, China), who were extremely supportive in our efforts
and in the general success of the conference.

We would like to thank the members of all the other committees and, in particular,
those of the Local Organizing Committee, who worked diligently for more than a year
to provide a wonderful experience to the KSEM participants. We are also grateful to
Springer for the publication of this volume, who worked very efficiently and
effectively.



Finally and most importantly, we thank all the authors, who are the primary reason
why KSEM 2020 is so exciting, and why it will be the premier forum for presentation
and discussion of innovative ideas, research results, and experience from around the
world as well as highlight activities in the related areas.

June 2020 Gang Li
Heng Tao Shen

Ye Yuan
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Learning from Source Code

Zhi Jin

Key Laboratory of High-Confidence of Software Technologies (MoE),
Peking University, China
zhijin@pku.edu.cn

Abstract. Human beings communicate and exchange knowledge with each
other. The system of communication and knowledge exchanging among human
beings is natural language, which is an ordinary, instinctive part of everyday life.
Although natural languages have complex forms of expressive, it is most often
simple, expedient and repetitive with everyday human communication evolved.
This naturalness together with rich resources and advanced techniques has led to
a revolution in natural language processing that help to automatically extract
knowledge from natural language documents, i.e. learning from text documents.
Although program languages are clearly artificial and highly restricted lan-

guages, programming is of course for telling computers what to do but is also as
much an act of communication, for explaining to human beings what we want a
computer to do1. In this sense, we may think of applying machine learning
techniques to source code, despite its strange syntax and awash with punctua-
tion, etc., to extract knowledge from it. The good thing is the very large publicly
available corpora of open-source code is enabling a new, rigorous, statistical
approach to wide range of applications, in program analysis, software mining
and program summarization.
This talk will demonstrate the long, ongoing and fruitful journey on

exploiting the potential power of deep learning techniques in the area of soft-
ware engineering. It will show how to model the code2,3. It will also show how
such models can be leveraged to support software engineers to perform different
tasks that require proficient programming knowledge, such as code prediction

1 A. Hindle, E. T. Barr, M. Gabel, Z. Su and P. Devanbu, On the Naturalness of Software,
Communication of the ACM, 59(5): 122–131, 2016.

2 L. Mou, G. Li, L. Zhang, T. Wang and Z. Jin, Convolutional Neural Networks over Tree Structures
for Programming Language Processing, AAAI 2016: 1287–1293.

3 F. Liu, L. Zhang and Z. Jin, Modeling Programs Hierarchically with Stack-Augmented LSTM, The
Journal of Systems and Software, https://doi.org/10.1016/j.jss.2020.110547.



and completion4, code clone detection5, code comments6,7 and summarization8,
etc. The exploratory work show that code implies the learnable knowledge,
more precisely the learnable tacit knowledge. Although such knowledge is
difficult to transfer among human beings, it is able to transfer among the
automatically programming tasks. A vision for future research in this area will
be laid out as the conclusion.

Keywords: Software • Source code • Program languages • Programming
knowledge

4 B. Wei, G. Li, X. Xia, Z. Fu and Z. Jin, Code Generation as a Dual Task of Code Summarization,
NeurIPS 2019.

5 W. Wang, G. Li, B. Ma, X. Xia and Z. Jin, Detecting Code Clones with Graph Neural Network and
Flow-Augmented Abstract Syntax Tree, SANER 2020: 261–271.

6 X. Hu, G. Li, X. Xia, D. Lo, S. Lu and Z. Jin, Deep Code Comment Generation, ICPC 2018: 200–
210.

7 X. Hu, G. Li, X. Xia, D. Lo, S. Lu and Z. Jin, Deep Code Comment Generation with Hybrid Lexical
and Syntactical Information, Empirical Software Engineering (2020) 25: 2179–2217.

8 X. Hu, G. Li, X. Xia, D. Lo, S. Lu and Z. Jin, Summarizing Source Code with Transferred API
Knowledge, IJCAI 2018: 2269–2275.

xvi Z. Jin



Memory-Augmented Sequence2equence
Learning

Fei Wu

Zhejiang University, China
wufei@cs.zju.edu.cn

Abstract. Neural networks with a memory capacity provide a promising
approach to media understanding (e.g., Q-A and visual classification). In this
talk, I will present how to utilize the information in external memory to boost
media understanding. In general, the relevant information (e.g., knowledge
instance and exemplar data) w.r.t the input data is sparked from external
memory in the manner of memory-augmented learning. Memory-augmented
learning is an appropriate method to integrate data-driven learning, knowledge-
guided inference and experience exploration.

Keywords: Media understanding • Memory-augmented learning
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Abstract. Knowledge graphs have become increasingly important
in tourism industry recently for their capability to power insights for
applications like recommendations, question answering and so on. How-
ever, traditional tourism knowledge graph is a knowledge base which
focuses on the static facts about entities, such as hotels, attractions,
while ignoring events or activities of tourists’ trips and temporal rela-
tions.

In this paper, we first propose an Event-centric Tourism Knowledge
Graph (ETKG) in order to model the temporal and spatial dynamics
of tourists trips. ETKG is centered on activities during the trip and
regards tourists’ trajectories as carriers. We extract valuable information
from over 18 thousand travel notes crawled from Internet, and define an
ETKG schema to model tourism-related events and their key proper-
ties. An ETKG based on touristic data in Hainan is presented which
incorporates 86977 events (50.61% of them have complete time, activity,
location information) and 7132 journeys. To demonstrate the benefits of
ETKG, we propose an Event-centric Tourism Knowledge Graph Con-
volutional Network (ETKGCN) for POI recommendations, which facili-
tates incorporating tourists behavior patterns obtained from ETKG, so
as to capture the relations between users and POIs more efficiently. The
offline experiment results show that our approach outperforms strong
recommender baselines, so that it validates the effectiveness of ETKG.

Keywords: Knowledge graph · Event evolutionary graph · Intelligent
tourism · Recommendation system

1 Introduction

With the uprising of large scale knowledge graphs (KGs) like Wikidata, DBpe-
dia, and YAGO, various knowledge-based applications, such as semantic search,
question answering [12], recommendation system [14] and so on, can benefit from
the substantial and valuable knowledge in the KGs, and achieve significant per-
formance improvement. Recently, in the field of tourism, knowledge graphs are
c© Springer Nature Switzerland AG 2020
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leveraged to recommend travel attractions or tour plans [2,6]. However, exist-
ing tourism knowledge graphs mainly focus on modeling static knowledge about
tourists trips, such as opening hours of attractions, nearby restaurants, addresses
of hotels and so on. This static knowledge may not provide enough information
to meet the needs of tourists in some cases. We analyze these issues.

– Tourist activities have not received enough attention in the existing tourism
knowledge graphs. In fact, various activities in travel have an important
impact on the experience of tourists.

– In the current knowledge graphs, tourist attractions, which make up the
entire trip, are described as separate entities, ignoring the transfer relation-
ship between attractions. Therefore, it’s difficult to recommend or answer
questions about travel routes.

– It is difficult to answer questions concerned with most” and best” based
on existing knowledge graphs since there is no relation strength or entity
popularity provided. For example, when it comes to recommending the most
suitable places to surf for a tourist, it’s hard to get the best results with
traditional knowledge graphs.

Inspired by the event-centric knowledge graph proposed by Rospocher [13]
and event evolutionary graph by Liu [10], we turn the focus of knowledge graph
into events. In the literature, an event refers to a specific occurrence at a certain
time and location, involving one or more participants. In this study, we consider
tourist activities as events in tourism scenario, such as rain forest rafting, water-
skiing, and whale watching, etc., which happens sometime at certain places.
Efficiently incorporating these events and spatial-temporal information into a
variety of tourism applications will be very beneficial. So we propose an Event-
centric Tourism Knowledge Graph (ETKG) that interconnects tourist activities
using temporal relations in chronological order, and with spatial information at
that time. In addition, features about tourist trips like trip type, trip consump-
tion are integrated into ETKG to enrich it. In this work, we construct an ETKG
based on a large number of travel notes about tourism in Hainan province,
which is a popular tourist destination in China. The travel notes record where
the tourists visited and what they did during the trips for the purpose of sharing
their travel experiences, mostly in chronological order. The information about
tourism activities included in travel notes is of high quality and suitable for
generating the initial ETKG.

To verify the effectiveness of ETKG, we present an application of POI rec-
ommendation which can make use of information generated from ETKG so as
to improve the accuracy of recommendation. We propose Event-centric Tourism
Knowledge Graph Convolutional Networks (ETKGCN), which can better learn
user and item representations by incorporating information inferred from ETKG.
Through experiments on real-world datasets in the tourism, we demonstrate that
ETKGCN achieves substantial gains over several state-of-the-art baselines.
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In summary, our key contributions are presented as follows:

– We present an Event-centric Tourism Knowledge Graph (ETKG) which inte-
grates tourism events and their temporal relations to represent tourists’ activ-
ities in an efficient way. The schema of ETKG built upon the Simple Event
Model [5] with additional properties and classes is also presented.

– We propose an efficient pipeline to construct ETKG. Event information can be
extracted from travel notes accurately and organized in an appropriate form.
Based on the pipeline, an ETKG about Hainan tourism is presented, which
incorporates 86977 events, 680 locations, 7132 journey and 79845 temporal
relations.

– A new recommendation system framework is proposed based on ETKG—
ETKGCN, which demonstrates the effectiveness of ETKG.

The paper is organized as follows. In Sect. 2, we describe the related work. In
Sect. 3, we present the pipeline to construct the graph. An application of ETKG
for POI recommendation is shown in Sect. 4. Finally in Sect. 5, we provide a
conclusion.

2 Related Work

Knowledge Graphs (KGs) are used extensively to enhance the results provided
by popular search engines at first. These knowledge graphs are typically powered
by structured data repositories such as Freebase, DBpedia, Yago, and Wikidata.

With the development of NLP technology, more and more knowledge graphs
are constructed based on unstructured corpus [13], using named entity recog-
nition [9] and relation extraction [8,11] technology. The most commonly used
model of named entity recognition(NER) is BiLSTM+CRF [9]. As for relation
extraction, there are also many new approaches in academia, such as distant
supervision and transformer [3].

In the last few years, knowledge graphs have been used in many fields. In
the tourism scene, some experts also begin to build knowledge graphs to solve
tourists’ problems during the travel [2,6]. DBtravel [2] is a tourism-oriented
knowledge graph generated from the collaborative travel site Wikitravel. Jorro-
Aragoneses and his team proposed an adaptation process to generate accessible
plans based on the retrieved plans by the recommender system in 2018 [6]. A
KG is a type of directed heterogeneous graph in which nodes correspond to
entities and edges correspond to relations. The introduction of Graph Convolu-
tional Networks [17] accelerates the application of knowledge graph in industry,
especially in the field of recommendation [14].

Event-centric knowledge graphs (ECKG) [13] was proposed in 2016. Com-
pared with traditional KG, the focus of ECKG turns into the events in real world.
In 2018, Simon Gottschalk built EventKG, a multilingual knowledge graph that
integrates and harmonizes event-centric and temporal information regarding his-
torical and contemporary events [4]. Both ECKG and EventKG were constructed
based on SEM [5] and supported W3C standard [15]. In the same year, Professor
Liu Ting’s team from Harbin Institute of Technology put forward the concept
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of event evolutionary graph [10]. Event evolutionary graph puts more emphasis
on the logical relationship between events and achieved excellent result in script
event prediction task. However, it didn’t support W3C standard. Our goal is to
define a KG with the features of EventKG and Event evolutionary graph.

3 Construction of ETKG

In contrast with existing tourism knowledge graphs, Event-centric Tourism
Knowledge Graph (ETKG) is centered on events, i.e. tourism activities in this
study, and interconnects events using temporal relations in chronological order.
Moreover, some additional features such as spatial information, attributes of
journeys are incorporated into ETKG. In this way, we can obtain not only static
information of tourism, but also some hidden patterns of various tourist behav-
iors inferred from inter-event relationship, which can be utilized as prior knowl-
edge for tourism applications. We design an ETKG schema based on the Simple
Event Model [5].

3.1 Generation Pipeline of ETKG

The construction process of ETKG is shown in Fig. 1 which generally consists of
the following three parts. Firstly, we crawl travel notes from the web page, for
the reason that travel notes not only record the activities of tourists in various
scenic spots, but also contain some important tags, such as trip consumption,
travel companions, types of travel and so on. These tags are made by tourists
themselves when their travel notes are published, which has a high credibility.
Secondly, we extract valuable information from travel notes, including trajec-
tories, activities and tags mentioned above. Finally, the information extracted
from travel notes was organized based on ETKG schema we proposed in order
to model events in RDF. The ETKG schema is given in Fig. 2.

Fig. 1. ETKG generation pipeline.

In this work, we use a case study of Hainan tourism to illustrate the con-
struction of ETKG and its application of POI recommendation. We crawl users’
travel notes about Hainan from Ctrip, one of China’s largest travel websites
(https://www.ctrip.com). About 18 thousand travel notes related to Hainan are

https://www.ctrip.com
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crawled. However, some of them just mention Hainan instead of recording the
travel experiences in Hainan. After filtering these out, we get 7132 travel notes
and then construct an Event-centric Tourism Knowledge Graph based on them.

Fig. 2. Schema of Event-centric Tourism Knowledge Graph (ETKG). Our schema is
based on SEM and the classes are colored gray. The blue arrows denote rdfs:subClassOf
properties, while the black arrows visualize rdfs:domain and rdfs:range restrictions on
properties. Classes and properties introduced in ETKG are colored green. (Color figure
online)

Table 1. The examples of place type

Place type Place

Shopping Shopping mall, supermarket, store

Transportation Airport, railway station, long-distance bus
station, customs ports

Recreation Park, gym, beach, soccer field, zoo,
museum, scenic spots

Entertainment Tea room, coffee shop, nightclub, pub,
theater, beauty salon

Travel notes contain both structured and unstructured information. Struc-
tured information includes: travel days, trip consumption, travel companions,
type of trip (self-driving travel, travel on a budget and so on) and month of
travel. The structured information can be extracted by regular expression. As
for unstructured information, this paper uses BiLSTM+CRF to extract events
and entities from the body of travel notes, including: scenic spots visited by
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tourist, tourist’s activities which correspond to events in this study, time for
tourists to participate in activities.

The schema of the Event-centric Tourism Knowledge Graph is shown in
Fig. 2. As we can see, the description of activity is inspired by SEM (Sim-
ple Event Model) [5]. SEM provides a generic event representation including
topical, geographical and temporal dimensions of an event, as well as links to
its actors. In ETKG, each Event contains three properties:Activity, Place and
Time. The extracted activities are connected through the nextEvent relation in
chronological order. Therefore, tourists’ trajectories are included in the Event-
centric Tourism Knowledge Graph. In Table 1 and Table 2, we give some exam-
ples of eventType and placeType [16]. We also define 5 attributes to describe
tourists’ journey, which can be seen in Table 3, including: travelType , compan-
ion , duration , travelTime , consumption . Each activity is connected to the
corresponding journey through relationship contain .

Table 2. The examples of event type

Event type Event

Dining Eat BBQ, have a buffet, enjoy seafood, walk
down the food court. . .

Sightseeing See the sunrise, watch the sunset, go
surfing, take a motorboat. . .

Rest Sleep, have a rest, sunbathe

Entertainment Go shopping, go to the spa, go to the coffee
shop, go to nightclub. . .

Table 3. The definition of five attributes

Attribute Meaning Examples

TravelTime The month when tourists
went to Hainan

1 ∼ 12

Duration The number of days
tourists visited Hainan

2 ∼ 20

Consumption Per capita consumption
on the trip

1000 ∼ 10000

TravelType A brief summary of the
journey

Self-driving,
gourmet tour

Companion The people who the user
travel with

Parents, friends
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3.2 Information Extraction and Organization

In this subsection, we give a detailed description how to extract events and
entities from unstructured data. We have to extract three types of elements:
activity, location, and time from the texts of travel notes. We turn the problem
into a named entity identification task [9]. Our purpose is to tag every words
of travel notes with labels: activity, location, time, None. BiLSTM+CRF [9] is
selected to accomplish this task due to its high performance in this area.

To annotate travel notes and construct training and validation set, we built
the dictionary of Hainan tourism after discussing with local tourism experts.
The dictionary contains 79 kinds of activities, 680 locations and 5 types of time.
The 79 kinds of activities are the most concerned by tourists and they are deter-
mined by experts. As the carrier of activity information, in the tourism scene,
trajectories are often made up of places that tourists pay attention to during
the trip, such as attractions, hotels and so on. The 680 locations almost cover
all the scenic spots and hotels in Hainan. As for time, we divide a day into early
morning, morning, noon, evening and late night after reading some travel notes
to differentiate happening time for various activities.

After the processing of BiLSTM+CRF model, we get corresponding tags
(activity, location, time, None) for each word in the travel notes. Then we need
to organize them according to the ETKG schema we designed as shown in Fig. 2.
There are two tasks to construct ETKG. First, an event is represented by a triple
(activity, location, time) in the schema, so we have to match the time, location
with the associated activity. Second, we need to get the temporal relations of
events to interlink events within each specific journey. We propose an approach

Fig. 3. Event-centric tourism knowledge graph of one journey.
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to associate location and time with each activity and get relations between activ-
ities, which is shown in Algorithm1. Based on an assumption that most tourists
prefer to record their journey in chronological order, we get tourists’ trajecto-
ries by the order of locations appearing in travel notes. Algorithm1 generate a
chain of events for each travel note tagged by BiLSTM+CRF model. And then
combined with the attributes extracted from the structured data to construct
an ETKG according to ETKG schema, so that it clearly describes the tourist’s
journey.

Through the above information extraction and organization methods, the
Event-centric Tourism Knowledge Graph of 7132 journeys in Hainan is con-
structed which incorporates 86977 events, 140726 entities and 227703 relations
(79845 temporal relations in it). 50.61% of these events contain time and loca-
tion information. The ETKG of Hainan covers most of tourist attractions (680
sites) and most kinds of travel (26 types of journeys: self-driving tours, package
tour and so on).

Algorithm 1. Approach to generate the chain of events
Input:

A travel note tagged by BiLSTM+CRF, T ;
Trajectory of the tourist, L (l1, l2, . . .);

Output:
The chain of events in the travel note, E (e1, e2, . . .);

1: Initialize E with an empty list.
2: for all l ∈ L do
3: Find the paragraph P containing location l in T .
4: Generate a sequence A (a1, a2, . . .) containing all the activity in P .
5: if len(A) = 0 then
6: Append triple (None, l,None) to E
7: continue
8: end if
9: for all a ∈ A do

10: Find the sentence S containing activity a in P
11: if there is time t in S then
12: Append triple (a, l, t) to E
13: else
14: Append triple (a, l,None) to E
15: end if
16: end for
17: end for
18: return E

Figure 3 shows the ETKG of one journey. Obviously, we can learn most key
information about this journey. The tourist came to Hainan with their children
and have a seven-day road trip. Each person spent 6500 yuan during the trip
and took many pictures. We can also know where the user had been and what
activities they participated in at each location. With ETKG, the activities and
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travel routes for each journey can be obtain easily. After aggregations of each
kind of journeys in ETKG, we can get event popularity and relation strength
between events or entities, so as to answer questions about “most” or “best” by
using SPARQL. Here is a case when tourists ask for best places for diving.

Question: Could you recommend suitable places for diving?
SPARQL: SELECT ?location WHERE {?e rdf:type:Event. ?e :hasActivity
”diving”. ?e :hasLocation ?location.}

We can get a list of scenic spots where other tourists choose to dive, and we
would return the answer that appears most frequently to users.

4 An Application of ETKG for POI Recommendation

As mentioned above, from ETKG, some hidden patterns of tourist behaviors
can be inferred, such as transfer relationship between different POIs, popularity
indications of various tourist activities, etc. With the information obtained by
ETKG, it offers an opportunity to improve the accuracy of POI recommendation.
In this section, we propose a new knowledge-aware POI recommendation frame-
work, ETKGCN (Event-centric Tourism Knowledge Graph Convolutional Net-
work), which makes full use of the information in ETKG. Experimental results
on a real world dataset show that when applied to the knowledge-aware POI
recommendation, ETKG is superior to the traditional tourism KG.

We formulate our knowledge-aware recommendation problem as follows. A
KG G is comprised of entity-relation-entity triples (h, r, t). Here h, t ∈ E denote
the head entity and tail entity of a knowledge triple respectively. r ∈ R denotes
the relation between h and t. E and R are the set of entities and relations in
the knowledge graph. We have a set of M users U = {u1, u2, . . . , uM}, a set of
N POIs V = {v1, v2, . . . , vN}. The user-poi interaction matrix Y ∈ R

M×N is
defined according to users’ historical trajectories, where yuv = 1 indicates that
user u has been to POI v, otherwise yuv = 0. The POI set V is a subset of entity
set E . Our goal is to learn a prediction function ŷuv = F(u, v|Θ,Y,G), where
ŷuv (0 ≤ ŷuv ≤ 1) denotes the probability that user u would go to POI v, and
Θ denotes the model parameters of function F .

4.1 Framework of ETKGCN

The framework is proposed to capture high-order structural proximity among
entities in ETKG. In real life, tourists choose whether to go to a POI not only
considering their personal preferences, but also referring to the opinions of most
other tourists. We will take these two factors into account in ETKGCN frame-
work.

Here we define πu
r which characterizes the importance of relation r to user u

in ETKG.
πu
r = trg(u, r) (1)
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where u ∈ R
d and r ∈ R

d are the representations of user u and relation r.
Function g is to compute the inner product of u and r, which is used to model
the tourist’s travel preferences. As for the experiences from most other tourists,
our framework introduces knowledge matrix T ∈ R

|E|×|E| that is calculated from
ETKG. tr is the value of the element r in T which indicates the relation strength
of its head and tail entities. As shown in Fig. 4, we compute tr1 as follows (with
the help of ETKG):

tr1 =
|Ev,e1|
|Ev| (2)

Here, Ev is the event set that happened in Yalong Bay (v) while Ev,e1 is event
set that represents tourists swam (e1) in Yalong Bay (v). So for a user loves
swimming, if a large proportion of tourists go to Yalong Bay for swimming,
πu
r1 will be high and it means the user would pay more attention to r1 in this

subgraph. We consider both their own preferences and experience of others.

Fig. 4. The detail of an ETKGCN-layer.

As shown in Fig. 4, inspired by Graph Attention Network (GAT), consider a
candidate pair of user u and POI v (an entity in ETKG). We first find the target
entity v in ETKG and use N (v) denote the set of entities directly connected
to v. In ETKG, the size of N (v) may vary significantly over all entities. We
uniformly sample K neighbors and define the receptive field of v as S(v) � {e|e ∈
N (v)}, |S(v)| = K. If we use e to denote the representation of an entity e, in
order to characterize the topological proximity structure of POI v, we compute
the linear combination of v’s neighborhood through user-relation score πu

r :

π̃u
rv,e

=
exp

(
πu
rv,e

)

∑
e∈S(v) exp

(
πu
rv,e

) (3)

vu
S(v) =

∑
e∈S(v)

π̃u
rv,e

e (4)

where π̃u
rv,e

denotes the normalized user-relation score, and it acts as personalized
filters when computing vs neighborhood representation vu

S(v).
Then we would aggregate the target entity representation v ∈ R

d and its
neighborhood representation vu

S(v) ∈ R
d to get the new representation of POI v.

vu[1] = σ
(
W ·

(
v + vu

S(v)

)
+ b

)
(5)
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where W and b are transformation weight and bias, and σ is the activation
function.

Here, we use vu[1] to denote the 1-order representation of POI v for user u.
If we want to get h-order representation, we should sample v’s neighbors up to
h hops away(in our framework, h = 2). After obtaining the final representation
vu of v, we can predict the probability of user u going to POI v:

ŷuv = f (u,vu) (6)

Function f can be a multilayer perceptron. If yuv denotes whether user u intends
to go to POI v, the loss function can be described as:

L =
∑
u∈U

(∑
v∈h

J (yuv, ŷuv))

)
+ λ‖F‖22 (7)

J is cross-entropy loss and h denotes the training set coming from users’ access
history. The last term is the L2-regularizer.

4.2 Experiments

We obtain POI visit records of 6166 anonymous tourists of Hainan in 2015
which are generated from a call detail records (CDRs) data set, and carried out
experiments on these data. To verify the effectiveness of ETKG, we compare
the proposed ETKGCN with some classic recommendation algorithms, as well
as those traditional entity-centric tourism KG-based models. The entity-centric
tourism KG contain 10000 entities and nearly 87000 relations in Hainan, which
covers the same tourist attractions as ETKG.

Baselines. We compare the proposed ETKGCN with the following baselines:

– SVD is a classic CF-based model using inner product to model user-item
interactions.

– LightFM [7] is a feature-based factorization model in recommendation
scenarios.

– LightFM+KG extends LightFM [7] by attaching an entity representation
learned by TransE [1] using traditional tourism KG.

– LightFM+ETKG extends LightFM [7] by attaching an entity representa-
tion learned by TransE [1] using ETKG.

– GCN+KG [14] is a Graph Convolutional Neural Network method cooper-
ating with traditional tourism KG.

– GCN+ETKG [14] is a Graph Convolutional Neural Network method coop-
erating with ETKG.
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Results. The experiment results are shown in Table 4. We use AUC, F1score
and Top-N precision to evaluate the performance of POI recommendation
models. We have the following observations:

– ETKGCN performs best among all the methods. Specifically, ETKGCN out-
performs baselines by 4.6% to 21.7% on AUC and 2.7% to 17.2% on F1score.
ETKGCN also achieves outstanding performance in top-n recommendation.

– KG-aware models perform much better than KG-free baselines (like SVD,
LightFM). It means that the information in KGs plays a positive role in
building tourists’ preferences.

– GCN-based models get better result than traditional graph representation
learning method (such as transE). This demonstrates that GCN can make
full use of information in KGs.

– The models cooperating with ETKG (GCN+ETKG and LightFM+ETKG)
perform better than those with traditional tourism KG (GCN+KG and
LightFM+KG). This demonstrates that ETKG may be more suitable for POI
recommendation task, for the reason that ETKG integrates more informa-
tion than the traditional tourism KG, especially transfer relationship between
POIs in this case.

Table 4. The result of experiments.

Model AUC F1score Top-n precision

1 2 5 10 15

SVD 0.754 (−21.7%) 0.746 (−17.2%) 0.280 0.232 0.241 0.212 0.234

LightFM 0.758 (−21.3%) 0.734 (−18.4%) 0.480 0.475 0.458 0.490 0.479

LightFM+KG 0.809 (−16.2%) 0.822 (−9.6%) 0.400 0.415 0.434 0.478 0.500

LightFM+ETKG 0.830 (−14.1%) 0.862 (−5.6%) 0.560 0.505 0.486 0.491 0.520

GCN+KG 0.903 (−6.8%) 0.889 (−2.9%) 0.602 0.602 0.572 0.577 0.592

GCN+ETKG 0.925 (−4.6%) 0.891 (−2.7%) 0.607 0.613 0.601 0.595 0.602

ETKGCN 0.971 0.918 0.592 0.610 0.611 0.613 0.624

5 Conclusion

This paper presented an Event-centric Tourism Knowledge Graph (ETKG) to
interconnect events using temporal relations. We built an ETKG of Hainan and
realized an application of POI recommendation based on it. Our evaluations
show that ETKG performs very well in solving the problems related to routes
and activities of tourists during the trip. The code and data of ETKGCN are
available at: https://github.com/xcwujie123/Hainan KG and we will constantly
update the work on it.
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Abstract. Great advances have been made in closed-world Knowledge
Graph Completion (KGC). But it still remains a challenge for open-
world KGC. A recently proposed open-world KGC model called OWE
found a method to map the text space embedding obtained from the
entity name and description to a pre-trained graph embedding space,
by which OWE can extend the embedding-based KGC models to the
open world. However, OWE uses average aggregation to obtain the text
representation, no matter the entity description is long or short. It uses
much unnecessary textual information and may become unstable. In this
paper, we propose an extension to OWE, which is named OWE-MRC,
to extract short expressions for entities from long descriptions by using
a Machine Reading Comprehension (MRC) model. After obtaining short
descriptions for entities, OWE-MRC uses the extension method of OWE
to extend the embedding-based KGC models to the open world. We
have applied OWE-MRC to extend common KGC models, such as Com-
plEx and Graph Neural Networks (GNNs) based models, to perform
open-world link prediction. Our experiments on two datasets FB20k and
DBPedia50k indicate that (1) the MRC model can effectively extract
meaningful short descriptions; (2) our OWE-MRC uses much less tex-
tual information than OWE, but achieves competitive performance on
open-world link prediction. In addition, we have used OWE to extend the
GNN-based model to the open world. And our extended GNN model has
achieved significant improvements on open-world link prediction compar-
ing to the state-of-the-art open-world KGC models.

Keywords: Open-world knowledge graph completion · Machine
Reading Comprehension · Graph Neural Networks

1 Introduction

Knowledge graphs (KGs) are usually composed of a large number of structured
triples to store facts in the form of relations between different entities. For exam-
ple, the triple (Yao Ming, birthplace, Shanghai) can be used to represent the fact
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‘Yao Ming was born in Shanghai’. Formally, a KG G ⊂ E × R × E consists of a
series of triples (h, r, t), where E and R are the set of entities and relations, h and
t represent head and tail entities, r is the relation between entities, h, t ∈ E and
r ∈ R [12]. KGs can provide high-quality data and rich semantic information, so
they are widely used in many fields of artificial intelligence such as information
extraction [4], question answering [5] and search [14]. Despite their usefulness
and popularity, KGs are often noisy and incomplete. For example, 71% of people
in Freebase have no place of birth, 75% no nationality [4].

In order to solve the problem of incomplete KG, Knowledge Graph Comple-
tion (KGC) has been developed to fill missing links in KG. KGC aims to discover
the implicit information that exists in the Knowledge Graph and improve the
KG by evaluating the possibility of triples that do not exist in the graph. Most
existing works in KGC assume that KGs are fixed. They can only process entities
and relationships that already exist in the KG, and cannot handle new entities.
This type of completion is known as closed-world KGC. However, in real appli-
cations, most KGs are not fixed. For example, in the six months from October
2015 to April 2016, DBPedia added 36,340 new English entities, which is equiv-
alent to adding 200 new entities per day [13]. Obviously, the pure closed-world
KGC cannot meet the actual needs. A new challenge is emerging in the field of
KGC, which is known as open-world KGC. Regarding the formal definitions of
close-world and open-world, readers can refer to the work of Shi et al. [13].

Recently, a model called OWE was proposed by Shah et al. [12] to map
the text space embedding obtained from the entity name and description to a
pre-trained graph embedding space. OWE can be used to extend the embedding-
based KGC model to the open world. However, it uses average aggregation to
obtain the text representation, no matter the entity description is long or short.
Much unnecessary textual information is involved in the model. For example, on
Wikipedia, there is a long introduction to Yao Ming with hundreds of words.
However, when we are completing the triple (Yao Ming, birthplace, ?), we only
need to use a small snippet from the long description: Yao Ming was born in
Shanghai. In addition to the OWE model, Shah et al. proposed a standard
dataset FB15k-237-OWE [12]. In this dataset, the entity descriptions are short
descriptions with an average of 5 words. Shah claimed that ‘short description’
is the major contributing factor to the excellent performance of OWE model on
FB15k-237-OWE.

Motivated by the aforementioned observations, in this paper, we propose an
extension to OWE which we named OWE-MRC. Different from OWE, given
a new entity, we propose to use a MRC model to draw a short description
from long description. After obtaining short description for entity, we extend the
embedding-based KGC model to open-world by using the extension approach of
OWE [12]. We have applied OWE-MRC to extend common KGC models, such
as ComplEx and Graph Neural Networks (GNNs) based models, to perform
open-world link prediction. Since the MRC model we used can extract meaning-
ful short descriptions, we can draw precise text space embeddings for entities.
The models extended to the open-world by OWE-MRC use much less textual
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information than OWE, but obtain competitive results on open-world link pre-
diction. In addition, we have used OWE to extend the GNN-based model to the
open world. And our extended GNN model has achieved excellent performance
on open-world link prediction.

2 Related Work

Machine Reading Comprehension. Machine reading comprehension (MRC)
which requires machines to answer certain given questions has been widely used
in many areas of artificial intelligence. Chen et al. uses MRC to the open-domain
questions and its question system is known as DRQA [2]. Das et al. uses MRC
model to build dynamic Knowledge Graphs from text [3]. In this paper, we use
MRC model to select short descriptions for entities from long descriptions.

Knowledge Graph Completion. The widespread popularity of KGs, cou-
pled with its incompleteness, stimulated a lot of research on KGC. The most
representative work is the TransE [1] model proposed by Bordes et al. This
model is a translation model. A triple (h, r, t) is considered correct if it satis-
fies h + r ≈ t, that is, the tail entity is obtained by the head entity through the
relation translation. TransE is also complemented by many other models, such
as DistMult [19] and ComplEx [16]. Another typical models are the composi-
tional models, such as RESCAL [10] and NTN [15]. Both RESCAL and NTN
use tensor products. These tensor products can capture rich interactions, but
they also require more parameters to model the relationship. In addition to the
above two types of models, there is another type of model that uses GNNs, such
as GCN [7] and R-GCN [11]. R-GCN is an extension of GCN. It introduces a
relationship-specific transformation that depends on the type and direction of
edges. Recently, a work named Learning Attention-based Embeddings for Rela-
tion Prediction in Knowledge Graphs [8] used Graph Attention Network (GAT)
in KG. It learns new graph attention based embeddings, which are specifically
for KG’s relation prediction. The above works has been successful in the KGC
field. However, none of these works involve the open-world KGC that we will
address in this paper.

Open-World Knowledge Graph Completion. Only few works involve KGC
in the open world. Among them, the representative is OOKB [6], which is based
on auxiliary triples. In this paper, we pay more attention to the approach of using
entity’s textual information (names and descriptions) to complete open-world
KGC. DKRL [17] uses entity descriptions in the knowledge graph to predict
entities and relationships. By studying the description content, this method can
not only obtain the structural information in the triples, but also the keywords
in the entity description and the textual information hidden in the word order.
ConMask [13] learns the embedding of entities names and part of their textual
descriptions to connect unseen entities to the KG. A recently proposed open-
world KGC model called OWE [12] presents a method to map the text space
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embedding obtained from the entity name and description to a pre-trained graph
embedding space, by which OWE can extend embedding-based KGC models to
the open world.

3 Approach

Our model is mainly an extension of OWE. Same as OWE, we start by training
a link prediction model (also referred to as a graph-based model). The link
prediction model evaluates triples through a scoring function:

score (h, r, t) = φ (uh, ur, ut) (1)

where u represents the embeddings of entities or relationships in the graph space
and φ is the scoring function of the link prediction model.

Link Prediction. Link prediction aims to predict a triple whose h or t is
missing. For tail prediction, only the head entity h and the relation r are given,
the score function for the link prediction model is used to score each t ∈ E, and
the one of the highest score is considered to be the target tail entity:

tail pre = argmax
t∈E

score (h, r, t) (2)

Similarly, for the prediction of the head entity:

head pre = argmax
h∈E

score (h, r, t) (3)

In the remaining sections, we only discuss tail prediction for brevity.

Open-World Extension with MRC (OWE-MRC). Open-world link pre-
diction aims to predict the triples (h′, r, t), where h′ is a new entity. For the link
prediction model, it also refers to the prediction of entity facts that have not
been seen during training. Given a new head entity h′ /∈ E, we use an MRC
model to draw a short description for the entity from long description:

long description
MRC−−−−→ short description (4)

After obtaining short description for the entity, we concatenate its name and
short description into a word sequence W . We then use pre-trained word embed-
dings (such as Wikipedia2Vec) to convert the word sequence W into an embed-
ding sequence. Finally, we employ a simple semantic averaging function that
combines word embeddings to represent entity name and short description by a
single embedding vh′ :

vh′ = Ψ
avg

(
vw1 , vw2 , ..., vwn

)
=

1
n

∑n

1
vw[1:n] (5)
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The embeddings of the graph space ux and the embedding of the text space vh′

are trained independently, the text space embeddings vh′ cannot be used directly
in graph-based models. Therefore a transformation Ψmap should be learned from
text space embedding to graph space embedding. After training the transforma-
tion, we can get Ψmap (vh′) ≈ uh′ . The converted embedding Ψmap (vh′) can be
recognized by the graph-based model, and we can use Eq. 1 to score the triples
with the unseen entities:

score (h′, r, t )= φ (Ψmap (vh′), ur, ut) (6)

We can easily extend the graph-based model to the open world using the tex-
tual information (name and description) of the entity. The extension process
takes three steps: (1) A graph-based model is firstly trained to get graph space
embeddings; (2) An MRC model is used to draw short descriptions for entities
from long descriptions. After obtaining short descriptions for entities, we employ
a simple semantic averaging function to aggregate word embeddings to a text-
based embedding; (3) A transformation is learned to map the embeddings of
text space to the graph-based embeddings. Figure 1 provides an architectural
illustration of our approach and the individual steps are described below in more
detail.

Fig. 1. The OWE-MRC in a nutshell.

3.1 Graph-Based Model

In this paper, we test two models: ComplEx [16] and Learning Attention-based
Embeddings for Relation Prediction in Knowledge Graphs [8], which is a GNN-
based link prediction model and will be referred as GNN-LAEKG in the following
for the convenience of explanation. The scoring functions of these two models
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are as follows:

ComplEx : φ (uh, ur, ut )= Re (〈uh, ur, ut〉) (7)

GNN − LAEKG : φ (uh, ur, ut )= concat (g ([uh, ur, ut ]∗Ω ))·w (8)

In Formula 7, u denotes the complex conjugate. Since GNN-LEAKG is an
encoder-decoder model and its decoder is ConvKB [9], its scoring function is
the same as ConvKB, as shown in Formula 8, where g denotes a non-linear func-
tion, ∗ denotes a convolution operator, · denotes a dot product and Ω denotes a
set of filters.

3.2 Machine Reading Comprehension and Semantic Averaging

Rather than designing a sophisticate MRC model from the beginning, we will use
a modified version of a widely used model DrQA [2] to draw short descriptions for
entities from long description. For more details of the DrQA model, the reader
is referred to the original publication [2]. In short, it uses a multi-layer recurrent
neural network (RNN) architecture to encode paragraphs and question text,
and uses self-attention to match the two encodings. For each token in the text,
it outputs a score indicating the likelihood that it will become the beginning
or end of the span of answering questions [3]. In order to enable this model to
effectively extract short descriptions, we did the following modifications:

1. On dataset FB20k, we generate a simple natural language question for every
entity e, such as “What is e ?” or “Where is e ?”. We then take this sim-
ple problem as the question text for DrQA, treat the entity’s long textual
description as DrQA’s paragraphs, and finally use DrQA to extract the short
descriptions for entities.

2. On dataset DBPedia50k, we only take entity name as the question text for
DrQA, treat the entity long textual description as DrQA’s paragraphs, and
finally use DrQA to extract the short descriptions for entities.

After obtaining short descriptions for entities, we employ a simple seman-
tic averaging function Ψavg (vw1 , vw2 , ..., vwn) = 1

n

∑n
1 vw[1:n] that combines

word embeddings vwx
to represent entity names and short descriptions. In

this paper, we use 300-dimensional Wikipedia2Vec embeddings [18].

3.3 Transformation Function

The core idea of open-world extension is the transformation from text space
embeddings to graph space embeddings[12]. By transforming the two spaces,
the trained graph-based model can identify new entities by their descriptions
and names. To achieve this transformation, we use an Affine transformation:
Ψmap (v) = A · v + b

To train the transformation, first we need to train the graph-based model on
the full graph and obtain the embeddings in the graph space u1, ...un. Then we
choose all entities ei1 , ..., eim with textual information (description and name)
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and get text space embeddings v1, ...vn for them through MRC model and seman-
tic averaging aggregation. After obtaining graph space embeddings and text
space embeddings an Affine transformation Ψmap

θ is trained to map text space
embeddings to graph space embeddings. Ψmap

θ is trained by minimizing the loss
function:

L

(
θ

)
=

∑k=1

m

∣∣∣∣Ψθ
map (vik )−uik ||2 (9)

4 Experiment

4.1 Datasets and Evaluation Protocol

Datasets. To evaluate our proposed approach, we use two benchmark datasets:
FB20k [17], DBPedia50k [13]. FB20k is built on the basis of FB15k by introduc-
ing unknown triples into the test set. In FB20k and DBPedia50k, the descrip-
tion of entities is biased towards long descriptions, which averages 454 words on
DBPedia50k, and 147 words on FB20k. Statistics of the datasets can be seen in
Table 1. And EOpen represent entities used for open-world link prediction.

Table 1. Datasets statistics.

Dataset For closed-world KGC For open-world KGC

Entities Relations Number of triples EOpen Tail pred number

Train Valid Test Valid Test

FB20k 14904 1341 472860 48991 57803 5019 – 11586

DBPedia50k 24624 351 32388 123 2095 3636 164 4320

Evaluation Protocol. We evaluate the performance of our approach by making
tail predictions on the test set. For each test triple (h′, r, t), where h′ /∈ E is the
head of the open-world, we use the extended trained graph-based model to get
the score φ(h′, r, t) of each t ∈ E, and sort the score in descending order. Finally,
we use mean rank (MR), mean reciprocal rank (MRR) and Hits@1, Hits@3,
Hits@10 to evaluate the target entity’s rank. Like the previous works [12,13], we
evaluate all the models in a filtered setting.

Naming Rules. ComplEx extended to open-world by using OWE-MRC is
named ComplEx-OWE-MRC and GNN-LAEKG extended to open-world by
using OWE-MRC is named GNN-LAEKG-MRC.

4.2 MRC Model Evaluation

A New Baseline. We evaluate the MRC model on the datasets DBPedia50k
and FB20k. Before evaluation, we introduce a new baseline called ComplEx-
OWE-Name: all description information of entities are discarded and only entity
names are left as textual information; and the ComplEx is extended to open-
world by using OWE.
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Implementation Details. When we use the OWE model to extend the graph-
based model to the open-world, we use the experimental parameters originally
published by OWE. The Adam optimizer is used to train the Affine transforma-
tion in our OWE-MRC model. The learning rate is 0.001 and the batch size is
256. When employing a semantic averaging function that combines word embed-
dings to represent entity names and short descriptions, we use no dropout. (This
strategy is carried out through all the following experiments). Since FB20k lacks
an open-world validation set, 10% triples randomly selected from the test set are
used as the validation data. We use ComplEx as our graph-based model and use
the OpenKE framework1 to train ComplEx. (For the following experiments on
ComplEx, we all use this framework).

Table 2. Evaluation results on datasets DBPedia50k and FB20k.

Model DBPedia50k FB20k

H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR

DKRL – – 40.0 23.0 – – – –

ComplEx-OWE-Name 32.2 44.8 54.5 40.0 33.4 43.6 53.9 40.7

ComplEx-OWE-MRC 37.8 45.5 58.8 44.2 37.7 52.2 61.4 46.5

Result and Analysis. Table 2 presents our evaluation results on datasets
DBPedia50k and FB20k. On DBPedia50k and FB20k, compared with ComplEx-
OWE-Name, our ComplEx-OWE-MRC performs better on all metrics. On
DBPedia50k, compared with ComplEx-OWE-Name, our ComplEx-OWE-MRC
model has the biggest improvement in Hit@1, which has increased by about
5.6%, and its H@10 has increased by 4.3%. On FB20k, the improvement of H@3
is the largest, which has increased by 8.6%, and its H@10 has increased by 7.5%.
The only difference between ComplEx-OWE-Name and ComplEx-OWE-MRC is
that ComplEx-OWE-MRC adds the short descriptions selected by MRC when
extending to open-world. The textual information used by ComplEx-OWE-Name
when expanding to open-world is only the entity name, while the textual informa-
tion used by ComplEx-OWE-MRC is the entity name and the short description
selected by MRC model. So, the excellent performances of our ComplEx-OWE-
MRC on DBPedia50k and FB20k testify that the MRC model can extract effec-
tive short descriptions. On DBPedia50k, our ComplEx-OWE-MRC also performs
far better than DKRL.

Short Descriptions Extracted by MRC. Table 3 shows some results of our
short descriptions selected from long descriptions by using the MRC model.
FB15k-237-OWE [12] is a standard dataset proposed by Shah et al. In this

1 https://github.com/thunlp/OpenKE.

https://github.com/thunlp/OpenKE
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dataset, the entity descriptions are as short as 5 words on average. Comparing the
short descriptions selected by MRC model with the descriptions of the standard
dataset FB15k-237-OWE, we found that the short descriptions selected by MRC
model have a high similarity with FB15k-237-OWE. Table 3 shows some results.
Comparison with the standard dataset also confirms that the MRC we used can
indeed screen out effective short descriptions. At the same time, OWE’s great
success on the short text dataset FB15k-237-OWE is largely due to the short
description in FB15k-237-OWE which also proves that our work is meaningful.

Table 3. Some short descriptions extracted by MRC.

Entity Original desc length Short desc of

FB-15k-237-OWE

Short desc

selected by MRC

Hackensack, New Jersey 268 words City and county seat of

Bergen County, New

Jersey, United States

A city in Bergen

County, New

Jersey, United

State

Minority Report 198 words 2001 American science

fiction drama film by

Steven Spielberg

A 2002 American

neo-noir science

fiction thriller

film

Adam Carolla 221 words American radio

personality, television

host, comedian, and

actor

An American

comedian, radio

personality,

television host

and actor

4.3 Extending ComplEx and GNN-LAEKG to Open-World Using
OWE-MRC

After evaluating the MRC model on the datasets DBPedia50k and FB20k. We
use our OWE-MRC model to extend ComplEx [16] and GNN-LAEKG [8] to
open-world. We evaluate our extended model on the dataset FB20k.

Implementation Details. For training the model GNN-LAEKG, we use the
implementation2 provided by Nathani et al.

Note on Data. An asterisk (*) indicates that the result is different from the
original published result. We used OWE’s original parameters and methods, but
were unable to reproduce the results of FB20k. Therefore, in this experiment,
we use our measured data and also use the original published data. ComplEx-
OWE-300* represents our measured data.

2 https://github.com/deepakn97/relationPrediction.

https://github.com/deepakn97/relationPrediction
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Table 4. Comparison with other open-world KGC models on tail prediction on FB20k.

Model FB20k

H@1 H@3 H@10 MRR

ConMask 42.3 57.3 71.7 53.3

ComplEx-OWE-300* 40.9* 53.7* 63.6* 49.2*

ComplEx-OWE-MRC 37.7 52.2 61.4 46.5

ComplEx-OWE-300 44.8 57.1 69.1 53.1

GNN-LAEKG-MRC 44.7 58.5 71.4 54.0

Result and Analysis. It can be seen from Table 4, our extended model GNN-
LAEKG-MRC has a certain improvement compared with ConMask, ComplEx-
OWE-300. The performance on H@3 and MRR is the best, and other metrics are
also very close to state of the art. Compared to our measured model ComplEx-
OWE-300*, the extended model ComplEx-OWE-MRC also performed well, and
all indicators were only a little lower. Compared with OWE, our OWE-MRC
model uses short descriptions. OWE uses long descriptions with an average
length of 147 words, while the short descriptions used by our OWE-MRC model
have an average length of 15 words or less. We use much less textual informa-
tion, but have achieved very competitive results. This also shows that the MRC
model we used can extract meaningful short descriptions, and that our work is
meaningful.

4.4 Extending GNN-LAEKG to Open-World Using OWE

Due to their powerful capability of processing graph structure data, more and more
studies are now introducing GNNs to KGC. Typical examples are R-GCN [11],
OOKB [6] and GNN-LAEKG [8]. Although our OWE-MRC has achieved good
results, the OWE’s performance with long descriptions is still slightly better. In
order to make better use of GNN-LAEKG, at the end of this section, we use OWE
to extend GNN-LAEKG and the extended model is named GNN-LAEKG-OWE.

Table 5. Comparison with other open-world KGC models on tail prediction.

Model DBPedia50k FB20k

H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR

Target Filt. Base 4.5 9.7 23.0 11.0* 17.5 32.1 41.2 27.2

DKRL – – 40.0 23.0 – – – –

ConMask 47.1 64.5 81.0 58.4* 42.3 57.3 71.7 53.3

ComplEx-OWE-300 51.9 65.2 76.0 60.3 44.8 57.1 69.1 53.1

GNN-LAEKG-OWE 55.9 62.2 71.3 61.9 48.4 61.2 73.6 56.9
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Comparison with State of the Art. We compare our GNN-LAEKG-OWE
with other open-world KGC models. Like the previous work [12,13], we evaluate
all the models in a filtered setting. On the datasets DBPedia50 and FB20k,
we use 300-dimensional Wikipedia2Vec embedding. The experimental results
of Baseline, DKRL, ConMask and ComplEx-OWE use data published by Shah
et al. [12]. It can be seen from Table 5, our GNN-LAEKG-OWE has achieved very
good results. On DBPedia50k, compared with ConMask and ComplEx-OWE-
300, our GNN-LAEKG-OWE has greatly improved on H@1, and the value of
MRR has also increased. On FB20k, our GNN-LAEKG-OWE model greatly
improves all metrics.

5 Conclusion

In this paper, we propose an extension to OWE called OWE-MRC. It integrates
a MRC model to extract short entity descriptions for open-world extension. We
have applied OWE-MRC to extend common KGC models, such as ComplEx and
GNN-based models, to perform open-world link prediction. Experimental results
on the datasets DBPedia50k and FB20k show that the MRC model can extract
meaningful short descriptions from long descriptions. The long text used by
OWE averages 454 words on DBPedia50k, and 147 words on FB20k. Our OWE-
MRC uses short descriptions selected by MRC, only with an average length
of 15 words or less. Using much less textual information than OWE, our OWE-
MRC still achieves competitive results, which shows the significance of our MRC
extension to OWE. In addition, we have used OWE to extend the GNN-based
model to the open world. And our extended GNN model has achieved excellent
performance on open-world link prediction.

For now, the MRC model only uses entity information to extract short
descriptions and ignores the relation information in KG. In the near future,
an endeavor will be made to design an MRC model that can exploit both KG’s
entity and relationship information, expecting more accurate short descriptions
can be extracted for entities.

Acknowledgements. We sincerely acknowledge the High Performance Computing
Center of Shanghai University and Shanghai Engineering Research Center of Intelligent
Computing System (No. 19DZ2252600) for providing the computing resources and
technical support to run our experiments. This work is supported in part by science
and technology committee of shanghai municipality under grant No.19511121002.

References

1. Bordes, A., Usunier, N., Garcia-Duran, A., Weston, J., Yakhnenko, O.: Translating
embeddings for modeling multi-relational data. In: Advances in Neural Information
Processing Systems, pp. 2787–2795 (2013)

2. Chen, D., Fisch, A., Weston, J., Bordes, A.: Reading Wikipedia to answer open-
domain questions. arXiv preprint arXiv:1704.00051 (2017)

http://arxiv.org/abs/1704.00051


OWE-MRC 27

3. Das, R., Munkhdalai, T., Yuan, X., Trischler, A., McCallum, A.: Building dynamic
knowledge graphs from text using machine reading comprehension. arXiv preprint
arXiv:1810.05682 (2018)

4. Dong, X., et al..: Knowledge vault: a web-scale approach to probabilistic knowledge
fusion. In: Proceedings of the 20th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, pp. 601–610 (2014)

5. Ferrucci, D., et al.: Building Watson: an overview of the DeepQA project. AI Mag.
31(3), 59–79 (2010)

6. Hamaguchi, T., Oiwa, H., Shimbo, M., Matsumoto, Y.: Knowledge transfer for
out-of-knowledge-base entities: a graph neural network approach. arXiv preprint
arXiv:1706.05674 (2017)

7. Kipf, T.N., Welling, M.: Semi-supervised classification with graph convolutional
networks. arXiv preprint arXiv:1609.02907 (2016)

8. Nathani, D., Chauhan, J., Sharma, C., Kaul, M.: Learning attention-based embed-
dings for relation prediction in knowledge graphs. arXiv preprint arXiv:1906.01195
(2019)

9. Nguyen, D.Q., Nguyen, T.D., Nguyen, D.Q., Phung, D.: A novel embedding model
for knowledge base completion based on convolutional neural network. arXiv
preprint arXiv:1712.02121 (2017)

10. Nickel, M., Tresp, V., Kriegel, H.P.: A three-way model for collective learning on
multi-relational data. In: ICML, vol. 11, pp. 809–816 (2011)

11. Schlichtkrull, M., Kipf, T.N., Bloem, P., van den Berg, R., Titov, I., Welling,
M.: Modeling relational data with graph convolutional networks. In: Gangemi, A.,
et al. (eds.) ESWC 2018. LNCS, vol. 10843, pp. 593–607. Springer, Cham (2018).
https://doi.org/10.1007/978-3-319-93417-4 38

12. Shah, H., Villmow, J., Ulges, A., Schwanecke, U., Shafait, F.: An open-world exten-
sion to knowledge graph completion models. In: Proceedings of the AAAI Confer-
ence on Artificial Intelligence, vol. 33, pp. 3044–3051 (2019)

13. Shi, B., Weninger, T.: Open-world knowledge graph completion. In: Thirty-Second
AAAI Conference on Artificial Intelligence (2018)

14. Singhal, A.: Introducing the knowledge graph: things, not strings (2012). https://
googleblog.blogspot.ie/2012/05/introducing-knowledge-graph-things-not.html

15. Socher, R., Chen, D., Manning, C.D., Ng, A.: Reasoning with neural tensor net-
works for knowledge base completion. In: Advances in Neural Information Process-
ing Systems, pp. 926–934 (2013)

16. Trouillon, T., Welbl, J., Riedel, S., Gaussier, É., Bouchard, G.: Complex embed-
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Abstract. Given the problem that currently distributed graph embedding models
have not yet been effectivelymodeled of substructure similarity, biased-graph2vec,
a graph embeddingmodel based on structural characteristics of rooted subgraphs is
proposed in this paper. This model, based on the distributed representation model
of the graph, has modified its original random walk process and converted it to a
randomwalk with weight bias based on structural similarity. The appropriate con-
text is generated for all substructures. Based on preserving the tag features of the
nodes and edges in the substructure, the representation of the substructure in the
feature space depends more on the structural similarity itself. Biased-graph2vec
calculates the graph representations with unsupervised algorithm and could build
themodel for both graphs and substructures via universalmodels, leaving complex
feature engineering behind and has functional mobility. Meanwhile, this method
models similar information among substructures, solving the problem that typical
random walk strategies could not capture similarities of substructures with long
distance. The experiments of graph classification are carried out on six open bench-
mark datasets. The comparison among our method, the graph kernel method, and
the baseline method without considering the structural similarity of long-distance
ions is made. Experiments show that the method this paper proposed has varying
degrees inordinately improved the accuracy of classification tasks.

Keywords: Graph data · Network embedding · Graph embedding · Structural
similarity · Graph classification

1 Introduction

Graph data is a data form widely exist in the field of biochemistry, social network &
network security, in which tasks like the prediction of biochemical characteristics [1],
community detection [2], malicious code detection [3], etc. often share a tight link
with graph classifications and clusters. There is a need to put the original graph into
representation as an eigenvector of fixed length to facilitate the application of mature
classification and clustering algorithms in machine learning. Graph embedding, there-
fore, is the method that via studies upon how to maintain enough characteristics of the
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graph while fitting it into the characteristic space, making the original graph being pre-
sented in vectors as integrated as possible, and eigenvectors after representation could
lead to a better outcome in the following tasks of graph-processing.

The work related to the graph representation can be broadly divided into two
categories:

(1) Graph Kernel Method. The Graph kernel method is a widely used method to
measure the similarities between different graph structures. For ordinary kernel meth-
ods, the primary thought is to map a low-dimension vector x to a higher dimension that
reproduces kernel Hilbert space using a nonlinear mapping function ∅. This way, nonlin-
ear tasks that are relatively hard to calculate in lower dimensions can be solved in higher
dimension Hilbert feature space through linear algorithms. Early Graph embedding
methods mainly include the graph kernel methods [4–6] and dimensionality-reducing
methods (multidimensional scaling (MDS) [7], IsoMap [8], locally linear embedding
– LLE [9]).

Though graph kernel methods stand their crucial role in multiple graph-related tasks
and are now still widely used, the method has its restrictions: 1) The high-dimensional
feature representation obtained by the graph kernel method has some information redun-
dancy, which leads to the high cost of calculation and memory. 2) This method needs a
predefined kernel function, which relies on feature engineering to get practical features.
As a result, making the model insufficient mobility. 3) In the graph kernel method, we
generally regard substructures as atomic structures, ignoring the structural similarities
among substructures.

(2) Graph Embedding Method. Graph embedding could be regarded as a unique
form of network embedding in particular circumstances. Graph embedding learning and
network embedding learning both aim to learn the low dimension vector presentations in
the feature space. However, there is some difference between graph embedding learning
and network embedding learning. Network embedding learning faces networks with rich
node properties information like social networks. Graph embedding learning, simulta-
neously, faces network with rich graph-structural data like biochemical structures and
code flows, which do not contain much information of node properties but contain rich
information like node labels, edge labels, and weights. DeepWalk [10] is the first article
to apply the word vector model, word2vec, and random walk to the field of network
embedding. Later embedding models like LINE [11], node2vec [12], etc. are based on
the representation learning model in the framework of the random walk. As word vector
models widely used, new research based on distributed word vector models has come
out in graph embedding field, e.g., subgraph2vec [3], graph2vec [13], GE-FSG [14], etc.
These methods share similarities in their general frames. They decompose the graphs
into their atom substructures by considering the graph as the document, considering the
atom substructures as words in the document. The graph-embedding models can use the
word vector model to learn the low dimension embeddings of each graph.

However, the graph embedding model fundamentally differs from the word embed-
ding model. In the word vector model, it is not easy to capture the similarities between
words in the very beginning. The similarity can only be obtained via the model’s embed-
ding results. If there are two certain randomwords marked asw1,w2, the model will not
be able tomeasure their similarity without information of their context properly. In graph
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embedding learning, the structural similarity between substructures is easy to measure.
For example, given two substructures g1, g2, even if there is no information about their
context, the model can still capture their similarity by measuring characteristics such
as edges, nodes, degrees, graph-kernels, and more. Existing graph embedding models
leave this similarity information behind.

Subgraph (substructure), as a significant characteristic of graphs and networks,
obtains a higher level of abstraction information than characteristics like nodes, edges,
degrees, etc. Many recent kinds of research regard subgraphs as the atom substructures
of graphs and learn their representation via distributed learning models. However, those
graph embedding models ignore the similarities between subgraphs that exist in the very
beginning. This paper proposes biased-graph2vec, which is based on structural charac-
teristics of rooted subgraphs. The model learns the vector representation of both graphs
and rooted subgraphs in the same vector space. The classified task has been tested in six
base data sets, and the result shows the accuracy of graph classifications, compare to the
baseline method, which has been varying degrees improved.

2 Problem Definition

Given a graph set Γ , graphs in Γ represented as {G1,G2, . . .}. The goal of graph
embedding is to learn d -dimensional representation in the characteristic vector space
of each graph G in Γ . In the learning process, it is vital that characteristic vectors
reserve corresponding characteristics of labels and edges in substructures and context
of the substructures. Moreover, the dimensionality d should be properly set to keep the
memory and calculation cost of the representation matrix Φ ∈ R|Γ |×d low enough.

Graphs in the graph set Γ are defined asG = (N ,E, λ), in whichN stands for the set
of nodes, E ⊆ (N × N ) represents the edge set. For that data used in graph embedding
usually has relatively complete labels of edges and nodes, therefore in such a system,
we define those graphs with label information as labeled graphs while those without
defined as non-labeled graphs. In labeled graphs, there exist functions λ : N → �,
mapping each node to a corresponding character in the alphabet �, in the same way, we
define the edge-mapping function η : E → ε.

For two given graphs, G = (N ,E, λ) and Gsg = (
Nsg,Esg, λsg

)
, Gsg is the sub-

graph of G if and only if there exits an injective function μ : Nsg → N , which makes
(μ(n1), μ(n2)) ∈ E if and only if (n1, n2) ∈ Esg .

3 Graph Embedding Model Based on Structural Characteristics
of Rooted Graphs

According to descriptions in [15], the context of substructures only shows local char-
acteristics of substructures. Therefore, if two substructures resemble each other but are
far from each other in the context, it is almost impossible for existing distributed graph
models to produce valid learning results. In a graph-related calculation, there is usually
enough label information of nodes and edges, but apart from that, the similarities between
substructures also mean they have similar characteristics. For example, in a malicious
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code detection task, the function call of code segment A is different frommalicious code
segment B, but they share a similar process of execution. Therefore code segment A is
highly suspectable, which means the representation of A in feature space resembles B
more than a random one. In the existing graph distributed representation model, A and
B as independent atomic structures possess different labels and contexts, making the
final results of representation differ a lot from each other. Currently, existing distributed
graph embedding models are incapable of capturing structural similarities between dis-
tanced structures like these. As in Sect. 3, by bringing the substructure’s similarity into
consideration, this paper proposed biased-Graph2vec to solve the problem.

3.1 The Frame of Biased-Graph2vec

The d-dimensional subgraph of the node n in graph g is defined as a subgraph containing
every single node that could be reached from node n in d hops and edges between these
nodes.

The core of the model is to use the similarities information among substructures to
create a hierarchical structure from where random walks are performed. This paper uses
graph sets in experiments, to learn a graph’s embedding the process is the same.

The biased-graph2vec mainly consists of two parts. The first part is to traverse all
nodes to produce substructures related to every node, construct a 2-layer structure to
capture similarity information among substructures, then use the biased random walk
algorithm to perform a random walk in the two-layer graph structure to obtain con-
texts containing structural characteristics of the subgraphs. The second part is just like
other graph embedding models, to fit all substructures into the word embedding model
doc2vec. Treat substructures as a word in the word embedding model, the graph as the
word sequence and substructures of the graph as words. Doc2vec model is applied to
acquire the representation of the graph and substructures in the feature space of a lower
dimension.

According to the specific task, the selection subgraphs is flexible choosing from
subgraphs like frequent subgraph, rooted subgraph, ego graph, etc. Biased-graph2vec, in
this paper, selects rooted subgraphs as its substructures. Advantages of rooted subgraphs
over the other options are as followed:

(1) The computation cost is much less than the frequent subgraph mining algorithm.
(2) Rooted subgraphs, compared with other characteristics like nodes and edges, pos-

sess a higher level of abstraction, possibly containingmore informationon thegraph.
Once applied to the word vector model, for it is generated from node traversal, dif-
ferent rooted subgraphs share a similar order of magnitudes. The more valuable
information the subgraph contains, the better the graph representation will be.

(3) The nonlinear substructure could better acquire the graph’s characteristics in normal
tasks than linear substructures. Weisfeiler-Lehan (WL) kernel [6] algorithm, for
example, is the kind of algorithm based on characteristics of rooted graphs that
appears to be more effective in both experiments and applications than other linear
graph-kernel algorithms like randomwalk kernel algorithm and shortest path kernel
algorithm.
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The processing procedure of biased-graph2vec is shown in the Fig. 1. First, generate
the set of rooted subgraphs, then calculate the structural similarities among substructures,
build amodel of the biased randomwalk from structural similarities, and themodel of the
document is built based on that model, finally output the low dimension representations
vectors of substructures and graphs.

Fig. 1. A processing procedure of biased-graph2vec

3.2 Rooted Subgraphs Generation

Graph set denoted as D = {d1, d2, . . . , dN }, generate rooted subgraph sg(h)
v for every

node v ∈ di of every single graph di ∈ D, h denotes the depth of currently rooted
subgraph. After h iterations, the result set contains all the root subgraphs of nodes v less
than or equal to h-order neighbor nodes. The procedure of generating rooted subgraph
refers to the labeling process of the Weisfeiler-Leman (WL) kernel [6] algorithm, the
WL relabeling process, which is shown in Algorithm 1. The input of the algorithm is
current node v, graph to be extracted G, hyper-parameter h depth of extraction. The
process of extracting rooted subgraphs is recursive, in which h controls the of recursive
depth the extraction, meaning that in the end, the rooted graph set of node v contains
rooted graphs ordered from 0 to h (when h equals 0 the function returns to the current
node). The larger h is, themore rooted subgraphs are extracted, and themore information
about adjacent structures are contained, the more subsequent computations cost will be.
The rooted subgraph generation algorithm is shown in Fig. 2.

3.3 Context Generation

After recursion of all nodes of each graph in graph setD, the set of all rooted subgraphs in
the graph set is generated and denoted asGsg . Also, the neighboring rooted graphs of the
targeted subgraph are obtained in the subgraph generating process. For example, if h is 3,
the subgraph sg(1)

v has the context of sg(0)
v , sg(1)

v , sg(2)
v that represent local information of

sg(1)
v . According to WL relabeling process, it is able to represent every rooted subgraph

in the form of unambiguous unique strings, which make up the vocabulary of rooted
subgraphs, Vocabsg .

The context obtained above only represents the local feature of the rooted subgraph.
To capture the similarity between subgraphs far away and expand the range of the random
walk, the context generating process should meet the requirements below:
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Algorithm 1: GetWLSubgraph( )
Input

Output rooted subgraph set of the current node with extraction depth 

1: function )
2:        
3:        if then
4:            
5:        else
6:            
7:            
8:            )
9:        end if
10:      return 
11: end function

Fig. 2. Process of GetWLSubgraph algorithm

For rooted subgraphs sg1, sg2 ∈ Gsg , representations in feature space are corre-
spondingly marked as e(sg1), e(sg2). The distance of e(sg1), e(sg2) embedding in
vector space should reflect not only the local context’s similarity but also the structure
similarity of sg1, sg2 themselves.

Structural Similarity Calculation. Depending on the specific situation, a standard
similarity measure can be used to measure structural similarity such as node similarity,
edge similarity, graph kernel, etc. Considering the calculation cost, for that the degree of
the node reveals a structural similarity to some degree, this section calculates the simi-
larities among each node’s degree sequence of rooted subgraphs to infer the structural
similarity of the rooted subgraphs.

For a given subgraph sg ∈ �sg , its ordered sequence of nodes’ degree is marked
as s

(
Vsg

)
, and Vsg stands for the node-set of subgraph sg. Due to the sequence length

could be inequality, this section applies the Dynamic Time Warping (DTW) method to
the calculation. In this method, all elements in two sequences will be correspondingly
lined up individually, making the sum of aligned sequences’ distance reduced to the
least. Let sequences A,B represent the sequences of degrees of nodes, this section uses
the formula below to calculate the distance between a ∈ A, b ∈ B:

d(a, b) = max(a, b)

min(a, b)
− 1 (1)

in which max(a, b) is the maximum of two node degrees and min(a, b) is the opposite.
Formula (1) makes the distance clear to zero when the sequences are identical and the
d in the formula becomes more sensitive towards the difference between a, b when a, b
are smaller.
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Calculation of structural similarities between two subgraphs sg1 and sg2 can be
converted to the issue of calculating the distance of degree sequence of nodes from
those two corresponding subgraphs. As defined in the DTW algorithm, the distance can
be turned into an optimization problem. The sequence distance obtained by the DTW
algorithm is the distance of structural similarity of rooted subgraphs sg1, sg2, which are
denoted as f (sg1, sg2).

Random Walk Process. Compared to structural similarities among rooted subgraphs,
the similarity between two nodes is not meaningful, so in context generation, biased-
graph2vec chooses a hyperparameter to avoid the calculation.

To generate enough context for single nodes and capture long distanced rooted
subgraph’s structural similarities, biased-graph2vec uses a two-layer network structure
where context is captured through a cross-layer randomwalk. The two-layer walk model
uses the similarity between the degree sequences of nodes to measure the structural sim-
ilarity of nodes, and controls the walk jump probability through the similarity. The
random walk process is shown in Fig. 3.

Fig. 3. The sketch map of the random walk process

The generated sequence of the random walk process acquired in Fig. 3 is denoted as
(n1, sg1, sg2, n2 . . .). The first layer contains all nodes from each graph in the graph set
G, while the second layer includes all rooted subgraphs. The structural similarities of
nodes are represented via the calculation of similarities of nodes’ rooted subgraphs. In
the random walk process, each node in the node layer and each rooted subgraph in the
subgraph layer will be start point and do the random walk process. The random walk
process is performed to generate a fixed-length sequence and repeat the process multiple
times. The number of walks performed from every start point and the length of each step
will be taken as hyper-parameters to control the scale of context generated. The random
walk process can be described in three conditions:

1. Jump from the node layer to rooted subgraph layer
The transition probability of skipping from node layer layern to rooted subgraph

layer layersg is 1. For node v of the node layer as the current node, the destination of
skipping will be chosen from all rooted graph sets that include node v. As defined in
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formula (2), the likelihood of skipping is inversely proportional to the sum of the node’s
degree sequence of the currently rooted subgraph. If the number of nodes in a subgraph
is smaller, or the degree of nodes is smaller, the structure of the root subgraph is simpler,
that is, the sum of the sequence elements of the sequence composed of the degree of each
node is smaller, then the probability of skipping to a rooted subgraph that contains node
v and relatively simple in structure is more significant and vice versa. The probability of
skipping from the node v of the node layer to rooted subgraph sg of the rooted subgraph
layer can be calculated from the formula:

playern→layersg (v, sg) = e−sum(s(Vsg))

M
(2)

The sum
(
s
(
Vsg

))
denotes the sum of the elements in the degree sequence of the

current node. The normalizing factor M is defined as:

M =
∑

sg′∈Γsg ,sg′ �=sg,v∈sg′
e
−sum

(
s
(
Vsg′

))

(3)

2. Jump from rooted subgraph layer to rooted subgraph layer
The structure of the rooted subgraph layer could be regarded as an undirected

weighted graph, in which weight represents the transition probability in the randomwalk
process. It is defined by structural similarities. In rooted subgraph layer, the transition
probability is defined as followed:

p(sg1, sg2) = e−f (sg1,sg2)

Z
(4)

Z is the normalizing factor defined as:

Z =
∑

sg∈Γsg ,sg �=sg1

e−f (sg1,sg) (5)

The more similarity sg1, sg2 share, the smaller the similarity distance f (sg1, sg2)
will be, and synchronously, the probability of jump probability p(sg1, sg2) grows.

3. Jump from rooted subgraph layer to node layer
The likelihood of skipping from rooted subgraph layer to the node layer is the hyper-

parameter q. The skipping destination is a random node from all nodes contained in the
current subgraph. For each node in the current subgraph, the probability is equal.

The context acquired from the random walk above and context from the process of
rooted subgraph generation are merged as the context of biased-graph2vec.

Model Construction Based on Rooted Subgraphs. Every rooted subgraph in the
rooted subgraph set is correspondingly fitted into word2vec as a word while graph
set D = {d1, d2, . . . , dN } as the document. Applying the word2vec model and rep-
resentation in a lower dimension of a graph and rooted subgraph in the same vector
space is obtained. For that, the vocabulary size of the rooted subgraph is often relatively
large. Applying negative sampling technology could effectively reduce the amount of
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calculation. Biased-graph2vec uses SGD (Stochastic Gradient Descent) to optimize the
parameters of the model.

The low dimension representation acquired could be applied to the following tasks.
Moreover, it is convenient to use the traditionalmachine learning algorithm. For example,
in graph classification tasks, we can directly feed the acquired vectors into classifying
algorithms like SVM. In graph clustering tasks, the vectors obtained can be used as the
input of clustering algorithms like K-means.

4 Experiments

4.1 Experimental Settings

Experimental Data. The six open benchmark data sets used in the experiment from
the field of biochemistry are Enzymes, Mutag, Nci1, Nci109, Proteins, and Ptc. Table 1
below shows the statistics of the data sets. The six data sets are all multi classification
data, and their classification standards range from different protein structures to whether
they cause cancer to experimental mice, including multiple classification standards in
structure and function. In this experiment, the graph representation ability of the model
is proved by the classification task experiment under different classification standards
on six datasets.

Table 1. Statistics of the graph sets

Data sets Enzymes Mutag Nci1 Nci109 Proteins Ptc

Number of samples 600 188 4110 4127 1113 344

Average degree 33.5 17.9 29.8 29.6 39.1 25.5

Graph label 7 2 2 2 2 2

Node label 44 7 37 38 3 19

The Enzyme contains proteinic structures from enzymes of 6 kinds, moreover, 100
protein structures per kind. Mutag contains 188 structures of compounds classified and
separately labeled according to their capability of inducing a certain kind of bacteria
mutation. Ptc contains 344 compound structures classified and labeled by the fact of
whether they are carcinogenic to mice. Protein has 1113 amino acids’ second-level
structures. Ncil andNcil109 contain compounds related to cancer cell researching,which
respectively have the sample numbers of 4110 and 4127.

Base Line Methods. The baseline methods apply the subgraph2vec, graph2vec algo-
rithms, and kernel method WL, which have been mentioned in content-related sections
of the paper.

Subgraph2vec [3] aims at the disadvantage that the substructure of the graph kernel
method is entirely independent. It takes graph’s substructures as words in the text while
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the graph as the document then applies a random walk and word embedding model
to learn the representation of subgraphs. The algorithm applies the labeling process of
the WL method to generate rooted subgraphs. Meanwhile, it modified the skip-gram
model of the word2vec algorithm to make its inputting parameters able to suit vectors
of indeterminate length.

Graph2vec [13] universally learns the representation of both graphs and substructures
in the same characteristic space. The algorithmhas two stages, first ofwhich is to generate
the rooted subgraphs, the second is to embed the vector of every rooted subgraph via
doc2vec. The difference between the algorithm and subgraph2vec is that the model used
in the second stage is different.

Weisfeiler-Lehman (WL) kernel [6] designs graph kernel algorithm from character-
istics of the rooted subgraph. Compared with others, this is a better way to capture the
characteristics of the graph itself.

In the experiment, the dimension of the vectors is uniformly set to 256. The length of
the randomwalk sequence of biased-graph2vec and graph2vec is fixed to 10. The rooted
subgraphs generatedwith theWLmethod have amaxdepth of 2, and the hyper-parameter
of biased-graph2vec, q, is 0.3.

Evaluation Methodology. This section evaluates the effectiveness of the model with
classification tasks. We use the accuracy rate as an evaluation indicator, which is to
classify the nodes from their representations and evaluate the accuracy of the result.
Process of calculation is as followed:

The vector representation of each rooted subgraph and node is obtained by modeling
90% of the data while verifying the representation in the remaining 10%. This paper
applies SVM to classify the nodes of the remaining 10% to get accuracy. The formula
of calculation of the accuracy is:

acc = TP + TN

P + N
× 100% (6)

P is the number of positive examples, while the N means the number of negative cases.
Similarly, TP is the number of the positive examples that have been correctly classified
and TN is the number of negative examples in their supposed places.

Graph Classification. The experiment was repeated ten times because some of the data
sets were relatively small. In this paper, the average accuracy and standard deviation are
taken as the evaluation index of the classification effect.

The parameters in the experiment are chosen via the grid-search method. The length
of the random walk sequence is 15, and the walk has been performed five times. The
probability of skipping in biased-graph2vec, q, is 0.1, and the depth of acquiring rooted
subgraphs is 3.

Many results of the experiment are shown in Table 2.
In the multi-classification tasks, it is evident that the WL kernel method and the

subgraph2vec have a rather poor performance. Probably for that, the lack of a unified
model building of graphs and subgraphs leads to their vector representation emerging
in different vector spaces.
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Table 2. Accuracy of the experiment of graph classification

Data sets Ptc Proteins Nci109 Nci1 Mutag Enzymes

Biased-graph2vec 70.86 ± 2.40 77.17 ± 4.40 71.82 ± 1.35 72.02 ± 2.33 88.42 ± 6.25 77.50 ± 6.90

WL 58.78 ± 4.91 76.07 ± 1.16 69.93 ± 3.58 70.03 ± 1.35 67.11 ± 8.32 32.78 ± 8.34

Subgraph2vec 55.92 ± 9.01 75.18 ± 1.47 70.07 ± 3.21 71.14 ± 2.94 65.79 ± 8.89 44.00 ± 6.3

Graph2vec 68.10 ± 7.96 76.25 ± 4.75 67.19 ± 1.61 70.60 ± 1.60 86.47 ± 7.3 72.92 ± 4.52

In subgraph2vec, the output of the model is the representation of the substructure in
the feature space; a similarity matrix of substructures is needed to get the representation
of the graph at its final stage. Based on model doc2vec, biased-graph2vec uniformly
does the model construction of both substructures and graphs. In this multi-classification
experiment, doc2vec-based methods perform better.

In the experiment, biased-graph2vec ismore effective than the other baselinemethods
in six data sets. It proves that compared with graph kernel method and method, ignoring
the similarity among long distanced substructures, biased-graph2vec is more effective.

5 Summary

This paper proposed biased-graph2vec, the graph embedding model based on structural
characteristics of rooted subgraphs, improved based on the vulnerability that existing
projects have not done practical acquirement of the structural similarity of substructures.
By building a suitable walkingmodel for the substructures, biased randomwalks are per-
formed to generate a moderate context. After that, the low dimensional representations
of graphs and substructures are acquired via word embedding model. The experiment
of graph classification proves the effectiveness of the model.

Directions of future research:

(1) For that comparedwith other graph embeddingmodels, the biased-graph2vecmodel
adds an additional part, that is, context generation, which leads to more computing
work in the model. Next, we will further study how to reduce the computing cost.

(2) In the next step, we will also find out whether other effective fine-grained struc-
tures will not increase the calculation amount and can capture the similarity of
substructures more precisely.
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Abstract. Depth estimation from a single image plays an important
role in computer vision. Using semantic information for depth estima-
tion becomes a research hotspot. The traditional neural network-based
semantic method only divides the image according to the features, and
cannot understand the deep background knowledge about the real world.
In recent years, the knowledge graph is proposed and used for model
semantic knowledge. In this paper, we enhance the traditional depth
prediction method by analyzing the semantic information of the image
through the knowledge graph. Background knowledge from the knowl-
edge graph is used to enhance the results of semantic segmentation, and
further improve the depth estimation results. We conducted experiments
on the KITTI driving dataset, and the results showed that our method
outperformed the previous unsupervised learning methods and super-
vised learning methods. The result of the Apollo dataset demonstrates
that our method can perform in the common case.

Keywords: Knowledge graph · Object detection · Depth prediction ·
Auto driving

1 Introduction

In the field of computer vision and robotics, estimating the depth structure of
images has been extensively studied. The estimation of the depth structure is
the foundation of motion planning and decision making. These technologies are
widely used in autonomous moving platforms (AMP) [17].

The traditional monocular depth estimation methods obtain the depth struc-
ture of the scene by fusing information from different views, which facing the
problems of mismatching and insufficient features [15]. In recent years, deep
learning has been considered as a promising approach to overcome the limita-
tions of traditional visual depth estimation methods [4]. Compared to traditional
methods based on multi-view geometry, the learning-based methods predict the
depth structure of a single view using prior knowledge learned from numer-
ous training samples. Researchers also combine traditional methods with deep
c© Springer Nature Switzerland AG 2020
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Fig. 1. Example predictions by our method on KITTI dataset of [7]. Compared against
[23], our approach recovers more details in the scene.

learning [17], by predicting depth map with trained neural network and refine
scene structure with multi-view geometry. The emergence of self-supervised and
unsupervised methods makes the training of neural networks no longer require
ground-truth depth data [6,13,23]. Meanwhile using semantic information for
depth estimation also draws the attention of researchers [16].

State-of-the-art learning-based algorithms can effectively find some rules of
training data, but they fail to analyze the background information of the scene
like humans [5]. Given that images and videos are reflections of the world, exploit-
ing the background knowledge can effectively improve the training effect of depth
prediction.

In this paper, we introduce the knowledge graph into the depth estimation
task, by boosting semantic segmentation using object detection information. Our
key idea is first boosting object detection and semantic segmentation with the
background knowledge given by the knowledge graph, then improving depth pre-
diction result with semantic information. The detection result will help seman-
tic segmentation by determining the area of the object [1]. Finally, the depth
prediction task will benefit from semantic segmentation results. Some example
predictions are shown in Fig. 1.

Our model is trained on the KITTI provided by [7] dataset and perform
a comprehensive evaluation of the model. The evaluation includes semantic
segmentation, depth prediction, and ego-motion prediction. The results of the
assessment indicate that the knowledge graph can effectively improve the depth
prediction results.
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2 Related Work

Knowledge Graph Boosted Object Detection. Object detection is an essential task
in the computer vision field. It is the backbone for many advanced applications,
such as facial detection, autonomous driving, drone photography. Object detec-
tion can be divided into two main parts: location regression and image classifica-
tion. Many new classification frameworks are trying to utilize extra information
beyond the image itself.

Knowledge graph is an effective method to introduce background knowledge
into the model [19], and it is widely used in the classification field. Lee et al.
[11] proposed ML-ZSL framework, developing the relationship knowledge graph
for zero-shot classification. By combining the location regression technique with
the knowledge graph, object detection is boosted by knowing the background
knowledge given by the graph. Fang et al. [5] propose a framework of knowledge-
aware object detection, which enables the integration of external knowledge from
knowledge graphs into any object detection algorithm. Liu et al. [22] integrate
graph convolutional networks (GCN) into object detection framework to exploit
the benefit of category relationship among objects. These methods help tradi-
tional object detection benefit from external knowledge.

Joint Detection and Segmentation. Object detection is an essential task in the
computer vision field. It is the backbone for many advanced applications, such
as facial detection, autonomous driving, drone photography. Object detection
can be divided into two main parts: location regression and image classifica-
tion. Many new classification frameworks are trying to utilize extra information
beyond the image itself.

Detection and segmentation can reinforce each other, and improve the depth
estimation. Yang et al. [21] use object detection to segment the image, they intro-
duce a figure-ground masks and find relative depth ordering of it. Hariharan
et al. [9] propose a learning-based model for simultaneous detection and seg-
mentation, in which they refine pixel-level segment with boxes detection. Chen
et al. [2] introduce a model for box detection, semantic segmentation, and direc-
tion prediction, and they refining the object detection result with semantic and
direction features.

Learning Based Depth Prediction. With the advancement of convolutional neural
networks (CNN), techniques for predicting scene depth structures from a single
image using deep learning methods are receiving increasing attention. The neu-
ral networks is introduced to depth estimation [4,12], these methods require
ground-truth depth information collected by depth sensors such as depth cam-
eras or LIDAR for supervision. However, the noise and artifacts generated by
the depth sensor severely limit their performance [8]. In order to solve these
problems, self-supervised methods and unsupervised methods have emerged,
which do not require depth information but calculate the loss function based
on geometric constraints between different views to learn the spatial structure of
scene from images or videos [6,23]. However, semantic information is no used in
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Fig. 2. The main process of our method. The depth and segmentation are predicted
with the neural network. The depth domain is trained with multi-view geometric infor-
mation, and the semantic segmentation is used to improve the result. The semantic
domain is trained with ground-truth and the result is refined by the knowledge graph.

most unsupervised methods. Ramirez et al. [16] boost unsupervised method with
semantic segmentation. Their overall learning framework is semi-supervised, as
they deploy ground-truth data in the semantic domain. Their semantic seg-
ment is learned without external knowledge. With the help of knowledge graph
for better detection and segmentation, depth prediction results can be further
improved.

3 Method

Our method learns to predict the semantic segmentation and depth structure
of the scene. The segmentation result is refined with external knowledge. The
main process of our method is shown in Fig. 2. We first introduce the object
detection and semantic segmentation with the knowledge graph. And then we
introduce the semi-supervised learning of depth and segmentation with CNN.
Finally other loss function for depth prediction and segmentation is introduced.

3.1 Detection with Knowledge Graph

Our key idea is utilizing information on objects’ relationships for object detec-
tion tasks and improving the segmentation result with the information given by
detection.

We utilize the objects’ relationship of KITTI object detection dataset[7]. The
category relationship knowledge graph is built following the way in [5]. For the
established KITTI knowledge graph, each node represents each category and the
graph edge from Node A to Node B is calculated by the conditional probability
P (B|A). For instance, if car and cyclist appear together 1000 times in dataset,
and car appears 8000 times totally in the dataset, the edge from cyclist to car
is defined as P (Cyclist|car) = 1/8 = 0.125.
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After we get a matrix of the conditional probability, we need to further
compare it with an existing model to enable knowledge-aware detection. The
key idea is that two object with a high degree of semantic consistency are more
likely to appear at the same time with comparable probability. For two bounding
boxes of different objects b and b′ in one image, the result of label will be punished
if P (b|b′) or P (b′|b) is small. The loss is designed as follows:

Lknowledge =
1
N

B∑

b

B∑

b′
(1 − P (b|b′)) +

1
N

∑

b

∑

b′
(1 − P (b′|b)) (1)

in which B denotes all boxes in the image, N is the number of boxes.
Unlike object detection, semantic segmentation requires a label for each pixel

in the image The initial set of detection is generated by classifying the fast edge
boxes. Segmentation is guided by the initial localization and the corresponding
appearance cues. We generate box map based on edge boxes, in which areas
without any box is zero while other is label number. And we punish points of
segmentation in the same category that are in the box. Let pt be the semantic
result given by the semantic network, p̄t be the edge boxes map generated, the
semantic-segmentation loss can be designed as:

Lsemseg =
{

1 p̄t = 0
H(pt, p̄t) other

(2)

where H denotes the entropy. Lsemseg is computed at full resolution only.

3.2 Depth Estimation with Multi-view and Semantic Information

In our method, the core of training the neural network is to simultaneously
minimize the reprojection loss and semantic loss. The reprojection loss refers to
the loss between the point of the projected target image, which is obtained by
projecting the source image with a specific projection transformation. For the
semantic loss, we smooth the image based on semantic segmentation, which
makes the depth estimation result correspond to the semantic segmentation
result.

We first introduce our reprojection loss. Given a pair of sequence frames It−1

and It, in which It−1 is the source view and It is the target view. For every point
pt on target view It, first warp them to the source view It−1 using the predicted
scene depth map and ego-motion, then calculate discrete pixel coordinates by
bilinear interpolation. For each point pt on the target image, its corresponding
point pt−1 is

pt−1 ∼ KTt→t−1Dt(pt)K−1pt (3)

in which K denotes the camera intrinsic matrix and Dt denotes depth map
predicted by neural networks and Tt→t−1 is the rotation matrix from target
view to source view.

Since pt−1 is continuous value, the discrete pixel coordinates can be calcu-
lated using the differentiable bilinear sampling method. That is, interpolation
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is performed according to four pixel points (upper left, lower left, upper right,
lower right) adjacent to pt−1 to approximate. Finally, the reprojection loss can
be expressed as follow:

Lreproject =
∑

p

∣∣∣It(p) − Ît(p)
∣∣∣ (4)

in which Ît denotes warped target image, p denotes pixel index.
The image reconstruction loss is calculated using three pictures in the video

sequence. We used the image mask structure proposed by [13]. The mask limits
the valid range of image matching, preventing pixels projected outside the image
from affecting the prediction result. The mask can be effectively calculated based
on the depth of the scene and ego-motion. For image sequence It−1, It, It+1,
we calculate two masks Mt−1 and Mt+1, which represent the valid part of the
projected image Ît−1 and Ît+1, so that we can avoid the invalid matching.

We perform Gaussian smoothing on the target image when calculating the
loss, which makes pixel points easy to match with the source image. Gaussian
smoothing is achieved by convolution, and the Gaussian convolution kernel can
be calculated as follow:

G(u, v) =
1

2πσ2
e−(u2+v2)/(2σ2) (5)

in which u and v are the size of convolution kernel, σ denotes the smooth param-
eters for Gaussian. In our experiments, we use u, v = 3, σ = 5 to calculate the
kernel. The image is smoothed by convolving the target image with the Gaussian
kernel.

Finally, we normalize the depth image by a simple normalization method.
The operator η(·) denotes dividing the input tensor by its mean:

η(di) =
Ndi∑N
j=1 dj

(6)

in which di and dj donates the depth points in the depth map.
Combined with the above three methods, the final image reconstruction loss

can be expressed as follow:

Lrec =
∑

p

∣∣∣(ζ(It(p)) − Ît−1
t (p))Mp

t−1

∣∣∣

+
∑

p

∣∣∣(ζ(It(p)) − Ît+1
t (p))Mp

t+1

∣∣∣
(7)

in which ζ denotes the Gaussian smooth process and Ît−1
t denotes the projected

image from source image It−1. And M is the masks calculated.
After the reprojection loss we introduce our semantic loss or this part, we

calculate the standard cross-entropy between the predicted results and ground-
truth semantic labels:

Ls = c(pt, p̄t) = H(pt, p̄t) + KL(pt, p̄t) (8)



46 Y. Zhao et al.

where H is the entropy and KL is the KL-divergence. pt is the points in predicted
result and p̄t is ground-truth label. The semantic term, Ls, is only computed at
the full resolution.

The depth-semantic consist loss is designed as follow:

Lconsist =
∑

ij

∣∣∣∣∂xDij
∣∣∣∣ e−||∂xsemij||

+
∑

ij

∣∣∣∣∂yDij
∣∣∣∣ e−||∂ysemij|| (9)

where sem denotes the ground-truth semantic map and D is the predicted dis-
parity map. Unlike smoothing the disparity domain directly, the novel Lconsist

term detects discontinuities between semantic labels and the disparity domain,
which keeps the gradient consistent.

3.3 Other Loss Functions

The structural similarity (SSIM) proposed in [20] is a common metric used to
evaluate the quality of image predictions. It measures the similarity between two
images. SSIM is calculated as follows:

SSIM(x, y) =
(2μxμy + c1)(2σxy + c2)

(μ2
x + μ2

y + c1)(σx + σy + c2)
(10)

in which μ and σ denote the mean and the variance, respectively. We calculate
μ and σ by pooling using the method proposed by [13]. Since SSIM needs to be
maximized and the upper bound is 1, the SSIM loss is designed as:

LSSIM =
∑

p

[
1 − SSIM(Ip

t , Îp
t )

]
Mp

t−1

+
∑

p

[
1 − SSIM(Ip

t , Îp
t )

]
Mp

t+1

(11)

The depth output needs to be smoothed. We smoothed the depth map using
a same smoothing, which ensures that the depth gradient are consistent with
image gradient. The smooth loss can be designed as:

Lsm =
∑

ij

∣∣∣∣∂xDij
∣∣∣∣ e−||∂xIij||

+
∑

ij

∣∣∣∣∂yDij
∣∣∣∣ e−||∂yIij|| (12)

in which I denotes the source image and D denotes the depth map predicted by
the network.
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4 Experiments

In this chapter, our network structure and training details is first introduced.
Then we evaluated the performance of our method and compared it to previous
work. We used the KITTI dataset for training. Using the data split method
provided in the article [4], a total of 44540 image in the dataset were used, of
which 40109 were used for training and 4431 were used for validation.

4.1 Network Structure

For depth estimation, our network structure includes two subnets: the depth esti-
mation network and the ego-motion estimation network. The depth estimation
network inputs a single 3-channel image and outputs depth values of four differ-
ent scales. The network adopts the [14] network structure, that is also adopted
by [23]. This is a network based on the encoder-decoder, adding a skip structure
and adopting an output of four scales.

The ego-motion estimation network inputs three consecutive images and out-
puts 6-DOF of ego-motion. We used the same network structure used in [13],
which inputs three consecutive images in the image sequence and outputs 6-DOF
ego-motion.

For the semantic part, our network structure shares the same network with
a depth estimation network. The detection network is fine-tuned from Faster-
RCNN [10]. We fine-tune the network with a knowledge graph calculated from
KITTI object detection dataset.

4.2 Metrics and Baseline for Depth Estimation

We evaluate depth estimation using the metrics the same as Eigen et al. [4]. 700
images are tested in the test data from the division of the KITTI dataset (this
division excludes visually similar images). In our evaluation, we set the effective
distance to 50 meters and 80 meters, respectively.

As this work aims at improving the depth estimation result by strengthening
image correspondence, we mainly compare our approach to the learning-based
method. We compared our method with the existing supervised and unsuper-
vised methods. The actual depth value is obtained by projecting the LIDAR
data to the image plane and interpolating.

4.3 Evaluation of Depth Estimation

Table 1 compares the results of our work with existing work in estimating the
depth of the scene. As seen in Table 1, “Ours” and “Ours knowledge” indicate
the results of using and not using the background knowledge loss, respectively.
When trained only on the KITTI dataset with semantic knowledge as supervi-
sion, our model lowers the mean absolute relative depth prediction error from
0.136 to 0.133. Compare with [16], our method further enhance the segmentation
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Table 1. Depth evaluation results for the KITTI test set, K indicates training on
KITTI, and C indicates training on Cityscapes [3]. Ours indicates that the background
knowledge is not used, and Ours knowledge indicates the result using the knowledge
loss term.

Method cap Dataset Supervised Error Accuracy metric

Abs Rel Sq Rel RMSE RMSE

log

δ < 1.25 δ < 1.252 δ < 1.253

Eigen et al. [4]

coarse

80 K Depth 0.214 1.605 6.563 0.292 0.673 0.884 0.957

Eigen et al.[4] fine 80 K Depth 0.203 1.548 6.307 0.282 0.702 0.890 0.958

Liu et al. [12] 80 K Depth 0.202 1.614 6.307 0.282 0.678 0.895 0.965

Zhou et al. [23] 80 K 0.208 1.768 6.856 0.283 0.678 0.885 0.957

Zhou et al. [23] 80 K+C 0.183 1.595 6.720 0.270 0.733 0.901 0.959

Ramirez et al.[16] 80 K Semantic 0.136 1.872 6.127 0.210 0.854 0.945 0.976

Ours 80 K Semantic 0.134 1.557 6.131 0.219 0.847 0.936 0.970

Ours knowledge 80 K Semantic 0.133 1.497 6.014 0.208 0.839 0.958 0.966

Garg et al. [6] 50 K Pose 0.169 1.080 5.104 0.273 0.740 0.904 0.962

Zhou et al. [23] 50 K+C 0.173 1.151 4.990 0.250 0.751 0.915 0.969

Ramirez et al.[16] 50 K Semantic 0.131 1.267 4.752 0.207 0.868 0.962 0.977

Ours 50 K Semantic 0.131 1.301 4.600 0.213 0.845 0.953 0.972

Ours knowledge 50 K Semantic 0.130 1.101 4.340 0.205 0.882 0.965 0.979

using background knowledge obtained from the knowledge graph. Figure 3 is a
qualitative comparison of visualizations. However, our result in accuracy metric
of δ < 1.251 and δ < 1.253, we believe this is due to some objects are incorrectly
excluded in some pictures. Still, the results manifest the geometry understand-
ing ability of our method, which successfully captures information from different
images.

Input Groundtruth Eigen Zhou Ramirez Ours

Fig. 3. Qualitative results on KITTI [7] test set. Our method captures details in thin
structures and preserves consistently high-quality predictions both in close and distant
regions.

The experimental results reflect our method’s ability to understand 3D
scenes, that is, the method successfully analyzes the 3D consistency of differ-
ent scenes. For the using of background knowledge, our method further lowers
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the mean absolute relative depth prediction error from 0.134 to 0.133 in 80 m,
and from 0.131 to 0.130 in 50 m. This reflects the effect of the using of knowledge
graph.

To demonstrate that our proposed method can perform on common case, We
directly apply our model trained on KITTI to the Apollo stereo test set[18]. We
find that our method perform well on this dataset, even scenes structure is more
complicated. As shown in Fig. 4, our method can recover more details.

Image Zhou et al. Ours

Fig. 4. Example predictions by our method on Apollo dataset of [18]. The model is
only trained on KITTI dataset but also performs well in other cases. Compared with
[23], our method recover more details.

4.4 Evaluation of Ego-Motion

During the training process, the depth of the scene and the accuracy of the ego-
motion are closely related. To evaluate the performance of our camera position
estimation network, we conducted an experiment on the official KITTI odometry
split dataset, which included 11 actual history data obtained through IMU/GPS
readings. We used the sequence 00–08 to train it, and the sequence 09–10 to eval-
uate. At the same time, we compared it with the traditional visual odometry
method [15]. ORB-SLAM is a typical indirect sparse SLAM method and has
a closed-loop detection based on graph optimization, which further constrains
ego-motion by non-adjacent images. Therefore, we compare our approach to two
different SLAM processes: (1) “ORB-SLAM (short)” containing only 5 frames
as input, ie no closed-loop detection; (2) “ORB-SLAM (Full)” containing the
entire process all frames. The scaling factor was optimized to be consistent with
the actual data. Table 2 compares the results of our work with existing work
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on ego-motion estimation. Our approach goes beyond other unsupervised learn-
ing methods, approaching the traditional visual odometry method with global
optimization.

Table 2. Absolute track error (ATE) tested on the KITTI odometry dataset [7]. Ours
indicates that the background knowledge is not used, and Ours knowledge indicates
the result using the knowledge loss term.

Method Seq. 09 Seq. 10

[15] (Full) 0.014± 0.008 0.012± 0.011

[15] (Short) 0.064± 0.141 0.064±0.130

Mean SLAM 0.032± 0.026 0.028± 0.023

Zhou et al. [23] 0.021± 0.017 0.020± 0.015

Ours 0.019± 0.017 0.019± 0.013

Ours knowledge 0.017± 0.015 0.016± 0.012

5 Conclusions and Further Work

We proposed a novel unsupervised algorithm for learning depth and ego-motion
from monocular video. Our main contribution is to introduce knowledge graph
into geometric problems. We do so using a novel loss function which enhance
the results of semantic segmentation, and further improve the result of depth
and ego-motion estimation. Our algorithm needs only a single monocular video
stream for training, and can produce depth from a single image at test time.

However, there are also some problems left. The main problem is the object
categories in KITTI dataset are still not enough, the objects in the background
like buildings and trees are not labeled in it. If the knowledge can be enlarged
by adding more categories of objects, the result could be further improved.
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Abstract. Property graph representation learning is using the property
features from the graph to build the embeddings over the nodes and
edges. There are many graph application tasks are using the property
graph representation learning as part of the process. However, existing
methods on Property graph representation learning ignore either the
property features or the global topological structure information. We pro-
pose the TPGL, which utilizes the topological data analysis with a bias
property graph representation learning strategy. The topological data
analysis could augment the global topological information to the embed-
ding and significantly improve the embedding performance on node clas-
sification experiments. Moreover, the designed bias strategy aggregated
the property features into node embedding by using GNN. Particularly,
the proposed TPGL outperformed the start of the art methods including
PGE in node classification tasks on public datasets.
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data is the data with structured items such as nodes and edges to represent the
object information and their relationships. Applications such as graph classifi-
cation and node classification are usually conducted directly on graph data [10].
Although many methods have been proposed, most are suffering from the com-
plexity issue because the structural information is usually high dimensional and
non-Euclidean. Graph kernel [7] or graph statistics only provides limited infor-
mation and could not utilize the structural information sufficiently.

Graph representation learning aims to address the above-mentioned prob-
lem by learning the embedding for each node in the given graph [2]. Namely,
the learning will map the graphical structural information to a node embedding
like low-dimensional vectors which could use Euclidean metrics [2]. Many graph
representation learning methods have shown satisfactory performance on graph
classification and node classifications [5]. However, most graph representation
learning methods consider the structural information but usually overlook other
property features on both nodes and edges [5], and the traditional recommenda-
tion methods are highly relied on the property features [13,14] For example, in
a buyer-product graph, the connected buyer nodes will have rich demographic
information, and the same for the connected product nodes. Those property fea-
tures enrich the graph’s structural information (topological feature) by the label
and the property information (property feature), and we call those graphs as the
property graph [5]. When dealing with the property graph, many existing meth-
ods on graph representation learning are limited in utilizing both topological
and property features efficiently [5].

Some existing methods could leverage the topological and property feature in
the node embedding process, such as GCN [9] and GraphSAGE [4]. GCN could
use the node property feature as the input and then process through multiple lay-
ers of neural network. GraphSAGE extends GCN by training the matrix before
the embedding and then aggregates with property feature of the neighbour on
each node. However, neither GCN [9] nor GraphSAGE [4] considered the dis-
similarities between the nodes and its neighbours during the node embedding.
The node and its neighbours are treated equally when the property features are
aggregated, though it is not realistic in real-world scenarios. For instance, in
the buyer-product graph, some products belong to the same category and with
similar features, and some buyers are with a similar profile and from the same
communities. Moreover, buyers coming from the same communities may have
similar purchasing behaviour, and they constitute a similar neighbour structure
in the graphs. Therefore, it is important to consider the dissimilar patterns in
node embedding, though neither GCN or GraphSAGE considered this. Property
Graph Embedding (PGE) [5], adopted the biased learning strategy when consid-
ering both topological and property features. However, PGE only considers the
local neighbour topology and ignore the global graph topological information
which is widely used in many graph application tasks by using the topological
data analysis (TDA) [15,16].

In this paper, we propose a new framework, Topological Property Graph
Learning (TPGL), to address the limitations of existing methods. In addition to
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a biased method to differentiate the neighbours of each node, TPGL incorporates
the topological data analysis into the node embedding process. The added persis-
tence feature provides the global graph topological information and enriches the
node embedding with its property features comprehensively. We validated the
performance of TPGL on node classification tasks by comparing with popular
graph representation learning methods such as GCN, GraphSAGE, DeepWalk,
Node2vec as well as the PGE. The performance confirms the importance of
using topological and property feature as well as the global topological informa-
tion in the graph representation learning. In summary, the contributions in this
paper include: we designed a novel framework to incorporate the global topolog-
ical features in graph representation learning by using topological data analysis;
our novel topological property graph learning method (TPGL) is using a biased
method that could largely differentiate the similar and dissimilar nodes in the
aggregation process; the experiment results show that the topological property
graph learning method (TPGL) outperforms all baseline methods in all node
classification tasks on 3 public datasets.

2 Related Work

Existing graph representation learning methods could be categorized into the
matrix factorization approach, the graph kernel approach and the deep learning
approach.

Matrix factorization approach generates the graph embedding from the graph
property by forming and factorizing the matrix. There are two types of matrix
factorization [2]: the graph Laplacian Eigenmaps and the node proximity matrix.
The work of GraRep [1] uses the adjacency matrix to measure the node similarity
for learning. [11] constructs k nearest node neighbours from the graph to create
the similarity matrix for obtaining the embedding. Another line of research is
using the graph kernels to learn the embeddings. [12] proposed the graphlet, the
small connected non-isomorphic induced sub-structures of a graph, to calculate
the similarity between two graphs. [7] defined the fast random walk graph kernel
with improved accuracy on many other methods. Moreover, with the success of
deep learning in many fields [17], graph kernel methods can also utilize the pow-
erful deep learning for the embeddings. [6] proposed the deep walk method for
node-level embeddings. The method from [3] could perform both broad search
and deep search on random walks and used the word2vec model on the walks
to calculate the graph embedding. The graph neural networks have been used
to learn the embeddings by encoding the node properties information into vec-
tors from the neighbourhood. GCN [9] uses the graph convolutional networks
to learn the node embeddings, and GraphSAGE [4] are able to capture the
embedding for unseen nodes in the graph. Even though the graph-based neu-
ral network could consider the graph node structure and property information
together, the neighbourhood aggregation treats the property information equally
and fail to differentiate the dissimilarities. PGE [5] firstly proposed the bias strat-
egy to make aggregation treat node property differently but failed to consider
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the global topology on the given graph. Considering the fact that graph global
topology could provide more structural information on the node embedding, it is
promising to overcome the limitations of existing methods by fully utilizing that
information, as in the proposed method of this paper, the topological property
graph learning (TPGL).

3 Topological Property Graph Learning

In this section, we propose a new framework, topological property graph learning
(TPGL), which TPGL utilizes the topological data analytics with the current
property graph learning method through a bias aggregation. The TPGL frame-
work, not only employs the neighbour’s property information and topological
structure from local neighbours, but also utilizes the global topological struc-
ture information.

3.1 Problem Definition and Notations

We use the G = (VG ,EG ,PG ,LG) to represent the property graph. Particularly,
V is the set of the vertex (nodes), E is the set of edges, P is the set of all
property features and L is the set of labels on each vertex (nodes) in graph G.
Furthermore, we use P = PV ∪ PE to denote the relationship between the node
property feature and the edge property feature, and use L = LV ∪ LE for the
relationship between node labels and edge labels.

In addition to above notations, we use Nv to denote the set of neighbours of
vertex v ∈ V. TPGL attempts to integrate the global topological structure infor-
mation and property information into the learning for improved performance.
For a property graph G = (VG ,EG ,PG ,LG), we define the similarity between
two nodes vi and vj as sG(vi, vj). Then, sG(vi, vj) could be further decomposed
into the topological similarities stG(vi, vj) and the property similarities spG(vi, vj).
Existing methods such as PGE, only use stG(vi, vj) to compare the local topolog-
ical structure such as neighbours of each given node. In the TPGL, we further
use the TDA to obtain the global graph topological structure to represent the
similarity here.

To explain the TPGL, we further define the ideal embedding of vertex vi and
vj as ei and ej by representation learning process. The learning of TPGL is to find
the optimal encoding process which could minimize the gap

∑
vi,vj∈V(sG(vi, vj)−

e�
i ej) =

∑
vi,vj∈V(enc(stG(vi, vj), s

p
G(vi, vj))−e�

i ej), where the enc(·) is the non-
negative mapping, and TPGL is trying to find the representation learning process
by minimizing the gap

∑
vi,vj∈V(sG(vi, vj) − e�

i ej).
The TPGL framework has four main steps as follows:

Property Node Clustering. In this step, we cluster the node v ∈ G by its
property feature Pv∈G . The K clusters C = C1, C2...Ck are obtained after
the clustering process. The clustering algorithm is the standard Kmeans or
Xmeans for completing this step.
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Graph Topological Analytics. We will run the TDA on the entire graph
in the node level by using its property features again. The edge weight will
be calculated by using the Euclidean distance (dissimilarity) between two
connected nodes. After running the TDA on the graph, each node vi will have
a persistence diagram set [xvi

, yvi
]. Then we could transfer those persistence

diagram set into persistence value by using Perv(vi) = Perv(xvi
, yvi

) =
|xvi

− yvi
|. At the end of this step, each node vi ∈ G will have its own

persistence value Perv(vi).
Neighborhood Bias. Following the existing PGE method, we will assign the

bias to the neighbourhood Nvi
of each node vi ∈ G. More specificity, for each

neighbour v
′ ∈ Nvi

, if the v
′

and vi belongs to the same cluster, then we
assign the bias bs for neighbour node v

′
to express its similarity. However, if

v
′

and vi are not in the same cluster, then we assign a different bias bd to
indicate the dissimilarity. Here, the bias bs is calculated by using the minimum
distance to the cluster centre (the cluster of node vi) for all the neighbour
nodes v

′ ∈ Nvi
. Also, the bias bd is the max distance to the cluster centre for

all the neighbour node v
′ ∈ Nvi

.
Below Eqs. (1) and (2)

bs = Min(D(v
′
(ck,...,cq), c

k(vi))) (1)

bd = Max(D(v
′
(ck,...,cq), c

k(vi))) (2)

where D is the Euclidean distance. Obviously, it could be easily proofed that
the bs < bd.

Neighborhood Aggregation. Based on the above steps, we will aggregate
the property feature and the bias together to obtain the embedding zv′

i
first.

Then we will need to aggregate the persistence values for all the neighbour
nodes into the persistence feature vector. Finally, we concatenate the zv′

i
and

the persistence feature vector together as the input into the graph neural
networks.

3.2 Property Node Clustering

This step is required to distinguish the neighbourhood of each node vi into
two types based on their property features. That is, when the neighbour node
v

′ ∈ Nvi
is similar to vi according to its property features, then they will belong

to the same cluster. Otherwise, we will regard v
′ ∈ Nvi

as a dissimilar neighbour
of vi.

The rationale is to use the property node clustering as a preparation step of
bias assigning. In the property graph, without clustering the node by property
feature, we will treat the property feature on each node equally and ignore the
difference of information efficacy among the nodes in a property graph. The
number of clusters could not be equal to the number of nodes in the property
graph and also larger than 1 based on the algorithm of Kmeans or Xmeans.
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3.3 Topological Analytics on Graph

Topological data analytics is the data analysis method based on techniques from
topology theory [16]. TDA can extract the information from datasets that may
be high-dimensional, incomplete and noisy. Persistent homology (PH) is one of
the methods that could deliver the insights of the TDA. The essence of PH is
the filtration process over the simplicial complex, which is a generation process
for the series of topological spaces in the different scales (See Eqs. (1) and (2)).

PH is the process of filtration over a simplicial complex (clique complex) K,
and the filtration is defined as below:

Definition 1. Filtration over Simplicial Complex. A filtration of a simplicial
complex K is a nested sequence of subcomplexes, ∅ ⊆ K0 ⊆ K1 ⊆ · · · ⊆ Ki−1 ⊆
Kn = K. We call the simplicial complex K with a filtration a filtered complex.

The intuitive explanation of the above filtration is as follows: given a graph
G = (V,E), the persistent homology is requiring the filtration on the graph G
with a set of nested subgraphs (considering the graph is a simplicial complex).
The node on each subgraph is formed by the same node set V as the original
graph G, but the edges Ei ∈ E on each subgraph are increasing by connecting
more and more node pairs.

The filtration on a given graph G could be expressed as below:

∅ ⊆ G0 ⊆ G1 ⊆ · · · ⊆ Gi−1 ⊆ Gi ⊆ G (3)

According to above filtration process, the newly added edge will merge two
connected components. Therefore, the number of connected components will be
reduced during the filtration process from Gi−1 to Gi. Persistent homology could
tract the changes during the filtration process from G0 to G. Whenever a com-
ponent disappears in graph Gi, there will be a new built tuple of (0, i) stored as
the persistent homology feature. The tuple is also called as the index persistence
tuples. Under the above cardinality with filtration, each index persistence tuples
could also be expressed as a pair of (xvi

, yvi
) by using the value of weights from

graph. The set of pairs could form a persistence diagram or a persistence barcode
for further calculation on persistence value Perv(vi) [15].

3.4 Neighbourhood Bias

As discussed in Sect. 3.1, according to the clustering results, we will give two dif-
ferent biases to each neighbour node v

′ ∈ Nvi
to distinguish the different informa-

tion efficacy and the local topology concept (neighbourhood types). Intuitively,
if all nodes are similar, then there is no difference in the embedding information
across all nodes in the graph. So for a given node, the dissimilarity in neighbour
nodes bring more information when compared with those similar neighbours.
Thus, the bias of similar neighbours should have less weight than the dissimilar
neighbour’s node. We will properly proof above conclusion in later discussion on
the efficacy of our TPGL. That is, in order to have better embedding results, we
will need to make the bs smaller than bd.
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3.5 Neighborhood Aggregation

This step involves two tasks: firstly, the property feature and the bias of node
vi need to be aggregated into embedding zv′

i
via graph neural network. Then,

the embedding zv′
i

needs to be concatenated with the persistence value obtained
in Sect. 3.1 to form the final embedding zvi

.
For the first task, we use Eq. (4) to aggregate the embedding zv′

i
.

zv′
i

= σ(W
′ · A(pvi

, pv′ ∈Cvi · bs, pv′ /∈Cvi · bd)) (4)

For the second task, the persistence feature vector is obtained Eq. (5):

P (vi) = [
∑

Perv(v
′
c1 ∈ Nvi

),
∑

Perv(v
′
c2 ∈ Nvi

)...
k∑

1

Perv(v
′
ck

∈ Nvi
)] (5)

Then we use the persistence feature vector P (vi) to aggregate the final embed-
ding zvi

:
zvi

= σ(W 1 · A(zv′
i
, P (vi))) (6)

where A(·) is the aggregation function which operates as concatenation, W
′

and W 1 are the weights to be learned via graph neural network, and σ(·) is
the non-linear activation function. The weights will be optimized through the
graph neural network optimizer, SGD optimizer, which will update the weights
by minimizing the loss function as defined for specific applications such as node
classification.

4 Theoretical Analysis of TPGL Bias

In this section, we will analyse the advantages of TPGL bias strategy and prove
the validity of the bias value introduced in Sect. 3.1.

Efficacy on TPGL Biased Strategy. Existing research acknowledged that
adding bias to similar or dissimilar neighbours of the graph node could improve
the embedding results [5]. Particularly in PGE, a biased strategy statement was
given as following [5].

Definition 2. Biased Strategy. In graph embedding learning, there is an optimal
strategy existing as B. For a biased strategy P and an unbiased strategy Q, if the
inequality ‖B−P‖1< ‖B−Q‖1 holds, where B �= Q, then the biased strategy P
could improve the embedding results.

Therefore, to claim the efficacy of TPGL, we will need to prove that our
bias strategy P holds the inequality ‖B − P‖1< ‖B − Q‖1. Firstly, the optimal
strategy B for a given node vi and its neighbour could be expressed as: Bi,j =∑

vi∈V
∑

vj∈Nvi
∗enc(bvi,vj

) where bvi,vj
is the optimal bias for all associated
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nodes in Bi,j , and enc(·) is the non-negative mapping function that assigns the
bias to the nodes. Respectively, the unbiased strategy Q for a given node vi and
its neighbor could be denoted as: Qi,j =

∑
vi∈V

∑
vj∈Nvi

∗enc( 1
|Nvi

| ). Here, for
unbiased strategy Q, it means that no bias is assigned to the nodes in graph and
to keep the consistency in optimal strategy B, we give a constant value 1

|Nvi
| in

the enc(·) function. Therefore, we have Eq. (7):

‖B − Q‖1=
∑

vi∈V

∑

vj∈Nvi

|bvi,vj
− 1

|Nvi
| | (7)

in which we omit the enc(, ) function as the mapping does not affect the calcu-
lation here. Similarly, we represent the biased strategy for a given node vi and
its neighbour as: Pi,j =

∑
vi∈V

∑
vj∈Nvi

∗enc(bvj∈Nvi
∩Cvi

s + b
vj∈Nvi

∩C
vi
c

d ). where
Cvi

c means that the cluster is not the same as Cvi . Then, we have Eq. (8) to
denote the ‖B − P‖1:

‖B − P‖1=
∑

vi∈V

∑

vj∈Nvi

|bvi,vj
− (bvj∈Nvi

∩Cvi

s + b
vj∈Nvi

∩C
vi
c

d )| (8)

Accordingly, to ensure the inequality ‖B − P‖1< ‖B − Q‖1, the following
needs to be satisfied:

∑

vi∈V

∑

vj∈Nvi

|bvi,vj
− 1

|Nvi
| |>

∑

vi∈V

∑

vj∈Nvi

|bvi,vj
− (bvj∈Nvi

∩Cvi

s +b
vj∈Nvi

∩C
vi
c

d )| (9)

Particularly, we will need to find out suitable bs and bd to ensure b
vj∈Nvi

∩Cvi

s +
b
vj∈Nvi

∩C
vi
c

d |> 1
|Nvi

| , holds the inequality. As 1
|Nvi

| is a constant that may be
smaller than 1, we could easily find out a set of bs and bd to satisfy the above
inequality. Thus, we could prove that the biased strategy in TPGL is better than
the unbiased strategy when proper bias values are assigned to bs and bd.

The Discuss on Bias Values. Following the discussion in Sect. 4, we show
that with proper bias value assigned to bs and bd the biased strategy in TPGL
could improve the embedding results. In this subsection, we will deliberate our
method on assigning bias values to bs and bd, and we will also verify the method
with the corresponding proof.

Given a node vi and its two neighbours vj , vq ∈ Nvi
, we assume the local

topological information of the two neighbors vj , vq ∈ Nvi
are the same. Then

we will have the Nvj
= Nvq

and also have the stG(vi, vj) = stG(vi, vq). In the
meantime, we assume that the neighbour node vj ∈ Nvi

is more similar with node
vi, then we have sG(vi, vj) > sG(vi, vq), spG(vi, vj) > spG(vi, vq) and |pvi

− pvj
|<

|pvi
− pvq

|. Where |pvi
− pvj

| is the property feature difference between node
vi and vj . According to the aggregation Eq. (4) and Eq. (6), we could have the
following lemma:
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Lemma 1. if |pvi
−pvj

|< |pvi
−pvq

|, then |zv′
i
−zv′

j
|< |zv′

i
−zv′

q
| and |zvi

−zvj
|<

|zvi
− zvq

|.
To prove above Lemma 1, we just need to check on Eq. (4) and Eq. (6). Because
two neighbour nodes vj , vq ∈ Nvi

have the same local neighbour information
(Nvj

= Nvq
), their global topological persistence value vectors are equal, and

their neighbourhood bias values are equal as well. Hence, we conclude that the
lemma is proper: if |pvi

− pvj
|< |pvi

− pvq
| holds, then |zvi

− zvj
|< |zvi

− zvq
| is

appropriate.
According to the Lemma 1, when |pvi

− pvj
|< |pvi

− pvq
| holds, we will have

spG(vi, vj) > spG(vi, vq). Therefore, we could argue that the larger dissimilarity
between two nodes vi, vq will contribute larger changes regarding the embedding
results |zvi

− zvq
|. As a consequence, bd should be larger than bs when assigning

the bias in the TPGL bias strategy. From Eq. (1) and Eq. (2), we could easily
see that the bias on bd is larger than bs because the max distance for all node
to the cluster centre is always larger than the min distance. Therefore, our bias
method is appropriate and properly proved.

5 Experiment on Node Classification

In this section, we evaluate the performance of TPGL on the task of node classi-
fication, using MovieLens, PubMed and BlogCatalog the three public real-world
datasets, and analyse the effects of TGPGL parameters such as cluster number
on the performance.

Particularly, in the experiment of node classification, we will compare the
TPGL framework with five popular graph embedding methods: DeepWalk,
node2vec, GCN, GraphSAGE and PGE.

5.1 Node Classification Performance

The nodes in the graph for all three datasets are divided into training nodes,
validation nodes and test nodes. According to the TPGL learning steps, we firstly
cluster all the nodes in the dataset. Particularly, we choose our number of cluster
for Movielens as 10, PubMed as 5 and BlogCatelog as 15 for obtaining the best
performance for TPGL. Then, we calculate the bias of bs and bd respectively, and
run TDA over the graph by using the node property feature. Finally, we use the
property feature and the bias to obtain the aggregation in graph neural network
to complete the TPGL on node classification tasks. Notably, we use the F1-score
to evaluate the performance of node classification over five methods on all three
datasets. As the node classification tasks here is a multiple label classification,
F1-score is a preferred metric in multiple-label classification evaluation.

Table 1 detailed the node classification results. It is clear that both PGE and
TPGL have achieved higher F1-score when compared to the unbiased method
such as DeepWalk, GCN and GraphSAGE. Particularly, the proposed TPGL
achieves the best F1-score among all other baseline methods on all three datasets
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Table 1: Node classification for all 3 data sets
Method MovieLens PubMed BlogCatelog

DeepWalk 78.8 ± 0.54 76.2 ± 0.86 47.3 ± 3.22

Node2vec 80.3 ± 0.91 79.3 ± 1.39 45.8 ± 2.10

GCN 81.6 ± 0.61 79.7 ± 1.11 51.9 ± 1.87

GraphSAGE 81.1 ± 0.86 83.3 ± 1.15 50.5 ± 2.26

PGE 81.8 ± 0.59 88.3 ± 0.86 57.8 ± 2.31

TPGL 82.2± 0.53 88.9± 1.02 59.3± 1.37

Table 2: Comparison on Method with PGE, TPGL* and TPGL
Method MovieLens PubMed BlogCatelog

PGE 82.2 ± 0.19 83.3 ± 0.76 53.8 ± 1.23

TPGL* 82.6 ± 0.69 85.7 ± 0.52 55.1 ± 1.61

TPGL 83.9± 0.70 87.2± 0.82 57.2± 1.69

for node classification. Especially for the node classification for BlogCatelog,
which is a dataset regarded as very hard on the node classification task, the pro-
posed TPGL had achieved 59.3%, which is significantly better than the bench-
mark in the work of [5]. Also, the methods using the node property feature such
as GCN, GraphSAGE, PGE and TPGL, could achieve a higher F1-score than
the methods which could not use the property feature (DeepWalk and Node2vec).
In addition, when comparing TPGL with PGE, we could see that after adding
the global topological information from TDA, TPGL could improve the node
classification results substantially. The results in Table 2 are shown the compar-
ison among TPGL, TPGL* (without TDA) and PGE. To avoid using the same
experiment data, we randomly sampled 60% of the data from the original 3
datasets. From the results, we could see that with the proposed TPGL, the node
classification F1-score is substantially higher than the other two methods. The
experiment indicates that using TDA in the TPGL could substantially improve
the embedding performance from the learning.

5.2 Effects of Cluster Number and TDA

As we discussed in Sect. 3, clustering plays an important role in TPGL. In this
section, we will further analyse the parameter of the cluster number. Particularly,
we are evaluating the performance of TPGL for node classification with different
cluster numbers. We ran TPGL 50 times for node classification on MovieLens
dataset, using different number of clusters in Kmeans. We also fixed the training
epoch to 20 in each run of TPGL for avoiding huge workload in computing. The
range on the number of clusters is from 5 to 35.
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Fig. 1: Effects on cluster number and TDA

Figure 1 reports the results of F1 score on node classification. The results
indicate that as the increase of the number of clusters, the F1-score grows first
but then drops. As we found the best performance of node classification on
MovieLens is when cluster number equals to 10. The performance indicated that
when the number of clusters is too small, the cluster contains too many noises for
distinguishing the similarity between nodes, and the persistence feature vector
P (vi) becomes noisy as well. When the number of clusters is too large, then
the fewer node neighbours will render the embedding of zvi

and there are too
many dissimilar biases assigned to the property feature of node neighbours. Here,
we also tested the TPGL method without including the TDA in the learning
steps over the same cluster numbers and bias setting. Figure 1 illustrates the
results. In general, the F1-score for TPGL method without including the TDA
is significantly lower than TPGL.

6 Conclusions

We proposed the TPGL for topological graph representation learning on prop-
erty graphs. The TPGL could not only utilize the property feature and graph
local topological feature together but also use the topological data analysis to
enrich the embedding information. The experiment results from node classifica-
tion indicated that the proposed TPGL could learn the better node embedding
comparing to many other benchmarks. The TPGL is a key step on exploring the
graph representation learning by using the applied topology mathematics. With
more and more involvement on applied topology mathematics on graph represen-
tation learning, the more AI tasks on graph application could be implemented
such as large online recommendation and identification.
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Abstract. Nowadays, large scale knowledge graphs are usually con-
structed by (semi-)automatic information extraction methods. Never-
theless, the technology is not perfect, because it cannot avoid introduc-
ing erroneous triplets into knowledge graphs. As a result, it is neces-
sary to carry out some screening of the trustworthiness of the triplets in
knowledge graphs before putting them into industrial use. In this paper,
we propose a novel framework named as KGerd, for measuring triplet
trustworthiness via expanded relation detection. Given a triplet (h, r, t),
we center our framework on the basis of the classic translation-based
mechanism among h, r and t. Besides translation-based relation detec-
tion, we introduce two additional types of relation detection approaches,
which consider, respectively, to expand the task vertically by leveraging
abstract versions of the relation r, as well as laterally by generating con-
necting paths between the entities h and t. The three detection results
are then combined to provide a trustworthiness score for decision mak-
ing. Comprehensive experiments on real-life datasets demonstrate that
our proposed model KGerd is able to offer better performance over its
state-of-the-art competitors.

Keywords: Knowledge graph · Triplet trustworthiness · Relation
detection · Relation expansion

1 Introduction

Knowledge graph is playing a pivotal role in various applications, such as
automatic question answering, information retrieval and so on. Conventional
knowledge graph construction relies on manual annotation and expert super-
vision [5,18], and hence, it tends to be inefficient, and cannot accommodate
the rapidly growth of real-world knowledge [5]. Lately, efforts have been dedi-
cated to machine learning based information extraction from unstructured plain
texts (including ORE [1,6,11], NELL [4]). By doing this, the scale of knowledge
graphs is largely extended, and typical large-scale knowledge graphs include Free-
base, DBpedia and WikiData, which respectively comprises billions of knowledge
triplets in the form of (h, r, t).
c© Springer Nature Switzerland AG 2020
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The current automatic information extraction methods are not perfect in the
sense that the resultant triplets usually contain errors or contradictory informa-
tion [8,14]. In other words, those information extraction models fail to assess
whether the extracted triplets are correct or not, which substantially affects the
quality of knowledge graphs if erroneous triplets are injected without trustwor-
thiness screening.

Therefore, to obtain triplets of high-precision, measuring trustworthiness is
a critical step, especially in the early stage of knowledge graph construction as
the effect of error propagation can be minimized. In this connection, Knowl-
edge Vault [18] introduces a framework for measuring trustworthiness that con-
structs a probability knowledge base. However, the model is so delicate and
complex that it may not be applicable to large-scale knowledge graphs. Later,
KGTtm [12] utilizes a crisscrossing neural network to learn latent features, and
achieves state-of-the-arts results. A key observation of the model construction is
that a knowledge graph is parallel to a social network, which yet necessitates a
second thought on the motivation of the model.

As relation is the first-class citizen in knowledge graphs, in this work, we
establish a novel framework for measuring trustworthiness of triplets, which is
centered on relations in knowledge graphs. We exploit the effect of various forms
of the relation in question, and assess the triplet from a couple of orthogonal
views. Specifically,

– The translation-based mechanism lays the foundation of our model, which
detects the relation between head and tail entities by treating the relation as
a translation operation from the head entity to the tail entity;

– The model is vertically extended by following the hierarchy of the relations,
which detects the abstracted versions of the relation form an appropriate
triplets with the head and tail entities after space projection; and

– The model is also laterally extended by considering possible paths in parallel
to the relations, which detects the appropriateness of relating the head entity
and the tail entities by using those methods.

Consequently, by putting them together, we construct a new model, namely,
KGerd, which takes into consideration of all-round information of relations, and
hence, the trustworthiness of the triplet connected by the relation can be well
evaluated.
Contribution. In short, the main contribution of this paper can be summarized
into three parts:

– We propose a novel framework for measuring triplet trustworthiness by cen-
tering on the intrinsic core of the triplets—relation, which considers a triplet
from three orthogonal views;

– We propose to vertically extend a triplet by using abstract versions of the
relation in the relational hierarchy, in order to detect the appropriateness of
the triplet in terms of abstract concepts; and

– We propose to laterally extend a triple by composing paths between the
head and tail entities at the same level as the triplet, in order to detect the
appropriateness of the triplet through the influence of similar connections.
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Comprehensive experiments are conducted to verify the design of the framework,
and the results demonstrate that the proposed model outperforms its competi-
tors on real-life datasets.
Organization. Section 2 overviews related work in existing literature, and then,
Sect. 3 introduces the trustworthiness detection model. Afterwards, experiments
and results analysis are reported in Sect. 4, followed by conclusion in Sect. 5.

2 Related Work

The concept of trustworthiness has been put into use in knowledge graph related
tasks. The model proposed in [23] boosts the effect of knowledge representation.
However, this approach ignores entities and focuses only on information about
relationships. NELL [2] improves the learning effect by constantly iterating to
extract templates. Nevertheless, this method is relatively simple and efficient,
but its performance is suboptimal, because it ignores semantic information.

Increasing the trustworthiness of knowledge bases has been investigated
before. For instance, Knowledge Vault [18] was presented to supplement Freebase
by building a probabilistic knowledge base, which is considered to be more accu-
rate, but at the cost of model generalization. CKRL [13] introduced the neural
network model and used ConceptNet to give trustworthiness scores for invisible
triplets. The disadvantage of this approach is that it does not consider the evi-
dence provided by the knowledge base global information. Notably, KGTtm [12]
is an elegant model that directly targets measuring triplets trustworthiness. It is
based on neural network to evaluate the trustworthiness of triplets with the confi-
dence score provided by three components. However, it is noted that the model is
established on an intuition by comparing knowledge graphs to social networks,
which may not be perfectly true, as they are graphs of intrinsically different
nature. Thus, better observations on knowledge graphs may drive improvement
over the task.

The task of measuring triplet trustworthiness may be cast into a triplet
classification—“right” or “wrong”. In the early stage, in order to handle this
task, researchers used the method of manual detection [4,8,9,12]. The efficiency
and accuracy of this method are difficult to guarantee. Now the research starts
to turn to automatic detection [5,14,17,19]. In particular, the current popular
embedding-based methods for knowledge graphs include TransE [3], TransH [22],
TransR [16], TransD [10], PTransE [15], ComplEx [21], etc. This kind of method
makes calculation and prediction by mapping entity relation to vector space
through relevant embedded matrix.

3 The Expanded Relation Detection Model

In this section, we introduce the proposed model KGerd in four parts, as shown
in Fig. 1:

– Translation-based detection (TBD) module evaluates the triplet trustworthi-
ness by itself according to the classic translation-based mechanism;
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Fig. 1. Framework of expanded relation detection

– Vertically-expanded detection (VED) module elevates the relation in ques-
tion into abstract levels and determines the appropriateness between the
abstracted relation and projected entities;

– Laterally-expanded detection (LED) module assess the triplet trustworthiness
by considering the other connecting paths between the head and tail entities;
and

– A fusion network is used to combine the learned features from the three afore-
mentioned modules to produce a final evaluation of triple trustworthiness.

The basic idea of relation expansion is provided in Fig. 2. In this figure, the
nodes and arc in blue represent the triplet in question (h, r, t); by abstracting the
relation r into some upper level, r′ is some abstract version of r, and h′ (resp.
t′) is the resultant data point after projecting h (resp. t) onto the space where
r′ is in; and the nodes and arcs in green make paths connecting h and t besides
r. Intuitively, the red nodes and arcs extend the relation r from a vertical view,
while the green nodes and arcs extend r from a lateral view. Under KGerd, the
blue part is handled by the translation-based detection module, the red part is
dealt with by the vertically-expanded detection module, and the green part is
addressed by the laterally-expanded detection module.

In the sequel, we explain how the translation-based detection, vertically-
expanded detection and laterally-expanded detection modules evaluate the
appropriateness of the triple, as well as aggregation towards a final trust wor-
thiness score.

3.1 Translation-Based Detection

In order to evaluate the trustworthiness of complete triplets, we use a normal-
ized function based on vector translation to calculate the trustworthiness of
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Fig. 2. Sketch of relation expansion

triplets. According to the invariant translation principle, the relation in knowl-
edge graph can be regarded as a translation vector between entities (h, t). As
shown in Fig. 3, in a given embedding space, the relation vector represent the
translation between entity h and t, which is unchangeable for different entity
pairs with the same relation. For example, triplets (China, capital, Beijing) and
triplets (UnitedStates, capital,Washington,D.C.). Although the entity vectors
(China,Beijing) and (UnitedStates,Washington,D.C.) are different, the rela-
tion vector between to entity pairs is the same. If there is a candidate triplet
(China, capital,Washington,D.C.), due to the translation between two entities
is obviously different with relation capital, it is easy to be recognized as a wrong
triplet.

Therefore, a positive triplet (h, r, t) should satisfy h+r ≈ t. Then, the triplet
trustworthiness score function is described as E(h, r, t) = ||h+r−t||. Overall,
the lower score is, the higher the trustworthiness is.

Next, we use the normalization function to convert the triplets score.

TBD(h, r, t) =
1

1 + e−λ(θr−E(h,r,t))
, (1)

where, θr is the parameter related to relationship r (obtained through training).
The hyperparameter λ is used for smoothing. This TBD(h, r, t)is used as the
second part of the final neural network input.

3.2 Vertically-Expanded Detection

To obtain more latent features of each relation, we leverage hierarchical infor-
mation of each relation. For example, There exists the hierarchical structure for
each relationship, such as “/people/profession/people with this profession”.
Only use r to represent a relation will omit lots of latent features.
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Fig. 3. Sketch of translation-based detection

Considering this relationship r1 = A3/A2/A1, A1, A2, and A3 represent
different features with different abstract levels. r2 = A3/A2 and r3 = A3 are
the abstract representation of r1. In this paper, we use r1, r2, r3 to denote the
relation with different levels. For the concrete relation r1, we use TransE to verify
the trustworthiness of triplets, the score function can be described as

h + r1 = t, (2)

For abstract relation r2 and r3, we leverage four matrices Mh2 , Mt2 , Mh3 and
Mt3 to extract the corresponding abstract entity features, respectively. the score
functions are shown as:

Mh2 · h + r2 = Mt2 · t, (3)

Mh3 · h + r3 = Mt3 · t, (4)

where h and t are respectively the head and tail in triplets. It is important to
note that each time change the hierarchical relationships, it needs to change the
mapping of h and t . The mapping matrices are obtained by training model.

The score for each level of the relationship can be expressed as

Si = ||Mhi
· h + ri −Mti · t||, (5)

When i = 1, Mhi
and Mti are unit matrices. In this paper, we take three levels

in the hierarchy. Calculate the score of the hierarchical relationship:

V ED(h, r, t) = W · [S1, S2, S3], (6)

where W is a 1 × 3 weight matrix. V ED(h, r, t) is the trustworthiness score
obtained by hierarchical information.

3.3 Laterally-Expanded Detection

Considering introducing global information to detect the trustworthiness of
triplets. We refer to some existing methods of Embedding. The traditional
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TransE method can only calculate the h and r of two direct connections. We
hope to make more use of the information of global knowledge graph to prove
the trustworthiness of triplets. The PTransE approach fits this need perfectly. A
path of multiple relationships P (h, t) = [p1, p2, ..., pn] connecting h and t. Each
p represents a path of multiple variables from h to t, pi = [r1, r2, ..., rl]. For each
triplets, the score function is

G(h, r, t) = E(h, r, t) + E(h, P, t), (7)

E(h, r, t) and TransE are calculated in the same way.

E(h, P, t) =
1
z

∑

p∈P (h,t)

R(p | h, t)E(h, p, t), (8)

where p represents relation path, R(p | h, t) represents the reliability of the
relationship path p between entity pairs (h, t) and Z =

∑
p∈P (h,t) R(p | h, t)

is the normalization factor, E(h, p, t) is the energy of the entity pair under the
relationship path.

Confidence level of the path to relationships, and put forward the resource
allocation algorithm based on path constraint PCRA [15], its basic idea is: assum-
ing that there is a certain amount of resources, entity h outflow from the head,
and will flow along a given path p, t the amount of resources used in the end
tail entity flow to measure the path p as the reliability of the connection path
between h and t. The size of the resource acquired by the tail entity represents
the size of the information it can obtain from the original entity. Tail entity
resource Rp(t) is used to measure the confidence of path p to entity (h, t), that
is R(p | h, t) = Rp(t).

And the confidence of the final relationship path LED(h, r, t) = G(h, r, t),
which is the triplets trustworthiness fraction at the global level that we need.

3.4 Fusion Network

We build a multi-layer perceptron structure [7] to output the final triplets trust-
worthiness score. First, we splice the three scores into a vector f(h, r, t):

f(h, r, t) = [V ED(h, r, t), TBD(h, r, t), LED(h, r, t)]. (9)

Vector f(h, r, t) is used as the input of fusion estimator, and is transformed
by hidden layer. The output layer is set to a binary classifier. When the triplets
is correct, y = 1. On the contrary, y = 0. We use a nonlinear activation function
(sigmoid) to calculate p(y = 1|f(h, r, t)) as,

hi = σ(Whi
f(h, r, t) + bhi

), (10)

p(y = 1|f(h, r, t)) = ϕ(Woh + bo), (11)

where hi is the ith hidden layer, Whi
and bhi

are the parameter matrices to be
learned in the ith hidden layer, and Woand bo are the parameter matrices of
the output layer.
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Table 1. Statistics of datasets

Dataset #Rel #Ent #Train #Vaild #Test

FB15K 1,345 14,951 483,142 50,000 59,071

4 Experiments

In this section, we report the experiment studies and analyze the results in detail.

4.1 Datasets

In this paper, we used a commonly used benchmark from [23] for experiments,
which was established on the basis of FB15K (statistics shown in Table 1).

There are three different versions—FB15K-N1, FB15K-N2 and FB15K-N3 in
the dataset. FB15K-N1 (resp. FB15K-N2 and FB15K-N3) denotes the dataset
in which 10% (resp. 20% and 40%) of the triplets were manually turned into
negative triplets, and the detailed number of negative triplets in each dataset is
presented in Table 2.

Table 2. Number of negative triplets

Dataset FB15K-N1 FB15K-N2 FB15K-N3

#Negative 46,408 93,782 187,925

4.2 Overall Results

In order to verify whether our model can effectively distinguish the correct
triplets from the wrong ones, we calculate the accuracy and recall of the model
output results based on the statistical information of the results.

In Fig. 4, it is obvious that the range of triplets trustworthiness is almost
all in [0.8, 1], while the error triplets scores are concentrated below 0.6 or even
lower. This is almost consistent with the results we expected in the early stage.
The better the score is, the higher the trustworthiness are and vice versa.

In the following calculation of accuracy and recall rate, we incorporate a
threshold against trustworthiness score to determine whether a triplet is positive
or negative. That is, when the trustworthiness is better than the threshold value,
and the triplet is considered to be a positive triplet, and vice versa. Figure 5
shows the results of accuracy and recall.

It can be seen from the figure that with the increasing of the threshold, the
precision rate is constantly improving, while the recall rate is decreasing. As the
threshold is low, we put a large number of wrong triplets into the right cate-
gory. This result inevitably leads to an excessively low accuracy. The increase of
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Fig. 4. Scatter plot of the triplets trust-
worthiness values distribution.

Fig. 5. Various value cures of precision
and recall with the triplets trustworthi-
ness values.

threshold value, especially when the threshold value rises above 0.6, can quickly
and massively eliminate the wrong triplets. However, the much high threshold
can also decrease recall rate.

4.3 Comparing with Other Models

The trustworthiness measuring task could also be regarded as a triplet classi-
fication task. In this connection, we would like to compare with other viable
methods, which are mainly based on knowledge representation learning. By set-
ting the threshold to 0.6, the comparison results are shown in Table 3.

Table 3. Accuracy results of measuring triplet trustworthiness

Model MLP Bilinear TransE TransD TransR PTransE KGTtm KGerd

Accuracy 0.833 0.861 0.868 0.913 0.902 0.941 0.981 0.985

F1-score 0.846 0.869 0.876 0.913 0.942 0.942 0.982 0.984

As Table 3 shows that our method has better accuracy and more F1-score
than other method. Our method is at least 10% more accurate than tradi-
tional methods. Compared with the basic TransE, TransH, TransD, TransR and
PTransE methods, our model is more accurate because it incorporates more
internal semantic information and global information. At the same time, due to
our model is scalable, we may get better results by considering other embedding
methods.

4.4 Ablation Analysis

To see how each module contributes to the overall result, we analyzed the effects
of each detection module of KGerd, and the results are given in Table 4.
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Table 4. Accuracy results of every module of KGerd

Model VED TBD LED KGerd

Accuracy 0.903 0.868 0.917 0.984

It reads that the accuracy result of each module is above 0.8, which proves
that each part of our model is effective in fulfilling the task of measuring triplet
trustworthiness. Among them, the laterally-expanded detection module gives an
accuracy of 0.917. Overall, the KGerd performs the best after integrating all the
features that are helpful in deciding whether a triplet is credible.

5 Conclusion

In this paper, we have investigated the problem of measuring triplet trustwor-
thiness, which play a pivotal role in making knowledge graph-based applications
trustable. To handle the problem, we propose a novel framework for measur-
ing triplet trustworthiness, namely, KGerd. It comprises three major modules
by looking at relation in three different views—itself, vertical expansion and
lateral expand, respectively, and the results are aggregated using a fusion net-
work. Experiments on real-life datasets empirically verifies the effectiveness of
the proposed model, which is able to outperform its state-of-the-art competitors.

In future, it is of interest to see whether the triplet trustworthiness evaluation
could be integrated with the process of triplet extraction (e.g., [20]), then it can
become an end-to-end service to obtain credible triplets from plain texts.
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61701454, 61872446, 61902417, and 71971212, and NSF of Hunan Province under grant
No. 2019JJ20024.

References

1. Banko, M., Cafarella, M.J., Soderland, S., Broadhead, M., Etzioni, O.: Open infor-
mation extraction from the web. In: Veloso, M.M., (ed.) IJCAI 2007, Proceedings
of the 20th International Joint Conference on Artificial Intelligence, Hyderabad,
India, 6–12 January 2007, pp. 2670–2676 (2007)

2. Bollacker, K.D., Cook, R.P., Tufts, P.: Freebase: a shared database of structured
general human knowledge. In: Proceedings of the Twenty-Second AAAI Conference
on Artificial Intelligence, Vancouver, British Columbia, Canada, 22–26 July 2007,
pp. 1962–1963. AAAI Press (2007)
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Abstract. Knowledge graphs (KGs) have achieved great success in
many AI-related applications in the past decade. Although KGs con-
tain billions of real facts, they are usually not complete. This problem
arises to the task of missing link prediction whose purpose is to perform
link prediction between entities. Knowledge graph embedding has proved
to be a highly effective technology in many tasks such as knowledge rea-
soning, filling in the missing links, and semantic search. However, many
existing embedding models focus on learning static embeddings of entities
which pose several problems, most notably that all senses of a polyse-
mous entity have to share the same representation. We, in this paper,
propose a novel embedding method, which is named KG embedding with
a contextualized entity representation (KGCR for short), to learn the
contextual representations of entities for link prediction. KGCR encodes
the contextual representations of an entity by considering the forward
and backward contexts of relations which helps to capture the differ-
ent senses of an entity when appearing at different positions of a rela-
tion or in different relations. Our approach is capable to model three
major relational patterns, i.e., symmetry, antisymmetry, and inversion.
Experimental results demonstrate that KGCR can capture the contex-
tual semantics of entities in knowledge graphs and outperforms existing
state-of-the-art (SOTA) baselines on benchmark datasets for filling in
the missing link task.

Keywords: Relation patterns · Contextual entity representation ·
Link prediction

1 Introduction

Recently, knowledge graphs have attracted great concerns from both academia
and industry in the circumstance that needs to exploit the vast amount of het-
erogeneous data. KGs are structural representations of data, all facts in KGs are
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in form of (head entity, relation, tail entity). KGs enhance many AI-related tasks
in a lot of domains such as semantic search and ranking [1], question answering
[2], machine reading [3], and natural language processing [4], etc. Since KGs
usually are not complete, they still loss many valid triples. Thus, it is important
to fill in the missing links of KGs automatically as it is impractical to find all
valid triples manually.

Many approaches have been devised to deal with the link prediction problem.
Knowledge graph embedding (KGE) approaches are the state-of-art models for
link prediction tasks. They aim to represent entities and relations in a low dimen-
sional continuous space while preserving their semantics and inherent structures.
The KGE based approaches can be roughly classified into two categories: seman-
tic matching models and translation models using the scoring functions. TransE
[5] is a representative translation model, which views relation vectors as transla-
tions in the vector space. Given a valid triple (h, r, t), let h, r and t be embedding
vectors of h, r and t, respectively, it is expected that h+ r ≈ t. RotatE [6] view
each relation as a rotation in the complex vector space from the source entity to
the target entity. Further, with a self-adversarial negative sampling technique,
which generates negative samples according to the current entity and relation
embeddings, RotatE has achieved the best performance so far.

Semantic matching models measure the plausibility by the scoring func-
tions which match latent semantics of entities and relations. DistMult [7] learns
embeddings using a bilinear scoring function φ(h, r, t) = hTMrt, where matrix
Mr is a diagonal matrix for reducing the number of parameters. It can suc-
cessfully infer the composition of relations. ComplEx [8] represents entities and
relations by replacing real-valued vectors with complex-valued ones. With the
Hermitian product of complex-valued vectors, it can better model asymmetric
relations.

So far, most existing embedding models have focused on static representa-
tions of entities which pose a problems that all senses of a polysemous entity
have to share the same representation. SimplE [9] takes into account the position
encodings of the entities. It takes two vectors he and te as two different embed-
dings for each entity e. Here, he captures e,s behaviour as the head of a relation
and te captures e,s behaviour as the tail of a relation. SimplE also considers
the inverse of relations and uses them to address the independence of the entity
vectors. Given two vectors he, te ∈ R

d as the embedding of each entity e, and
two vectors vr, vr−1 ∈ R

d for each relation r, the similarity function of SimplE
for a triple (ei, r, ej) is defined as 1

2 (< hei , vr, tej > + < hej , vr−1 , tei >). It is
worth noting that SimplE only encodes the different positions (the head part
and the tail part) of each relation r, i.e., two embeddings of he and te may not
be equal to the same entity e at different positions. However, besides the posi-
tions of a relation, different relations which an entity is associated with are also
the key contexts for the entity. For example, consider two triples < e1, r1, e2 >,
< e1, r2, e3 >, where e1, r1 and e2 represent “apple”, “release” and “MacBook”,
respectively, e1, r2 and e3 represent “apple”, “planted on” and “ground”, respec-
tively. Since entity e1 is at the head part of relation r1 and r2, according to
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SimplE, it is encoded with the same embedding vector and even e1 is associated
with two different relations r1 and r2. It is obvious that the header entity e1 of
the relation r1 is distinctly different from the header entity e1 of the relation r2.
Thus, two senses of a polysemous entity e1 have to share the same representation
in SimplE. So, it creates the need for learning the contextualized representations
of entities, which are the most useful information for KG embeddings.

To address the aforementioned problem, when encoding an entity, we need
to take into account both the positions of the relation that an entity is in and
the relations that an entity is associated with. We introduce KGCR model – an
embedding model with contextualized entity representations for the KG com-
pletion task. To model the contextual semantics of entities, KGCR is expected
to distinguish entities in two categories: (1) entities in different relations; (2)
entities at different positions in the same relation. In KGCR, each relation r
has two vectors Pr and Qr, named forward and backward contextual vectors of
r, respectively. For each triple < e1, r, e2 >, the scoring function is defined as
φ(e1, r, e2) = (ve1 ◦ Pr) • (ve2 ◦ Qr). The contextualized representation of entity
e at different positions (head part or tail part) of relation r are different due to
ve ◦Pr �= ve ◦Qr in general. Similarly, for triples < e1, r1, t1 > and < e1, r2, t2 >,
the contextualized representation of entity e1 in triple < e1, r1, t1 > is not equal
to the one in triple < e1, r2, t2 > due to ve1 ◦ Pr1 �= ve1 ◦ Pr2 in general. For
triples < e1, r1, t1 > and < e2, r2, t1 >, we also conclude that the contextualized
representation of entity t1 in triple < e1, r1, t1 > does not equal to the one in
triple < e2, r2, t1 > because of vt1 ◦ Qr1 �= vt1 ◦ Qr2 in general. So, two different
cases of relational contexts are considered to embed the entities.

Table 1 summarizes different scoring functions φ(h, r, t) and parameters in
existing SOTA baselines as well as KGCR model. Note that ‖ v ‖p is the p-norm
of the vector v. < vh, vr, vt >= Σivhi

vrivti denotes a tri-linear dot product.
“◦” is the Hadmard or element-wise product. “∗” is a convolution operator. “·”
denotes a dot product of vectors. g is an activating function. v̂ is a 2D reshaping
of the vector v. Ω is a set of various filters used in a convolutional neural network.
concat is a concatenation operator of vectors. “•” denotes the inner product of
complex vector (see Sect. 3 for detail).

Our contributions are as follows.

• We present the KGCR model −a novel contextualized entity representation
model for knowledge graph completion. Most existing KG embedding based
models were static: each entity had a single representation vector, regardless of
contextual semantics of entities. Replacing static entity representations with
contextualized entity representations achieves improvements on link predic-
tion task.

• KGCR is capable to model three main relation patterns, i.e., symmetry, anti-
symmetry and inversion, so as to obtain high expressiveness and good gener-
alization.

• KGCR learns the contextualized entity representations without any addi-
tional information other than the triples in knowledge graphs.
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Table 1. Scoring functions and parameters in existing SOTA baselines as well as
KGCR model

Model Scoring function φ(e1, r, e2) Parameters

TransE ‖ ve1 + vr − ve2 ‖p ve1 , vr, ve2 ∈ R
d

DistMult < ve1 , vr, ve2 > ve1 , vr, ve2 ∈ R
d

ComplEx Re(< ve1 , vr, v̄e2 >) ve1 , vr, ve2 ∈ C
d

SimplE 1
2
(< he1 , vr, te2 > + < he2 , vr−1 , te1 >) he1 , vr, te2 , he2 , vr−1 , te1 ∈ R

d

RotatE − ‖ ve1 ◦ vr − ve2 ‖ ve1 , vr, ve2 ∈ C
d, |ri| = 1

ConvE g(vec(g(concat(v̂e1 , v̂r) ∗ Ω))W ) · ve2 ve1 , vr, ve2 ∈ R
d

ConvKB concat(g([ve1 , vr, ve2 ] ∗ Ω)) · w ve1 , vr, ve2 ∈ R
d

KGCR (ve1 ◦ Pr) • (ve2 ◦ Qr) ve1 , vr, ve2 , Pr, Qr ∈ C
d

The rest of the paper is organized as follows. First, we outline related work
in Sect. 2, then discuss KGCR model in Sect. 3. Finally, we report experimental
results in Sect. 4 before concluding remarks in Sect. 5.

2 Related Work

Filling in the missing links of a knowledge graph is important since knowledge
graphs are characterized by incompleteness and manually adding new informa-
tion is costly. KGE based approaches have been widely explored for this task.
Among these approaches, the models based on deep neural networks can learn
rich semantic embeddings because of their parameter reducing and consideration
of sophisticated relations.

NTN [10] utilizes a neural tensor network for relation classification. ConvE
[11] firstly use a convolutional neural network model to predict missing links.
ConvE contains a single 2D convolution layer, which is capable of extracting more
interaction features among different dimensional entries of vh and vr focusing
on their local relationships. To extract the global relationships among h, r, t
rather than h, r, ConvKB [12] uses a convolution operator on same dimensional
entries of the entity and relation embeddings. R-GCN [13] is the first framework
to apply graph convolutional networks to high dimensional multi-relational data.
RSNs [14] proposes recurrent skipping networks to learn representations of long-
tail entities. In RSNs, a head entity can directly predict not only its subsequent
relation but also its tail entity by skipping its connection similar to residual
learning.

Previous work is static: each entity has a single embedding vector. Recently,
the newly proposed language models, Transformer and BERT [15,16], have
yielded significant improvements on many NLP tasks. BERT has successfully
created contextualized word representations, word vectors that are sensitive to
the context in which they appear. The success of contextualized word repre-
sentations suggests that KG embeddings also need to consider the contexts of
entities.
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3 KGCR Model

Let E be a set of entities and R be a set of relations. A knowledge graph
G = {(h, r, t)} ⊆ E × R × E is defined as a set of factual triples formalized as
(the head entity, the relation, and the tail entity) denoted as (h, r, t). The link
prediction task is formalized as a ranking problem: given an input triple, the
goal is to learn a scoring function φ : E × R × E 	→ R. Its score φ(h, r, t) is the
likelihood indicating that the triple is true.

The procedure to corrupt positive triples [5] is as follows. For a positive triple
(h, r, t), we randomly decide to corrupt the head entity or tail entity. If the head
entity is selected, we replace h in the triple with an entity h

′
randomly selected

from E − {h} and generate the corrupted triple (h
′
, r, t). If the tail entity is

selected, we replace t in the triple with an entity t
′

randomly selected from
E − {t} and generate the corrupted triple (h, r, t

′
).

Notations. We denote the i-th entry of a vector vh ∈ C
d as [vh]i. Let d denote

the embedding dimension.
Let ◦: Cd×C

d → C
d denote the Hadamard multiplication (element-wise product)

between two vectors, that is

[vh ◦ vt]i = [vh]i · [vt]i

Let vh, vt ∈ C
d, the inner product between vh and vt is

< vh, vt > =
d

∑

j=1

[vh]j · [vt]j (1)

Here, [vh]j · [vt]j is the product between two complex numbers.
We define the operator “•” on two vectors u, v ∈ C

d as follows: let u =
au + ibu, v = av + ibv, where au, bu, av, bv ∈ R

d. Then

u • v =< au, av > + < bu, bv >

To calculate the product “•” between u and v, we first calculate the inner multi-
plications between their real and imaginary components of u and v accordingly
and take the sum of these two inner products.

When encoding an entity, we need to consider both the positions of a rela-
tion where the entity is in and the relations that the entity is associated with.
We present a KG embedding model with a contextualized entity representation,
named KGCR, for the KG completion task. In KGCR, each relation r has two
vectors Pr and Qr, named forward and backward contextual vectors of r, respec-
tively. Then, when e appears at the header of the relation r, the contextualized
entity representation of e can be obtained through Hadamard product between
ve and Pr, i.e., ve ◦ Pr. Similarly, ve ◦ Qr is the contextualized entity repre-
sentation of e when e appears at the tail part of the relation r. Here, relation
r = (Pr, Qr) ∈ C

2d.
Given a triple (h, r, t), the scoring function of KGCR is defined as

φ(h, r, t) = (vh ◦ Pr) • (vt ◦ Qr)
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3.1 Optimization

Once we have the scoring function, to optimize the model, we utilize the negative
sampling loss functions with self-adversarial training [6]:

L = −logσ(γ − φ(h, r, t)) − Σn
i=1p(h

′
i, r, t

′
i)logσ(φ(h

′
i, r, t

′
i) − γ)

here, σ is the sigmoid function, γ is a margin which is a hyper-parameter and
(h

′
i, r, t

′
i) is i-th corrupted triple.

Specifically, we sample negative triples from the following distribution:

p(h
′
j , r, t

′
j |(hi, ri, ti)) =

exp αφ(h
′
j , r, t

′
j)

∑

i exp αφ(h′
i, r, t

′
i)

here, α is the temperature of sampling.
We use Adam as the optimizer to minimize loss function L, and during opti-

mizing we constrain the vector modulus to satisfy: ‖ Pr ‖2≤ 1 and ‖ Qr ‖2≤ 1.

3.2 Ability to Model Relational Patterns

KGCR can model three types of relations, namely, symmetry, antisymmetry,
and inversion. First, let G′

be a set of corrupted triples in G. Then, the formal
definitions of symmetry, antisymmetry and inversion are as follows:

• A relation r is symmetry if for any two entities e1 and e2, (e1, r, e2) ∈ G ⇔
(e2, r, e1) ∈ G.

• A relation r is antisymmetry if for any two entities e1 and e2, (e1, r, e2) ∈ G
⇒ (e2, r, e1) ∈ G′

.
• Relation r2 is the inverse of relation r1 if for any two entities e1 and e2,

(e1, r1, e2) ∈ G ⇔ (e2, r2, e1) ∈ G.

Theorem 1. For symmetry relation r, it can be encoded by tying the parameters
Pr = Qr in model KGCR.

Theorem 2. For antisymmetry relation r, it can be encoded by tying the param-
eters Pr �= Qr in model KGCR.

Theorem 3. Suppose relation r2 is the inverse of relation r1, this property of
r1 and r2 can be encoded by making the parameters Pr1 = −Qr2 and Qr1 = −Pr2

in model KGCR.

4 Experimental Results

We evaluate KGCR using two widely used benchmarks, i.e., WN18RR and
FB15K-237 instead of WN18 and FB15K, since WN18 and FB15K have test leak-
age via inverse relations [11]. Table 2 summarizes the statistics of the datasets.
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We compare KGCR with baselines using the following metrics of correct enti-
ties: Mean Rank (MR), the mean of all the predicted ranks. Mean Reciprocal
Rank (MRR), the mean of all the inverse of predicted ranks. Hits@n, the pro-
portion of ranks are not larger than n. In the experiments, n usually takes values
of 1, 3, 10. The lower MR or the higher MRR or the higher Hits@n, the bet-
ter performance. We utilize the “Filtered” setting protocol [5], which does not
consider any valid triples when sampling negative triples.

Table 2. Summary of datasets

Dataset #entity #relation #training triples #validation triples #test triples

FB15K-237 14541 237 272115 17535 20466

WN18RR 40943 11 86835 3034 3134

Experimental Setup. We optimize the KGCR model with Adam opti-
mizer, fine-tune the hyper-parameters over the validation dataset. We
set the range of hyperparameters for grid search as shown below:
embedding dimension k ∈ {100, 250, 500, 1000}, self-adversarial sam-
pling temperature α ∈ {0.5, 1.0, 1.5, 2.0, 2.5}, maximal margin γ ∈
{3, 6, 9, 12, 18, 24, 30}, learning rate lr ∈ {0.00005, 0.0001, 0.0002, 0.0005, 0.001},
negative sample size n ∈ {64, 128, 256, 512, 1024}, and max steps max steps ∈
{60000, 80000, 100000, 150000}.

Table 3. Experimental results

WN18RR FB15K-237

Hits@N Hits@N

MRR 1 3 10 MRR 1 3 10

DistMult 0.444 0.412 0.47 0.504 0.281 0.199 0.301 0.446

ComplEx 0.449 0.409 0.469 0.53 0.278 0.194 0.297 0.45

ConvE 0.456 0.419 0.47 0.531 0.312 0.225 0.341 0.497

TransE 0.243 0.043 0.441 0.532 0.279 0.198 0.376 0.441

ConvKB 0.265 0.058 0.445 0.558 0.289 0.198 0.324 0.471

R-GCN 0.123 0.08 0.137 0.207 0.164 0.10 0.181 0.30

SimplE 0.390 0.378 0.394 0.411 0.169 0.095 0.179 0.327

Rotate 0.476 0.428 0.492 0.571 0.338 0.241 0.375 0.533

KGRC 0.482 0.438 0.504 0.577 0.345 0.247 0.380 0.540

Table 3 shows that KGCR achieves better performance compared with pre-
vious state-of-the-art models on the task of predicting missing links.
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5 Conclusion

We present the KGRC model − a novel contextualized entity representation
model for knowledge graph completion. KGRC encodes the contextual informa-
tion of a relation by its forward and backward contextual vectors which is helpful
for capturing the different senses of an entity when appearing at different posi-
tions of a relation or in different relations. The contextualized representation of
the entities has advantages in many downstream tasks, for instance, question
answering, semantic search, and neural machine translation. KGCR is capable
to model three main relation patterns, namely inversion, symmetry, and anti-
symmetry, so as to obtain high expressiveness and good generalization.

The results show that for link prediction tasks, KGRC is superior to the
existing SOTA baselines on the benchmark dataset. We are gonging to extend
KGRC with attention to obtain better link prediction performance in future
work.
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Abstract. Attributed network embedding (ANE) maps nodes in net-
work into the low-dimensional space while preserving proximities of both
node attributes and network topology. Existing methods for ANE inte-
grated node attributes and network topology by three fusion strategies:
the early fusion (EF), the synchronous fusion (SF) and the late fusion
(LF). In fact, different fusion strategies have their own advantages and
disadvantages. In this paper, we develop a dual fusion model named as
DFANE. DFANE integrated the EF and the LF into a united framework,
where the EF captures the latent complementarity and the LF extracts
the distinctive information from node attributes and network topology.
Extensive experiments on eight real-world networks have demonstrated
the effectiveness and rationality of the DFANE.

Keywords: Network analysis · Attributed network embedding ·
Fusion strategy · Auto-encoder

1 Introduction

With more and more information becoming available, nodes in real-world net-
works are often associated with attributed features, for example, papers in aca-
demic citation networks generally have a published conference, author, research
topic and keywords, which are known as attributed networks [4]. Recently, ANE,
aiming to learn the low-dimensional latent representations of nodes which can
well preserve the proximities based node attributes and network topology at the
same time, has attracted lots of researchers’ interests.

It plays an important role in integrating the node attributes and network
topology for ANE, because ANE focuses on capturing latent relationships in
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terms of node attributes and network topology. Existing ANE approaches, based
on the different fusion styles, can be divided into three categories: the EF embed-
ding models [2,3], the SF embedding models [1,8,9], and the LF embedding mod-
els [6]. The EF and SF allow attributes modeling and topology modeling closely
interact each other, but they cannot guarantee the individual distinctive charac-
teristic; the LF trains individual models separately without knowing each other
and results are simply combined after training, thus it can guarantee individual
characteristic, but it may lose the consistency information of nodes [1].

To fully excavate the relationships and intrinsic essences between node
attributes and network topology, we propose a dual fusion model named DFANE
for ANE in this paper. DFANE consists of two components, the EF component
and the LF component, where the former first concatenates the node attributes
and network topology into a united vector on the input layer, and then conducts
collaborative training to capture the relationships between node attributes and
network topology; and the latter, including the node attributes Auto-Encoder
and the network topology Auto-Encoder, first to capture the individual inherent
essences from node attributes and network topology without interacting each
other, and then achieves information integration via concatenating two types of
individual inherent essences obtained by the two independent Auto-Encoders.

To summarize, our main contributions are as follows:

(i) A dual fusion model with the EF and LF components is proposed. The
EF component extracts the latent interrelationship, the LF component cap-
tures the peculiarity of attributes and topology, and then the unity of two
components preserve the consistency and complementarity information.

(ii) We conduct abundant experiments on eight datasets by the tasks of node
classification and node clustering. The experimental results demonstrate the
effectiveness and rationality of the DFANE.

2 Related Work

In this section, we briefly summarize the development of ANE methods in items
of the strategies of fusing node attributes and network topology.

NANE [3] designed a self-feedforward layer to capture weight features in
node attributes and network topology, which employed the pairwise constraint
based the input data and weights to preserve the local information and the
global information respectively. NetVAE [2] adopted a shared encoder to perform
co-training and introduced the attributed decoder and networked decoder to
reconstruct node attributes and network topology.

DANE [1] captured the latent highly non-linearity in both node attributes
and network topology by two symmetrical Auto-Encoders, in which considered
the consistency and complementary. ANRL [8] fed the node attributes into the
encoder and the decoder reconstructed node’s target neighbors instead of node
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itself under the guidance of network topology. The partial correlation, i.e. nodes
with similar attributes may be dissimilar in topology and vice versa, was pro-
posed in PRRE [9], and EM algorithm was utilized to tune two thresholds to
define node relations: positive, ambiguous, negative.

LINE [6] considered different roles of each node in network, i.e. node itself and
“context” of the other nodes in network, the node’s embedding representations
were learned by two separate models for preserving the first-order and second-
order proximity of network topology respectively. The final representation for
each node was obtained by concatenating the distinctive representations learned
from two separate models. However, LINE only taken the network topology into
account.

3 The Proposed Model

In this section, we first to present the definition of ANE and then develop a dual
fusion ANE model.

3.1 Problem Definition

Let G = (V,E,X) be an attributed network with n nodes, where V represents
the set of nodes, E represents the set of edges, and X ∈ Rn×l represents the
attributes matrix in which the row-vector xi ∈ Rl corresponds to the attributes
vector of the node vi. Besides, the adjacency matrix M ∈ Rn×n represents the
link relationship between nodes, in which the element mij > 0 represents there
existing the edge between the nodes vi and vj , while mij = 0 represents the edge
is absent.

It is necessary to preserve the proximities of both node attributes and network
topology in ANE. Let A ∈ Rn×n be the attributes similarity matrix, and the
element aij ∈ An×n can be measured by the functions of distance similarity
of attributes vectors xi and xj of nodes vi and vj , such as Cosine similarity,
Euclidean distance. The Cosine similarity can be calculated by aij = xi·xj

||xi||×||xj || ,
where the operator “·” represents the dot product, “×” represents the scalar
multiplication, “||x∗||” represents the L2-norm of the vector.

Based on attributes similarity matrix A, the semantic proximity, reflecting
the attributes homogeneity effect amongst nodes, can be computed. For example,
the semantic proximity bij ∈ Bn×n between the nodes vi and vj can be calculated
by bij = ai·aj

||ai||×||aj || , where ai = (ai1, · · · , ain) ∈ A and aj = (aj1, · · · , ajn) ∈ A.
The proximities related to the topology of network include the first-order

proximity which corresponds to the direct neighbor relationships and the high-
order proximity which corresponds to multi-hops neighbor relationships con-
nected by the shared neighbor. The first-order proximity between nodes vi and
vj can be measured by the value of mij ∈ M . Specifically, the larger value of mij

indicates the stronger proximity between two nodes. Let M̂1 is the 1-step prob-
ability transition matrix amongst nodes, which can be obtained by the row-wise
normalization of M ; M̂ t be the t-step probability transition matrix, which can
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be computed by M̂1: M̂ t = M̂1 · · ·M̂1
︸ ︷︷ ︸

t

; the neighborhood proximity matrix

S = M̂1 +M̂2 + · · ·+M̂ t, then the high-order proximity between nodes vi and
vj can be measured by the similarity of vectors si and sj .

ANE aims to find a map function f(ai, si) → hi that maps node vectors
ai and si into a unified embedding representation hi ∈ Rd, such that the node
semantic proximities and network topological proximities can be captured and
preserved, d is the dimension of the embedding representation and d � l.

3.2 The Architecture of DFANE

The proposed DFANE model consists of the EF component and the LF com-
ponent. They fuse node attributes and network topology at different stages to
implement ANE. The architecture of DFANE is displayed in Fig. 1.

Fig. 1. The architecture of DFANE.

The Early Fusion Component. The EF component is implemented by a
deep Auto-Encoder. Let C = [A,S] ∈ Rn×2n be a matrix formed by concatenat-
ing the attributes similarity matrix A ∈ Rn×n and the neighborhood topology
matrix S ∈ Rn×n, i.e. ci = (ai, si) = (ai1, · · · , ain, si1, · · · , sin), where ci, ai

and si are the i-th row vector of C, A and S respectively. Let the deep Auto-
Encoder have 2T − 1 layers, where the layers 1, 2, · · · , T for the encoder, the
layers T, T +1, · · · , 2T −1 for the decoder, the layer T be shared for the encoder
and decoder; the vectors hc

i,t(t = 1, · · · , T ) and yc
i,t(t = 1, · · · , T ) be the hidden

representations of the node vi at t-th layer of the encoder and decoder respec-
tively, hc

i = hc
i,T ∈ R2d be the desired underlying compact representation of the

node vi, ĉi = yc
i,T ∈ R2n be the reconstructed data point from the decoder.
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Proximity Loss. To preserve the first-order proximity in the concatenate matrix
C, the negative log-likelihood LP c

ef = − ∑

mij>0
log pcij should be minimized, where

pcij = 1
(1+exp(hc

i ·(hc
j)

T ))
is the joint probability between the ci and cj .

Reconstruction Loss. To preserve the highly non-linear relationship existed in the
concatenate matrix C, the reconstruction loss between the input ci and output

ĉi, i.e. LRc
ef =

n
∑

i=0

||ĉi − ci||22, should be minimized to train the Auto-encoder.

The Late Fusion Component. The LF complement consists of two symmetri-
cal Auto-Encoders: the node attributes Auto-Encoder and the network topology
Auto-Encoder. Both of them have the same layers architecture with the Auto-
Encoder of the EF complement. Let ha

i = ha
i,T ∈ Rd and hs

i = hs
i,T ∈ Rd

be the desired underlying compact representations, âi = ya
i,T ∈ Rd and

ŝi = ys
i,T ∈ Rd be the reconstructed representations of the node vi with respect

to the node attributes Auto-Encoder and the network topology Auto-Encoder.
The two Auto-Encoders are trained independently, and the desired represen-
tation of a node is the concatenation of two representations obtained from
the node attributes Auto-Encoder and the network topology Auto-Encoder,
i.e. has

i = ha
i ⊕ hs

i = (ha
i1, · · · , ha

id, h
s
i1, · · · , hs

id) ∈ R2d, ĉasi = âi ⊕ ŝi =
(âi1, · · · , âin, ŝi1, · · · , ŝin) ∈ R2n.

Proximity Loss. To preserve the first-order proximity of vectors ai and aj

in the attributes similarity matrix A, the negative log-likelihood LP a
lf =

− ∑

mij>0
log paij should be minimized, where paij = 1

(1+exp(ha
i ·(ha

j )
T ))

is the joint

probability between the ai and aj . Similarly, the negative log-likelihood LP s
lf =

− ∑

mij>0
log psij should be minimized to preserve the first-order proximity of vec-

tors si and sj , where psij = 1
(1+exp(hs

i ·(hs
j)

T ))
is the joint probability between the

si and sj .

Reconstruction Loss. To preserve the semantic proximity associated with node
attributes, the reconstruction loss between node attributes encoder’s input ai

and decoder’s output âi, i.e. LRa
lf =

n
∑

i=1

||âi − ai||22, should be minimized. Sim-

ilarly, the reconstruction loss between network topology encoder’s input si and

decoder’s output ŝi, i.e. LRs
lf =

n
∑

i=1

||ŝi − si||22, should be minimized.

In DFANE, we propose a consistency loss function to measure the consistency

of the two components, shown as LCc˜as =
n
∑

i=1

||hc
i − has

i ||22 +
n
∑

i=1

||ĉi − ĉasi ||22,
where the first item indicates the embedding consistency loss and the second
item means the reconstruction consistency loss of two components.
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3.3 The Total Loss of DFANE

To sum up, the total loss of the DFANE is defined as the LT = αLP + βLR +
γLCc˜as, where the proximity loss LP = LP c

ef + LP a
lf + LP s

lf and the recon-
struction loss LR = LRc

ef + LRa
lf + LRs

lf are the sum of the proximity loss
and the reconstruction loss in the concatenate matrix C, attributes similarity
matrix A and neighborhood topology matrix S, respectively. α, β and γ are
hyper-parameters used to balance the weights among different losses.

4 Experiment

In this section, we conduct experiments on eight publicly network datasets to
evaluate the performance of the DFANE, compare with the several state-of-the-
art methods, by the tasks of node classification and node clustering.

4.1 Datasets and Baselines Method

In experiments, three types of real-world networks are used, i.e. WebKB1 net-
work, Social network and Bibliographic network, where WebKB network consists
of Texas, Cornell (corn), Washington (Wash), Wisconsin (Wisc) datasets; Social
network contains Hamilton2 (Hami) and Wiki datasets; Bibliographic network
includes Cora and Pubmed3 (Pubm) datasets.

We select NANE [3], DANE [1], ANRL [8], PRRE [9] as the baselines. NANE
adopted the EF strategy to implement ANE; other baselines all employed the
SF strategy to implement ANE. Besides, we develop two variants of DFANE,
i.e. DFANE-E and DFANE-L, that only including the single complement.

4.2 Parameter Setting

The number of neurons in each layer is arranged in Table 1, which is a template
for all baselines in experiments. The first layer of input of encoder and the last
layer of output of decoder for node attributes and network topology correspond
to the dimension of node attributes and the number of nodes in network.

DFANE contains three hyper-parameters α, β and γ for balancing the
proximity loss, reconstruction loss and consistency loss. The value of hyper-
parameters tuned through the algorithm of grid search and listed in Table 1. In
experiments, both node classification and node clustering use the same param-
eters. The parameters of the baselines were set the same as the original papers.

1 https://linqs-data.soe.ucsc.edu/public/lbc/.
2 https://escience.rpi.edu/data/DA/fb100/.
3 https://linqs.soe.ucsc.edu/data.

https://linqs-data.soe.ucsc.edu/public/lbc/
https://escience.rpi.edu/data/DA/fb100/
https://linqs.soe.ucsc.edu/data
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Table 1. The architecture of neural networks and the hyper-parameters of DFANE.

Datasets Methods number of neurons in each layer Hyper-parameters

Node attributes Network topology α β γ

Texas 1703-200-100-200-1703 187-200-100-200-187 0.1 1 0.001

Corn 1703-200-100-200-1703 195-200-100-200-195 0.001 100 0.01

Wash 1703-200-100-200-1703 230-200-100-200-230 1 1000 0.001

Wisc 1703-200-100-200-1703 265-200-100-200-230 10 1000 200

Hami 144-200-100-200-144 2314-200-100-200-2314 100 100 200

Wiki 4973-256-128-256-4973 2405-256-128-256-2405 1 1000 10

Cora 1433-256-128-256-1433 2708-256-128-256-2708 10 100 500

Pubm 500-256-128-256-500 19717-256-128-256-19717 0.01 50 0.01

4.3 Results and Analysis

Node classification is carried out on the learned node representations, and L2-
regularized Logistic Regression [5] is used as the classifier. Then {10%, 20%,
30%, 40%, 50%} labeled nodes are randomly selected as the training set and
the remained nodes as the testing set. For node clustering, we adopt K -means
algorithm as the clustering method. In experiments, these processes are repeated
ten times, and the average performances with respect to the Micro-F1, Macro-F1,
AC and NMI [7] are reported for each dataset. Here due to the space constrains
we only list the node classification results selected 40% labeled nodes as training
set and node clustering results for eight datasets in Table 2, where bold numbers
represent the best results; the trend of node classification results with respect to
the training rates of {10%, 20%, 30%, 50%} are similar to the 40%.

Table 2. Node classification performance of different methods on eight datasets with
training rate is 40% in Micro-F1 and Macro-F1, and node clustering performance of
different methods on eight datasets in AC and NMI.

Metrics Methods Texas Corn Wash Hami Wisc Wiki Cora Pubm

Micro-F1 NANE 53.98 44.44 46.38 86.68 48.43 49.41 50.46 57.51

ANRL 65.49 41.03 65.94 79.99 57.23 72.14 40.00 81.31

PRRE 72.66 64.27 77.03 93.94 79.56 73.20 82.61 84.3

DANE 79.38 56.41 73.98 94.09 76.04 78.62 83.93 87.86

DFANE-L 79.12 57.18 73.98 93.78 77.23 79.07 83.39 87.6

DFANE-E 82.3 61.54 79.71 94.26 76.54 79.51 81.75 85.44

DFANE 83.54 70.34 81.6 93.97 81.76 79.85 84.18 88.44

(continued)
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Table 2. (continued)

Metrics Methods Texas Corn Wash Hami Wisc Wiki Cora Pubm

Macro-F1 NANE 14.02 12.31 12.67 13.05 25.83 32.03 46.71 52.38

ANRL 28.73 17.56 30.24 26.2 14.81 55.03 16.8 81.88

PRRE 52.09 43.22 47.57 58.11 36.92 56.30 81.56 83.99

DANE 53.73 41.35 50.48 54.75 30.58 70.23 82.46 87.6

DFANE-L 53.46 44.26 48.93 50.57 30.44 70.02 81.84 87.42

DFANE-E 57.34 46.59 58.56 52.41 30.7 70.15 80.14 85.11

DFANE 59.53 53.71 59.1 59.08 30.52 70.86 82.72 88.17

AC NANE 5.92 3.24 3.06 10.27 2.54 9.43 6.59 2.68

ANRL 52.14 40.2 56.09 31.49 39.47 44.56 30.45 63.58

PRRE 53.53 38.41 60.32 34.43 50.49 46.06 68.86 64.42

DANE 38.5 39.08 39.09 36.85 32.3 46.32 64.8 64.14

DFANE-L 35.56 31.62 39.35 36.83 32.19 44.97 66.11 66.20

DFANE-E 50.91 47.03 48.48 35.69 49.24 34.47 54.22 43.23

DFANE 50.37 51.28 54.22 36.24 60.86 48.07 72.66 70.8

NMI NANE 5.2 4.32 3.26 16.12 4.25 16.13 10.23 3.7

ANRL 15.19 19.32 20.97 12.08 12.16 44.14 16.71 25.39

PRRE 24.78 19.87 34.32 34.7 27.93 43.52 48.99 28.02

DANE 8.56 8.94 10.48 37.02 5.98 47.48 50.49 29.09

DFANE-L 7.58 4.59 11.06 37.39 5.27 46.36 50.55 28.32

DFANE-E 22.4 13.39 20.15 33.71 23.9 32.39 38.86 13.32

DFANE 25.1 21.78 30.33 38.41 38.88 47.86 55.93 34.67

From Table 2, we have the observations that DFANE achieves the best per-
formance for most case than baselines. Specifically, DFANE makes the best clas-
sification results on 7 of the 8 datasets in Micro-F1 and Macro-F1, and also
performs the best clustering results on 5 of the 8 networks in AC, and 7 of 8 net-
works in NMI, which further verifies the efficiency of the dual fusion strategies
outperforms that of the EF strategy (NANE, DAFNE-E), SF strategy (ANRL,
PRRE, DANE), and LF strategy (DANE-L).

5 Conclusion

Integrating heterogeneous information of node attributes and network topology
is essential for ANE. In this study, we propose a dual fusion model DFANE for
ANE. DFANE integrated the EF and the LF into a united framework, and the
unity of the EF and the LF captures the consensus of heterogeneous information.
This is the first attempt to adopt dual fusion strategies in a united framework.
Furthermore, experiment results on the eight real-world networks, with the tasks
of node classification and node clustering, have demonstrated the effectiveness
of the DFANE.
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Abstract. Knowledge tracing is a key area of research contributing
to personalized education. In recent times, deep knowledge tracing has
achieved great success. However, the sparsity of students’ practice data
still limits the performance and application of knowledge tracing. An
additional complication is that the contribution of the answer record to
the current knowledge state is different at each time step. To solve these
problems, we propose Attention-based Knowledge Tracing with Hetero-
geneous Information Network Embedding (AKTHE). First, we describe
questions and their attributes with a heterogeneous information network
and generate meaningful node embeddings. Second, we capture the rel-
evance of historical data to the current state by using attention mecha-
nism. Experimental results on four benchmark datasets verify the supe-
riority of our method for knowledge tracing.

Keywords: Knowledge tracing · Network embedding · Attention
mechanism · Student assessment

1 Introduction

Knowledge tracing (KT) is a modeling based on student behavior sequence.
With the presence of KT, we can exactly grasp the students’ mastery and the
understanding of knowledge concepts. Accurate knowledge tracing enables us
to grasp the current needs of students and to recommend questions accurately.
This task means that students can be provided with resources according to their
personal needs [1]. Knowledge tracing is the core and key to build an adaptive
education system.

There exist two types of knowledge tracing models now: traditional knowl-
edge tracing models and deep knowledge tracing models. Bayesian Knowledge
c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12274, pp. 95–103, 2020.
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Tracing (BKT) [2] is a very famous model among traditional knowledge tracing
models. It is a Markov model with hidden variables. Recently, Deep Knowledge
Tracing (DKT) [3] based on students’ recent learning performance has shown
high performance. It can model the relationship between complex knowledge
concepts.

Although knowledge tracing based on deep learning has made great progress,
there are still some open issues. For example, the sparsity of students’ behavior.
Specifically, students usually use fragmented time to study, which only spend
little time on the platform [4]. As a result, each student may only practice a
small part of the test questions in system so that the mastery of a large part of
knowledge is still unknown, which affects the knowledge tracing and limits the
further application.

Our view of solving sparse problem depends on attribute information of ques-
tions. Specifically, the correct rate of the same student answering questions with
similar difficulty or discrimination at the same knowledge concept is similar.
Some existing work that study attributes of questions is primarily about mining
them [5]. Other work try to use attributes of questions in knowledge tracing [6],
but they do not specifically apply question attributes to deep knowledge trac-
ing. By analyzing the various types of nodes and the various link relationships
in the network, heterogeneous information network (HIN) [7] can accurately
distinguish the different meanings in the network and mine more meaningful
knowledge. Questions and their attributes can be expressed as a heterogeneous
information network. Features of each question are thus captured by network
embedding, which can guide us to better understand knowledge states.

In the sequence of student history questions, the contribution of each question
to whether the next question can be answered correctly is different. For example,
the next question mainly examines the mastery of integer multiplication, then the
questions related to this concept in the past have a greater impact on the current
state. Inspired by the attention mechanism used in machine translation where
the mechanism can be used to capture the words corresponding to the original
sentence and make the translation more accurate [8], we apply the attention
mechanism to knowledge tracing problem to achieve better results.

In this paper, we focus on modeling the attribute information of ques-
tions with heterogeneous information network and generate meaningful ques-
tion embeddings to model and predict students’ knowledge states from a large
number of learning logs. Our contributions are as follows:

– We use a heterogeneous information network to model questions and their
attributes to learn the effective representations of questions.

– We propose Attention-based Knowledge Tracing with Heterogeneous Informa-
tion Network Embedding to model students’ current knowledge states.

– We evaluate our model and results show that our AKTHE model has better
performance in knowledge tracing.
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The rest of this paper is organized as follows. Section 2 gives a clear descrip-
tion on the problem definition. Section 3 is the detailed descriptions of proposed
model. Experimental results on four datasets are shown in Sect. 4. Finally, we
conclude the paper in Sect. 5.

2 Problem Definition

Definition 1 (Question Difficulty). Given a question, difficulty refers to the
proportion or percentage of correct answers given by students in history, which
is also known as the ease of question. The difficulty is defined as:

Di = ki/Ni, (1)

where ki is the number of students who answered question i correctly, and Ni is
the total number of students who answered question i.

The value of question difficulty is between 0 and 1. Instead of using difficulty
value directly, we categorize every question into one of 10 difficulty levels:

Category(i) =
{ �Di · c�, if |Ni| ≥ 4;

5, else, (2)

where c = 10, the number of levels.

Definition 2 (Question Discrimination). The discrimination refers to the
ability of questions to distinguish academic performance between students. For
simplicity, the following definition is used:

D
′
i = D1

i − D2
i , (3)

where D
′
i is the discrimination of question i. We rank the total score of all

students from high to low, the top 30% students is the high-level group and the
last 30% students is the low-level group. D1

i and D2
i are the difficulty of question

i for high-level group and low-level group respectively using (1). Table 1 is a
criterion for evaluating the discrimination of question.

Table 1. The division of question discrimination

Discrimination Bad General Good Nice

Range (−1, 0.19) (0.2, 0.29) (0.3, 0.39) (0.4, 1)

Definition 3 (Heterogeneous Information Network (HIN) [7]). HIN is a
directed graph G = (V,E). Meanwhile, each node v and each link e has a type.
Let A and R represent the sets of node type and link type respectively where
|A| + |R| > 2. For each node v, we have φ(v) : V → A; for each link e, we have
ψ(e) : E → R.
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Definition 4 (Meta-Path [9]). A meta-path is defined as a path. The specific

form is A1
R1−→ A2

R2−→ · · · Al−1
Rl−1−→ Al. It represents a compound relationship

between node types A1 and Al.

We express questions and their attributes using a HIN in Fig. 1(a) where
the node types are question, difficulty and discrimination. There exist two types
of links between nodes: (i) the question-difficulty link, and (ii) the question-
discrimination link. Nodes in the network can be connected into different
kinds of meta-paths, e.g., “question-difficulty-question” (QDQ) and “question-
discrimination-question”(QD

′
Q).

3 Methodology

We present Attention-based Knowledge Tracing with Heterogeneous Information
Network Embedding, called AKTHE. Figure 1 represents the overall schematic
illustration of AKTHE.

(b) Attention-based Deep Knowledge Tracing

RNN RNN RNN...

x2

e2

xt

et

x1

e1

v1 v2 vt

y1 y2 yt

Attention Attention Attention

meta-pathsQuestion

Ques-Diff-Ques

Ques-Disc-Ques

(a) Heterogeneous Information Network Embedding

e1

e2

ei

DiscriminationDifficulty

Fig. 1. The architecture of AKTHE.

3.1 Heterogeneous Information Network Embedding

Heterogeneous information network embedding (HINE) aims to generate mean-
ingful node sequence. To this end, both DeepWalk [10] and node2vec [11] can be
applied where a random walker traverses the heterogeneous information network
from node to node along the edge between them.

Meta-path Based Random Walk. In the literature of HIN, meta-path [9]
can depict the semantic concept accurately. Inspired by this, we use meta-path
based random walk method. At step t, the walker moves from node vt to vt+1,
one of its neighbors, at the normalized probability P (vt+1|vt). Note vt and vt+1

can be of any type. Similarly, Given a HIN G = (V,E) and a meta-path ρ :
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A1
R1−→ A2

R2−→ · · · At
Rt−→ At+1 · · · Rl−1−→ Al, the probability that the walker will

take one step specified in the path is:

P (vt+1|vt, ρ) =
{ 1

|Nt+1(vt)| , (vt, vt+1) ∈ E, φ (vt+1) = At+1;
0, otherwise,

(4)

where vt is the tth node in random walk, as well as Nt+1(vt) is set of first-order
neighbor nodes of vt.

Heterogeneous Skip-Gram. For a given meta-path, we use a fixed-length
window to obtain the neighborhood N(v) for node v. Following node2vec [11],
we use heterogeneous skip-gram to learn node embeddings for a HIN G = (V,E)
by maximizing

max
g

∑
v∈V

log P (N(v)|g(v)) , (5)

where g is a function to get node embedding.

Embedding Fusion. For a node v, different embeddings on O meta-paths can

be represented as a set
{

e
(l)
q

}|O|

l=1
, where e

(l)
q is the embedding of question q about

the lth meta-path. In our model, we only focus on the embeddings of questions,
so we only select nodes with the type question.

For different representations of a question, we assume that the contribution
of each meta-path to this question is equal. Then we use linear function as our
fusion function:

eq =
1

|O|
|O|∑
l=1

(
M(l)e(l)q + b(l)

)
, (6)

where eq is the final representation of question q.

3.2 Attention-Based Knowledge Tracing with HINE

We use DKT model as the basic model because it is superiocompared to BKT.
In addition, we also added the attention mechanism to our model to learn better
distribution of each question which may lead to more accurate prediction.

Input. Formally, an interaction {qt, at} can be transformed into a vector xt. We
use δ(qt) to represent question qt, which is a one-hot encoding. xt is a Cartesian
product of qt and at. Before passing into LSTM, the embedding vector xt and
et in (6) are integrated by concatenation:

vt = xt ⊕ et. (7)
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Attention Mechanism. We employ the attention mechanism that concatenate
the hidden layer and the historical questions {q1, q2, ..., qt}, which scores the
importance of each question in the history for new question qt+1:

ui
t = vT tanh(W1ht + W2δ(qi)), (8)

where δ(qi) is the one-hot encoding of question qi in historical questions and ht

is hidden state.
Then attention state can be represented as the weighted sum of all questions

in this step by using attention scores as weights. That is,

st =
t∑

i=1

ai
tu

i
t, ai

t =
exp

(
Wau

i
t

)
∑t

j=1 exp
(
Wau

j
t

) . (9)

Output. Finally, based on the updated hidden state ht and attention state st,
we can get the probability of answering each question correctly:

yt = σ (W(st ⊕ ht) + b) . (10)

Optimization. The purpose of AKTHK is to predict next interaction per-
formance. In this paper, we use the cross-entropy loss function to learn the
parameters:

L = −
∑
t

(
at+1 log

(
yT
t δ (qt+1)

)
+ (1 − at+1) log

(
1 − yT

t δ (qt+1)
))

, (11)

where δ (qt+1) and at+1 are the one-hot encoding and the true label of next
question qt+1.

4 Experiments

In this section, we demonstrate the effectiveness of our proposed AKTHE model
by comparing it with baselines on four datasets.

4.1 Experimental Setup

Datasets. For our experiments, we test on four public datasets: ASSIST-
ments2009, ASSISTments2015, Statics2011 and Synthetic-5. The statistical
information of datasets is reported in Table 2.
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Table 2. Dataset statistics.

Datasets Students Exercises Records

ASSISTments2009 4,151 110 325,637

ASSISTments2015 19,840 100 683,801

Synthetic-5 4,000 50 200,000

Statics2011 333 1,223 189,297

Baselines. To demonstrate performance of our AKTHE model, we compare
with multiple baselines in each dataset:
Bayesian Knowledge Tracing (BKT): In BKT [2] model, a hidden variable
about knowledge states of students is proposed. BKT is to track changes in state
of students’ knowledge.
Deep Knowledge Tracing (DKT): DKT [3] is the most widely used knowl-
edge tracing model. Its performance on a variety of open datasets is basically
better than traditional models.
Dynamic Key-Value Memory Networks (DKVMN): DKVMN [12] is a
state-of-the-art KT model. This model uses a static matrix key to store all
knowledge concepts and a dynamic matrix value to store and update learners’
mastery of concepts.

4.2 Performance Analysis

The performance of knowledge tracing is customarily evaluated by area under
the curve (AUC). The higher the AUC, the better the model performance. The
AUC Results of models on all datasets are shown in Table 3.

Table 3. The AUC results on all datasets.

Model ASSISTments2009 ASSISTments2015 Synthetic-5 Statics2011

BKT 0.623 0.631 0.650 0.730

DKT 0.805 0.725 0.803 0.802

DKVMN 0.816 0.727 0.827 0.828

DKT+Attention 0.827 0.739 0.835 0.834

DKT+HINE 0.818 0.735 0.829 0.832

AKTHE 0.831 0.741 0.837 0.838

From Table 3, we can get two points of view. Firstly, compared with the
benchmark models, our model has higher AUC, which means a better prediction
performance. Concretely speaking, the average AUC obtained by AKTHE on two
ASSISTments datasets is 1.8% higher than the most advanced model DKVMN.
Compared with DKVMN, the average improvement rates are 1.1% in synthetic-
5 and statics2011 datasets. Secondly, models based on neural network perform
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better than traditional model on four datasets, which means that the neural
network can capture more useful information.

The results of ablation experiments show that the combination of HINE or
attention with DKT can all improve the prediction effect. Adding attention to
DKT contributes to the better results, which means that the attention mecha-
nism provides more useful information.

5 Conclusion

In this paper, we mainly focus on exploring the attribute information of ques-
tions in knowledge tracing. We describe questions and their attributes with a
heterogeneous information network, which is desirable for this application. With
the help of heterogeneous network embedding, the learned node embeddings can
be integrated into deep knowledge tracing model. We also add the attention
mechanism to deep knowledge tracing model. On four datasets for knowledge
tracing, our model has better performance than BKT, DKT and DKVMN.

In the future, we intend to introduce the relationship between concepts con-
tained in the questions by using the method of graph embedding.
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Abstract. With the widespread of social platforms, event detection is
becoming an important problem in social media. Yet, the large amount of
content accumulated on social platforms brings great challenges. More-
over, the content usually is informal, lacks of semantics and rapidly
spreads in dynamic networks, which makes the situation even worse.
Existing approaches, including content-based detection and network
structure-based detection, only use limited and single information of
social platforms that limits the accuracy and integrity of event detec-
tion. In this paper, (1) we propose to model the entire social platform as
a heterogeneous attribute graph (HAG), including types, entities, rela-
tions and their attributes; (2) we exploit non-parametric scan statistics to
measure the statistical significance of subgraphs in HAG by considering
historical information; (3) we transform the event detection in HAG into
a densest subgraph discovery problem in statistical weighted network.
Due to its NP-hardness, we propose an efficient approximate method to
find the densest subgraphs based on (k, Ψ)-core, and simultaneously the
statistical significance is guaranteed. In experiments, we conduct com-
prehensive empirical evaluations on Weibo data to demonstrate the effec-
tiveness and efficiency of our proposed approaches.

Keywords: Event detection · Densest subgraphs · Heterogeneous
attribute graphs · Statistical significance

1 Introduction

The rapid development of Mobile Internet and big data makes social media
an indispensable part of people’s lives, work and entertainment. In particular,
social platforms such as Weibo and Twitter are experiencing explosive growth,
with billions of users creating, accepting and propagating daily observations
and ideas. Event detection in social media is a very important and meaningful
problem, which can discover the hidden value in social platforms, and further
help predict events and their development tendency. For example, the event that
c© Springer Nature Switzerland AG 2020
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Wuhan appeared unexplained pneumonia on December 31, 2019 spreads quickly
on Weibo. Detecting this event accurately and predicting its development can
provide a powerful support for the decision-making of the government.

However, the scale and complex content of social media generates lots of
challenges. First, a large amount of data can be collected on social platforms
at low cost, but massive data also brings great difficulties for event detection.
Second, the language style of data is mostly informal and lacks semantics, so
traditional methods cannot handle this limitation well. Finally, social platforms
are quite dynamic that the information spreads quickly, and thus the large scale
data needs to be processed in real time.

In this paper, we focus on the problem of domain-specific event (e.g. disease
outbreaks) detection and forecasting. Most existing work on event detection can
be roughly divided into two categories, including content-based detection [2,9]
and network structure-based detection [15,19]. However, these methods solely
exploit partial of the useful features in social platforms, such as user, content
and network structure, and do not consider from the overall perspective of event
propagation.

To overcome the aforementioned limitations, we model the social platform as
a heterogeneous attribute graph (HAG), which integrates content and network
structure. HAG describes the relation between all things in the world in the form
of a network. It includes entity types and relation types, where entity types
include user, blog, topic, link, etc; while relation types include post, repost,
comment, etc. Moreover, each entity and relation has its own attributes, for
example, a blog may have attributes such as likes, reposts, comments and key
words, while post may have attributes such as date. The proposed HAG model
urges us to design a novel event detection method.

In this paper, we propose a generalized event detection approach in HAG,
which can be applied to any type of social platforms [12]. To detect and predict
events more accurately, our approach transforms the event detection into the
densest subgraph discovery problem in HAG, which can simultaneously guaran-
tee the statistical significance of the events. Specifically, we first model the entire
social platform as a HAG, which includes (1) entity and relation types, such as
user, blog, topic, post, repost and comment; (2) each vertex is a specific instance
of entity types; (3) each relation is the relation between specific entity instances;
(4) entity and relation types have their own attributes, such as followers, fans
and regions of user, etc. Then, we exploit non-parametric scan statistics to mea-
sure the statistical significance of subgraphs in HAG by comparing data with
the past and between peers. Finally, the event detection in HAG is represented
as the problem of identifying the densest subgraphs in the statistical weighted
network. Due to its NP-hardness, we propose an efficient approximate method to
find the densest subgraphs with statistical significance by (k, Ψ)-core based local
expansion, where each vertex is contained in at least k h-clique (Ψ) instances.

Our contributions and the structure of the paper are summarized as follows:

– Model of Heterogeneous Attribute Graph (HAG) (Sect. 3). We propose a novel
model, called heterogeneous attribute graph to represent any social platforms.
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– Statistical Values of Vertices and Edges in HAG (Sect. 4). We compute sta-
tistical values of vertices and edges by comparing data with the past and
between peers.

– Non-Parametric Scan Statistics (Sect. 5.1). Without any prior distribution,
we measure the statistical significance of subgraph by non-parametric scan
statistics.

– Approximate Densest Subgraph Algorithm (Sect. 5.2). Since the problem is
NP-hard, we propose an efficient approximate algorithm to discover the dens-
est subgraph with statistical significance in the statistical weighted network.

The experimental part is presented in Sect. 6, and Sect. 7 is the conclusion.

2 Related Works

First, our work is related to event detection, which can be roughly categorized
as follows:
(1) Content-Based Detection. Some methods [2,8,9,13,16] utilize machine learn-
ing techniques for content classification. First, they extract feature vectors in
the event training set, and then select a suitable classification algorithm to train
an event classifier [5,22]. Others utilize content comparison. They first select the
object with known reliability as the pivot, and then discriminate other objects
by comparing with it [7,20].
(2) Network Structure-Based Detection. Some methods [6,15,19,21] rely on the
propagated subgraph snapshot. They first obtain all or part of nodes once or mul-
tiple times and test whether these nodes have received event information from
the state subgraph. Then, they calculate the node with the maximum probability
becoming the event source. Other methods [11,17,18] exploit deployment nodes.
They first deploy a small number of observation points in the network to record
the time and direction when they initially receive messages from their neigh-
bor nodes, and then infer event source of the current network. Recently, some
methods [3,14] combine the content and network structure to detect anomaly
events. However, they only identify the connected subgraphs as events and do
not consider the cohesiveness of subgraphs.

Our work is also related to heterogenous information networks (HIN) [12] and
densest subgraphs [4]. However, the differences are that HIN only considers the
types of vertices and edges while our HAG also takes the attributes of vertices
and edges into account. In addition, densest subgraph are mostly studied in
simple graphs while our work aims to find densest subgraphs in HAG.

3 HAG Model and Problem Definition

In this section, we introduce the model of heterogeneous attribute graph (HAG)
and the event detection problem in HAG.

We use C = {C1, ..., Cm} to denote a set of entity types, while V =V1∪...∪Vm

is a set of entities, such that Ci represents the type of the set of entities Vi.
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In the same way, D⊆C ×C = {D1, ...,Dn} is a set of relation types. E⊆V ×V =
E1∪...∪En represents the sets of relations, where Ei is the set of relations of
type Di. Then, the HAG is defined as follows:

Definition 1 (HAG). A HAG is defined as a directed graph G= {Q,V,E, f}
composed of types, entities, relations and attribute information, where Q=
C∪D = {Q1, ..., Qm+n} refers to sets of entity and relation types. The attribute
information f of entities and relations are a set of mapping functions. Let
f = {f1, ..., fm+n}, where fi:Qi→Rqi defines a qi-dimensional feature vector
fi(x) for each element x of type Qi.

Then, we detail the structure of HAG. Figure 1 illustrates the structure of
HAG modeled by Weibo. The entity types selected by our model are user{name
id, registration age, region, sun credit, followers, fans and blogs}, blog{key words,
emotion, linguistic style, region, likes, reposts and comments}, topic{key words}
and link{mentions}; the relation types between entities are user-user{follow
types}, user-blog (post, repost, comment, mention){date}, user-topic{date}, user-
link{date}, blog-link{mentions}, blog-topic{mentions} and link-topic{mentions}.
Each entity and relation has their own attributes and attribute values.

In addition, we divide attributes into two categories, including dynamic
attributes and static attributes. Dynamic attributes represent the difference
between past and current states of an entity or relation, and static attributes
express significant entity or relation within the same entity or relation type.
In particular, the content in braces after each entity and relation are its corre-
sponding attributes. Figure 2 is a specific example of HAG about the unexplained
pneumonia appeared in Wuhan.

Fig. 1. Structure of HAG Fig. 2. An example of HAG. The content of blog is
the unexplained pneumonia appears in Wuhan on
December 31, 2019. Since its content is too long, we
abbreviate it as blog content.

Next, we detail the related definitions of clique and clique-based densest
subgraphs.
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Definition 2 (Clique). An h-clique (h≥2) instance is a subgraph S(Vs,Es) in
the undirected graph G(V,E), where Vs has h vertices, Vs∈V , and ∀u, v∈Vs, (u,
v)∈E.

Definition 3 (Clique-degree). The clique-degree of v in a graph G(V,E) w.r.t.
h-clique Ψ , i.e., degG(v, Ψ) is the number of h-clique Ψ instances containing v.

Definition 4 (h-clique-density). The h-clique-density of a graph G(V,E) w.r.t.
h-clique Ψ(VΨ , EΨ ) is ρ(G,Ψ)= η(G,Ψ)

|V | , where η(G,Ψ) is the number of instances
of Ψ in G.

Based on the above definitions, we give the problem definition of statistically
significant event detection in HAG.

Problem 1. Given a HAG G= {Q,V,E, f} and an h-clique Ψ(VΨ , EΨ ) (h≥2), we
first obtain the statistical weighted network Gc and then identify the subgraphs
S from Gc with the highest h-clique-density ρ(Gc, Ψ) and statistical significance
as events.

In the following sections, we first detail the calculation of statistical values
of vertices and edges and then the discovery of events.

4 Statistical Values of Vertices and Edges in HAG

For the attributes for different entity and relation types, we handle their het-
erogeneity by calculating the statistical value of each vertex and edge. First,
we establish baseline distributions for attributes to indicate their corresponding
behavior when no events occur. Then, a statistical value that represents the sig-
nificance of each vertex or edge (the smaller the value, the more abnormal) is
estimated based on the baseline distribution.

In order to estimate the baseline distributions of attributes, it is necessary to
collect training sample data for a good distribution estimation. We first define a
time granularity (e.g., hour, day, week), and then collect historical observation
data. We divide the collected historical observation data into two categories:
sufficient observation data and insufficient observation data. Calculations of sta-
tistical values for above two data are detailed below.

4.1 Calculation of Statistical Value for Sufficient Observation Data

Sufficient observation data is denoted by {x1, ..., xT } (xi is data of x at the i-th
time granularity). We first calculate the statistical value of each attribute by
comparing historical observations with current observations, and then calculate
the statistical value for this vertex or edge through a secondary check. Under the
null hypothesis that no events occur, the statistical value explains the proportion
that a randomly selected sample from historical observations is greater than or
equal to the current observations.
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Statistical Value of the Vertex or Edge Attribute. Statistical value of
attribute j∈[1, qi] for the vertex or edge x∈Qi type is defined as:

p(fi,j(xT )) =
1

T − 1

T−1∑

t=1

I(fi,j(xt) ≥ fi,j(xT )) (1)

where fi,j(xT ) refers to the j-th dimension attribute of the vertex or edge x∈Qi

type at the current time T . p(fi,j(xT )) represents the proportion that histori-
cal observations fi,j(xt) are greater than or equal to the current observations
fi,j(xT ).

Statistical Value of the Vertex or Edge. Statistical value of the vertex or
edge x∈Qi type is defined as:

p(xT ) =
1

T − 1

T−1∑

t=1

I(pmin(xt) ≤ pmin(xT )) (2)

where pmin(xt)=minj=1,...,qi
p(fi,j(xt)) refers to the minimum value of statistical

value for all attributes of the vertex or edge x at current moment. p(xT ) is
explained as the proportion that the minimum statistical value of historical
attribute, pmin(xt), are not larger than the minimum statistical value of current
attribute, pmin(xT ).

The statistical value of attribute, p(fi,j(xT )), and the minimum statistical
value of the attribute, pmin(xt), are not used as the final statistical value, because
the aforementioned two statistical values are biased towards vertices or edges
with more attributes when performing non-parametric scan statistics [3]. More-
over, the final statistical value follows a uniform distribution on [0, 1] under the
null hypothesis.

4.2 Calculation of Statistical Value for Insufficient Observation
Data

For insufficient observation data, we compare differences in the same entity or
relation type. Observation of the same entity or relation type is denoted by
{x1, ..., x|Qi|}. Under the null hypothesis that no events occur, the statistical
value reflects the proportion of different currently considered vertex or edge
observation randomly selected in the same type that is greater than or equal to
the currently considered vertex or edge observation.

Statistical Value of the Vertex or Edge Attribute. Statistical value of
attribute j∈[1, qi] for the vertex or edge x∈Qi type is defined as:

p(fi,j(x)) =
1

|Qi|
|Qi|∑

q=1

I(fi,j(xq) ≥ fi,j(x)) (3)

where fi,j(x) refers to the j-th dimension attribute of the vertex or edge x∈Qi

type. p(fi,j(x)) represents the proportion of other vertex or edge attributes in
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the same type that is greater than or equal to the currently considered vertex
or edge attributes.

Statistical Value of the Vertex or Edge. Statistical value of the vertex or
edge x∈Qi type is defined as:

p(x) =
1

|Qi|
|Qi|∑

q=1

I(pmin(xq) ≤ pmin(x)) (4)

where pmin(xq)=minj=1,...,qi
p(fi,j(xq)) refers to the minimum statistical value

for all attributes of the same entity or relation type. p(x) represents the pro-
portion that other pmin(xq) values are less than or equal to the current pmin(x)
value. Similarly, the final statistical value calculated in this way follows the uni-
form distribution on [0, 1].

5 Methodology

In this section, we propose the method to find the statistically significant dens-
est subgraphs in the statistical weighted network. Next, we first detail how to
measure the statistical significance of a subgraph.

5.1 Non-parametric Scan Statistics

To measure statistical significance of the subgraph, we apply non-parametric scan
statistics [10] in the statistical weighted network. Non-parametric scan statistics
can be defined as follows:

A(S) = max
0<α≤αmax

φ(α, Vα(S), V (S)) (5)

where S represents a connected subgraph, and significant score A(S) refers to
statistical significant score of S. αmax(αmax<1) is the maximum statistical sig-
nificance level, which means the S has at least 1 − αmax statistical significance.
V (S) is the all number of vertices in S, and Vα(S)=

∑
v∈V (S) I(p(v)≤α) is the

number of vertices in S with statistical values that are not greater than the con-
fidence level α (α>0). φ(α, Vα(S), V (S)) refers to non-parametric scan statistic,
i.e., a method that compares the observed number of α-significant statistical val-
ues Vα(S) to the expected number of α-significant statistical values E[Vα(S)].
And because when no events occur, statistical values follow a uniform distribu-
tion on [0, 1], that is, E[Vα(S)]=αV (S).

Therefore, the BJ statistic [1] can directly compare Vα(S) and V (S), and the
mathematical form of BJ statistic is:

φ(α, Vα(S), V (S)) = V (S) × KL(
Vα(S)
V (S)

, α) (6)

where KL is the Kullback-Liebler divergence, which measures differences between
the observed and expected proportions of statistical values less than α:

KL(a, b) = a log a
b + (1 − a) log 1−a

1−b (7)
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5.2 Approximate Densest Subgraph Discovery Algorithm

Because events in social media usually express as cohesive subgraphs, we want
to represent the event as the densest subgraph in the network. In addition,
there may exist false positive in the events, and thus we propose to identify
the statistically significant densest subgraph by taking both the content and the
network topology into consideration.

In specific, we first obtain a statistical weighted network Gc = C, V,E, p},
where the weight of vertex represents its statistical value, as detailed in Sect. 4.
(Due to the space limit, we only consider the statistical value of vertex in HAG.)
Then, we transform the event detection in HAG to find the densest subgraph
with statistical significance measured by non-parametric scan statistics in the
statistical weighted network.

Since finding the statistically significant connected subgraph in the statistical
weighted network is NP-hard [14], our problem is also NP-hard. Moreover, it is
impractical to find the exact clique-based densest subgraph in the large network.
And we know using (kmax, Ψ)-core as the densest subgraph has an approximate
guarantee 1

|VΨ|
[4]. The definition of (k, Ψ)-core is as follows:

Definition 5 ((k, Ψ)-core). A (k, Ψ)-core or Hk is the largest subgraph of a
graph G(V,E) such that ∀v∈Hk, degHk

(v, Ψ)≥k, where k (k≥0) is an integer,
and Ψ is an h-clique.

Hk has order k, and the clique-core-number of a vertex v∈V or coreG(v, Ψ)
is the highest order of a (k, Ψ)-core containing v. kmax is the maximum clique-
core-number.

Fig. 3. Examples of clique Fig. 4. An simple example of HAG

Example 1. Figure 3 shows 2-clique, 3-clique, 4-clique and 5-clique. And Fig. 4
is the simplified version of Fig. 2. Let Ψ be triangle. Figure 4 shows that the
clique-degree of vertex Lee is 3; and the 3-clique-density of Fig. 4 is 3/8. In
addition, The number k in each brace shows the (k, Ψ)-core, which contained in
that region. Since subgraph of {Lee, Fan, Jeo, blog content} is 4-clique, and each
vertex of it participates in 3 of them, then it is (3, Ψ)-core.
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Based on (k, Ψ)-core, we propose an efficient approximate algorithm to find
the top-r disjoint statistically significant densest subgraphs. The pseudo code is
shown in Algorithm 1. It takes Gc as input; the number of seed vertices in each
vertex type is K; and the maximum expansion number of seed vertices is Z. The
output is the top-r statistically significant densest subgraphs, denoted as S.

The main idea of Algorithm 1 is to make a local expansion from the seed
vertex to their neighbours and iteratively add the vertices meeting the statistical
value and clique-core-number constraints into the current subgraph. Specifically,
we first compute coreGc

(v, Ψ) of each vertex v in Gc by (k, Ψ)-core decomposi-
tion [4] and sort the vertices by non-increasing order according to coreGc

(v, Ψ)
(lines 1–2). Then, we select a seed vertex from each vertex type in the residue
subgraph RD and add it into the current subgraph R (line 6). Further, we iter-
atively find the subgraph S with the highest significant score A(S) in the sub-
graph induced by R and its neighbor vertices [14], and then shrink S to the

Algorithm 1: Approximate densest subgraph discovery (ADSD) algorithm.

Input: A statistical weighted network Gc={C, V, E, p};
The number of seed vertices in each vertex type, K (default=5);
The maximum expansion number of seed vertices, Z (default=log(|V |));

Output: Top-r statistically significant densest subgraphs, S;
1 Compute clique-core-number of each vertex v, i.e., coreGc(v, Ψ);
2 Sort the vertices in Gc by non-increasing order according to their

clique-core-numbers;
3 Set αmax=0.05, S=∅, RD=V , R=∅;
4 for c∈[1, ..., m] do
5 for i∈[1, ..., K] do
6 R=R∪{vi}, where vi is a significant vertex with the largest

coreGc(vi, Ψ) in type c of RD;
7 for z∈[1, ...Z] do
8 sort the vertices of R in increasing order of their

clique-core-numbers;
9 mincore is the minimum coreGc(v, Ψ) in the current subgraph R;

10 Vn={vn∈V \R:∃v∈R,{(vn,v)∈E}};
11 〈S,A(S)〉=HighestScoreSubgraph(Vn,R,αmax) [14]; //A(S) is the

highest significant score of S, whose vertices have the smallest
statistical value;

12 Sd=DS(S,R,mincore); //detailed in Algorithm 2;
13 if Sd\R �=∅ then
14 R=Sd;
15 else
16 break;

17 RD=RD\R, S=S∪{R}, R=∅;

18 Return Top-r of S;
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Algorithm 2: Densest Subgraph (DS) algorithm.

Input: The most significant subgraph S, the current subgraph R;
The minimum coreGc(v, Ψ) in R, mincore;

Output: The densest subgraph Sd;
1 maxcore is the maximum coreGc(v, Ψ) of all vertices in S\R;
2 Sd=R;
3 if maxcore≥mincore then
4 for v∈S\R do
5 if coreGc(v, Ψ)=maxcore then
6 Sd=Sd∪{v}

7 Return Sd;

densest subgraph Sd whose maximum coreGc
(v, Ψ) is not less than the min-

imum coreGc
(v, Ψ) in R by Algorithm 2 (lines 8–12). In each iteration, R is

updated by Sd. When R cannot be further expanded, the iteration terminates
early (lines 13–16). By this algorithm, the obtained subgraph is guaranteed to
have the maximum significant score A(S) and coreGc

(v, Ψ).

Complexity Analysis. In Algorithm 1, compute coreGc
(v, Ψ) in graph Gc

needs O(|V |·(d−1
h−1

)
) time, where d is the maximum degree of Gc and h is the

number of vertices for clique. In the worst case, the function of HighestScore-
Subgraph takes O((|Vn| + |R|)2) and Algorithm 2 takes O(|S|). Therefore, the
overall running time of Algorithm 1 is O(|V |·(d−1

h−1

)
+m·K·Z·((|Vn|+ |R|)2+|S|)).

Fig. 5. Illustration of Algorithm 1, the values in the circles are statistical value and
the clique-core-number, respectively.

Example 2. Figure 5 shows how to expand from the seed vertex in one iteration.
First, the vertex with solid lines is the seed vertex. Then, we determinate its
neighbor vertices and then select the vertices (orange translucent) with the min-
imum statistical value. Finally, we identify the vertices (orange solid) with the
minimum statistical value and maximum clique-core-number.
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6 Experiments

We conduct extensive experiments to evaluate the effectiveness and efficiency of
the proposed methods by using the real Weibo data. All algorithms are imple-
mented in Python. All the experiments are conducted on a Windows Server with
Intel(R) i5-3337U Core(TM) 1.8 GHz CPU and 8 GB main memory.

6.1 Datasets and Metrics

Datasets. We select rumor event detection on Weibo for evaluation. Since Weibo
provides the official rumor-busting service, we collected all the Weibo data about
rumors from December 1, 2019 to March 30, 2020. The collected data contains
213k blogs, 145k users, 1601 topics, 16384 links and 204 events (k=103).

Metrics. We choose the following four metrics for evaluation:

– The lead time to detection, which is the number of days between the predicted
event when the event has not yet occurred and the first occurrence of the
event.

– The lag time to detection, which is the number of days between the first
occurrence of the event and its detection.

– The coefficient can be seen as a combination of precision and recall applied
to graph setting. Let coeffcient = |E ∩ E∗|/|E ∪ E∗|, where E is the set of
event-related entities, and E∗ is the set of entities labelled by event detection
technique.

– The runtime of the proposed and compared algorithms.

Next, we compare our ADSD algorithm with NPHGS proposed in [3] for
effectiveness and efficiency evaluation under different measurements.

6.2 Evaluation on the Weibo Rumor Dataset

For the above two algorithms, we have three parameters. Specifically, K is the
number of seed vertices, αmax is maximum statistical significance level, and Ψ
is h-clique.

Varying Seed Vertices (K). We set parameter αmax = 0.05. Figure 6 shows
the comparison for both algorithms on four metrics when varying the number of
seed vertices. First, we can see that our ADSD algorithm outperforms NPHGS
in the average coeffcient, lead time, and lag time. This is because events in
social media usually express as cohesive subgraphs. In addition, the runtime
also becomes faster, because we ignore the vertices that do not appear in the
dense region of the graph at each iteration.

Figure 6 also shows the comparison on four metrics with the change of param-
eter K. we can see that when K = 15, coeffcient, lead time, lag time are the best.
This is because along with K becoming larger, the results first contains more
significant and dense subgraphs, but when the number of selected seed vertices
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(a) coefficient (b) lead time (c) lag time (d) runtime

Fig. 6. Varying seed vertices

(a) coefficient (b) lead time (c) lag time (d) runtime

Fig. 7. Varying αmax

are too many, the quality of the results goes down. In addition, the runtime
keeps increasing. This is because the larger the K is, the larger the detection
range is, which leads to the increase of runtime.

Varying αmax. We set parameter K = 15 for both algorithms. Figure 7 shows
the comparison on four metrics for our ADSD and NPHGS. We can see that
for different parameter αmax, our ADSD always outperforms NPHGS on four
metrics. This is because we consider the cohesive subgraph.

Next, Fig. 7 also shows that the increasing of αmax, does not affect the per-
formance of coefficient, lead time and lag time too much, which is just slightly
improved. This is because αmax is artificially set, and Eq. (5) can automatically
optimize α. In addition, the reason for the increasing of runtime is that the
larger αmax, more vertices need to be considered.

Varying Data Size. We vary data size in the dataset by randomly removing
some rumors. In Fig. 8, we evaluate our ADSD and NHPGS under different data
size. The number on x-axis represents the percentage of the current data size to
the original. We can see that our ADSD outperforms NPHGS in all four metrics.

In addition, with the increasing of data size, the performance on coefficient,
lead time and lag time becomes better, but takes more runtime. This is because
the number of detected vertices about rumors increases.

Varying h-clique (Ψ). To conduct the ADSD algorithm, we need to select
h-clique. Thus, we evaluate the performance metrics for our ADSD at various
h-clique. In Fig. 9, along with the increasing of h, the reason for the increased
coeffcient is that events exists as densest subgrahs, but the lead time, lag time
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(a) coefficient (b) lead time (c) lag time (d) runtime

Fig. 8. Varying data size

(a) coefficient (b) lead time (c) lag time (d) runtime

Fig. 9. Varying h-clique

delay and runtime increases first and then decreases. This is because when h
becoming larger, we have to detect denser cliques, which takes longer time, while
when h exceeds a certain range, there may not be such dense cliques in HAG,
so the detection will be terminated early.

7 Conclusion

Event detection is an important problem in social media. Existing methods
combine the content and network structure to detect connected subgraphs as
events, however they overlook the cohesiveness of subgraphs. In this paper, we
propose to model events as statistically significant densest subgraphs in HAG,
and design the ADSD algorithm. Extensive experimental results on the Weibo
dataset demonstrate the effectiveness and efficiency of our proposed approaches.
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Abstract. Dependency trees of sentences contain much structural infor-
mation that is useful for capturing long-range relations between words
in the text. In order to distill the useless information, the pruning strat-
egy is introduced into the dependency tree for preprocessing. However,
most hard-pruning strategies for selecting relevant partial dependency
structures are too rough and have poor generalization performance. In
this work, we propose an extension of the graph attention network for
relation extraction task, which makes use of the whole dependency tree
and its edge features. The graph attention layer in our model can implic-
itly prune the neighbor nodes of each node by assigning different weights
according to the content. The edge feature information makes the prun-
ing strategy trainable and non-discrete. Our model can be viewed as a
soft-pruning approach strategy that automatically learns the relation-
ship between different nodes in the full dependency tree. The results on
various datasets show that our model utilizes the structural information
of the dependency tree better and gets the state-of-the-art results.

Keywords: Relation extraction · Edge enhanced graph attention
network · Dependency trees

1 Introduction

Relation extraction is proposed to find semantic relation exists between entities
in sentences. It’s a primary task for many downstream applications. Existing
models for relation extraction can be categorized into two main classes: sequence-
based models [18,22] and dependency-based models [2,9].

Most existing graph neural models for dependency-based relation extraction
task rely on hard-pruning strategies, which help to distill useless dependency
information. One popular way is to reduce the parse tree to the shortest depen-
dency path between the entities [19]. Another general approach is to perform
c© Springer Nature Switzerland AG 2020
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bottom-up or top-down computation along with the subtree below the lowest
common ancestor (LCA) of the entities [8]. However, this kind of rule-based
hard-pruning strategies may be too rough to retain some important informa-
tion in the full tree. Taking the best path-centric strategy [23] currently as an
example, Fig. 1 shows a complete tree. The shortest dependency path between
entities “bark” and “salicin” is highlighted in bold (edges and tokens). The root
node of the LCA subtree of entities is “contains”. All the solid edges indicate
tokens K = 1 away from the subtree and the final result of the path-centric app-
roach. Obviously, the further description of “salicin” has been cut off. This makes
the relationship between entities “bark” and “salicin” misjudged as “Content-
Container”, which is actually “stuff-object”.

In order to utilize the full dependency tree and enable the neural network
to automatically select useful information to retain based on the content of the
text node, we replace the GCNs with the graph attention networks, which [15]
proposed to perform node classification of graph-structured data. The attention
mechanism has the advantage in the dynamic weight generation of the variable-
length sequence, which the convolution network and the fully connected network
can’t match. The GAT model computes the hidden representations of each node
in the graph by attending over its neighbours following the masked self-attention
strategy. So the model can implicitly prune the neighbor nodes of each node by
assigning different weights according to the content.

The

nmod

det

bark of white

case

amod

willow

nsubj

dobj

contains

acl:relcl

salicin, which is

nsubj

cop

nmod

similar to

case

aspirin

ROOT

Fig. 1. Dependency tree example

Figure 1 also shows that the results of the dependency analysis include not
only the dependency adjacencies of tokens in the sentence but also the types
of dependencies. For example, “nmod” stands for “noun compound modifier”,
“nsubj” stands for “nominal subject” and so on. This part of information can
also be used to adjust the importance of the edge dynamically. To utilize the
dependency better, we merge the type information as the edge feature into atten-
tion coefficients as multi-channel embeddings. This method makes the pruning
strategy trainable and non-discrete.

Our contributions can be summarized as follows: We promote a variant of
graph attention network, Edge feature Enhanced GAT (EEGAT) to encode the
dependency tree and extract the entity-centric feature representations for rela-
tion classification. Our model takes sentence-level attention information into
account when aggregating node information from neighbours nodes and assign-
ing different weights to different words. Compared with more commonly used
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GCNs, the GAT-based model retains more original information of the depen-
dency tree and reduces the number of layers because of more adjacencies. Our
EEGAT model incorporates edge features on the dependency tree into the adja-
cency matrix can be viewed as a soft-pruning strategy. Compared to the ordinary
GAT which applies neighobour mask mechanism only on binary edge indicators,
our model improves the representation of adjacencies by trainable and non-
discrete values. Our model achieves the state-of-the-art results on the NYT,
TACRED and SemEval 2010 Task8 dataset. Also, our model can be applied
over dependency trees efficiently in parallel, unlike recurrent networks and tree-
structured networks.

2 Relate Work

2.1 Relation Extraction

Traditional works are mostly statistical methods. Kernel-based approaches,
including tree-based kernels [21] and dependency path-based kernels [2]. Recent
works mostly leverage different neural networks to extract relations. Sequence-
based approaches use convolutional neural networks [18,22], recurrent neural
networks [24,25], the combination of both [17] and transformer [16].

Dependency-based approaches try to incorporate structural information into
the neural models. They are shown to improve relation extraction performance
by capturing long-distance relations. [19] encoded the shortest dependency path
by neural models. [7] applied a recursive network over subtrees and a CNN
over the path. [8] applied the LSTM model over the LCA subtree of two enti-
ties. [9] extend the tree LSTM model [13] over two DAGs split from the depen-
dency graph. Some graph network models also perform well as dependency-based
models. [12] use graph recurrent networks to directly encode the whole depen-
dency graph without breaking it. [23] apply graph convolutional network over
the dependency tree pruned by a path-centric strategy.

2.2 Graph Attention Network

Self-attention mechanism is referred to the attention mechanism used to compute
the representation of a single sequence. It has been proved useful for tasks such
as machine reading [3], machine translation [14], and so on.

[15] apply the attention mechanism on graph structure and present graph
attention networks, leveraging masked self-attention layers to address the short-
comings of prior methods based on graph convolutions or their approxima-
tions. [5] propose a Relation-aware Graph Attention Network to model multi-
type inter-object relations via a graph attention mechanism, to learn question-
adaptive relation representations for visual question answering. [1] propose
Masked Graph Attention Network, allowing nodes directionally attend over other
nodes’ features under the guidance of label information in the form of mask
matrix, to make use of rich global mutual information.
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3 Model

We construct graph attention networks with edge features on the whole depen-
dency tree. Then we introduce the whole model architecture for relation
extraction.
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Fig. 2. Graph self-attention mechanism

3.1 Edge Feature Enhanced GAT (EEGAT) Layer

We use graph attention layer as the sole layer to build all the GAT architectures
used in our experiments. The input of each graph attention layer is set of node
features:

h = {�h1,�h2, ...,�hN},�hi ∈ R
F (1)

where N is the number of nodes, and F is the dimension of each node. The
corresponding output is a new set of node features:

h’ = {�h′
1,

�h′
2, ...,

�h′
N},�h′

i ∈ R
F ′

(2)

where F ′ is the dimension of each node in the output set. In order to transform
the input features into higher-level features to obtain sufficient expressive power,
we add one learnable linear transformation, which is parameterized by a weight
matrix W ∈ R

F’×F. Then the self-attention a : RF’×F is performed on the nodes,
to computes attention coefficients by nonlinear transformation:

fij = f
(
W�hi,W�hj

)
= LeakyReLU

(
�U�

[
W�hi||W�hj

])
(3)

where || represents concatenation and �U� ∈ R
2F ′

is a weight vector. Attention
coefficients fij represent the importance of node j features to node i. In most
general version of the attention mechanism, the model calculates coefficients
between every node and every other node, ignoring all structural information.
That is a great loss for graph processing problems.

In the vanilla GAT, they incorporate graph-structured information into the
self-attention model by applying masked attention: only compute fij between
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node i and every node j in its neighborhood set (j ∈ Ni). In self-attention
mechanism, fij is normalized across all choices of neighbor nodes by softmax
function to make coefficients easily comparable across nodes:

aij = softmaxj(fij) =
exp(fij)∑

k∈Ni
exp(fik)

(4)

The dependency trees contain not only the connection structure informa-
tion between tokens but also the dependency relationship category information
between tokens. This part is ignored in the previous graph models, which are
based on the dependency tree. The results of Stanford CoreNLP Dependency-
ParseAnnotator1 contain not only the head and tail token but also the types of
dependency relations. We embed them into P dimensional vector eij ∈ R

P rep-
resenting the dependency edge from token i to token j. We denote the p channel
of eij as epij and merge it into the calculation of attention coefficients. So Eq. 4
is rewritten as (illustrated by Fig. 2 (left)):

a(xi, xj , e
p
ij) = softmaxj(fij) =

exp(fij) × epij∑
k∈Ni

exp(fik) × epik
(5)

The normalized attention coefficients are used to compute a linear combination
of the features corresponding to them. After potentially applying a nonlinearity
σ, the final output features for every node is expressed as:

�h′p
i = σ

⎛
⎝ ∑

j∈Ni

a(xi, xj , e
p
ij)W

p�hj

⎞
⎠ (6)

Like many attention mechanisms, we extend the edge enhanced graph atten-
tion to multi-head attention so that the learning process of self-attention is
better stabilized. We consider the multiple dimensional edge feature as multi-
channel signals. We construct a separate attention operation for each channel
and concatenate the as the multi-head attention mechanism. Specifically, the
model contains P independent attention mechanisms executing the transfor-
mation of Eq. 6, and then concatenate their features, resulting in the following
output feature representation:

�h′
i =

K∣∣∣
∣∣∣

k=1

σ

⎛
⎝ ∑

j∈Ni

a(xi, xj , e
p
ij)W

p�hj

⎞
⎠ (7)

where || represents concatenation, ap
ij is the attention coefficient computed and

normalized by the p-th attention mechanism, and WP is the corresponding input
linear transformation’s weight matrix. As the result of concatenation, the final
output of graph attention layer, h′, will consist of PF ′ feature (embedding dimen-
sion) for each node. The aggregation process of a multi-head graph attentional
layer is illustrated by Fig. 2 (right).
1 https://stanfordnlp.github.io/CoreNLP/.

https://stanfordnlp.github.io/CoreNLP/
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Fig. 3. EEGAT model for relation extraction

3.2 EEGAT Model for Relation Extraction

We define the input of extraction model as sequence W = [w1, w2, ..., wn], where
wi indicates the ith token. In the same way, the subject entity and object entity
are defined as Wsub = [Ws1 , ...,Wsn ] and Wobj = [Wo1 , ...,Won ], where sn and
on are the lengths of entities respectively. The output of model is the softmax
vector representing the probabilities corresponding to all the relation ri ∈ R
which is the predefined relation set. Then the most likely relation is chosen. The
whole structure is illustrated by Fig. 3.

The L-layers EEGAT network accept word vector as input and return each
token’s hidden representations as output, which exchange information with its
neighbors no more than L edges apart on the dependency tree. We use the full
dependency tree without any pruning as the input of EEGAT layer to construct
adjacency matrix and indicate the neighboor words of each word. We apply a
max pooling function f on these representations to get a sentence representation
for relation extraction:

hsent = f(h(L)) = f(EEGAT(h(0))) (8)

where h(L) denotes the output of the Lth EEGAT layer, and f : Rd×n → R
d. The

representations of subject and object entities is crucial for relation classification,
so we apply function f as well:

hs = f(h(L)
s1:sn), ho = f(h(L)

s1:sn) (9)

The concatenation of these three vectors is fed through a feed-forward neural
network.

hfinal = FFNN([hsent;hs;ho]) (10)

The output hfinal is fed through a linear layer and a softmax function to get the
probability distribution over relations set.
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3.3 Contextualized Layer

Graph-based models improve the ability of leveraging dependency relation but
weaken the use of sentence sequence information. The input word vectors of
EEGAT or GCN layer do not contain contextual information about word order
or disambiguation. Adding a bi-directional long short-term memory (BiLSTM)
layer before the graph network is proven useful [23] for improving the perfor-
mance. So we use a BiLSTM network as a pre-encoder and use its output rep-
resentations as the input h(0) in the original model (Table 1).

Table 1. Hyperparameter setup.

Hyperparameter TACRED NYT SemEval

BiLSTM layer/hidden size 1/200 1/200 1/200

EEGAT layer/hidden size 2/200 2/200 1/200

Word embedding/Dimension GloVe vectors [10]/300

POS & NER tags embedding/Dimension Random initialized vector/30

Edge features embedding Random initialized vector

Edge features embedding dimension 3 3 2

Dropout rate of BiLSTM/EEGAT 0.5/0.3

Learning rate/Anneal factor 1.0/0.9 1.0/0.9 0.5/0.95

Train epoch 100 100 150

4 Experiments

4.1 Baseline Models

We compare our models with several dependency-based models and neural
sequence models.

(1) Dependency-based Models:
The logistic regression classifier (LR) [24], which adds other lexical

features into dependency features.
Shortest Path LSTM (SDP-LSTM) [20], which combines a neural model

with the shortest path between the subject and object entities in the dependency
tree.

Tree-structured neural model (TreeLSTM) [13], which applies the
LSTM model on the arbitrary tree structures (the dependency trees of
sentences).

Contextualized Graph Convolution Network (C-GCN) [23], which
applies graph convolutional layers over optional RNN layers, using the path-
centric pruned dependency tree as the adjacency matrix.

Contextualized Attention Guided GCN (C-AGGCN) [4], which
replaces pruned dependency trees with attention matrix in C-GCN.
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Graph Attention Network (GAT) and Contextualized GAT (C-
GAT), which applies the vanilla graph attention layer above the pathcentric
pruned dependency tree.

(2) Neural sequence model : Position-aware Attention LSTM[24], which
employs a position-aware attention mechanism over LSTM outputs (PA-LSTM).

4.2 Datasets

We perform experiments on three relation extraction datasets of the sentence-
level relation extraction task: (1) NYT: NYT dataset [11] was generated by
aligning Freebase relations with the New York Times corpus (distant supervision
method). There are 53 possible relationships, including a special relation NA.

(2) TACRED: Introduced in [24], TACRED dataset contains over 106K
instances and introduces 41 relation types and no relation type to describe the
relations between the mention pairs in instances. Subject mentions in TACRED
are categorized into person and organization, while object mentions are catego-
rized into 16 fine-grained types(e.g., date and location).

(3) SemEval2010 Task 8: The SemEval dataset is public and is widely
used in recent relation extraction work. It is much smaller with 8,000 examples
for training and 2,717 for testing. It contains 9 relations with two directions
(subject and object mention) and a special Other class. We simplify the entity
type of each example to the type mentioned in relation property. Each sample
of SemEval dataset consists of one sentence, the relation between two entities
and alternative comment which we discard while preprocessing the dataset.

We use Stanford CoreNLP2 to complete the tokenize and dependency parse
tasks on the NYT and SemEval2010 datasets, in order to build dependency tree.

Table 2. Results on TACRED, NYT, SemEval dataset.

Model TACRED (F1 ) NYT (F1 ) SemEval (F1 )

LR [24] 59.4 – 73.9

SDP-LSTM [20] 58.7 – 80.9

Tree-LSTM [13] 62.4 – 83.1

PA-LSTM [24] 65.1 – 82.9

C-GCN [23] 66.4 71.07± 0.06 84.1

C-AGGCN [4] 69.0 71.62± 0.09 85.3

GAT 65.93± 0.07 71.32± 0.12 84.29± 0.21

C-GAT 69.02± 0.19 72.44± 0.06 86.31± 0.16

EEGAT 66.27± 0.17 71.63± 0.09 85.03± 0.15

C-EEGAT 69.64±0.03 73.58±0.05 87.14±0.09
∗Bold marks highest number among all model.
∗Some improvements are smaller, we added standard error.

2 https://stanfordnlp.github.io/CoreNLP/.

https://stanfordnlp.github.io/CoreNLP/
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4.3 Experimental Setup

We tune the hyperparameters based on the results of testing on the development
set. For NYT and TACRED dataset, we use the same data split and the same devel-
opment set used in [6] and [23], respectively. For SemEval dataset, since there was
no canonical split development set on the SemEval dataset, we randomly split out
500 examples from the training set to form the development set.

For vanilla GAT and C-GAT, we set the multihead number to 3 based on
experiments. When training, we use Stochastic Gradient Descent (SGD).

Table 3. Results of edge feature dimension.

Model TACRED (F1 ) NYT (F1 ) SemEval (F1 )

C-EEGAT (P = 1) 68.5 71.8 85.7

C-EEGAT (P = 2) 69.1 72.9 87.1

C-EEGAT (P = 3) 69.6 73.6 86.5

C-EEGAT (P = 4) 68.3 72.5 85.6

C-EEGAT (P = 5) 68.0 71.3 85.4
∗Bold marks highest number among all model.

5 Results

5.1 Results with Different Models

We report our results on the TACRED test set in Table 2. We observe that
the F1 score of our EEGAT model performs better than all other dependency-
based models. Since C-GCN and C-AGGCN already show their superiority over
other dependency-based models and PA-LSTM, we mainly compare our EEGAT
model with them. After adding a bidirectional LSTM network to capture the
contextual representations, Our C-EEGAT model achieves an F1 score of 69.64,
73.58 and 87.14 respectively, which outperforms C-GCN by 3.24, 2.51, 3.04 F1
points and C-AGGCN by 0.64, 1.96, 1.84 F1 points. The vanilla C-GAT still
outperforms C-GCN by 2.61, 1.37, 2.21 points, which indicates that the GAT
model is better at distinguishing relevant from irrelevant information for learning
a better graph representation adjacency matrix. The performance gap between
C-GAT and C-EEGAT shows that our edge feature enhancing strategy is effec-
tive for soft-pruning the dependency tree.

The results indicate that our model can not only make full use of the struc-
tural information in dependency trees but also deal with the noise caused by
distant supervision effectively. Notably, by properly extracting structural depen-
dency information, our model outperforms the previous dependency path-based
model (SDP-LSTM, GCN, AGGCN).

Overall, compared with the two main models of C-GCN and C-AGGCN, the
improvement of our C-EEGAT model on the two datasets of NYT and SemEval is
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more obvious. In order to further explore the reasons for the model improvement,
we also added edge features to C-GCN and C-AGGCN. The F1 points of Edge
Enhanced C-GCN on three datasets are 66.35 ± 0.27, 71.14 ± 0.16 and 84.7 ± 0.28.
The F1 points of Edge Enhanced C-AGGCN on three datasets are 68.77 ± 0.19,
71.92 ± 0.11 and 85.52 ± 0.03. These results shows that the main reason for the
improvement of our C-EEGAT model is that the model learns different weights
for different dependent edges instead of introducing more priori information.

5.2 Performance with Different Edge Feature Dimension

Table 3 shows the effect of different edge feature dimensions P . We experimented
with P ∈ {1, 2, 3, 4, 5}. The result indicates that the multi-channel edge feature
embedding mechanism does improve the performance of our C-EEGAT model
on relation extraction task. The best number of multi-channel setting is 3, 3 and
2 on TACRED, NYT and SemEval datasets respectively.

Table 4. Results of EEGAT and GAT using path-centric pruning

Model TACRED (F1 ) NYT (F1 ) SemEval (F1 )

C-EEGAT (Full tree) 69.6 73.6 87.1

C-GAT (K = 0) 68.5 71.9 85.8

C-GAT (K = 1) 69.0 72.4 86.3

C-GAT (K = 2) 68.3 71.6 85.6
∗Bold marks highest number among all model.

Table 5. Ablation study for C-EEGAT model.

Model TACRED (F1 ) NYT (F1 ) SemEval (F1 )

Best C-EEGAT 69.6 73.6 87.1

- hs, ho, Feedforward (FF) 68.9 72.7 85.7

- LSTM Layer 68.3 72.1 84.5

- Dependency Tree 67.4 71.5 83.4

- Edge Feature 66.8 70.8 82.1

- FF, LSTM, Tree, Edge 59.6 62.8 77.2
∗Bold marks highest number among all model.

6 Discussion

6.1 Performance with Pruned Trees

Our model takes the full dependency tree as the adjacency matrix. We would
like to compare our soft-prune strategy (edge features) with the hard-prune
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strategy. Table 4 shows the performance of path-centric pruning [23] on GAT
and the full dependency tree. The K means that the pruned trees include tokens
that are up to distance K away from the dependency path in the LCA subtree.
Firstly, we can observe that all the GAT based models (C-EEGAT and C-GAT)
outperform the C-GCN model, which relies heavily on the path-centric pruning.
That may indicate that our GAT based model can learn better representations
of the graph than GCN based models even just on the hard pruned dependency
tree. Then we can see that the performance of C-EEGAT without pruned trees
(full tree) outperforms all other C-GAT with pruned trees. That may further
explain that the edge feature-based “soft-pruning” approach can make use of
full tree better than “hard-pruning” approach.

6.2 Ablation Study

We do some experiments using the best-performing C-EEGAT model on the
TACRED dataset to examine the contributions of each component in C-EEGAT
model (hs, ho and feed-forward (FF), LSTM layer, dependency tree). Table 5
shows the results. (1) The entity hidden representations and the feed-forward
layer raise the F1 score a little on three datasets. (2) Without the LSTM layer,
the F1 score result drop by 1.3, 1.5 and 2.6 respectively. (3) When we remove
the dependency tree (retaining the adjacent matrix as I), the score drops by
2.2, 2.1 and 3.7 F1 score respectively. (4) When we remove the edge feature, the
score drops by 2.8, 2.8 and 5.0 F1 score respectively. (5) F1 score drops by 10.0,
10.8 and 9.9 respectively when we remove all the components mentioned above.

7 Conclusion

We introduce edge feature enhanced graph attention mechanisms into
dependency-based relation extraction. Experimental results prove that the
masked self-attention mechanism performs better than graph convolutional net-
work on extracting information from sentences when considering the structure
of dependency trees. We further improve the performance by incorporating edge
features into the calculation of attention coefficients, which makes full use of
the connection relationships and categories in the dependency analysis results.
Overall, our work improves the effectiveness of graph neural networks in relation
extraction tasks.

There are multiple exploring directions for future work. One basic problem
we would like to solve is how to extraction adjacency information from the
dependency tree automatically without manual designed pruning strategies.
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Abstract. Entity alignment plays an essential role in the knowledge
graph (KG) integration. Though large efforts have been made on explor-
ing the association of relational embeddings between different knowledge
graphs, they may fail to effectively describe and integrate the multi-
modal knowledge in the real application scenario. To that end, in this
paper, we propose a novel solution called Multi-Modal Entity Alignment
(MMEA) to address the problem of entity alignment in a multi-modal
view. Specifically, we first design a novel multi-modal knowledge embed-
ding method to generate the entity representations of relational, visual
and numerical knowledge, respectively. Along this line, multiple repre-
sentations of different types of knowledge will be integrated via a multi-
modal knowledge fusion module. Extensive experiments on two public
datasets clearly demonstrate the effectiveness of the MMEA model with
a significant margin compared with the state-of-the-art methods.

Keywords: Multi-modal knowledge · Entity alignment · Knowledge
graph

1 Introduction

Knowledge graph (KG), which is composed of relational facts with entities con-
nected by various relations, benefits lots of AI-related systems, such as recom-
mender systems, question answering, and information retrieval. However, most
KGs are constructed for specific purposes and monolingual settings, which results
in the separate KGs with gaps of different descriptions for even the same con-
cepts. Therefore, entity alignment techniques are urgently required to integrate
the distinct KGs by linking entities referring to the same real-world identity.

Along this line, many efforts have been made in exploring the associations of
distinct KGs and querying knowledge completely by entity alignment. In gen-
eral, prior arts could be roughly grouped into two categories, i.e., similarity-based
methods [9,12] and embedding-based methods [3,20]. Early studies mostly focus
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on the attribute similarity, such as string similarity [12] and numeric similar-
ity [16]. However, these methods often suffer from the attribute heterogeneity,
which makes the entity alignment error-prone [15]. Recently, in view of the rapid
development of knowledge graph embedding, many researchers have attempted
to utilize embedding-based models for the entity alignment problem [10,15]. In
spite of the importance of prior arts, existing researches mainly focus on the
semantics or concept knowledge graphs alignment but largely ignore the multi-
modal knowledge from the real scenarios.

Indeed, in real-world application scenarios, knowledge is usually summarized
in various forms, such as relational triples, numerical attributes and images.
These distinct knowledge forms not only can play an important role as extra
pieces of evidence for the KG completion, but also highly support the entity
alignment task. For instance, Fig. 1 illustrates a toy example of entity alignment
for multi-modal knowledge graphs, in which the image of “Fuji” can clearly
demonstrate that the entity type is the mountain. Moreover, the similar images
and numerical attributes (such as “Height” and “Latitude”) can be helpful for
aligning the same entity between two KGs. Unfortunately, it is not trivial to
leverage multi-modal knowledge to the entity alignment problem. On the one
hand, the alignment task is challenging in terms of computational complexity,
data quality, and acquisition of prior alignment data in large-scale knowledge
graphs. On the other hand, the inevitable heterogeneity among different modal-
ities makes it difficult to learn and fuse the knowledge representations from
distinct modalities. Therefore, traditional techniques may fail to deal with this
task.

To conquer these challenges, in this paper, we propose a novel solution called
Multi-Modal Entity Alignment (MMEA) for modeling the entity associations of
multi-modal KGs and finding entities referring to the same real-world identity.
To be specific, we first propose a multi-modal knowledge embedding method
to discriminatively generate knowledge representations of three different types
of knowledge, i.e., relational triples, visual contents (images) and numerical
attributes. Then, to leverage multi-modal knowledge for the entity alignment
task, a multi-modal fusion module is designed to integrate knowledge repre-
sentations from multiple modalities. Extensive experiments on two large-scale
real-world datasets demonstrate that MMEA not only provides insights to take
advantages of multi-modal knowledge in the entity alignment task, but also out-
performs the state-of-the-art baseline methods.

2 Related Work

Generally, the related work can be classified into two perspectives, i.e., entity
alignment and multi-modal knowledge graph.

2.1 Entity Alignment

Actually, the entity alignment problem has been one of the major studies in
the knowledge graph area for a long time. Early researchers mainly focus on
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Fig. 1. A toy example of entity alignment between multi-modal knowledge graphs

exploring the content similarity to align the entities between different KGs.
LD-Mapper [12] utilizes entity nearest neighbor similarity and string similarity.
RuleMiner [9] refines a set of matching-rules with an Expectation-Maximization
algorithm. SILK [16] measures entity similarity with string equality and similar-
ity, numeric similarity and so on.

Recently, it is notable that entity alignment based on knowledge graph
embedding representation becomes popular in the area. The current meth-
ods often embed entity to a low-dimensional space and measure the simi-
larity between entity embeddings. Embedding-based methods concentrate on
the semantics or concept so that they have a better analysis of knowledge.
IPTransE [20] is an iterative method through joint knowledge embedding.
BootEA [14] iteratively labels possible entity alignments as the training data,
and employs an alignment editing method to reduce the error accumulation dur-
ing the iterations. SEA [10] utilizes an awareness of the degree difference in
adversarial training and incorporates the unaligned entities to enhance the per-
formance. KDCoE [2] adds entity descriptions for entity alignment with a semi-
supervised learning method for joint training. Furthermore, there are several
methods utilizing attributes to strengthen the performance of entity alignment
model. AttrE [15] uses a large number of attribute triples to generate character
embeddings, and employs the relationship transitivity rule. IMUSE [6] achieves
entity alignment and attribute alignment with an unsupervised method, and
employs bivariate regression to merge alignment results. Additionally, GCN [17]
uses relations to build the structures of graph convolutional networks and com-
bines relations and attributes. However, these methods ignore the multi-modal
knowledge from the real scenarios.

2.2 Multi-modal Knowledge Graph

In diverse domains, researchers study multi-modal learning in order to extract
semantic information from various modalities. Multi-modal information such
as structural and visual features is significant for entity alignment. PoE [7] is
proposed to find entity alignment in multi-modal knowledge graphs through
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extracting relational, latent, numerical and visual features. In addition, the most
relevant task to our multi-modal entity alignment is multi-modal knowledge rep-
resentation. Considering visual features from entity images for knowledge rep-
resentation learning, IKRL [19] integrates image representations into an aggre-
gated image-based representation via an attention-based method. MKBE [11]
models knowledge bases that contain a variety of multi-modal features such as
links, images, numerical and categorical values. It applies neural encoders and
decoders which embed multi-modal evidence types and generate multi-modal
attributes, respectively. [8] proposes a multi-modal translation-based method,
which defines the energy of a knowledge graph triple as the sum of sub-energy
functions that leverages structural, visual and linguistic knowledge representa-
tions. On the whole, multi-modal knowledge graph is still a novel problem, and
the entity alignment has not been fully discussed.

3 Methodology

In this section, we formally introduce the entity alignment task for multi-modal
knowledge graphs (KGs) and give an overview of our proposed model, i.e., Multi-
Modal Entity Alignment (MMEA). Then, we describe the details of MMEA.
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Fig. 2. The framework overview of MMEA.

3.1 Preliminaries and Technical Framework

Notation and Problem Definition. A multi-modal knowledge graph can be
noted as G = ( ̂E,R, I,N,X, Y, Z), where ̂E,R, I,N denote the sets of entities,



138 L. Chen et al.

relations, images and numerics, and X,Y,Z denote the sets of relational triples,
entity-image pairs and numerical triples, respectively. With multi-modal knowl-
edge embedding, we denote E(r), E(i), E(n) as entity embeddings for relational,
visual and numerical information, respectively.

The task of entity alignment refers to matching entities describing the same
thing in the real world from different knowledge graphs, which is beneficial for
people to acquire knowledge completely, and it is not necessary to find related
information of the same entity from multiple knowledge graphs anymore. Let
G1 = ( ̂E1, R1, I1, N1,X1, Y1, Z1) and G2 = ( ̂E2, R2, I2, N2,X2, Y2, Z2) be two
different KGs. H =

{

(e1, e2)|e1 ∈ ̂E1, e2 ∈ ̂E2

}

denotes the set of aligned entities
across knowledge graphs.

Framework Overview. In this paper, we propose a multi-modal model for
entity alignment, namely Multi-Modal Entity Alignment (MMEA) model, which
can automatically and accurately align the entities in two distinct multi-modal
knowledge graphs. As illustrated in Fig. 2, our proposed MMEA consists of two
major components, i.e., Multi-Modal Knowledge Embedding (MMKE) and Multi-
Modal Knowledge Fusion (MMKF). In the MMKE module, we extract the rela-
tional, visual and numerical information to complement the absence of useful
entity features. Then, with the MMKF module, we propose a novel multi-modal
knowledge fusion method to minimize the distance of aligned entities from two
distinct KGs across the multi-modal knowledge in the common space and design
an interactive training stage to optimize the MMEA end-to-end.

3.2 Multi-modal Knowledge Embedding

Multi-modal knowledge plays a significant part in knowledge representations. In
our multi-modal knowledge graph, there are three types of data modality, i.e.,
relational, visual and numerical data. Relational data refer to relational triple
with entity associations, visual data mean the image of entities, and numeri-
cal data represent the attribute value. We will detail three types of knowledge
embedding in the following section.

Relational Knowledge Representations. Relational triples are the main
part of KGs, which are essential to judge the association of entities from different
KGs. Under the relational data, we adopt the most representative translational
distance model: TransE [1]. Given a fact (h, r, t) ∈ X, h and t can be associated
by r in a low-dimensional continuous vector space. The process named transla-
tion adjusts the distance between h + r and t in the space constantly, in order
that h+r is equal to t as much as possible when (h, r, t) holds. In multi-relational
data, there are certain structural similarities. Such as (“Fuji”, “Location
city”, “Shizuoka”) and (“Eiffel”, “Location city”, “Paris”) in the embed-
ding space, we have “Shizuoka” – “Fuji” ≈ “Paris” – “Eiffel”. Through the
relationship “Location city”, we can acquire “Eiffel” + “Location city”
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≈ “Paris” from “Fuji” + “Location city” ≈ “Shizuoka” automatically. The
scoring function which we take to be L2-norm is defined as follows:

frel(h, r, t) = −||h + r − t||22. (1)

To learn the entity embeddings from relational data, we apply the margin-
based [18] loss function with γ > 0 over the training set:

Lrel =
∑

τ+∈D+

∑

τ−∈D−
max(0, γ − frel(τ+) + frel(τ−)). (2)

Here, D+ and D− are positive and negative examples sets, respectively. Given
a positive example τ+ = (h, r, t), we supplement the set of positive examples
through the exchange strategy. The exchange strategy means that if h has been
aligned by h̄ in the other knowledge graph, (h̄, r, t) will be expanded into the
set D+. For t, the exchange strategy generates (h, r, t̄) in D+ identically. The
supplementary relational triples benefit linking two diverse knowledge graphs
in the unified low-dimensional continuous vector space. The definition of D− is
described as follows:

D− =
{

(h′, r, t) |h′ ∈ ̂E ∧ h′ �= h ∧ (h, r, t) ∈ D+ ∧ (h′, r, t) /∈ D+
}

∪
{

(h, r, t′) |t′ ∈ ̂E ∧ t′ �= t ∧ (h, r, t) ∈ D+ ∧ (h, r, t′) /∈ D+
}

.

Negative examples sampled by replacing the head or tail entities of real rela-
tional triples at random are arranged to approximate the partition function.

Visual Knowledge Representations. Sometimes the relational structure
information of knowledge graphs can cause ambiguity. When finding the entity
aligned with “Fuji” in the other knowledge graph, “Fuji Mountain” and
“Fujifilm” exist. The visual features characterize the appearance of the entity
more intuitively and vividly than relational knowledge, and we can distinguish
“Fuji Mountain” from “Fujifilm” because the one is a mountain, and the other
one is a company logo. Therefore, visual data serve as a vital part of multi-modal
knowledge graphs and visual features disambiguate the relational information to
some extent.

In order to extract visual features, we achieve the vectorization of images
and each of entity images is embedded into a vector. However, image vectors
can not be directly applied in this scene, hence we project them to associate
with entity embedding vectors. We learn embeddings for images according to the
VGG16 [13] model. The model pre-trained on the ILSVRC 2012 dataset derived
from ImageNet [5] is applied in our model. The filters in a stack of convolutional
layers have the receptive fields of 3 × 3. We develop 13 convolutional layers
which have different depths in various architectures. They are followed by 3 fully-
connected layers, but we remove the last fully-connected layer and the softmax
layer, then obtain the 4096-dimensional embeddings for all entity images. Given
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a pair
(

e(i), i
) ∈ Y in the visual knowledge, we use the following score function

to utilize visual features:

fvis(e(i), i) = −||e(i) − tanh(vec(i))||22, (3)

where vec(·) denotes the projection, and tanh(·) is a kind of activation function.
Based on the above score function, we minimize the following loss function to
optimize the visual knowledge representations:

Lvis =
∑

(e(i),i)∈Y

log
(

1 + exp
(

−fvis(e(i), i)
))

. (4)

Numerical Knowledge Representations. The numerical triple is denoted
as

(

e(n), a, n
) ∈ Z in the numerical data, where a denotes the attribute key,

and n denotes the numerical value. Attribute keys and corresponding numerical
values form the key-value pairs to describe entities. Formally, relational struc-
tures only model the translation between head entities and tail entities while
numerical features supplement the information between some entities which can
not be constituted of a relational fact in the knowledge graphs. For instance, the
“height” of “Fuji” is 3775.63 and the “height of “Fuji Mountain” is 3776.24,
hence we deduce that they are likely to refer the same thing for entity alignment.

First of all, we deal with numeric since continuous value needs special treat-
ment. Sparse numerical data demands to be fitted to a simple parameter distri-
bution, and the radial basis function (RBF) [4] meets our requirement exactly.
The RBF network is able to approximate any non-linear function and handle the
issues of analyzing data regularity. It has good generalization ability and has a
fast speed of convergence.

We convert numerical information to embeddings in high-dimensional spaces
with applying a radial basis function as follows:

φ
(

n(e(n),ai)

)

= exp

(

− (

n(e(n),ai) − ci

)2

σ2
i

)

, (5)

where ci denotes the radial kernel center, σi denotes the variance and they are
both vectors. Firstly, all corresponding numerical values for each attribute key
will be normalized. After normalization, ci and σi can be computed in the RBF
neural network through the supervised method.

In addition, we intend to extract features from attribute keys and corre-
sponding numerical values of entities, which indeed form the key-value pairs.
We concatenate the embedding of an attribute key and its numerical vector
got from the RBF layer. This process generates a new 2×d matrix denoted by
M =

〈

a, φ(n(e(n),a))
〉

. Then we define the score function to measure the plausi-
bility of the embeddings:

fnum(e(n), a, v) = −||e(n) − tanh(vec(CNN(tanh(M)))W)||22, (6)
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where CNN denotes l convolutional layers, and W means a fully-connected layer.
We reshape the feature map to a vector, then project it to the embedding space.
The loss function is given as follows:

Lnum =
∑

(e(n),a,n)∈Z

log
(

1 + exp
(

−fnum(e(n), a, v)
))

, (7)

where Z denotes the set of numerical triples in the numerical data. Exchang-
ing aligned entities in the involved numerical triples, because they refer to the
same real-world object across different knowledge graphs and they own the same
numerical features. If a numerical triple (e, a, n) exists and (e, ē) appears in the
seed entity alignment, (ē, a, n) is added to Z.

3.3 Multi-modal Knowledge Fusion

Information from different independent sources under different modalities com-
plements each other. Commonly, multi-modal features tend to correlate, which
provide additional redundancy for better robustness. The features in the three
types of modality could not be directly extracted to one space, therefore we
propose a Multi-Modal Knowledge Fusion (MMKF) module to integrate knowl-
edge representations from multiple modalities. MMKF migrates multi-modal
knowledge embeddings from separate spaces to a common space. Common space
learning enables multi-modal features to benefit from each other. It enhances the
complementarity of multiple modalities which improves the accuracy of the task
of entity alignment. The loss function is designed as follows:

Lcsl(E,E(r),E(i),E(n)) = α1||E − E(r)||22 + α2||E − E(i)||22 + α3||E − E(n)||22,
(8)

where E denotes the entity embeddings in the common space, and E(r), E(i) and
E(n) are the entity embeddings in the spaces of relational, visual and numerical
knowledge, respectively. Besides, α1, α2 and α3 are ratio hyper-parameters for
each type of knowledge.

Since aligned entities have identical meaning in different knowledge graphs, it
is intuitive for us to make those aligned entities closer in the common space. The
distance between aligned entities is calculated as ‖e1 − e2‖, where e1, e2 ∈ E.
Taking the distance into account, we adapt the alignment constraint approach
in the common space to minimize the mapping loss:

Lac(E1,E2) = ||E1 − E2||22, (9)

where E1 and E2 denote embeddings of entities in the sets of ̂E1 and ̂E2, which
are defined as follows:

̂E1 =
{

e1|e1 ∈ KG1 ∧ e1 ∈ ̂E ∧ (e1, e2) ∈ H
}

̂E2 =
{

e2|e2 ∈ KG2 ∧ e2 ∈ ̂E ∧ (e1, e2) ∈ H
}

,
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where H denotes the set of aligned entities across different knowledge graphs.
For the purpose of making up for imbalance among different types of knowl-

edge, we design an interactive training stage which learns embeddings of three
multi-modal (relational, visual and numerical) knowledge and optimizes the com-
mon space learning during an epoch, repeatedly. We constrain all entity embed-
dings with L2 normalization to regularize embedding vectors. Firstly, we train
image embeddings from VGG16 and obtain the 4096-dimensional embeddings
for all the entities. Then, at each step, the parameters are updated by Lrel, Lvis,
Lnum, Lcsl and Lac.

4 Experiments

In this section, we evaluate MMEA on two real-world datasets, and demonstrate
that MMEA provides insights to take advantages of multi-modal knowledge in
the entity alignment task and outperforms the baselines which were shown to
achieve state-of-the-art performance for entity alignment.

4.1 Experimental Settings

Datasets. In our experiments, we use two multi-modal datasets which were
built in [7], namely FB15K-DB15K and FB15K-YAGO15K. FB15K is a repre-
sentative subset extracted from the Freebase knowledge base. Aiming to maintain
an approximate entity number of FB15K, DB15K from DBpedia and YAGO15K
from YAGO are mainly selected based on the entities aligned with FB15K.
Table 1 depicts the statistics of multi-modal datasets. Each dataset provides
20%, 50%, and 80% reference entity alignment as training sets, respectively.

Evaluation Metrics. We utilize cosine similarity to calculate the similarity
between two entities and employ Hits@n, MRR, and MR as metrics to evaluate
all the models. Hits@n means the rate correct entities rank in the top n according
to similarity computing. MR denotes the mean rank of correct entities and MRR
denotes the mean reciprocal rank of correct entities. The higher values of Hits@n
and MRR explain the better performance of the method, while the lower value
of MR proves it.

Implementation Details. All the experiments are tuned for both datasets.
For MMEA we initialize the embeddings of KGs in each type of knowledge
with Xavier initializer and restrain their lengths to 1. The dimensions of all the
embeddings are set as 100. We adopt the mini-batch method with the batch size
of 5000. We start to valid every 10 epochs after 300 epochs and stop the training
when the metric MRR is declining continually in the valid set. We set all the
learning rates to 0.01 except that the learning rate of common space learning
is 0.004. In addition, the max epochs are set as 600. More specifically, γ in the
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relational knowledge representation is 1.5. In the numerical knowledge represen-
tation, l and the number of filters are both set as 2. The kernel size is 2 × 4. α1,
α2, and α3 in the common space learning are selected as {1, 0.01, 1} on FB15K-
DB15K dataset and {1, 1, 0.01} on FB15K-YAGO15K dataset, respectively. We
optimize all the above loss functions using stochastic gradient descent (SGD).

Table 1. Statistics of multi-modal datasets.

Datasets Entities Relations Attributes Relational
triples

Numerical
triples

Images Links

FB15K 14951 1345 116 592213 29395 13444 –

DB15K 12842 279 225 89197 48080 12837 12846

YAGO15K 15404 32 7 122886 23532 11194 11199

4.2 Compared Methods

To demonstrate that MMEA framework outperforms the state-of-the-art entity
alignment models, we compare it with the following methods:

• TransE [1] is a typical translational method for knowledge graph embed-
ding. We perform this method in the entity alignment task by sharing the
parameters between aligned entities.

• MTransE [3] learns the translation matrix to map the aligned entities from
different knowledge graphs in the unified space. It acquires a great deal of
seed alignment, otherwise the translation matrix will be inaccurate.

• IPTransE [20] obtains entity embeddings through employing an iterative
and parameter sharing method. Additionally, soft alignment and multi-step
relation paths are utilized to align entities from different KGs.

• SEA [10] served as a semi-supervised method realizes the adversarial training
with an awareness of the degree difference and leverages both labeled entities
and the abundant unlabeled entity information for the alignment.

• GCN [17] adopts GCNs to encode the structural information of entities, and
combine relation and attribute embeddings for the entity alignment task.

• IMUSE [6] generates lots of high-quality aligned entities with an unsuper-
vised method. Besides, a bivariate regression is utilized to merge the align-
ment results of relations and attributes better.

• PoE [7] combines the multi-modal features and measures the credibility
of facts by matching the underlying semantics of the entities and mining
the relations contained in the embedding space. Regarding computing the
scores of facts under each modality, it learns the entity embeddings for entity
alignment.
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4.3 Results and Analyses

We partition the datasets to compare the results of all models. For each dataset,
we use the 20%, 50%, 80% data as training sets, and the remains are treated as
testing sets, respectively.

Table 2. 20% alignment results on two datasets. (R.: Relational knowledge, N.: Numer-
ical knowledge, V.: Visual knowledge)

Models FB15K-DB15K FB15K-YAGO15K

Hits@1 Hits@5 Hits@10 MR MRR Hits@1 Hits@5 Hits@10 MR MRR

R. MTransE 0.359 1.414 2.492 1239.465 0.0136 0.308 0.988 1.783 1183.251 0.011

IPTransE 3.985 11.226 17.277 387.512 0.0863 3.079 9.505 14.443 522.235 0.07

TransE 7.813 17.95 24.012 442.466 0.134 6.362 15.11 20.254 522.545 0.112

PoE-l 7.9 – 20.3 – 0.122 6.4 – 16.9 – 0.101

SEA 16.974 33.464 42.512 191.903 0.255 14.084 28.694 37.147 207.236 0.218

R. + N. GCN 4.311 10.956 15.548 810.648 0.0818 2.27 7.209 10.736 1109.845 0.053

IMUSE 17.602 34.677 43.523 182.843 0.264 8.094 19.241 25.654 397.571 0.142

R. + N. + V. PoE-lni 12.0 – 25.6 – 0.167 10.9 – 24.1 – 0.154

MMEA 26.482 45.133 54.107 124.807 0.357 23.391 39.764 47.999 147.441 0.317

Performance Comparison. Table 2 lists the results of all the models with 20%
alignment data on FB15K-DB15K and FB15K-YAGO15K datasets. The results
for PoE are taken from [7]. From the overview, our proposed MMEA achieves the
state-of-the-art performance for entity alignment. Specifically, there are several
observations. First, MMEA performs better than all the other methods. Com-
pared with these methods, Hits@1, Hits@5, Hits@10, MRR are at least improved
by 8.88%, 10.456%, 10.584%, 0.093 and 9.307%, 11.07%, 10.852%, 0.099, and MR
is at least decreased by 58.036 and 59.795 on two datasets. The results indicate
that MMEA is more suitable for multi-modal knowledge graphs from the real
scenarios. Second, solutions with multi-modal knowledge generate better results
than solutions with a single modality in most cases. Both MMEA and PoE-
lni outperform MTransE, IPTransE, TransE and PoE-l, which indicates that as
increasing numerical and visual knowledge leads to improvements, the effects of
multi-modal knowledge have been proven. Third, MMEA outperforms PoE-lni
absolutely, suggesting our modeling for multi-modal knowledge is more effective,
and multi-modal fusion method with common space is better.

Figure 3 shows the experimental results with different test splits on FB15K-
DB15K and FB15K-YAGO15K datasets. In most cases, especially when only
20% alignment data is split to the training set, MMEA with a significant margin
compared with the state-of-the-art methods could make full use of limited data.
Moreover, it demonstrates the robustness and effectiveness of MMEA once again.

Ablation Study. To further validate the effectiveness of multi-modal knowledge
in the task of entity alignment, we design two variants for ablation study, namely
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MMEA-R and MMEA-RN. MMEA-R is a variant of MMEA with only relational
knowledge, and MMEA-RN is a variant of MMEA with relational and numeri-
cal knowledge. According to the experimental results, MMEA outperforms both
MMEA-R and MMEA-RN, which reveals that multi-modal knowledge comple-
ments the absence of useful entity features, and MMEA provides insights to take
advantages of multi-modal knowledge. Moreover, it is obvious that our multi-
modal knowledge fusion method could leverage multi-modal knowledge for entity
alignment.

Fig. 3. Experimental results with different test splits on two datasets.

In summary, all above evidences demonstrate that MMEA framework has
a good ability to find entities referring to the same real-world identity from
different KGs by taking full advantages of multi-modal knowledge and achieves
state-of-the-art performance for entity alignment (Table 3).

Table 3. Ablation study.

Models FB15K-DB15K FB15K-YAGO15K

Hits@1 Hits@5 Hits@10 MR MRR Hits@1 Hits@5 Hits@10 MR MRR

20% MMEA-R 24.957 43.084 51.581 143.171 0.340 22.199 38.563 46.493 160.576 0.305

MMEA-RN 26.209 44.982 53.759 125.874 0.355 23.091 39.589 47.689 154.908 0.314

MMEA 26.482 45.133 54.107 124.807 0.357 23.391 39.764 47.999 147.441 0.317

50% MMEA-R 40.95 61.362 69.721 58.093 0.505 39.161 56.696 63.956 65.848 0.477

MMEA-RN 41.436 61.691 70.089 54.53 0.51 39.509 56.959 63.979 65.255 0.48

MMEA 41.653 62.1 70.345 54.257 0.512 40.263 57.231 64.51 62.969 0.486

80% MMEA-R 58.256 80.192 86.466 14.557 0.679 58.803 77.078 83.132 15.308 0.672

MMEA-RN 58.411 80.355 86.76 14.493 0.681 59.377 78.22 83.34 14.745 0.68

MMEA 59.034 80.405 86.869 14.129 0.685 59.763 78.485 83.892 14.512 0.682
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5 Conclusion

In this paper, we proposed a novel solution for the entity alignment task in
multi-modal knowledge graphs, which integrated multiple representations of dif-
ferent types of knowledge based on knowledge embedding. Moreover, a multi-
modal fusion method was designed through common space learning to migrate
features under different knowledge spaces. Extensive experiments on two real-
world datasets demonstrated the robustness and effectiveness of our solution
for multi-modal entity alignment, which outperformed several state-of-the-art
baseline methods with a significant margin.
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Abstract. Distantly supervised relation extraction is an efficient
method to extract novel relational facts from unstructed text. Most pre-
vious neural methods adopt Convolutional Neural Network (CNN) or
Recurrent Neural Network (RNN) to encode sentences. However, CNN
is difficult to learn long-range dependencies and the parallelization of
training RNN is precluded by its sequential nature. In this paper, we
propose a novel hybrid model that combines Piece-wise Convolutional
Neural Network (PCNN) and Entity-Aware Transformer to extract local
features and learn the dependencies between distant positions jointly.
The entity-aware Transformer is able to take semantic and syntax infor-
mation under consideration and acquire entity-specific representations.
The inner-sentence attention mechanism is then used over Transformer
to alleviate the noise caused by irrelevant words. We concatenate outputs
of PCNN and Transformer with word embeddings of entity mentions and
then send them to the classifier, which can boost the performance of our
model further. A transfer learning based strategy is applied, where the
entity-aware Transformer is initialized with a priori knowledge learned
from the related task of entity typing to improve the robustness of our
model. The experimental results on a large-scale benchmark dataset show
that our hybrid model with the pre-training strategy gets AUC score of
0.432 and outperforms the state-of-the-art baselines.

Keywords: Relation extraction · Transformer · Transfer learning

1 Introduction

Relation extraction (RE) is a fundamental task in information extraction and
benefits many downstream applications in Natural Language Processing (NLP)
field such as knowledge graph construction. RE aims to identify the semantic
relations between entity pair in raw text. Traditional supervised RE methods
need a large amount of training data but the process of labelling data is human-
intensive. Mintz et al. [16] proposed Distant Supervision to generate training
data automatically by aligning text with existing Knowledge Bases (KBs). Dis-
tant supervision assumes that if an entity pair has a relation in KBs, any sentence
c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12274, pp. 148–160, 2020.
https://doi.org/10.1007/978-3-030-55130-8_13
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which contains both entities might express that relation. As not all sentences that
mention two entities can exactly express such relation, this heuristic approach
inevitably leads to wrong label problem, e.g., distant supervision will label the
sentence “Steve Ballmer replaced Bill Gates as CEO of Microsoft.” and entity
pair (Bill Gates, Microsoft) with the relation /company/founders.

A lot of methods [10,17,19] have been proposed for relation extraction, but
they utilize hand-crafted features derived from NLP tools which can be erro-
neous. Recently, neural models have shown promising power on RE. Zeng et al.
[25] adopt CNN to learn sentence representations and achieve better perfor-
mance than feature based methods. Zhou et al. [26] employ bidirectional Long
Short-Term Memory Networks to encode sentences effectively. He et al. [8] uti-
lize dependency parses with tree-GRU networks to take advantage of long-range
dependencies. However, CNN is restricted to learn dependencies between distant
tokens by its structure and RNN computes the current token’s representation
requiring the previous token’s representation as input, which limits RNNs to exe-
cute in parallel. Also, dependency parse trees of sentences which are obtained
with NLP tools may be noisy and then misguide the relation extractor.

Sentences annotated automatically by distant supervision often contain irrel-
evant words that mean noise for RE so robustness is crucial for relation extrac-
tors. Most previous neural methods train the extractor with single RE task
and initialize parameters randomly where models are not robust enough against
noise. Initializing neural networks of target task with the parameters learned
from relevant task by transfer learning can improve the robustness of the model.
Entity type is capable to guide relation extraction since it imposes soft con-
straints of relations so Entity Typing (ET) that aims to classify entities into a
set of types can be adopted as relevant task for relation extraction. For exam-
ple, the relation between Microsoft (a company entity) and Bill Gates (a per-
son entity) may be the relation /company/founders instead of the relation
/location/contains. However, most previous works handle two tasks sepa-
rately and ignore the strong relatedness between them.

In this paper, we propose a novel hybrid model for distantly supervised rela-
tion extraction by combining Piece-wise Convolutional Neural Network (PCNN)
with Entity-Aware Transformer which is able to learn long-range dependencies
and concentrate on entities. Entity-aware Transformer compute each token’s
representation using global information and can be executed in parallel. Inner-
sentence attention mechanism over Transformer is used to subdue noisy words.
Word embeddings of entities are employed directly and can boost the model per-
formance. We design a transfer learning based strategy to initialize Transformer
with parameters learned from entity typing task.

Our contributions of this paper can be summarized as follows:

– We develop a novel hybrid neural model which combines PCNN and entity-
aware Transformer to extract local and global features simultaneously.

– Entity-aware Transformer network is initialized with the parameters learned
from entity typing task to enhance the robustness of our model.
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– Experiments conducted on a public dataset show the effectiveness of our
method and our hybrid model outperforms the state-of-the-art baselines.

2 Related Work

Traditional supervised RE methods [6,23] mainly utilize human-designed fea-
tures and require a lot of annotated data. To reduce the need of human labor,
Mintz et al. [16] propose distant supervision which labels sentence with KBs. As
distant supervision assumption cannot hold for all sentences, Riedel et al. [17]
adopt multi-instance learning to handle the wrong label problem. To deal with
entity pairs which have multiple relations, Hoffmann et al. [10] and Surdeanu
et al. [19] employ multi-instance multi-label learning. These methods rely on the
quality of features derived from NLP tools and suffer from error propagation.

With the significant improvement of deep learning, many neural models have
been proposed. Zeng et al. [24] design piece-wise convolutional neural network to
extract semantic features from sentences. To mitigate the wrong label problem,
Lin et al. [13] apply attention mechanism over sentences which can de-emphasize
noisy sentences. Zhou et al. [26] utilize bidirectional Long Short-Term Memory
Networks to model sentences and keep useful information with word-level atten-
tion. Vashishth et al. [20] proposed RESIDE that utilizes Graph Convolutional
Neural Network (GCN) over dependency parse trees to encode syntax informa-
tion and employs side information from KBs as additional supervision.

Transformer proposed by Vaswani et al. [21] has shown the effectiveness of
extracting semantic and syntax features in recent research [4]. Verga et al. [22]
propose Bi-affine Relation Attention Networks that include a modification of
Transformer network to extract relations from biological text. Alt et al. [1] utilize
a pre-trained language model, the OpenAI Generative Pre-trained Transformer
for long-tail relations. In our model a single entity-aware Transformer block is
designed and it’s architecture is shown in Fig. 1.

Fig. 1. The architecture of proposed entity-aware transformer.

Transfer learning can improve the performance of objective task with the
transferring knowledge learned from related tasks. Liu et al. [15] initialize the
model with parameters that are trained in the related task to improve the stabil-
ity of the model. In this work we adopt a transfer learning strategy to initialize
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the parameters in entity-aware Transformer with entity typing as the related
task to improve the robustness of our model reasonably. Unlike Liu et al. [15]
where the entire model is pre-trained, we only pre-train the Transformer block
that is suitable for entity typing task, which can save time in pte-training.

3 Methodology

In this section, we are going to introduce the framework of our methodology. The
notations and problem definition of distantly supervised relation extraction will
be given firstly. Afterwards, the neural relation extractor that includes PCNN
and entity-aware Transformer will be described in details. Parameter transfer
learning for Transformer with entity typing as related task is in the last part.
Figure 2 shows the overall architecture of our model. We simplify the Transformer
block for brevity and the architecture of Transformer is in Fig. 1.

Fig. 2. The framework of our methodology.

3.1 Notations

In multi-instance learning paradigm, we split training data into multiple entity-
pair bags π = {B1, B2, B3, · · · }. For a bag B = {s1, s2, · · · , sn} where each
sentence si contains the same entity pair (e1, e2), each sentence is denoted as a
word sequence s = {w1, w2, · · · , wm}. The task of distantly supervised RE is to
predict the relation between (e1, e2) for each bag.
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3.2 Neural Relation Extractor

Input Layer of neural relation extractor aims to transform raw text into input
embeddings for following layers, which make use of both semantic and positional
information of words.

Word embedding [9] is used to represent each word with a low-dimensional
vector. For a sentence with m words s = {w1, w2, · · · , wm}, we transform each
word wi into a real-valued vector wi ∈ Rdw .

Fig. 3. An example for relative position.

Position embedding [25] can encode the relative distances between each word
and two entities. An example for relative position is shown in Fig. 3. We embed
two relative positions of each word into dp-dimensional vectors and concatenate
them with word embeddings to obtain input embeddings X = {x1,x2, · · · ,xm}
for PCNN, where xi ∈ Rd, d = dw + dp × 2. For Transformer, two positions of
wi will be embedded into dw-dimensional vectors p1

i and p2
i . We add xi with p1

i

and p2
i respectively to get two distinct embeddings X1 = {x1

1,x
1
2, · · · ,x1

m} where
x1

i = wi + p1
i and X2 = {x2

1,x
2
2, · · · ,x2

m} where x2
i = wi + p2

i . We transpose
X1 and X2 and feed them to Transformer. We use X∗ ∈ Rm×dw to denote the
input embeddings of Transformer for brevity.

Convolution and Piece-Wise Max-Pooling are utilized to incorporate
nearby context into each token’s representation and get sentence representations
with the pooling operation. Each sentence is represented as {x1,x2, · · · ,xm}
after input layer. CNN slides a convolution kernel over the input embeddings,
and we use CNN(·) to denote a convolutional layer with window size l:

ci = CNN(xi− l−1
2

, · · · ,xi+ l−1
2

)

Where ci ∈ Rk is the hidden representation of word wi and k is the num-
ber of convolution kernels. If the convolution kernel goes beyond the sentence
boundaries, xj will be taken to zero. Each sentence can be divided into three
segments by two entities and then piece-wise max pooling operation over hidden
representations will be conducted:

[s(1)]j = max{[ci]j}, 1 ≤ i ≤ i1

[s(2)]j = max{[ci]j}, i1 < i ≤ i2

[s(3)]j = max{[ci]j}, i2 < i ≤ m

Where i1 and i2 are the positions of two entities and [·]j is the j-th value of
the vector. We stack s(1), s(2) and s(3) to get sentence representation s ∈ R3×k:
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s = [s(1); s(2); s(3)]

Entity-Aware Transformer and Inner-Sentence Attention. Entity-aware
Transformer that includes Multi-head Self-Attention layer and Feed-Forward
layer is capable to capture long dependency between two words without regard to
their distance. The relative position embeddings can offer sequential information
of the sentence that indicates the order of words and can make Transformer be
aware of two entities at the same time.

Attention mechanism can be regarded as a mapping of a query and key-value
pairs to an output. Attention mechanism weighs the importance of each value
using the scaled dot-product between query and key and then perform a weighted
sum over values. The softmax function is used to normalize the weights. For self-
attention, the query Q, key K and value V are the same input embeddings X∗.
Multi-head self-attention use separate linear projections to transform query, key
and value to dw/h dimension respectively and the projections will be performed
self-attention in parallel. This process will be executed h times and h is the
number of heads. The Multi-head self-attention layer is defined as follows:

Attention(Q,K,V) = softmax(
QKT

√
dw

)V

Hi = Attention(QWQ
i ,KWK

i ,VWV
i )

Where WQ
i ,WK

i ,WV
i ∈ Rdw×(dw/h) are parameter matrices for i-th linear

projection. The outputs of each attention head Hi are then concatenated to get
hidden representations H ∈ Rm×dw . We use residual connections [7] that add
the output of multi-head self-attention layer and its input. Layer normalization
[2] is also employed, denoted as LN(·):

H′ = LN(H + X∗)
Where H′ ∈ Rm×dw . The following component in Transformer block is the

feed-forward layer which is implemented with two successive width-1 convolution
layer. Meanwhile, residual connection and layer normalization are also adopted:

[T(1)]i = ReLU(CNN([H′]i))
[T(2)]i = ReLU(CNN([T(1)]i))

T = LN(T(2) + H′)
Where [T(1)]i ∈ Rdw×4, [T(2)]i ∈ Rdw and T ∈ Rm×dw . Since there are

irrelevant words in long sentences we apply the following inner-sentence attention
over hidden representations to keep relational features and reduce the weights
of noisy words which are not related to the target relation:

a = vwatanh(WwaTT )

s∗ = softmax(a)T
Where Wwa ∈ Rdwa×dw and vwa ∈ Rdwa are attention parameters.
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Bag Representation and Classifier. We will achieve sentence representations
{s1, s2, ..., sn} after PCNN layer and apply inter-sentence attention over si to
make use of all informative sentences in a bag. The valid sentences which exactly
express the target relation will obtain high scores while noisy sentences which
are labelled wrongly will get little attention. Here is the inter-sentence attention:

g =
∑

i=1

αisi

αi =
exp(ai)∑
k exp(ak)

, ai = vsatanh(Wsasi)

where Wsa ∈ Rd′
sa×3k and vsa ∈ Rd′

sa are attention parameters. We use the
same inter-sentence attention with different parameters over {s∗

1, s
∗
2, ..., s

∗
n} to

generate the entity-specific representations g1 and g2. We omit the formulas for
brevity. Word embedding of two entity mentions denoted as e1 and e2 are also
employed. We get the final bag representation g′ that is defined as follows and
send it to softmax classifier:

g′ = [g;g1; e1;g2; e2]

p(r|B) = softmax(WRg′ + bR)

Where WR is weight matrix and bR is bias vector, r is the relation of bag B
which is labelled by KB, p ∈ Ro, o is the number of relation classes. Dropout [18]
is utilized over g, g1 and g2 respevtively to prevent overfitting. The following
cross entropy loss function will be minimized during the training process:

J(θ) = − 1
|π|

|π|∑

i=1

logp(ri|Bi)

3.3 Parameter Transfer Learning

As entity type is capable to lead relation extraction, entity typing is selected
as the related task by transfer learning. Similar to distantly supervised RE, we
predict types of two entities with a bag of sentences. Furthermore, an entity
may have multiple types so we treat entity typing as a multi-label classification
problem. Entity-aware Transformer and inner and inter-sentence attention are
utilized for entity typing and the output is fed to the sigmoid classifier layer:

pi = σ(Wi[gi; ei] + bi), i ∈ {1, 2}
Where σ denotes sigmoid function, Wi is weight matrix and bi is bias vector,

pi ∈ Rt is the score vector of each class and t is the number of entity classes.
The loss function for entity typing task is defined as follows:

Je(θe) = − 1
|π|

|π|∑
(
∑

i

(−1
t

t∑

k=1

yi
klogpi

k)), i ∈ {1, 2}
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Where θe represents parameters used in entity typing task. We train the
entity-aware Transformer until convergence and keep only the parameters in
multi-head self-attention layer and feed-forward layer.

4 Experiments

4.1 Dataset and Evaluation Metrics

The New York Times (NYT) dataset is proposed by Riedel et al. [17], and
is widely used in the previous research [5,12,13,24]. The dataset was built by
aligning Freebase [3] relations with the NYT corpus. Sentences in NYT of the
years 2005–2006 are used as training set while sentences of 2007 compose testing
set. This dataset has 53 relations including NA relation that means Freebase
doesn’t cover the relations between the entity pair. We use 38 types from the
first hierarchy of FIGER [14] as the labels for entity typing. The training set has
570,088 sentences, 233,064 entity pairs and 18,252 relational facts and testing set
has 172,448 sentences, 96,678 entity pairs and 1,950 relational facts. The entity
mention in the sentence is treated as one token.

Following the recent works, we evaluate our model using held-out evaluation.
We draw the Precision/Recall (P/R) curves for all methods and report the top-N
precision (P@N) metric in our experiments.

4.2 Hyper-parameter Settings

All of the hyper-parameters in our experiments are listed in Table 1. Word
embeddings used in experiments were relased by Lin et al. [13]1. Before we train
our hybrid model with pre-trained entity-aware Transformer, we also pre-train
the sentence encoder of PCNN with relation extraction task.

4.3 Overall Performance

In this section, we compare the performance of our model with that of baselines
to show the effectiveness of our method. Baselines we compared are listed below:

– Mintz [16] designs lexical and syntactic features for distant supervision RE.
– MultiR [10] is a probabilistic and graphic model under multi-instance learn-

ing paradigm.
– MIML [19] adopts multi-instance multi-label learning.
– PCNN [24] proposes piece-wise convolution neural network and select the

most valid instance in one bag for multi-instance learning.
– PCNN+ATT [13] utilizes PCNN as sentence encoder and sentence-level

attention in each bag to alleviate wrong label problem.
– BGWA [11] develops a Bi-GRU based model with word and sentence level

attention.
1 https://github.com/thunlp/NRE.

https://github.com/thunlp/NRE.
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Table 1. Hyperparameter settings.

Parameters Value

Word dimension dw 50

Relative position dimension dp 5

PCNN filter number k 230

PCNN window size l 3

Inter-sentence attention dimension d′
sa 300

Inner-sentence attention dimension dwa 50

Inter-sentence attention dimension dsa 50

Optimization strategy SGD

Learning rate 0.2

Batch size 160

Dropout rate 0.5

– RESIDE [20] uses Bi-GRU to model sentences and GCN to encode syntax
information, incorporating additional knowledge from KBs.

P/R curves generated by our hybrid model and various previous RE methods
are reported in Fig. 4(a) to show the performance of our method. Our model is
denoted as Hybrid+TL that means the entire hybrid model and the entity-
aware Transformer is pre-trained by transfer learning.

(a) Comparison of our Hybrid+TL model
and various methods.

(b) Comparison between our models and
a re-implemented baseline.

Fig. 4. Precision/Recall curve of our model and baselines on NYT dataset.

From the results we can see that Hybrid+TL obtains higher precision over
most of recall range. Feature-based methods can achieve high precision when
recall is pretty small, but with the increase of recall precision of feature-based
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Table 2. AUC values and P@N(%) of our models and previous methods.

Method AUC P@100 P@200 P@300 Mean

Mintz 0.107 51.8 50.0 44.8 48.9

PCNN+ATT 0.341 78.2 75.1 72.8 75.4

BGWA 0.340 75.2 74.1 71.4 73.6

RESIDE 0.415 81.8 75.4 74.3 77.2

Hybrid-WE 0.412 79.0 77.5 76.3 77.6

Hybrid 0.417 85.1 82.1 77.1 81.4

Hybrid+TL 0.432 85.1 79.6 79.4 81.4

methods declines sharply, which indicates that error propagation caused by NLP
tools will mislead the relation classifier significantly and human-designed features
are limited for RE. The performance of attention-based models is better than
PCNN, showing that attention mechanism can distinguish valid instances from
noisy data. Furthermore, additional knowledge is helpful for relation extraction.
Our model utilizes priori knowledge learned from entity typing task and achieves
state-of-the-art performance.

To show the superiority of our model more specifically, we select PCNN+ATT
as the baseline and re-implement it with our inter-sentence attention. The results
are reported in Fig. 4(b) where Hybrid is the proposed model without param-
eter initialization by transfer learning. From the comparison we can see that
the proposed methods outperform the baseline in a large margin showing the
hybrid model has the ability to learn more precious sentence representations.
Our model can extract not only local but also global features effectively from
raw text which is more challenging for previous methods. The proposed transfer
learning strategy that takes advantage of the priori knowledge can improve the
performance further.

We list the Area Under Curve (AUC) values and P@N scores in Table 2. Con-
sistent with the P/R curve, our methods achieve the best performance on AUC
and P@N scores. Hybrid is more powerful than Hybrid-WE which excludes
word embeddings of entity mentions in bag representation, showing word embed-
dings of entities that contain useful information can facilitate relation extraction.
Hybrid can make more accurate predictions without any external knowledge than
RESIDE which make use of side information such as relation alias and entity
types. External knowledge can be utilized in a reasonable way with our transfer
learning strategy to improve the robustness of our model and boost the perfor-
mance also.

4.4 Case Study

Two real examples are presented in Table 3. The baseline (PCNN+ATT) classi-
fies the first sentence that expresses the relational fact (Selena Fox, place lived,
Wisconsin) and the second sentence that expresses (Germany, contains, Jena)
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Table 3. Two samples from NYT test set.

Sentence Baseline Hybrid+TL

At least 11 families will be immediately
affected by the V.A.’s decision, said the
Rev. [Selena Fox]e1 , senior minister of
Circle Sanctuary, a Wiccan church in
[Wisconsin]e2

NA (0.640) place lived (0.682)

In a recent ranking of the most
competitive and economically
promising regions of [Germany]e1 , 3 of
the top 20 cities are in the east:
Dresden, Potsdam and [Jena]e2

NA (0.984) contains (0.726)

to NA relation with the score of 0.640 and 0.984 respectively. The proposed
model is able to predict the correct relations with high scores although two
entities are far away in both samples. This case study shows that our hybrid
model can learn long-range dependencies more effectively and consider syntax
information located in sentences.

5 Conclusion

In this paper, we propose a neural hybrid model by combining piece-wise convo-
lutional neural network and entity-aware Transformer for distantly supervised
relation extraction. Our methods take advantage of CNN and Transformer to
extract local and global semantic features simultaneously and can execute in
parallel. For Transformer, we utilize relative positions to make model focus on
entities and provide the information of words order. Inner-sentence attention
are designed to alleviate the impact caused by noisy words. Word embeddings
of entities containing important features of entities can also benefit relation
extraction. A transfer learning strategy is proposed to leverage priori knowledge
learned from the related task and improve the robustness of our model. We select
entity typing as the related task due to the observation that entity types offer
soft constraints of relations which can guide relation extraction reasonably. The
experimental results on a well-studied benchmark dataset validate the effective-
ness of our methods as our model significantly outperforms the state-of-the-art
methods. For future, we plan to modify the proposed approach with multi-task
learning and explore the joint extraction of entities and relations.
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Abstract. Entity alignment is the foundation of knowledge fusion, which can
find the alignment relationships between entities in heterogeneous knowledge
graphs. However, traditional methods rely on external information and need to
construct data features manually. Meanwhile, embedding models do not fully
utilize the pertinent information of attributes in the knowledge graphs, which limit
the role of attribute information in entity alignment. Considering the shortcomings
of existing methods, this paper proposes a novel model named NovEA that using
attribute triples and entity triples in the knowledge graphs to complete the entity
alignment task together. Besides, for attribute triples, we propose amethod that can
automatically generate the optimal attribute according to the data characteristics
to constrain the result of attribute triples alignment and improve the accuracy of
entities in alignment. Finally, we use a binary regression method to measure the
similarity of the combination results of structure and attribute. Our research on
real datasets shows that the NovEAmodel has a significant improvement in entity
alignment compared with the most advanced methods.

Keywords: Knowledge graph · Entity alignment · Relation triple · Attribute
triple

1 Introduction

Knowledge Graphs (KG) are used in many fields at present, such as Entertainment,
Geography [1], Industry [2]. They play an important role in Information Retrieval, Rec-
ommendation System, Machine Understanding and Question Answering System. For
knowledge graphs, different knowledge is stored between different knowledge graphs
in the same field, and there are numerous repetitions of this knowledge, which can also
complement each other. Therefore, we can integrate such a knowledge graph to form
a more unified knowledge graph. To integrate these knowledge graphs, a basic prob-
lem is to find out the entities that exist in different knowledge graphs but represent the
same meaning, which is usually called entity alignment. Due to the diversity of expres-
sion and structure of knowledge in different knowledge graphs, it presents considerable
challenges.

In many knowledge graphs, the Resource Description Framework (RDF) [16] has
been widely regarded as a flexible data model representing a large knowledge base. For
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large-scale RDF [17] graphs, achieving efficient and scalable query processing becomes
critical. Knowledge usually exists in the formof theRDF triples.Wedivide it into relation
triples and attribute triples. They are independent in knowledge graphs, but describe the
structure information and attribute information of the entities respectively. Traditional
research of entity alignment is based on the similarity between entity attributes. These
methods rely on the external information of the entities and need to build a large number
of features and design matching rules manually. Later, the embedding-models are pro-
posed for the task of entity alignment, which are based on the representation-learning
method. These models do not depend on the content information of the knowledge graph
and they are not responsive to the dataset with sparse relational triples. Recently, some
researches use attribute information of entities to align entities. JAPE [8] jointly embeds
the structure of two KGs into a unified vector space, and further refines it by using the
attribute correlation between KGs. However, it does not make full use of the attribute
value information, but simplifies the attribute value to datatype, such as (Zhang Ziyi,
Birthdate, 1979-02-09) to (Zhang Ziyi, Birthdate, Datetime). AttrE [9] proposes to com-
bine the structural information and attribute information of entities based on embedding
model, and uses a large number of attribute triples in the knowledge graphs to generate
attribute feature embedding, and finally realizes entity alignment. Although the model
considers attribute values, it does not find that unique entities need different attributes
to compare, and the same attribute has a different importance to different entities. For
example, time attribute is an important attribute for the film knowledge graph, but it
may not be so essential for crop knowledge graph. Therefore, we need to select the
optimal attribute for entity alignment according to the attribute types and the importance
of attribute values contained in different datasets. In many triples, entity relations are
not always of high quality (such as small quantity and incomplete relations), which may
damage the accuracy of entity alignment results.

Because of the shortcomings of traditional methods and the embedding models for
entity alignment, this paper proposes a novel model called NovEA to align entities from
the perspective of structure and attribute respectively by using the relationship triples
and attribute triples in the knowledge graphs. According to the characteristics of the
knowledge graph dataset, the NovEAmodel sorts the attributes according to the priority
to get the optimal attributes and then constrains the results of attribute alignment. Finally,
we use the binary regression to measure the similarity results from the structure and the
attribute. It can dynamically adjust the weight according to the number of relation triples
and attribute triples in the knowledge graphs and improve the effect of entity alignment
better. Specifically, we first align and rename the triples in the two knowledge graphs
through predicates, so that the entities and relationships can be in the same vector space,
and then embed the relationship and attribute of the relationship triples and attribute
triples respectively. When the attribute triples are aligned, we first align the entities with
the values of the common attributes, and then proceed according to the matched entities
Row attributes are aligned, and attribute types are prioritized according to the domain
characteristics of the knowledge graphs. Finally, the alignment results are weighted
according to the priority of attributes. We conducted experiments on real-world datasets
and proved to be significantly improved over othermethods. To sumup, our contributions
in this paper are as follows:
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• Given insufficient utilization of attribute triples, the NovEA model is proposed by
using attribute triples and relation triples at the same time. When merging alignment
results, we use binary regression to dynamically fit the similarity weight between
relationships and attributes.

• Attributes alignment and entities alignment are iteratively carried out when attribute
triples are aligned, and the selected attribute alignment results are weighted according
to the domain characteristics of the knowledge graphs.

• Experimented on real-world datasets and proved a significant improvement over other
models.

The rest of this paper is organized as follows. Section 2 summarizes the relatedworks.
Section 3 presents the details of the NovEA model. Section 4 presents the experimental
process and results. In Sect. 5, we conclude the paper.

2 Related Work

Entity alignment methods are divided into two parts: the traditional entity alignment
methods and the embedding models for entity alignment.

2.1 The Traditional Entity Alignment Method

The traditional entity alignment method is mainly used for supervised machine learn-
ing models, attribute similarity matching ways to align the entity. Scharffe et al. [10]
proposed an entity alignment model based on sequence alignment fuzzy string match-
ing, word relationship, and classification similarity. Volz et al. [11] proposed to allow
users to define rules using standardized grammar, including string similarity, numeric
similarity, date similarity to achieve entity alignment.Niu et al. [12] used the expectation-
maximization algorithm to optimize artificial defined entity matching rules. Although
the traditional alignment methods using the entity attribute information, they need to
design different attributes to different categories of entities similarity calculation func-
tion, it would cost a lot of manpower and increase the workload. The expressions of
attributes are discrete, ignoring the properties of semantic similarity and limiting the
effect of entity aligned.

2.2 The Embedding Models for Entity Alignment

In recent years, knowledge graph embedding models has gradually become the main-
stream. They are mainly based on the method of presentation learning. TransE [3]
represents each triple (h, r, t) as a vector from head entity h to tail entity t, that is
h + r = t. By learning the vector representation of entities and relationships in knowl-
edge graphs, the semantic similarity between entities can be obtained according to the
relationship triples, but the disadvantage of this method is that it can only model one-
to-one simple relationships and can not deal with multiple complex relationships. Then
there are a series of improved models such as TransR [4], TransH [5], TransA [6], etc.
The SEEA [7] treats entity alignment as a special cross-network relationship, achieving
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entity alignment through self-learning. Sun et al. [15] proposed an iterative entity align-
ment method based on bootstrapping to transform the entity alignment problem into a
classification problem. Since the learned embedding has the highest likelihood of entity
alignment, the limit-based objective function is used to make the trained embedding
more discriminative.

However, most of these methods only focus on how to encode relational triples in a
better way and ignore attribute triples. Especially for the lack of relationships between
entities, if only align relation triples entity, the effect is not enough good. To make
use of attribute triples, Sun et al. [8] proposes a cross-language entity alignment JAPE
embedded joint properties to maintain alignment model, it uses two models of structure
embedding and attributes embedding to learn the embedding of KGs. Structure embed-
ding is to model the relationship structure of KGs from the perspective of relationship
triples. Attribute embedding attempts to cluster the attributes that are commonly used to
describe entities. Finally, we embed all entities into two KGs for a uniform vector space.
However, JAPE [8] ignores the attribute values of attribute triples and does not make
full use of attribute information. AttrE [9] model proposes to combine the structural
information and attribute information of entities based on the embedding model, and
uses a large number of attribute triples in knowledge graph to generate attribute feature
embedding and finally realize entity alignment. It uses the frequency ratio of relation-
ships and attributes as the weight of entity alignment, but lacks the ability to capture the
fact that entities cannot sort multiple attribute types based on different datasets during
alignment. IEAJKE [14] algorithm does not consider the important role of entity seman-
tic integration and attribute weight in entity alignment, so the experimental results need
to be improved.

3 The NovEA Model

3.1 The NovEA Model Overview

As shown in Fig. 1, this paper proposes a novelmodel called theNovEA,which uses both
the relationship triples and attribute triples in the knowledge graphs for entity alignment.
First, the predicates are aligned and renamed uniformly so that the relationships and
entities can be embedded in the same vector space. Then use the relationship triples and
attribute triples to embed the structure and attribute respectively, when aligning attribute
triples, we first use the value of the common attribute to align the entity, and then align the
attribute according to the matching entity. At this time, the attribute types are prioritized
according to the domain characteristics of the knowledge graph, and the similarity result
of the attribute triples alignment is weighted according to the priority of the attribute.
Finally, a binary regression algorithm is used to combine the relation triples and attribute
triples alignment results to dynamically learn their respective weights, which improves
the accuracy of the entity alignment process. Next, we will introduce our method in
detail.

3.2 Predicate Alignment

In order to embed entities and relationships into the same vector space during the subse-
quent structural embedding process, this section first use the unified naming method to
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Fig. 1. Overall framework of the NovEA model.

merge the two knowledge graphs through predicates. Here we use the method proposed
by AttrE [8] to rename the predicates.

3.3 Attribute Embedding

This section mainly consists of the following two parts including the Iterative Process of
Entity Alignment and Attribute Alignment and Optimal Attribute Selection Based On
Decision-Tree. The latter can impose weight constraints on the former iteration process
according to the characteristics of the dataset, which can improve the speed and quality
of the attribute alignment process.

1. The Iterative Process of Entity Alignment and Attribute Alignment:We deter-
mine the percentage of common attributes and attribute values between attribute
triples of two entities. According to this percentage, we can measure the similarity
between entities.

(1) When using attribute values to align entities, we believe that all common attributes
of two entities have the same weight. We use the Eq. 1 and Eq. 2 to calculate the
similarity between two entities:

simA(h1, h2) = 1

n

n∑

k

simV (vG1
k , vG2

k ) (1)

simV (vG1
k , vG2

k ) = lcesim(vG1
k , vG2

k )

leven(vG1
k , vG2

k ) + lcesim(vG1
k , vG2

k )
(2)
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Where simA(h1, h2) represents the similarity between entities for h1 and h2, v
G1
k and

vG2
k represent the value of the k attribute in KG1 and KG2, n is the size of all the same

attributes, simV (vG1
k , vG2

k ) indicates the similarity between property value vG1
k and vG2

k ,
Leven and lcssim are used to measure the difference between two sequences and two
common substrings of string length.

(2) Use aligned entities for attribute alignment. Considering that when two entities
have no common attributes, even if they point to the same real-world object, we
cannot calculate their similarity. At this time, we use the aligned entity pairs to
find more possible aligned attribute pairs. Suppose we already have a set of aligned
entity pairs Th = (h1, h2 . . . . . . hn), hi represents the aligned entity pairs in the two
knowledge graphs, and then uses all the attribute values of the aligned entity pairs
to express the similarity of the attribute pairs, and calculates the similarity using
formula 3.

simA(aG1
i , aG2

j ) = 1

c

c∑

m=1

simv(v
m
i , vmj ) (3)

Where simv represents the similarity of attribute values, c represents the size of
aligned entities. We illustrate the above process with Example 1.
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Fig. 2. An example of the iterative process of entity alignment and attribute alignment.

Example 1: Suppose we know that aG1
m = aG2

m (it is expressed as a1m = a2m), m is a nat-
ural number andm ∈ [1, 5]. We do not know the rest of unaligned attribute information.
KG1 and KG2 are known to have entities h11, h

1
2, h

1
4 and h21, h

2
2, h

2
3 respectively from
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Fig. 2. Except for the entity pair (h14, h
2
3), the remaining entity pairs all have at least one

pair of common attributes. By calculating the similarity of these common attributes, we
can obtain two aligned entity pairs (h11, h

2
1) and (h12, h

2
2). But we don’t know (h14, h

2
3) if

it’s aligned. The alignment attributes (a17, a
2
7) and (a15, a

2
5) are obtained from the align-

ment entity pair (h11, h
2
1) and (h12, h

2
2) respectively. At this point, we use the result of

the above attribute alignment information based on the aligned entity. Then carry out
the iterative process of entity alignment, we use the alignment attribute to align the new
entity and get the new alignment pair (h14, h

2
3).

2. OptimalAttributeSelectionBasedonDecision-Tree:Wechoose themethodbased
on decision-tree to select the optimal attribute, so as to constrain the attribute align-
ment process in the iterative process of attribute alignment and attribute alignment
of attribute triples. First, we construct a positive triple from the aligned entity setM
in the training set Tp = (h,R, v). Then randomly replace the head and tail entities of
the positive triples to get the negative triple Tn = (h

′
,R, v

′
), we labeled the positive

and negative triples, the positive triple is labeled 1, the negative triple is labeled 0,
and the collection TR = Tp ∪ Tn is constructed. We choose attribute similarity as
the candidate values to select the optimal attribute. The attribute value of the entity
in the triple is often not unique. If it is used directly, the attribute information will
be scattered too much, which reduces the accuracy of the optimal attribute selec-
tion. Therefore, for single-valued attributes, we directly use the absolute value of
the difference between the attribute values of the TR head and tail entities as the
feature value, and for attributes that contain multiple attribute values, the Jaccard
Coefficients of the corresponding attribute values of the TR head and tail entities are
used as the feature values, as shown in formula 4:

M = (
Mi,j

)
, 1 ≤ i ≤ |TR|

Mi,j =
∣∣V

(
hi, aj

) ∩ V
(
ti, aj

)∣∣
∣∣V

(
hi, aj

) ∪ V
(
ti, aj

)∣∣ aj are multi - valued attributes (4)

∣∣v
(
hi, aj

) ∩ v
(
ti, aj

)∣∣ aj is single value attribute

Where Mi,j represents the value in column i-th and row j-th of M, v(hi, aj) and v(ti, aj)
represents the j-th attribute value set of the head and tail entity of the i-th triple in TR,
v(hi, aj) and v(ti, aj) represent the j-th attribute value of the head-tail entity of the i-th
triple in TR.

Then we use the Information-Gain to calculate the purity of the information. The
greater the information gain, the higher the purity of the dataset divided by this attribute
and the higher the priority of this attribute. We calculate the information gain of each
attribute of each candidate entity and output the information gain in ascending order.
Equation 5 is as follows:

Gain(M , ai) = max
t∈Tai

Gain(D, ai, t) = max
t∈Tai

(Ent(M ) −
∑ |Mt |

|M | Ent(Mt)) (5)
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Where Gain(M , ai) represents the information gain value of the attribute type ai in the
aligned datasetM , the value is larger, attribute classification effect of ai is better,Ent(M )

represents information entropy, pk represents the proportion of type K samples in M,
Eq. 6 is expressed as below:

Ent(M ) = −
K∑

k=1

pk log
pk
2 (6)

The optimal attribute selection based on Decision-Tree is to select attributes with
strong classification ability from attribute triples. We use the first n attributes with the
largest information gain selected by the best attributes as the constraint attributes of the
entity alignment task, which are used in the subsequent embedding process.

3.4 Structural Embedding

We use triples aligned with predicates, using relationship triples and training sets for
structural embedding, and learn vector representations of entities and relationships, given
relation triple tr = (h, r, t), h is the head entity and t is the tail entity, we expect h+r = t.
To measure the rationality of tr, structural embedding model optimizes margin-based
ranking loss [13], making the positive triples score lower than the negative triples.

OSE =
∑

tr∈Tr

∑

tr′∈Tr′
(f (tr) − α(tr′)) (7)

Where f (tr) = ‖h + r − t‖22 is the score function, Tr represents all positive triples,
Tr

′
represents the set of related negative triples generated by replacing its head or tail

with random entities (but not with both entities), therefore we can learn the approximate
vector representation of entities on KGs, and the entity similarity measure after structure
embedding is shown in Eq. 8.

SimSE(hG1
i , hG2

j ) = cos(hG1
i, hG2

j ) (8)

3.5 Entity Alignment

Through the Decision-tree based optimal attribute selection process, the first n attributes
with the largest information gain are selected as the optimal constraint attributes of
attribute triple alignment, the final attribute embedding similarity is obtained wi repre-
sents the constraint weight of attribute ai, the value range is (0, 1). The priority attribute
weight is higher, the corresponding W value is higher.

simAE =
n∑

i=1

wisimA (9)

Finally, we comprehensively measure the final similarity of the two entities in terms of
relationship and attributes. Linearly weight the similarity calculated by the relationship
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triples and attribute triples. We use Eq. 10 to express the final similarity of the entity
pair hi ∈ G1 and hj ∈ G2:

sim(hG1
i , hG2

j ) = βSimSE(hG1
i , hG2

j ) + (1 − β)simAE(hG1
i , hG2

j ) (10)

Where simSE is the similarity calculated using relational triples, simAE represents the
entity similarity calculated by the attribute triple selected by the optimal attribute, β

is dynamically selected by the number of relationships and attributes in the datasets to
maintain balance. For example, some datasets have a large proportion of relationship
triplets and more emphasis on the relationship of entities, so attributes are given higher
weight. Some datasets have a large proportion of attribute triples, indicating that more
emphasis is placed on the attributes of the entity, so the relationship is given a higher
weight.

4 Experiment

This section describes our dataset, evaluation indicators and comparison methods,
parameter setting and experimental results.

4.1 Datasets

We evaluated our method on two real knowledge graph datasets, namely IMDB-YAGO
and DBP-YAGO. They are the physical alignment of IMDB and YAGO and DBP and
YAGO respectively, and the relevant datasets information can be found at http://web
dam.inria.fr/paris/. The overall statistics of dataset are shown in Table 1.

Table 1. Statistics for Datasets

Dataset Entities Attribute
triples

Relations
triples

IMDB-YAGO IMDB 3661 11254 23415

YAGO 3670 11624 28451

DBP-YAGO DBP 33627 184672 36906

YAGO 30628 173309 38451

4.2 Evaluation Indicators and Comparison Methods

Indicators: In order to evaluate the performance of the method, we use Hits @ K and
Mean Rank (MR) to evaluate the performance of the method. Hits @ K reflects the
proportion of correctly aligned entities in the top K. Higher Hits @ K and lower Mean
Rank indicate better performance. In addition, we also use precision (P), recall rate (R),

http://webdam.inria.fr/paris/
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and F1 value to measure our optimal attribute selection process based on Decision-Tree.
F1 is equal to Eq. 11.

F1= 2 · P · R
P + R

(11)

Where P represents the precision, R represents the recall rate.

Comparison Methods: Compare our method with TransE [3], JAPE [8], and AttrE [9].
The JAPE [8] model jointly embeds the structure of two KGs into a unified vector space,
and further refines it using the correlation of attribute in KGs.The AttrE [9] model uses
a large number of attribute triples existing in the knowledge graph to generate attribute
character embedding.Attribute character embedding transfers the entity embedding from
two knowledge graphs to the same space by calculating the attribute-based similarity
between entities. We do not use transitivity rules here.

4.3 Parameter Setting

In the experiment, we set the NovEA model parameters as follows: The value range
of the margin value γ is among {0.5, 1.0, 1.5}, the value range of the dimension d of
the entity or relationship vector is {50 100 150 200}, the range of the learning rate λ

is {0.001, 0.005, 0.01}, and the range of training times n is {500 1000 2000 3000}.
Through a grid search, the experimental results show that the optimal parameters are: γ
= 1.0, λ = 0.001, n = 3000.

4.4 Experimental Results

First, we give the experimental process of optimal attribute selection based on Decision-
tree, the optimal attribute types of IMDB-YAGOandDBP-YAGOare (title, year, author)
and (name, time, location) respectively, and the corresponding weight parameters are
(1, 0.75, 0.5) and (1, 0.61, 0.35).

Table 2. Experimental results of optimal attribute selection based on Decision-Tree

Method IMDB-YAGO DBP-YAGO

P R F P R F

TransE 87.06 63.79 73.63 92.97 88.58 93.49

JAPE 90.01 75.58 82.17 95.21 90.23 92.65

AttrE 85.03 82.62 84.67 95.98 90.55 93.18

NovEA 94.39 80.26 86.79 97.25 94.45 95.82
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Precision(P), Recall rate(R), F1. As it is known from Table 2, P and R of our model
are improved by 4.3% and 4% respectively compared to JAPE [8]. This is because
this model makes the attribute embedding of the entity more accurate by selecting the
optimal attribute type. Compared with the TransE [3] model, it is improved by 7.3% and
5%. because the TransE [3] model only aligns the structural information of the triples,
ignoring the effect of attributes on entity alignment. The experimental results show that
our research method has improved the accuracy rate P and F1 value, indicating that our
model can improve the effect of entity alignment. In addition, the experimental results
on two different types of datasets also show that our method can automatically select
the corresponding optimal attributes according to the characteristics of the datasets.

Top-K and Mean Results. As shown in Table 3, we use Hits @ K and Mean Rank to
measure the performance of our model. It can be seen from the experimental results that
TransE [3] does not perform well on the two datasets, because it embeds knowledge
graphs in different domains into different vector spaces, and cannot capture the entity
similarity between knowledge graphs. JAPE [8] and AttrE [9] are better than TransE [3],
because they not only rely on entities and relationships for alignment, but also take into
account the role of attributes. However, JAPE simply reduces the value of the attribute
triples to the attribute type, and does not really use the attribute value. Our model not
only embeds relationships and entities in the same space, but also consider the role of
attribute values in attribute triples. The experimental results show that our model can
improve the effect of entity alignment.

In addition, the results of the model on Hits@1 are slightly different on the two
datasets. This is because the number of relationship triplets and attribute triplets are
different between the two datasets. IMDB-YAGO averages 1 relationship triplet for 2
attribute triplets, which is almost the same, while DBP-YAGO averages 6 relationships.
The triples and one attribute triple, so it is better to only use the relationship to its entity
performance than to use the attribute and relationship at the same time.

Table 3. Experimental results were compared by Hits@ K and Mean Rank

Method DBP-YAGO IMDB-YAGO

Hits@1 Hits@10 MR Hits@1 Hits@10 MR

TransE 3.21 8.07 19331 2.36 6.29 21004

JAPE 54.63 52.98 8065 51.04 53.14 9234

AttrE 80.23 90.21 725 82.62 90.65 663

NovEA 87.36 93.65 104 88.65 94.35 94

Dynamic Combination. We use binary regression to dynamically learn the weights of
similarity measures from both aspects of relationship and attributes. At the same time,
we give two combined results with the same similarity weights (static combination). As
shown in Table 4, the experimental results show that dynamic combination does perform
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better than static combination, because the learning weights contain information about
the different importance of entity relationships and attributes when performing entity
alignment.

Table 4. Comparison of static and dynamic combinations

Static combination Dynamic
combination

DBP-YAGO 85.67 87.36

IMDB-YAGO 87.11 88.65

5 Conclusion

The NovEA model is using the relation triples and attribute triples in the knowledge
graph to align the entities from the perspective of structure and attribute respectively.
According to the characteristics of the knowledge graph dataset, we get the optimal
attributes based on the method of Decision-Tree and then constrain the result of attribute
embedding. Finally, we use the binary regression model to dynamically get the optimal
attributes from the perspective of structure and attribute to measure the similarity results.
We have conducted experiments on real-world datasets and proved that it is significantly
improved than other methods. But the NovEAmodel depends on the aligned entity data.
In actual datasets, it is usually difficult to find enough aligned entities. The next work
will consider unsupervised algorithms for entity alignment.
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Foundation, China (No. ZR2017LF019).

References

1. Kai, S., Yun, Z., Jia, S.: Progress and challenges on entity alignment of geographic knowledge
bases. ISPRS Int. J. Geo-Inf. 8, 77 (2019)

2. Sun, T., Wang, Q.: Multi-source fault detection and diagnosis based on multi-level knowl-
edge graph and Bayesian theory reasoning. In: 31th International Conference on Software
Engineering and Knowledge Engineering, pp. 177–180. KSI, Pittsburgh (2019)

3. Bordes, A., Usunier, N., Garcia-Duran, A., Weston, J., Yakhnenko, O.: Translating embed-
dings for modeling multi-relational data. In: Advances in Neural Information Processing
Systems, pp. 2787–2795 (2013)

4. Wang, Z., Zhang, J., Feng, J., Chen, Z.: Knowledge graph embedding by translating on
hyperplanes. In: 28th AAAI Conference on Artificial Intelligence. AAAI Press (2014)

5. Lin, Y., Liu, Z., Sun, M., Liu, Y., Zhu, X.: Learning entity and relation embeddings for
knowledge graph completion. In: AAAI, vol. 15, pp. 2181–2187 (2015)



NovEA: A Novel Model of Entity Alignment 173

6. Xiao, H., Huang, M., Hao, Y., Zhu, X.: TransA: an adaptive approach for knowledge graph
embedding. Comput. Sci. (2015)

7. Guan, S., et al.: Self-learning and embedding based entity alignment. Knowl. Inf. Syst. 59(2),
361–386 (2018). https://doi.org/10.1007/s10115-018-1191-0

8. Sun, Z., Hu, W., Li, C.: Cross-lingual entity alignment via joint attribute-preserving embed-
ding. In: d’Amato, C., et al. (eds.) ISWC 2017. LNCS, vol. 10587, pp. 628–644. Springer,
Cham (2017). https://doi.org/10.1007/978-3-319-68288-4_37

9. Trsedya, B.D., Qi, J., Zhang, R.: Entity alignment between knowledge graphs using attribute
embeddings (2019)

10. Scharffe, F., Liu, Y., Zhou, C.: RDF-AI: an architecture for RDF datasets matching, fusion
and interlink (2009)

11. Volz, J., Bizer, C., Gaedke, M., Kobilarov, G.: Discovering and maintaining links on the web
of data. In: Bernstein, A., Karger, D.R., Heath, T., Feigenbaum, L., Maynard, D., Motta, E.,
Thirunarayan, K. (eds.) ISWC 2009. LNCS, vol. 5823, pp. 650–665. Springer, Heidelberg
(2009). https://doi.org/10.1007/978-3-642-04930-9_41

12. Raimond,Y., Sutton,C., Sandler,M.:Automatic interlinking ofmusic datasets on the semantic
web. LDOW (2008)

13. He, F., et al.: Unsupervised entity alignment using attribute triples and relation triples. In:
Li, G., Yang, J., Gama, J., Natwichai, J., Tong, Y. (eds.) DASFAA 2019. LNCS, vol. 11446,
pp. 367–382. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-18576-3_22

14. Zhu, H., Xie, R., Liu, Z., Sun, M.: Iterative entity alignment via joint knowledge embeddings.
In: 31th AAAI Conference on Artificial Intelligence. AAAI (2017)

15. Sun, Z., Hu, W., Qu, Y.: Bootstrapping entity alignment with knowledge graph embedding.
In: 27th International Joint Conference on Artificial Intelligence, IJCAI, Stockholm, Sweden,
pp. 4396–440 (2018)

16. Wang, X., Wang, S., Xin, Y., Yang, Y., Li, J., Wang, X.: Distributed pregel-based provenance-
aware regular path query processing on RDF knowledge graphs. World Wide Web 23, 1–32
(2019). https://doi.org/10.1007/s11280-019-00739-0

17. Xu,Q.,Wang,X., Li, J., Zhang,Q., Chai, L.: Distributed subgraphmatching on big knowledge
graphs using pregel. IEEE Access 7, 116453–116464 (2019)

https://doi.org/10.1007/s10115-018-1191-0
https://doi.org/10.1007/978-3-319-68288-4_37
https://doi.org/10.1007/978-3-642-04930-9_41
https://doi.org/10.1007/978-3-030-18576-3_22
https://doi.org/10.1007/s11280-019-00739-0


A Robust Representation with
Pre-trained Start and End Characters
Vectors for Noisy Word Recognition

Chao Liu1,2, Xiangmei Ma1,2, Min Yu1,2(B), Xinghua Wu1,2, Mingqi Liu1,
Jianguo Jiang1, and Weiqing Huang1

1 Institute of Information Engineering, Chinese Academy of Sciences, Beijing, China
yumin@iie.ac.cn

2 School of Cyber Security, University of Chinese Academy of Sciences,
Beijing, China

Abstract. Powered by the advanced neural network, many tasks in the
field of natural language processing could be completed by the network
models. As the noise in the input text can affect negatively on the perfor-
mance of these model, researchers are gradually paying more attention
to the word recognition, which is placed before the downstream task
to accomplish those tasks better. Text noise, in terms of words, usually
includes random insertion, deletion, swapping, or keyboard errors. They
belongs to the category of Out-of-vocabulary (OOV) in the word-level
language model. Using a vector to represent all OOV words is the most
common technique. However, such a representation may cause informa-
tion loss as it overlooks the meaning of the word. In this paper, we
propose a reasonable and effective representation method for the noisy
words identifying, based on the semantic correlation and dependency of
words. When modeling character level dependency, we imitate the pro-
cess of human recognizing noisy words, paying more attention to the
start and end characters while ignoring the order of internal characters.
To get a better embedding representation of noisy words, we train a neu-
ral network to predict the start and end characters, and then combine
the predicted start and end character vectors with other character vec-
tors into the whole word representation. Empirical results on the publicly
available Penn Treebank datasets have shown that our proposed noisy
word representation improves the accuracy of word recognition.

Keywords: Text processing · Noisy word representation · Word
recognition · Character-level dependence · Word-level dependence

1 Introduction

Many tasks can be completed by the network models in the field of natural lan-
guage processing [4,12,13]. Many decision makers will make the next decision
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based on the data processing and analysis results [23,24]. So people have higher
expectations on the robustness of machine learning models. However, when deal-
ing with text, word noise is a common phenomenon that includes character ran-
dom insertion, deletion, swapping, or keyboard errors. Many pre-trained word
vectors, such as word2vec [17], Glove [18], refer to the noisy words as OOV
words and use a uniform vector to represent them. As a result, noisy words with
different meanings are classified as an unknown category. This directly results in
the loss of text information. Most existing natural language processing systems
are vulnerable to these noises. Some are even fooled by them. Emails with precise
misspellings can bypass the spam detection system [6]. Some specially designed
sentences can stimulate the language model to give offensive language [5,14,26].
To reduce the influence of noisy words on NLP models, the existing solutions
could be categorized into two main groups.

The first one is to improve the robustness of the model to the noise by
adversarial training [2,21]. Belinkov et al. [2] choose to improve the robustness
of their translation system by adding natural and synthetic noise in the training
time. But it increases the difficulty of the model training and requires reasonable
generation methods for the additional noise data meanwhile. The other way is to
place a word recognition in front of NLP models [19] to reduce the interference
of noise data on the model. Special word recognition in front of the model targets
to recover the noisy text. And then the clean text is sent to the downstream task
model so that the training of the downstream model is offloaded with handling
noisy data. This method requires a robust word recognition. Character-level
word recognition [20,25] is receiving more and more attention because of the
OOV problem in the word-level models. Study [3] has shown that the start and
end characters of a word are very important for recognizing a word. But exiting
word recognitions don’t make full use of them reasonably.

In order to solve the problem mentioned above, we propose a method PSEC
that uses Pre-trained Start and End Characters vectors to generate a reasonable
and effective representation for the noisy words which would be used for the
robust word recognition task. To do this, we treat the start and end characters
differently to the others in a word. We firstly build a classifier to predict the
start and end characters of words, and take the hidden state as the start and end
character embedding vectors. Next, we get the new noisy word representation by
combining these pre-trained vectors with the whole word character embeddings.

During the experiments, aiming to verify the validity of the start and end
character embedding vectors, besides PSEC, we use PSC and PEC to get noisy
word representation, PSC donates getting noisy word representation only using
pre-trained start character vector and PEC donates only using pre-trained end
character vector. We mainly experiment on 4 different types of noise with PSC,
PEC, and PSEC: permutation(W PER, rearranging the character order of the
word), deletion (W DEL, deleting a character in the word), insertion (W INS,
inserting a character to the word), and substitution (W SUB, exchanging two
characters in the word). And our experiments results have shown that the robust
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noisy word representation with pre-trained character vectors is effective for word
recognition. In conclusion, our contributions are shown as follows:

– We propose a method, PSEC, that uses pre-trained start and end characters
vectors to generate a robust representation for noisy word.

– We carried out an experiment to evaluate and demonstrate the performance of
the proposed method. And the experiments indicate that our method PSEC
could help improve word recognition accuracy.

The rest of the paper is conducted as follows: The related work is introduced
briefly Sect. 2. Our model and the proposed method are described in detail in
Sect. 3. The analysis of the experiments are shown in Sect. 4. Finally, Sect. 5
offers our conclusion and future work.

2 Related Work

We will review the current work on word recognitions and then introduce the
related mechanism we are about to use in this section.

2.1 Word Recognition

The task of word recognition is to correct the wrong words in the input text.
There are two methods for word recognition: the traditional method and neural
network based method.

Once a traditional word recognition detects a noisy word, it would generate
a set of candidate words that are similar to the misspelled word. Then it ranks
the candidate words according to the probability that they are intended word
for the misspelled word. At last, the word recognition determines only the most
likely candidate word as the correction result. The most important step for
traditional word recognition is candidate generation [7,9]. Candidate generation
is a complex process because it has to compute the similarity between the noisy
word and each word in the correct words dictionary.

There are many approaches for word recognition using neural nets as well.
These word recognition usually work with characters. scRNN [20] proposes a
semi-character recurrent neural network structure for word recognition, whose
principle is based on the work [3]. As long as the start and end characters of
a word are unchanged, humans can easily recognize the word and ignore the
random characters inside. scRNN uses the one-hot representation for the start
and end characters while using the Bag-of-words model [8] for the middle char-
acters, and this improves the performance of the word recognition by improving
the tolerance to the word. In fact, prior knowledge essential for humans to rec-
ognize these noisy words can be broken down into two types of dependencies:
the character-level and the word-level dependencies. In terms of character-level
dependencies, the common character combinations would be taken into account
and rearranged. This step can narrow the selection of correct words, while cannot
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determine the exact word. Word-level dependencies work at this point, it will
contact the context of the target word based on bi-directional long short-term
memory (BiLSTM) to recognize the exact word further. Wang et al. [25] propose
MUDE model to learn these two dependencies and complete the task of word
recognition. However, MUDE does not distinguish the start and end characters
from the others in a word while learning the dependencies between characters.
A study [3] has shown that the start and end characters of a word are very
important for recognizing a word. It means that MUDE may not entirely utilize
the information of the start and end characters of a word.

2.2 Attention Mechanism

Word recognition is expected to correct the word despite the wrong ordering of
the characters, and this requires the model to be able to learn the character level
dependency. Attention mechanism could help in this process.

Human visual mechanism is the inspiration of attention mechanism. Gen-
erally speaking, when humans observe objects, they usually don’t look at the
whole scene from beginning to end, but at a specific part of the scene accord-
ing to the requirements. As for the neural network model, some parts may be
much more important for better output, so more attention should be paid to
them. In the field of NLP, attention mechanism is often used as the decoder
in an encoder-to-decoder structure. It changes the strategy in the traditional
decoder that each input is given the same weight. Attention mechanism was
originally used for machine translation [1], and it has become an important
concept in the field of neural networks. There are two common ways proposed
by Luong [15] to calculate the attention mechanism, global attention and local
attention. Vaswani [22] proposed an attention-only structure to deal with prob-
lems related to sequence models, such as machine translation. Transformer is
commonly used in NLP [11,13], and the pre-trained language model Bert [4] is
completed on the structure of a multi-layer bidirectional Transformer encoder.

3 Model

During the test time, the architecture of our model is offered in Fig. 1. The whole
architecture could be divided into four parts. The first part and the last part
correspond to input and output respectively. The input is a word which needs to
be recognized, and output is the result after word recognition which is expected
to be the correct word. In the second part, we use PSEC method to get the robust
noisy word representation. In the third part, the noisy word representation we
get in the third part would be sent to the BiLSTM for predicting the correct
word.

3.1 Predict the Start and the End Characters

As mentioned before, the start and the end characters are important to rec-
ognize a word while the ordering of the internal characters could be ignored.
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Fig. 1. Model architecture

Existing methods fix the start and end characters and simulate the disorder of
the characters [20], but they did not consider the cases of the wrong start and
end characters, and a fixed start and end characters will cause information loss.
Based on this, we design a sub-network to predict the start and end characters.
This prediction task can be converted to classification work. The internal order
of many noisy words may be destroyed. We hope that we can still accurately
predict the start and end characters in this case. So we need to ignore the inner
order of words to make predictions, the sequential model such as RNN network
is no longer suitable for our task. While attention mechanism regards the dis-
tance between the input information at each moment as one step and directly
interactively calculates the input information at any two moments without con-
sidering their ordering. This structure exactly meets our network requirements.
So we raise a classification model which is based on attention mechanism for
predicting the start and end characters.

Let S = (w1, w2, w3, · · · , wn) denote a noisy sentence which has n words, and
let wi denote the ith word in S. For each word, we process it with a fixed-length
m. If its length is longer than m, we will replace it with its first m characters. If
its length is shorter than m, we will do padding operation. So we represent wi as
wi = (ci1 , · · · , cim), where ci1 is the start character and cim is the end character.
Our target is to predict the correct start and end characters for a given word. We
assume wSinternal as the word w without the end character and wEinternal as the
word without the start character. We train the start and the end nets separately
but with the same model. We will take the start character prediction network
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as an example to describe the model. The classification model’s architecture is
illustrated in Fig. 2.

Fig. 2. Prediction model of the start or end character

For the start character prediction network, the input should be wEinternal =
(c2, c3, · · · , cm), where m is the word length, ci is the ith character, and the
classification task target is c1. wEinternal could not be input directly to the
network. We firstly map each character ci to an one-hot representation oi , and
then get a dk-dimensional character embedding tokeni as follows:

tokeni = Eoi (1)

where E ∈ RN×dk is the randomly initialized embedding matrix, and the total
class of the target characters is N . Therefore after “Input Embedding” layer
as shown in Fig. 2, the inputEinternal = (token2, token3, · · · , tokenm) replaces
wEinternal as the prediction network input. In order to learn the character depen-
dence in the word and capture the internal structure of the word, for each char-
acter token in the word, attention score would be calculated between this token
and others. Generating three vectors is the first step to calculate the attention
score from the input vectors. That is, for each character token, we would create
a key vector, a value vector, and a query vector. And these three vectors are
created by character embedding multiplied by three weight matrices. The keys,
values, and queries of character tokens would be packed together into matrices
K, V and Q and compute the matrix of outputs as:

Attention (Q,K, V ) = softmax
(

QKT

√
d

)
V (2)

The formula for multi-head attention as follows. Multi-head attention allows
the model to attend to information from different representation subspaces in
different locations.

MultiHead (Q,K, V ) = Concat(head1, . . . , headh) WO

where headi = Attention
(
QWQ

i ,KWK
i , V WV

i

) (3)

Where WO,WQ,WK ,WV are parameter matrices. According to the practice
of Vaswani et al. [15], we choose to add a feed forward layer to x too, by assuming
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that x is the output after multi-head attention as follows:

FFN(x) = max (0, xW1 + b1) W2 + b2 (4)

Note that a deep structure could be composed by a number of layers men-
tioned above stacked together. After those layers, we have obtained the repre-
sentation vector EmdEinternal of the input wEinternal. Our model is built for the
multi-classification task, so the softmax layer is connected next for prediction.

pstart = softmax (W · EmdEinternal) (5)

where pstart is the probability matrix for the prediction target, W ∈ R
dk×N is a

trainable parameter, dk is the dimension of EmdEinternal, and N is the number
of classes. Cross-entropy is chose for the cost function to train the model.

3.2 Noisy Word Representation and Word Recognition

A high-quality word embedding is important for natural language process [10]
and it helps subsequent word recognition tasks as well. In the section previously,
we have trained a classification model. It is a supervised learning process and
could learn the characteristic distribution of the start and end characters. So we
can get the hidden state from the pre-trained model as the embedding vectors
for the start and end character. In practice, we use the hidden state before
softmax function in the well-trained classification models as the start and the
end character embedding vector xstart and xend. In this way, xstart and xend are
with the most likely start or end character prediction for a given noisy word.

These two character embedding vectors are not enough to represent the whole
word information because the target of the pre-trained networks is predicting
the start and end characters. It mainly contains the information of the character
distribution of the start and end characters instead of the whole information of
the word. So we encode the whole word characters with the same structure with
the classifier but without the softmax layer. We get xword after the whole word
encoding. We generate our noisy word representation xnoise in two ways. In each
way, xnoise has different calculation methods according to the different methods
to get the noisy word representation. The first method is to add the start or end
character vector and word vectors directly. The second method is to control the
influence of the start or end character vector on the noisy word representation
by tanH function:

Add : xnoise =

⎧⎨
⎩

xstart + xword, PSC
xword + xend, PEC
xstart + xword + xend, PSEC

(6)

TanH : xnoise =

⎧⎨
⎩

tanH(W1xstart) + xword, PSC
xword + tanH(W2xend), PEC
tanH(W1xstart) + xword + tanH(W2xend), PSEC

(7)
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Where W1 and W2 are trainable parameters. Here xnoise is a noisy word
representation with not only the character dependency but also the information
in the most likely start or end characters.

In the training phase of our model, after we get the noisy word representation,
we send it to two networks. The one is the Gated Recurrent Unit (GRU) for
character decoding. The other one is BiLSTM for predicting the correct word.
Because of the limitation of the page, and this is not the core part of our method,
we will not discuss their details here. Each network computes a loss with cross-
entropy loss function. We calculate the total loss of the modal as follows:

total loss = lossBiLSTM + βlossGRU (8)

where lossBiLSTM is the loss of word prediction, lossGRU is the loss of the
decoding process, β which is a hyper parameter and the contribution of the
decoding model could be controlled by it. Note that the decoding model would
be removed in test time.

4 Experiments

4.1 Experiments Settings

Data. For the word recognition work, We choose part of Penn Treebank
(PTB)’s [16] data as our recognition dataset. PTB is a widely used dataset in
NLP. 2,499 stories are picked from 98,732 stories in Wall Street Journal for PTB
to do syntactic annotation. The releases of PTB include the raw text for each
story. We choose part of them to make for our dataset. Our training, valida-
tion and testing dataset respectively contains 6528, 931 and 940 sentences. We
extract 14,826 correct words from Bert’s dictionary and recognition dataset as
the dataset of pre-trained prediction models. Each of them has a length longer
than 3. We firstly experiment on start nosie and end noise types with methods
PSC and PEC. The start noise has three types: Start DEL(deleting the start
character randomly), Start INS(inserting a character before the start character)
and Start SUB(replacing the start character with a random character). In the
same way, end noise has three types noise of End DEL, End INS, and End SUB.
Then we experiment on 4 different types of noise with PSC, PEC, and PSEC:
W PER, W DEL, W INS, W SUB. The noise may operate on the whole charac-
ters of words. Take the word “exchange” for example, noise type W PER could
be “geahxcen”, W DEL type could be “excange”, W INS type could be “yex-
change” and W SUB type could be “exghange”. We make these noise data from
our recognition dataset by the same method to scRNN and MUDE noise data.

Baselines. By comparing it with two strong and commonly used baselines,
scRNN [20] and MUDE [25]. We can see the effectiveness of PSEC. scRNN is
based on recurrent neural network. MUDE is a word recognition model which
has achieved the best results so far on spell correction tasks. Our experiment did
not select more baselines because they have been totally surpassed by MUDE.
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Implementation Details. Our pre-trained model and word recognition model
with PSC, PEC, and PSEC are all implemented with Pytorch. Pre-trained model
based on the structure of Transformer encoder. We set 20 for the fixed length
for each word. The layer of Transformer encoders is set to 2 and the number
of attention heads is set to 8. The hidden size that represents the character
representation’s dimension, is 512. We use RMSprop optimizer with the learning
rate of 0.0001 and the training batch size of 64. For the whole word recognition
model, 650 is the number of hidden units of word representations.

4.2 Results and Analysis

As mentioned before, we use 14826 correct words to train the start and end
character prediction network and we get the accuracy 93.3% and 91.5% sepa-
rately. We verify the validity of the predicted start and end character embedding
vector firstly on the Start Noise data and End Noise data. The results are shown
in Table 1 and Table 2. According to the results in the tables, the accuracy of
word recognition can be improved to a certain extent by adding the correspond-
ing pre-trained character vector information when the start or end character is
wrong.

Table 1. Word recognition accuracy (%) with different error types of Start Noise. Bold
numbers represent the best performance.

Method Start SUB Start INS Start DEL

scRNN 68.11 81.10 79.42

MUDE 88.45 91.93 91.01

PSC (our) Add 91.81 93.59 90.87

TanH 91.62 92.73 90.12

Table 2. Word recognition accuracy (%) with different error types of End Noise. Bold
numbers represent the best performance.

Method End SUB End INS End DEL

scRNN 69.46 80.45 78.98

MUDE 87.30 91.44 90.50

PEC(our) Add 90.78 92.87 91.00

TanH 90.21 92.45 91.06

This shows we have gotten a better noisy word representation in word recog-
nition task because we add the start or end character information to it. It is a
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remarkable fact that the performance of the two baselines on the noise of SUB
type is the worst, but PSC and PEC have significantly improved the recognition
accuracy of this noise type. As for the method to generate noisy word represen-
tation, it seems that adding directly would have better results for Start or End
Noise. Besides this, there is another phenomenon worth noting. The accuracy
curve of PSC for the start noise has an upward inflection point after some epochs
as shown in Fig. 3, while PEC’s accuracy curve for the end noise does not have
this phenomenon. To some extent, this may explain that the effect of the start
and end character information on the word is not the same.

Fig. 3. Accuracy Curves of PSC for Start noise and PEC for End noise

We have shown above that adding the start character or the end character
information alone is helpful for the word recognition task. Based on this, we
conduct experiments with adding both start and end character information on
the W Noise data, and the results compared with baselines scRNN and MUDE
are shown in Table 3. We have carried out experiments with three models PSC,
PEC, and PSEC respectively to prove the effectiveness of the pre-trained start
and end character embedding vectors using in the noisy word representation. And
for each model, we used two methods to generate the noisy word embedding.
From the results, it is obvious that no matter which method is used to generate
noisy word embedding, the word recognition accuracy of PSEC model is higher
than that of MUDE. From PSC and PEC results, it is shown again that the
noisy words representation generated by the method of adding directly is more
conducive to the recognition of words, which is consistent with the results of the
experiments of the start and end Noise. And it is also shown that adding the
information of the start or end character alone can help improve the accuracy of
the model while adding them meanwhile can improve the recognition results of
the model to a greater extent. And for PSEC, tanH generating method is better
than adding directly.
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Table 3. Word recognition accuracy (%) with different error types of W Noise. Bold
numbers represent the best performance.

Method W PER W SUB W INS W DEL

scRNN 87.76 57.31 81.21 71.02

MUDE 95.59 82.42 91.66 86.57

PSC (our) Add 96.07 84.66 91.65 88.74

TanH 95.42 84.56 90.85 88.67

PEC (our) Add 95.52 85.05 92.43 88.63

TanH 93.06 83.51 91.50 86.78

PSEC (our) Add 95.71 87.00 92.88 88.67

TanH 95.63 87.69 93.56 88.95

5 Conclusion and Future Work

We focus on improving the accuracy of word recognition in this paper. We con-
sider the impacts of start and end characters information when representing the
noisy word, and propose PSEC method to generate a robust noisy word rep-
resentation based on a pre-trained start and end character prediction network
for word recognition. Specifically, we firstly trained two networks separately for
the start and end character prediction and obtained the state before softmax
as the character vector. Then we generated the noisy word representation by
two methods. The extensive experiments indicate that the robust noisy word
representation by our method PSEC can improve word recognition accuracy. In
future work, we are going to explore the different effects of the start and end
character information on the words.
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Abstract. With the development of the Internet, more and more peo-
ple express their ideas on the internet in the form of short text. And a
question with the same intention can be expressed in different ways. So
it is necessary and important to understand the meaning of short text
when we want to provide intelligent service to customer. Many stud-
ies have focused on the short texts based on public data sets. How-
ever, little studies have been carried out or can be effectively used in
some specific fields. Taking logistics Intelligent Customer Service (ICS)
as an example, the short texts has the above characteristics. To solve this
issue about intention multiple-representation in logistics, a self-attention-
based model, that is, One question to Many question (O2M) is proposed.
On the basis of classification task, the model can learn the mapping rela-
tion from customer questions to standard questions. And it consists of
three parts: standard questions domain, customer questions domain and
selector. For the two domains, they learn semantic patterns of their own
questions. And the selector becomes the bridge between them. Extensive
experiments were carried out on logistics corpus. And the results show
that the model is effective and the accuracy of the model is higher than
that of traditional neural network models.

Keywords: Logistics · Intelligent customer service · Domain
knowledge · Intention multiple-representation · Logistics corpus

1 Introduction

The development of the Internet has spawned and developed the logistics com-
pany. In this field, manual customer service is required to answer users’ ques-
tions. And customer attendants are faced with great work pressure. Fortunately,
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the ICS alleviates the above phenomenon. However, the quality of ICS fails to
meet people’s requirements. Therefore, it is urgent to improve the understanding
ability of ICS.

Short text matching is the basic work in the actual ICS. And it represents the
semantic relation between two short texts. In other words, the semantic relation
between two short texts is either the same intention or not. In recent years, more
and more people prefer to use deep learning to solve the short text matching.
However, it is not efficient when applying this method to real ICS. It means that
the system have to compare the customer question with all standard questions
to obtain the real answer that the customer wants.

To solve the above problem, we take different domain and classification task
as consideration. And a model, named O2M is proposed. It is a classification
model, and it means that the customer question belongs to the same category as
the corresponding standard question. Results of O2M are carried out on logistics
corpus, and the results show that O2M is better than that of other neural network
models.

2 Related Work

It is difficult and important to full semantic mining for short text. And more
and more people have focused on the short text problems while little studies
have focused on logistics short text. However, these methods are instructive for
dealing with problems in logistics.

Nowadays, more and more people prefer to use deep learning method to
solve problems. And on the basis of text vectorization, the similarity calculation
has been widely studied. Chen et al. [1] enhanced the ratiocinative capability
of LSTM by local inference, and they added syntactic parsing information to
improve the performance of their model. And Liu et al. [11] designed a model
on the basis of Chen et al. [1], and they added siamese network to ESIM, and
they claimed that the model increase the utilization of inner information in
sentences. Wang et al. [16] proposed BiMPM model, and they provided a variety
of matching method to improve the capability of neural network.

Besides, in Natural Language Processing (NLP), text classification has been
widely used. In this subject, Joulin et al. [5] designed an efficient baseline for
text classification. Zhou et al. [18] designed Att-BLSTM based on BiLSTM,
and they claimed the model can mine the most important semantic information
in a sentence. Lai et al. [9] applied a recurrent structure to learn the contex-
tual information, and said it can reduce the noise when compare to traditional
window-based neural network. Liu et al. [10] proposed three different mecha-
nisms to improve the performance of their model, and they tried to solve the
problem of insufficient data. Xie et al. [17] designed a feature-enhanced fusion
model on the basis of LSTM and CNN, and they added the certain semantic
context information into the embedding to achieve their better performance.

Finally, as many scholars have set a lot research on NLP, a new feature
extractor, named Transformer [15], appears in NLP world. And scholars said that
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it is considered to be the suitable solution for text. Sergio et al. [13] proposed
Stacked DeBERT, and they designed an encoding scheme in BERT [2] to solve
the problem with incomplete data. As for logistics, there exist business-related
word in questions, and this semantic information can be capture by Transformer
because of its self-attention mechanism.

3 Method

3.1 O2M Model

As for each customer question, it belongs to the same category as the corre-
sponding standard question. Besides, Jieba [14] is used to transform a question
into words list and the word vector is produced by Word2vec [12]. And the model
structure is as Fig. 1 shows.

Fig. 1. Model structure

Standard and Customer Questions Domain. In this paper, the definition
of the standard question is: a normal question that contains logistics business-
related words and its known synonyms. And a stacked Transformer Block is used
to obtain the synonyms attention. The Transformer Block has the multi-head
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mode. And for each head of a Transformer Block, query vector Q ∈ R
l×dmodel ,

key vector K ∈ R
l×dmodel and value vector V ∈ R

l×dmodel of questions embedding
W ∈ R

l×dmodel , as in Eq. (1), where dmodel is the embedding dimension and l
is the length of question. And the output A ∈ R

l×dmodel is deduced as Eq. (2)
shows, and it is the score of all words in a question.

Q = W × WQ,K = W × WK , V = W × WV (1)

A = softmax((Q × KT )/
√

dmodel) × V (2)

Where WQ, WK , WV are the linear matrices. And the result of each head is
concatenated together and then fed into a fully connected feed-forward network,
as Eq. (3) shows. And dropout [3] and add-norm layer are adapted to enhance
the performance.

MulH = [A1;A2; ...;Ah] × WO, FFN(x) = relu(x × W1 + b1) × W2 + b2 (3)

MulH is the result of Multi-head. WO, W1, W2 are the linear matrices, Ai is
the ith head score of a block. h is the number of head of a block, and b1, b2 are
bias value. relu is the activation function.

The two domains do not share parameters. The output opstd, opcus of two
domains is defined as follows. xstd and xcus is the standard and customer ques-
tions embedding. Avg is the average layer.

opstd = Avg(FFN(xstd)) (4)

opcus = Avg(FFN(xcus)) (5)

Selector. After the two domains extract their own feature attention, this section
produces prediction score score as Eq. (6) shows.

score = fselector(opcus, opstd;W ), fselector = opkcus ◦ Wk ◦ opTstd (6)

fselector is a select function. W ∈ R
dmodel×dmodel is the linear matrix. Wk is

the kth row of W, and opkcus the kth question in customer question domain.
The cross entropy loss function is widely used in classification, which is usu-

ally defined as follows:

CrossEntropy(r, p) = −
∑

i

r(i) × log(p(i)) (7)

Where p is the prediction score, r is the real score and i is the index of the
value of r, p.
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4 Experiment

4.1 Baseline of Experiment

The logistics standard questions data set is manually annotated, and it consists
of nine categories, such as Check, Send, Receive the package and so on. For each
category, it contains some real customer questions which is provided by logistics
company. And the data processing consists of four parts: word segmentation,
wrong words modification, deduplication and synonyms of standard questions.

After the data processing, the data set contains nine categories and 2k cus-
tomer questions. And for each category of questions, 70% for training and 30%
for testing.

4.2 Experimental Environment

For each domain, it uses two Transformer blocks [15] stacked together. Each
block has 8 attention heads. The maximum length of the sentence is 32. The
dimension of the word vector is set to 256, and the size of each batch is n × ns,
n is an integer with initial value 3. ns is the number of categories. In training,
stochastic optimization [7] is used as the optimizer with β1 = 0.9, β2 = 0.98 and
ε = 10−9. And the learning rate is governed by Eq. (8) with initial value 0 [8]:

lr =
1√

dmodel

× min(
1√
step

, step × 1
√

warmup3
) (8)

Where step is the training step and warmup is the warmup step with initial
value 4000. The differences between O2M and other algorithms are explained
from Accuracy and F1 − score.

4.3 Experimental Results and Analysis

Overall Performance. Extensive experiments are carried out on logistics cor-
pus. And the word embedding matrix of CNN-based or RNN-based model is
the same as O2M. The second column Para is the size of models, and the same
below. And the left column is the F1 −Score of the first category, that is, Check
the package.

From Table 1, the proposed O2M model achieves better performance than
other methods. The NB shows the superficial combinations of words, and its
performance is not good. Most of models (2)–(7) are CNN-based or RNN-based.
And the accuracy of them shows an upward trend than NB. For about CNN-
based models, they utilize convolving filters to process local features. Especially,
DPCNN uses shortcut connections to train deep networks. RNN-based mod-
els often mean LSTM or recurrent architecture. TextRNN models text with
different strategies of sharing information while TextRCNN combines the struc-
ture characteristics of CNN and RNN. The next group of models (8)–(9) are
Transformer-based, and they performance better than other models because of
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Table 1. Performance for classification

Model Para Accuracy F1 − score

(1) Native Bayes (NB) – 0.64 –

(2) DPCNN [4] 0.42M 0.69 0.78

(3) FastText [5] 1.55M 0.71 0.81

(4) TextCNN [6] 0.44M 0.72 0.85

(5) TextRCNN [9] 0.48M 0.65 0.81

(6) TextRNN [10] 0.46M 0.65 0.81

(7) TextRNN-Att [18] 0.46M 0.69 0.83

(8) Transformer [15] 0.52M 0.73 0.71

(9) O2M 1.05M 0.75 0.86

their self-attention mechanism. In a word, these models only focus on customer
questions and do not consider other relevant questions while O2M considers two
domains. And O2M builds a bridge between the two domains. So O2M perfor-
mance better than others.

Ablation Studies. In order to verify the major components that are important
to help O2M achieves this performance, we remove some parts of O2M. And the
results between O2M with different component are listed in Table 2.

Table 2. Performance of O2M

Model Para Accuracy

O2M-Customer (Transformer) 0.52M 0.73

O2M-NoSelector 1.05M 0.70

O2M-full 1.05M 0.75

O2M-Customer means the model is tested with customer questions domain.
And O2M-NoSelector means the model is tested without selector. If standard
questions domain and selector are removed, the accuracy drops to 73% when
compares with O2M-full. It means that they can help O2M to learn additional
semantic patterns and the mapping relations. If selector is removed, the perfor-
mance of O2M degrades. It shows that this two parts learn their own semantic
patterns. However, there is no mapping relations between them. So the model
can not fully capture the semantic relation between the two domains.

5 Conclusion

Aiming at the problem of insufficient understanding ability of logistics ICS, a
self-attention-based model is put forward. With the classification task, the model
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achieves good results for the above problems. Meanwhile, in order to capture the
implicit relationship of standard questions and customer questions, the model
builds a selector to do that. Results show that the model is more efficient than the
traditional neural network models, and it has application prospect in interactive
robot, intelligent customer service and so on.

In the future, the domain knowledge graph will be explored to try to max-
imize the ratiocinative capability of the model and the optimal strategy of
selector.
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Abstract. Identification of lonely students is important because lone-
liness may lead to sickness, depression, and even suicide for college stu-
dents. Loneliness scales are the general instruments used to identify lon-
ers, but it usually fails when loners try to conceal their real conditions in
the questionnaires. In this paper, we propose a framework for the iden-
tification of loners based on their project collaboration records, a rela-
tively more objective data source than student’s self-reports. Considering
that collaborative relationships among students are highly informative
for the identification of loners, we employ Graph Neural Networks to
model the complex patterns of student interactions. Furthermore, we
propose a Graph-based Over-sampling Technique (GOT) to address the
class-imbalanced problem for graph-structured data. Experiments on a
real-world dataset show that our proposed method can identify loners
with high accuracy.

Keywords: Loneliness · Collaboration · Graph Neural Networks ·
Class imbalance

1 Introduction

Loneliness, a complex emotional condition associated with the lack of social con-
nection with other people, is emerging as a public health problem. Loneliness can
impact seriously on people’s mental health, increasing their levels of depression
and stress [13]. College students are vulnerable to loneliness, as most of them
have to leave their family and friends to form a new social network. Recent stud-
ies indicate that there is a negative connection between loneliness and academic
motivation and academic performance [14]. And it is found that loneliness is an
important predictor of depression, suicide ideation, and suicide behavior [3]. If
lonely college students are timely identified, proper intervention or assistance
can be provided to them, thus reducing the risk of many serious accidents.

To identify loners, psychologists have developed some questionnaire-based
loneliness scales, e.g., UCLA scale [12], for the measurement of loneliness. How-
ever, loners may avoid reporting their real conditions, which makes the infor-
mation collected by these questionnaires inaccurate. In this paper, we propose
c© Springer Nature Switzerland AG 2020
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an approach for unobtrusive diagnosis of loneliness based on student collabo-
ration records. We found that the collaboration patterns of loner students are
significantly different from the others. Therefore, we may employ some machine
learning techniques to build a model of these patterns and use the model for the
identification of lonely students.

There have been some studies on modeling collaboration networks [9,16].
Nevertheless, these methods generally treat each sample as an independent
object during model training and therefore neglect complex relationships
between samples. Another problem in the identification of loners is the seri-
ous imbalance between two types of students, which may lead to a bias classifier
preferring regular students to loner. Recently, the success of Graph Neural Net-
works (GNNs) in many fields has demonstrated its effectiveness on modeling
behaviors in networks [17], thanks to its capability in processing non-Euclidean
data. In this paper, we proposed a framework for the identification of loner from
student collaboration records based on GNNs. We also proposed a method to
tackle the class-imbalanced problem for training Graph Neural Networks. Our
contributions can be summarized as follows:

• We propose a framework for the identification of loner students from their
project collaboration records. The framework is based on GNNs, which cap-
ture the interaction patterns among students.

• We propose a method to alleviate the class-imbalanced problem for loner
identification. The method is specially designed for graph-structured data.

• We conduct extensive experiments on a real-world dataset, and show that
our proposed method can consistently boost the performance in identifying
lonely students based on GNNs approaches.

2 Related Work

The interactions among students can be roughly described with many network
metrics, such as betweenness centrality and closeness centrality of each node.
These network metrics, together with other features of students, can be used
to train classifiers for students or student groups by employing some machine
learning techniques. Crespo and Antunes [5] proposed a method of predicting
team performance based on a network of students. For each student, a social
score is calculated by using the PageRank algorithm [2] or its variants. Becheru
and Popescu [1] investigated course collaboration patterns among students in
a project-based learning scenario. Three social networks were constructed upon
student interactions in both blogs and microblogs. Nevertheless, these methods
can not directly deal with non-Euclidean data, it has to be mapped to a simpler
representation, which leads to important information may be lost.

Although network metrics can sketch the outline of a social network, mas-
sive detailed information in the network is lost due to the statistical process-
ing. Recently, there has been a surge of applications of Graph Neural Networks
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(GNNs) in various fields, such as intelligent transportation, recommender sys-
tem, and bioinformatics. Unlike general deep learning approaches, GNN is a par-
ticular type of neural network which can directly operate on graph-structured
data and model the complex interaction and interdependency between nodes.

The studies of GNNs generally fall into two categories, spectral-based
approaches and spatial-based approaches. More recently, Kipf and Welling [10]
proposed a semi-supervised GNN classifier named Graph Convolution Network
(GCN). For a graph G = (N,E), where N and E denote node set and edge set,
GCN updates node features according to following rule:

X(l+1) = ρ
(
D̃− 1

2 ÃD̃− 1
2 X(l)W (l)

)
(1)

where X(l) denotes node features in l-th GNN layer, and X(0) is initiated
with the origin node features, Ã is the adjacency matrix of G with additional
self-connection edges for each node, D̃ is a diagonal matrix with D̃ii =

∑
j Ãij ,

W (l) is the trainable weight matrix in l-th layer, and ρ(·) denotes an activation
function.

Unlike spectral GNN, spatial-based approaches define no explicit filter on
graph signals. It operates directly on the graph nodes and their neighbors.
Hamilton et al. [7] introduced GraphSAGE, which aggregates the information
from fixed-size neighborhood to update the representation of the center node.
The aggregating function includes mean, LSTM [8] or pooling aggregator over
the graph.

Another successful spatial GNN is Graph Attention Network (GAT) [15],
which integrates the attention mechanism into the message propagation step.
Specifically, it learns a transformation matrix to determine the impact of different
neighbors on center nodes.

3 Methodology

3.1 Framework

We propose a framework for the identification of lonely students (See Fig. 1).
The framework consists of several phases: feature and relationship extraction,
graph construction, class-imbalanced processing, model training, and evaluation.
In the extraction phase, we build a social network based on student collaboration
records and extract network-related features. We also extract some achievement-
related features from student academic records. Then a collaboration graph is
constructed, which is composed of node set (i.e., students), edge set (i.e., collab-
orative relationship among students), and node features (i.e., student features).
Then we apply a graph-based over-sampling operation on the graph to address
the class-imbalanced problem. Finally, we train and evaluate graph neural net-
works on a dataset, and select the model with the best prediction performance
for the identification of loner.
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Fig. 1. Overall framework for identification of loners.

3.2 Graph Construction

In this phase, a graph G = (N,A,X, Y ) is constructed, where N is a node set,
denoting a collection of students in course collaboration records; A is an adjacent
matrix, with Aij denotes whether student i and j have collaborated or not (1 for
‘yes’ and 0 for ‘no’); X ∈ R

|N |×F is a student feature set, including all features
extracted from student collaboration records and academic records. Y ∈ R

|N | is
a student label set, indicating whether the student is a loner or not. The graph
is then used as the foundation for training Graph Neural Networks. Table 1
summarizes the statistics of the graph constructed from a real-world dataset.

Table 1. Statistics of graph data.

Nodes Edges Features
per node

Classes Number of positive
nodes (loner)

Number of
negative nodes

312 1827 25 2 35 277

3.3 Graph Based Over-Sampling Technique

The identification of the lonely students is a highly imbalanced classification
problem, that is, the ratio of loner to ordinary students is very low. To address
the class-imbalanced problem, we may apply some over-sampling operations,
such as SMOTE [4], to synthesize a sufficient number of minority samples before
training a model. Nevertheless, these operations do not suit for GNN, because
all the synthetic samples are isolated while GNN demands that these synthetic
samples be connected to the original graph. To solve this problem, we propose
a Graph-based Over-sampling Technique (GOT). The process of GOT can be
outlined as follows. First, we synthesize minority nodes by applying some over-
sampling technique; second, we build the intra-connections among the synthetic
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-1

Fig. 2. The illustration of inter-connection and intra-connection. The blue and green
nodes represent the original and synthetic minority nodes. The black and the brown
edges represent inter-connections and intra-connections. (Color figure online)

nodes; third, we build the inter-connection among the synthetic nodes and the
original nodes; and finally, all synthetic nodes and new connections are combined
with the original graph to form a new graph, which is used as the material for
training GNNs.

We first synthesize minority nodes with some off-shelf over-sampling opera-
tion, e.g., SMOTE algorithm. SMOTE synthesizes new instances by interpolat-
ing existing samples. Here, we simply adopted linear interpolation operations as
follows:

xn = xi + (xj − xi) × η,xj ∈ N (xi), (2)

where xi ∈ R
F denotes i-th sample of the minority class, xj is a neighboring

sample of xi, j = 1, 2, ..., k, and η is a random number belonging to [0, 1], and
xn is the synthesized sample.

The intra-connection is an operation on the synthesis nodes. Suppose all
the synthetic nodes are sorted in some order, then for each synthetic node, we
create an edge to its following node. The last synthetic node is also connected to
the first synthetic node. The process of inter-connection, where synthetic nodes
are connected to original nodes, is described as follows. First, |Ns| synthesized
nodes are partitioned into |Nm| groups, where |Nm| is the number of the original
minority nodes. Then, each group of synthesized nodes are connected to one
original node. Specifically, we create an edge between the k-th node of the j-th
group and the j-th original minority node, where j = 0, 1, ..., |Nm| − 1, k =
0, 1, ..., |Ns|

|Nm| − 1. The process of building intra-connection and inter-connection
is illustrated in Fig. 2.

We note that SMOTE is just one of off-shelf techniques for over-sampling.
And even SMOTE has multiple variants. For instance, K-means SMOTE is one
of its variants based on the clustering technique [6]. It clusters all nodes into
k groups using the k-means algorithm, and then over-sampling clusters with a
high proportion of minority class by using SMOTE. We will compare the impact
of both SMOTE and K-means SMOTE on the identification of loner.
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4 Data and Experiment

4.1 Data Processing

The dataset was collected from project reports of 67 courses taught from 2014
to 2016 in a university in Chongqing, China. All the students majored in com-
puter science, and student identifiers were encrypted before data analyses for
privacy protection. Statistics about course collaborations records are summa-
rized in Table 2.

Table 2. Summary of course collaboration records.

Number of
collaboration

Number of
teams

Number of
students

Number of
courses

Number of
teams per
student

Number of
course per
student

3533 1260 312 67 ≈11 ≈33

We do not use the UCLA scale [12] for loners labeling because lonely students
may conceal their real feeling and conditions due to the social stigmas associated
with loneliness, which probably lead to unreliable labels. Instead, we invited
32 postgraduates to help us label loners. These postgraduates are among the
312 students in course collaboration records. They have completed their bache-
lor degree in 2017, and are currently pursuing a master’s degree in Chongqing
University.

We extract three types of student features, i.e., network-related features,
achievement-related features, and loner-related features. The network-related
features are constructed based on the collaboration network, where each ver-
tex represents a student and each edge indicates a collaborative relationship
between two students. The achievement-related features include the average and
the standard deviation of course scores of a student, and the number of courses
that the student failed to pass. The loner-related features are those reflecting
the characteristics of loners, e.g., the number of partners who has cooperated
with the student for only one or two times, or the average academic score of the
teammates of the student, or the number of teams the student has joined.

4.2 Classifiers and Parameter Settings

We choose both non-graph classifiers and GNNs for model training and compar-
ison in the experiments. The non-graph classifiers include Decision Tree (DT),
Logistic Regression (LR), Gaussian Naive Bayes (GNB). These classifiers take
only student features as inputs. Instead, a GNN takes collaboration relationships
among students as well as student features as inputs. We choose GCN, GAT and
GraphSAGE. For each GNN model, we train it for 200 epochs by using Adam
optimizer with a learning rate of 0.005. Considering the highly imbalanced char-
acteristics of the problem, we adopt Macro-F1 score as the metrics to evaluate
the classifier performance.
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4.3 Classifiers Performance and Model Selection

Table 3 shows the performance of various classifiers with different over-sampling
operations. The introduction of SMOTE operation improves the performance of
all classifiers except GCN. This demonstrates the effectiveness of over-sampling
operation. Noticeably, the Macro-F1 of GraphSAGE-LSTM has been increased
from 0.473 to 0.814 after SMOTE operation, achieving the highest performance
of all classifiers. The GraphSAGE variants, by making full use of the graph-
structured information about student interactions, consistently outperforms non-
graph classifiers.

Table 3. Impact of over-sampling operations on classifier performance. Best perfor-
mance of a classifier is in bold type.

Classifiers DT LR GNB GCN GAT GraphSAGE

-mean

GraphSAGE

-LSTM

GraphSAGE

-meanpool

No over-sampling 0.451 0.613 0.741 0.454 0.462 0.469 0.473 0.470

SMOTE 0.550 0.775 0.741 0.438 0.471 0.767 0.814 0.743

K-means SMOTE 0.458 0.588 0.464 0.470 0.470 0.500 0.444 0.492

GOT (SMOTE) N/A N/A N/A 0.458 0.451 0.767 0.844 0.844

GOT (K-means SMOTE) N/A N/A N/A 0.470 0.470 0.642 0.814 0.844

Surprisingly, another two GNNs, i.e., GCN and GAT, achieved poorer per-
formance than non-graph classifiers. The poor performance is mainly caused by
the over-smoothing effect of GNNs, i.e., neighboring nodes generally have closed
representation, and a node is inclined to be labeled as the same class to its
neighboring nodes [11]. Due to the over-smoothing effect, GCN and GAT tend
to classify a loner student as the same class to his/her neighboring nodes, i.e.,
their teammates, who are probably regular students. In GraphSAGE, however,
alleviating the influence of over-smoothing effect due to sampling technique.

The impact of our proposed over-sampling operations, GOT, is also shown
in Table 3. After introducing GOT, the performance of GraphSAGE-LSTM and
GraphSAGE-meanpool are both increased from around 0.470 to 0.844, reaching
the highest prediction performance among all classifiers. These two GraphSAGE
variants perform well for the identification of loners, thanks to the effectiveness
of GOT in processing class-imbalanced data on graphs.

5 Conclusion

Identification of loners is prone to failure due to biased information collected by
questionnaires. We propose a framework for identifying lonely students based
on a more objective data source, i.e., project collaboration records. We also
present a graph-based over-sampling technique named GOT to address the class-
imbalanced problem on graphs. Experiments on real-world dataset show that our
proposed method can identify loners with an average accuracy of above 84%. We
expect to put this method into practice after testing its effectiveness in a broader
scope.
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Abstract. This work investigates the modeling of attributes along with
network structure for representation learning of the bipartite networks.
Most of the attributed network representation learning (NRL) works
consider the homogeneous type network only; However, these methods,
when apply to bipartite type networks, may not be beneficial to learn
an informative representation of nodes for predictive analysis. Hence, we
propose a BIGAT2VEC framework that examines the internode relation-
ships in the form of direct and indirect relations between two different as
well as the same node type of bipartite network to preserve both struc-
ture and attribute context. In BIGAT2VEC, learning is enforced on two
levels: (1) direct inter-node relationship between nodes of different type
(either through the edge or attribute similarities perspective) by mini-
mizing the probabilities through KL divergence; (2) indirect inter-node
relationship within same node type (either through 2nd order neigh-
borhood proximity and attributes similarities perspective) by employ-
ing shallow neural network model through maximizing the probabilities.
These two levels are separately optimized, and we leverage its learned
embeddings through late fusion to further execute the network mining
tasks such as link prediction, node classification (multi-class and mul-
tilabel), and visualization. We perform extensive experiments on vari-
ous datasets and evaluate our method with several baselines. The results
show the BIGAT2VEC efficacy as compare to other (non)attributed rep-
resentation learning methods.

Keywords: Attributed bipartite graphs · Network embedding · Link
prediction · Classification

1 Introduction

The bipartite network is a distinct class of network to model the relationship
between two entity types, such as there should be no direct relationship between
c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12274, pp. 202–210, 2020.
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the nodes of the same entity type. Recently, to perform predictive analysis on
a bipartite network, authors [1] have developed a dedicated approach to learn
the representations of nodes, but limited to preserving the pure network aspect
only. Additionally, most of the existing works of attributed network embedding
focus on homogeneous networks (where nodes are of the same type) [2,4–6]; when
apply to attributed bipartite networks, their performance can be suboptimal due
to network class difference. The main contributions of our work are to learn more
effective node representation to achieve two goals: (1) efficacy of incorporation
of node attributes, mainly evaluate with BiNE [1]; (2) performance comparison
with other (non) attributed NRL methods to highlight the difference of class of
a network.

In this work, we consider the attributed bipartite networks and propose
a BIGAT2VEC framework that exploits the direct and indirect relationships
through the structure as well as attributes property. We execute extensive exper-
iments on various datasets for link prediction, classification, and visualization
task to illustrate the effectiveness of our proposed work.

2 Problem Definition

Given an attributed bipartite graph G = (X,Y,E,XA, YA), where X and Y
represent the two disjoint set of nodes, and E, set of edges, serves the relation-
ship purpose. XA and YA are set of attributes. The aim is to map each node(
Φ : X ∪ Y −→ Rd

)
to a low-dimensional embedding vector. That learned repre-

sentation preserves the structural as well as attributes context. The d shows the
dimension of the learned representation. We represent the embedding vector for
nodes in a graph as xi and yj respectively.

3 BIGAT2VEC Framework

We narrate the details of our proposed framework BIGAT2VEC in this section.
In both direct and indirect relationship modeling, we incorporate the attributes
aspect by adopting a TF -IDF model, which further follows the pairwise cosine
similarity function, such as cos(xi, yj , h) with similarity threshold h check.

3.1 Direct Inter-node Relationship Modeling

We recognize those edges as direct edges which are extracted through pure struc-
ture and attributes similarities function among nodes of different types, and
named it direct relationship. We obtain two induced edge list EG

s = (X,Y,W )
and EG

a = (X,Y,W ) from G with its strength wij . For EG
s , wij value is iden-

tified from the network and if the network is unweighted its value is 1. For
EG

a , wij is the similarity value. To model the local pairwise proximity from
these two induced edgelist EG

s and EG
a , we employ 1st order proximity as pre-

vious works [1,8] and define the joint probability between nodes xi and yj as
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Fig. 1. Architecture of BIGAT2VEC

Ps(i, j) = wij∑
eij∈EG

s
wij

, Pa(i, j) = wij∑
eij∈EG

a
wij

, where wij depicts the strength of

relation and identified by eij from EG
s or EG

a . The intuition is same that nodes
having a stronger connection in structure as well as attributes holds higher prob-
ability to be co-occurred.

To jointly estimate the direct inter-node relations for both aspects in the
embedding space, we follow the same word2vec inner product settings [1,8] and
utilize sigmoid function σ to transform the interaction value to probability space
for P̂s(i, j) and P̂a(i, j) as 1

1+exp(−xT
i yj)

. We adopt the KL-divergence method,
which minimizes their differences from their probability distributions and defines
as:

− (DKL(Ps||P̂s) + DKL(Pa||P̂a)), (1)

DKL(Ps||P̂s) =
∑

eij∈EG
s

Ps(i, j) log
Ps(i, j)
P̂s(i, j)

,

DKL(Pa||P̂a) =
∑

eij∈EG
a

Pa(i, j) log
Pa(i, j)
P̂a(i, j)

.

(2)

We optimize the defined direct inter-node relations by utilizing the stochastic
objective function, as mentioned in BiNE explicit objective function [1].

3.2 Indirect Inter-node Relationship Modeling

We establish three stages to exploit the indirect relations with respect to struc-
ture and attributes of same entity type nodes.

Network Generation: Given an attributed bipartite graph G, we generate
four homogeneous graphs GX

s = (V X
s , Es), GX

a = (V X
a , Ea) and GY

s = (V Y
s , Es)

and GY
a = (V Y

a , Ea). GX
s and GY

s are formulated by following the idea of [1].
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i.e. GX
s and GY

s hold with structural aspect. The idea is to get those nodes
which shares the neighbors in same entity type to preserve the 2nd-order
neighborhood proximity. To model the node’s associated additional informa-
tion i.e. attributes, similarity matrix [S](|X|×|X|) = Sim(xi, xothers, h), and
[S](|Y |×|Y |) = Sim(yj , yothers, h) are established to transform them into other
two homogeneous graphs GX

a , GY
a .

Random Walk Sequence Generation: We perform short random walk ran-
dom walks on these four generated homogeneous graphs GX

s , GX
a , GY

s , GY
a . For

each node of a graph GX
s , GY

s and GX
a , GY

a , the same number of walks along with
its walk length are performed to target the 2nd-order structural neighborhood
and the attribute context. We obtain four corpora Q,R, S, T through this step.

Representation Learning: Following the various embedding approaches
[2,5,8], we obtain corpora of node sequences and employ Skipgram [3], as illus-
trated in Fig. 1. We aim to target these indirect inter-node relations and pre-
serve these indirect proximities in the latent representations. For each context
as per entity type i.e. X and Y, a node Vm ∈ V X

s |V X
a |V Y

s |V Y
a is selected and

feed to Skipgram [3]; where input node Vm is the target node, considered as
one-hot encoded vector {0, 1}|V X

s UV X
a UV Y

s UV Y
a |. The output layer gives the 2c

multinomial distributions of associated context nodes to the given input node.
The context size is represented as c, which holds the number of predicted nodes
before or after the target node.

Given a target node as per entity type, the objective is to observe its indirect
relations through maximizing the probabilities. Following the previous studies
[5,6], it is known that the probabilities of context nodes with respect to given
input target node are independent of each other. We describe the objective
function, which counters structural and attribute aspect as per entity type and
if V X

a |V Y
a = 0, it will become Deepwalk [5].

Lir =
∑

q∈Q

|q|∑

i=1

log p(q−c : qc|qi) +
∑

r∈R

|r|∑

i=1

log p(r−c : rc|ri)

+
∑

s∈S

|s|∑

i=1

log p(s−c : sc|si) +
∑

t∈T

|t|∑

i=1

log p(t−c : tc|ti)
(3)

In Eq. 3, the first two term are related to structural and attribute context for
entity X type and other terms are for entity Y type with similar settings; whereas
q−c : qc, r−c : rc, s−c : sc and t−c : tc indicates the sequence of nodes inside
a contextual window of length 2c in random walks contained in corpus Q, R,
S and T, respectively. To compute the probabilities, we employ the hierarchical
soft-max and use the Huffman algorithm [3].

3.3 Late Fusion of Learned Latent Representations

We learn the latent representation of nodes separately, which are preserving the
defined direct and indirect relations of an attributed bipartite graph. To make it
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Table 1. Data statistics

Dataset |X| |Y | |E| #XA −
with features

#Y A −
with features

#Lbls

UNC-Friendship 9695 7128 235207 6-2641 6-2641 –

MovieLens (1M) 6040 3952 1,000,209 3-48 1-18 18

Yelp 1518169 188593 5,996,993 9-45 3-2413 7

more informative and effective representations, we resort to the idea of joining
these learned embeddings through the ‘python numpy ’ concatenation function.

4 Experimental Setup

In this section, we present the details of the experimental setup with the used
real-world datasets (statistics mentioned in Table 1).

4.1 Datasets and Preprocessing

UNC-Friendship1: This pre-processed dataset depicts the student’s social
friendship network of the American University of North Caroline at Chapel-
Hill (UNC). We build a bipartite network with the help of gender attribute,
i.e., male and female. In the dataset, we have removed those nodes which do
not contain gender information or whose linkage information is not present. For
each user, considered six attributes are status, major, second major, dorm, high
school, and class year.

MovieLens-1M2: This dataset contains the user-movie bipartite network where
edge weight holds the rating given by the user on a movie. For user type entity,
the attributes are age, gender, and occupation. For movie type entity, genres
attribute is taken which hold tags like action, drama, adventure, etc.

Yelp3: It is a social networking service where users rate businesses. To deal
with this large network, we calculate node pairwise attribute similarities through
locality sensitive hashing (LSH). User attributes are review count, average stars,
useful, funny, cool, fans, compliment hot, compliment cool, compliment funny,
whereas attributes related to businesses are a city, state, and categories. Besides,
we assign seven labels to businesses through particular keywords that exist in
the categories attribute. Labels are displayed in Fig. 2, which contains the visu-
alization results.

1 https://github.com/lizi-git/ASNE/tree/master/data.
2 https://grouplens.org/datasets/movielens/1m/.
3 https://www.yelp.com/dataset.

https://github.com/lizi-git/ASNE/tree/master/data
https://grouplens.org/datasets/movielens/1m/
https://www.yelp.com/dataset
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Table 2. Link prediction performance

Algorithm UNC-Friendship MovieLens-1M Yelp

AUC-ROC AUC-PR AUC-ROC AUC-PR AUC-ROC AUC-PR

DeepWalk 65.51% 58.91% 79.12% 77.91% 75.57% 54.30%

Node2vec 65.93% 58.64% 83.14% 82.21% 77.76% 58.66%

BiNE 75.16% 73.89% 85.07% 83.56% 86.18% 80.07%

TADW 50.01% 73.15% 60.20% 75.55% – –

Gat2Vec 65.90% 58.63% 82.66% 80.85% 80.06% 64.58%

TriDNR 66.63% 59.03% 82.07% 79.75% 81.32% 65.46%

BIGAT2VEC 75.73% 74.15% 85.25% 83.71% 86.41% 80.14%

4.2 Baselines

We compare BIGAT2VEC against the pure network as well as attributed based
representation learning methods.

– DeepWalk [5]: It learns node embeddings by performing uniform random
walks in a homogeneous network and then applies the word2vec model.

– Node2vec [2]: This method introduces biased random walks strategy in cor-
pus generation of node sequences for homogeneous networks.

– BiNE [1]: It deals with the plain structure of the bipartite network in the
context of joint modeling of both implicit and explicit relations of the node.

– Text Associated DeepWalk (TADW) [9]: It factorizes a network and
associated text in the matrix to learn d -dimensional representations of nodes.

– Gat2Vec [6]: It jointly models the structural and additional associated infor-
mation of the homogeneous network.

– TriDNR [4]: This method targets the nodes correlations from the structure
and node-word/label-word perspectives of a homogeneous network.

4.3 Parameter Settings

Our method involves various parameters, and we set them as follows: direct
and indirect relations embedding size di = 64; final embedding size d = 128;
number of walks = 10, walk length = 80, and window size c = 5 are used
in GX

s , GX
a , GY

s , GY
a ; similarity threshold check h = [0.5 − 0.8]. For fairness of

comparison, we use the same value for common parameters and best values for
the rest of the parameters, as reported in their respective methods.

4.4 Performance Comparison

Link Prediction. We follow the same procedure [1,2] for the link prediction
task. For each node, observed links are considered as positive instances, and
equally number of unconnected node pairs are randomly generated as nega-
tive instances. Afterward, to avoid overfitting, we randomly sample 10 folds
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Table 3. Performance of multi-label classification on MovieLens-1M

Metric TR DeepWalk Node2vec BiNE TADW Gat2Vec TriDNR BIGAT2VEC

MICRO-F1 10% 76.12% 77.16% 37.30% 41.39% 77.25% 77.32% 92.39%

30% 81.58% 82.32% 37.38% 44.98% 82.02% 81.96% 95.31%

60% 83.76% 84.51% 38.91% 47.70% 84.18% 84.06% 96.14%

MACRO-F1 10% 61.52% 62.84% 9.36% 30.77% 63.06% 62.16% 88.28%

30% 74.27% 75.47% 9.73% 43.23% 75.74% 75.98% 92.71%

60% 79.12% 79.76% 10.11% 47.61% 79.75% 79.15% 95.65%

Table 4. Performance of multi-class classification on Yelp

Metric TR DeepWalk Node2vec BiNE Gat2Vec TriDNR BIGAT2VEC

MICRO-F1 10% 29.40% 32.48% 23.88% 93.43% 91.87% 95.26%

30% 30.28% 34.10% 23.98% 93.89% 92.31% 95.81%

60% 30.64% 34.76% 24.32% 94.23% 93.81% 95.88%

MACRO-F1 10% 21.43% 25.64% 15.48% 92.12% 90.16% 94.15%

30% 21.57% 26.10% 15.57% 93.35% 91.89% 95.55%

60% 21.90% 26.38% 15.76% 94.07% 92.33% 95.73%

of the train, test set with a ratio of 60:40. We assess the result on each test
set and report the average score. We employ two metrics: Area under the
Precision−Recall curve (AUC−PR) and ROC curve (AUC−ROC) in this task.
We treat the learned embedding vectors of xi and yj as feature vectors with
their observed link information, i.e., 1 or 0 and feed into logistic regression clas-
sifier. The link prediction task performance of our method, along with collective
baselines, is composed in Table 2. Overall, the proposed BIGAT2VEC model
performs better than other algorithms in terms of both metrics. It helps us to
draw two key observations: (1) considering attributes aspect in learning the node
representation certainly has a positive impact when compared to BiNE [1]. (2)
network type difference does matter when dealing with other attributed network
embedding methods. We are unable to run TADW [9] on the Yelp dataset due
to its computationally expensive singular value decomposition operation.

Node Classification. In a classification task, we consider the learned repre-
sentation of nodes related to entity type Y only, i.e., movies and businesses.
Afterwards, we randomly select a training sample of size TR ∈ {10%, 30%, 60%}.
The rest is taken for testing purpose. Furthermore, for each training ratio, we
randomly generate 10 folds of train-test set and report the averaged results.
We perform multi-label classification on movielens, and multi-class classification
on yelp by applying the one-vs-rest logistic regression classifier liblinear. Micro-
F1 and Macro-F1 evaluation metrics are adopted same as previous works [4,6].
Table 3, and Table 4 show the results where BIGAT2VEC beats all other meth-
ods; which highlights the modeling of rich associated attributes effect as compare
to BiNE, and a class of network property as measure to other attributed NRL
methods like Gat2Vec [6], and TriDNR [4]. The performance of DeepWalk [5]
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(a) Gat2Vec (b) BIGAT2VEC

Fig. 2. Visualization of businesses in Yelp. Color of a node indicates the labels of
businesses. (Color figure online)

and Node2vec [2] algorithms point out the network sparsity property whereas
BiNE [1] additionally points out its poor impact of modeling structural relations
for classification purpose.

Visualization. We project the learned representations of business entity type
nodes Y in the visualization task by employing t-SNE [7]. We demonstrate the
nodes co-relationship by projecting their embeddings, i.e., 128 dimension space
to 2-D dimension space. Figure 2 shows the visualization results. The visualiza-
tion result of Gat2Vec [6] is not very meaningful; in fact, all businesses are not
properly clustered. Overall, BIGAT2VEC performs quite well and generate a
meaningful layout, and some clearly defined clusters as per business labels are
displayed.

5 Conclusion

In this paper, we propose the BIGAT2VEC framework where attributes proxim-
ity is preserved along with structural proximity for the bipartite network. The
experimental results ensure the efficacy of our work in essential mining tasks such
as link prediction, classification (multi-class and multi-label), and visualization.
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Abstract. Logs completely record all system events which can be used
to reveal network security issue and analyse user behaviour. Since logs
are stored in the form of unstructured data and there is no universal log
retention standard, they can hardly be analysed directly. Most of the
existing log parsers focus on the parsing accuracy and ignore the time
performance while parsing the large-amount of logs. Therefore, this paper
proposes FastLogSim, a fast log parsing scheme based on text similarity.
To simplify the parsing workload, we perform deduplication on the logs
after removing the key variable values to obtain the template. Subse-
quently, the similarity is computed to merge the similar templates and
then obtain the log pattern. FastLogSim not only reduces the number
of templates that need to be parsed from tens of millions to dozens, but
also greatly improves the speed of pattern extraction. We evaluated Fast-
LogSim on four real public log datasets. The experimental results show
that when the FastLogSim process tens thousands of logs, it performs
almost the same time as the mainstream log parser. However, when the
number of logs exceeds ten million, FastLogSim is three times faster than
previous state-of-the-art parsers. Hence, FastLogSim is appropriative for
large-scale log pattern mining.

Keywords: Log parser · Text similarity · Log pattern

1 Introduction

The system log records every detail of the system’s operation and plays a vital
role in log mining which can be used to detect network anomaly [2,6,9], fault
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diagnosis [16], user behavior analysis [12], and attack source tracing. However,
with the rapid development of IT, log data generated by networks and systems
has shown near-explosive growth, which overwhelms the security maintenance
personnel and makes forensics time-consuming. Therefore, this paper concen-
trates on how to quickly parse large-scale logs.

The main challenge of log parsing comes from the high diversity, high velocity
and high volume. Since logs are mostly stored as unstructured or semi-structured
format, the first step of parsing is to convert the raw logs into structured data and
process variable. Raw logs generally consist of time, id, event level and event con-
tent. The second step of parsing is to extract log pattern from event content. It
has attracted many scholars’ attention, and the existing parsing schemes can be
generally divided into three categories: log-source-code-based analysis [17], log-
content-based analysis [1,2,7,8] and temporal-relationship-based analysis [13].
All of them have obtained some outstanding achievements, but the log source
codes are often difficult to get, and when dealing with large-scale log, the process-
ing efficiency still needs to be improved, especially when dealing with real-rime
analysis.

In order to accelerate the log parsing, a fast log parsing scheme, FastLogSim,
is proposed. We use regular expressions to recognise the possible tokens of log
and mark them with specific symbols (such as <ip>, <path>, and so on) instead
of the same symbol <*> that is commonly used in the current works [1,4,5]. It
can quickly and accurately recover the original log information according to the
extracted log pattern and variable values, which is convenient for the log review.
And then we perform deduplication [11] on the templates that contain token
symbols, which reduces the number of logs that need to be parsed from tens
of millions to dozens. Afterwards, to merge the templates that are structure-
subordinate or just different at few words, the similarity is computed based on
templates coupled with the specific token symbols.

As the log patterns do not have uniform format so far, it is difficult to evaluate
the parsing performance. Hence, researchers need to manually extract patterns
as ground-truth [5] to calculate the accuracy rate. Manually marking the orig-
inal log is a time-consuming and repetitive task, but in our proposed method,
only need to mark dozens of logs after deduplication and then corresponds to
parsing result. We evaluate the pattern effectiveness and time efficiency on four
public log datasets and compare with four state-of-the-art parsers [1,7,14,15].
The experimental results show that FastLogSim can flexibly control the number
of log patterns to a large extent and its processing speed has obvious advantages.
When handling with thousands of logs, the parsing time of different parsers is
close, but as the number of logs increases, the advantages of the proposed scheme
are gradually obvious. Especially, when dealing with ten millions of logs, parsing
speed is three times faster than mainstream parsers. Furthermore, FastLogSim
outperforms them in terms of both efficiency and effectiveness. The main con-
tributions are summarized as follows.
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– FastLogSim’s processing speed is fast, due to the number reduction of object
logs for extracting patterns. The parsing time of each log is only microseconds,
which is possible for real-time log processing.

– FastLogSim considers semantics and uses the text similarity to judge log
similarity, which ensures semantics after the log parsing.

– FastLogSim is generally applicable and can be applied to parsing system log
generated by different devices and systems.

The remainder of this paper is organized as follows: We introduce the back-
ground and related work in Section 1. Section 2 describes our scheme. Section 3
presents our experimental design and results. We make discussion and conclusion
in Section 4.

2 Methodology

In this section, we briefly introduce FastLogSim, the entire structure of Fast-
LogSim is described in Fig. 1.

Fig. 1. FastLogSim scheme

2.1 Step1: Log Preprocessing

In the log preprocessing phase, we distinguish between log parameters with log
events in raw log messages, and then process variables in log events. Although
the lengths of log are various, the length of log parameters in homologous log is
fixed. Then Log events can be obtained by specifying the location index of each
log event in the entire log. The log event contains constants and variables. In
the preprocessing stage, most variables can be represented by identifiers through
domain knowledge and regularization expression.

In the previous study [1–3,9], coarse-grained variable substitution was per-
formed during the preprocessing phase, replacing the token containing numbers
with a uniform identifier (<*>). We believe that fine-grained preprocessing of
raw log can reduce the workload of subsequent parsing, and its time complexity
is still O(n) (n is the number of logs). Although there is no standard format for
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log events, some variables exist in common format, such as website, ip address,
file path, software, network protocol, etc. These variables can be matched by
regular expressions.

Table 1. Variable handling

Variable Regularization expression Constant

Ip address ((25[0-5]|2[0-4]\d|((1\d2)|([1-9]?\d)))\.){3} <ip>

(25[0-5]|2[0-4]\d|((1\d2)|([1-9]?\d)))

Website ([a-zA-Z0-9\.\-]*)(com|net|hk|cn|wpad)(\:[0-9]*)? <url>

File path (\/)(.*)(\/)(.*) <path>

Software ([a-zA-Z0-9\.\-]*)(exe) <app>

In FastLogSim we take precedence over fixed-format variables and then han-
dle variables containing numbers. As shown in the Table1, FastLogSim replaces
some variables with a fixed format with the specified constants to avoid errors
in the pattern extraction caused by different variables being represented by the
same identifier. It is worth noting that file path and the website include the same
punctuation marks ‘/ ’ and ‘-’, we use the site-specific top-level domain name
to determine whether the token is a website, and then determine whether it is
a file path. Finally, the token containing numbers is replaced with the identifier
(<*>).

We save the processed log event and its index in the raw log as a dataframe
format. It can be seen from logs that have finished variables processing which
exists a large amount of duplicate data. By removing duplicate logs, dozens of
logs can be obtained. Taking HDFS data as an example, after performing above
operations, 54 logs can be obtained. At this time, the scale of objects to be
extracted pattern is reduced from the original 10 million to 54, which reduces
the time for pattern extraction. Dozens of logs are called as the pattern of first
version.

2.2 Step2: Calculate Text Similarity

In this step, FastLogSim uses a TF-IDF-based text similarity to filter similar
patterns and selects the first version of the pattern obtained as a corpus. We
will classify each log in the first version of the pattern as a sparse vector, then
train TF-IDF model. The formula of TF-IDF is shown in Eq. (1). #word is the
number of target words in raw log event, #total is the number of target words
in all log events. #L is the number of patterns of the first version, and #Lword

is the number of patterns containing this target word.

TF − IDF = TF ∗ IDF =
#word

#total
∗ log(

#L

1 + #Lword
) (1)
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After training TF-IDF model, the text similarity between each pattern of the
first version and that of the corpus is calculated. The obtained similarity is a
decimal between 0 and 1, similarity between two same words will be 1. Therefore,
we combine two patterns that satisfy the text similarity ranging from the defined
threshold to 1. When there are multiple patterns that can be merged, put all
the operable pattern indexes into a list. The left part of Table 2 shows some
examples of the indexes that can be combined by setting threshold to 0.75.

Table 2. Pattern index

Merged index Ergodic index

[20,28,45] [20,28],[20,45],[28,45]

[23,33,52,53] [23,33],[23,52],[23,53],[33,52],[33,53],[52,53]

2.3 Step3: Merge Similar Patterns

According to the merged pattern index obtained in step two, the pattern is
automatically combined by recognizing new variable and longest common sub-
sequence (LCS). For each group of merged patterns, the indexes to be merged
are divided into two-tuples by means of permutation and combination. We divide
the three cases of the merge pattern and traverse all two-tuples.

Case 1: The length of patterns are same. Two patterns with the same
length are divided into a list of multiple tokens by split() function, and different
tokens at the same position are treated as new variables. Add these new variables
to the list named new variable where all variables will be stored. After traversing
all patterns and collecting all variables, merge the patterns.

Case 2 and Case 3 merge patterns with different lengths. We first use the
longest common subsequence algorithm to determine whether a pattern is a
subsequence of another pattern.

Case 2: If outcome is true. We merge these two patterns directly and use
subsequence as the final pattern.

Case 3: If outcome is false. Since the longest common subsequence algo-
rithm uses each letter as an element instead of a token, this does not suit. We
choose to split two patterns into two lists of tokens and select the shared token
as final pattern.

After the traversal is completed, the variables in the pattern in case one
are processed by the complete variable list (new variable), replaced by identi-
fier(<*>). The pattern that does not satisfy the merge condition is added to the
final pattern directly.

3 Experiment

Since each parser algorithm is designed differently, the number of patterns
obtained will be different. We reproduce four mainstream log-based parsers:
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Spell, LogSig, SLCT, and IPLOM. Spell [1] uses the longest common subse-
quence to parse the log as a stream. Through a 3-Step hierarchical partitioning
process IPLoM [7] partitions log data into its respective clusters. By search-
ing the most representative messages signatures, LogSig [14] can handle various
types of log data. SLCT [15] extracts log patterns through a simple clustering
algorithm. We set the threshold for text similarity in FastLogSim to 0.75 to parse
four log datasets.

3.1 Log Dataset

We evaluated FastLogSim on four public real log datasets, which are summa-
rized in Table 3. HDFS and Zookeeper are log datasets collected distributed
system; proxifier collects logs of independent software; Openstack is generated
by an open source cloud infrastructure, we select some logs that are marked as
normal in Openstack. All the experiments are conducted on an Ubuntu 16.04
LTS machine with Intel Xeon (R)W-2123, 3.6 GHz CPU, GeForce GTX TITAN
Xp COLLECTORS EDITION GPU and 12 GB VRAM.

Table 3. Log dataset

Dataset Log messages Length Size

HDFS 1175629 6–29 1540999KB

Openstack 137074 6–32 39557KB

Zookeeper 74380 8–27 10183KB

Proxifier 11108 10–27 2486KB

3.2 Efficiency Analysis

FastLogSim is designed to parse large-scale log data sets. We have five parsers
processing HDFS data sets in the same environment. Figure 2(a) shows the run-
ning time of five parsers. The experimental results prove the obvious advantages
of FastLogSim in processing large-scale logs, and the running speed is three times
faster than the others.

We also used the other three datasets to validate the generality of Fast-
LogSim. Figure 2(b) shows the parsing time of the five parsers on these datasets.
In addition to the fact that FastLogSim is slightly slower than IPLoM on the
Proxifier dataset, FastLogSim is able to parse different types of logs and has an
advantage in resolution speed. Due to the improvement of FastLogSim in dealing
with variables, it can get an appropriate number of patterns when dealing with
different datasets.
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(a) Parsering time comparison on
HDFS

(b) Parsering time on three datasets

(c) Accuracy comparison (d) Parsering time on three datasets

Fig. 2. Experiment analysis

3.3 Effectiveness Analysis

We calculate the accuracy rate of FastLogSim on HDFS to verify the effective-
ness, the comparisons are shown in Fig. 2(c). Our FastLogSim method works
remarkably better than IPLoM and SHISO [10], we also observe that Spell,
Drain [4] and FastLogSim can achieve high parsing accuracy (more than 99%).

Therefore, setting an appropriate threshold can ensure the effectiveness of
FastLogSim. We compare parsing results of seven thresholds from 0.6 to 0.9.
Considering that the log amount of HDFS dataset is more than 10 million, we
calculate the false parse for intuitive performance reflection. The result is shown
in Fig. 2(d), when the threshold of text similarity sets between 0.7 and 0.75, the
parser performs best. The false alarm rate in these seven groups of experiment is
less than 0.1%, which can prove FastLogSim can complete log parser effectively.

4 Conclusion

This paper proposes a new log parsing framework, FastLogSim. It de-duplicates
the similar logs based on text similarity in preprocessing stage, and then extracts
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patterns. By evaluating on four public log data sets, FastLogSim outperforms
some state-of-the-art parsers in log parsing speed. In the future work, we hope
to improve FastLogSim so that it can be used in the log auditing platform which
can parse logs from multiple devices in data center. Furthermore, we plan to
further develop FastLogSim and apply it to anomaly detection and user behavior
analysis.
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Abstract. Robotic grasping is a fundamental manipulation in multiple robotic
tasks, which has great research significance. It is challenging to perform robotic
grasping in cluttered environments due to the occlusion and stacking of objects.We
propose an attention deep Q-learning network for robotic grasping with the assis-
tance of pushing actions with non-sparse rewards. The attention network improves
the performance of deep Q-learning network by weighting feature channels. The
robot use pushing actions to dilute dense objects to create space for grasping. The
pushing and grasping knowledge are learned by trial and error in a self-supervised
way. To evaluate the robotic grasping performance, we present an overall per-
formance metric, which contains three evaluation factors: task completion rate,
grasping success rate and action efficiency. The experimental environment is estab-
lished on the V-REP simulation software to verify our proposedmodel. The results
show that our pushing strategy can not only improve robotic grasping performance
but also avoid unnecessary pushing actions to improve action efficiency. At the
same time, ablation studies prove the effectiveness of the attention mechanism.
Our proposed method can achieve overall performance of 82.33% for robotic
grasping.

Keywords: Robotic grasping · Deep reinforcement learning · Visual attention
mechanism

1 Introduction

In recent years, robots have been widely applied in manufacturing, service industry
and other fields, which are playing an increasingly important role. Among all robotic
tasks, robotic grasping is significant in that it will improve work efficiency and save
manpower in many scenarios such as garbage sorting. Robotic grasping is a fundamental
manipulation that has been studied for decades. The current research focus is how to
make robots to learn grasping knowledge in cluttered environments. This means that the
position and information of the target objects are unknown in advance, the manipulator
robot autonomously determines the grasping manipulation by learning with the help of
the sensing device.
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Robotic grasping methods are mainly divided into analytical methods and empiri-
cal methods [1]. The analysis methods are not concerned because of the complicated
calculation and limited versatility. The learning-based empirical method has extremely
high research significance. Learning grasping knowledge through supervised learning
is a common idea, which has good performance for single-object grasping tasks. How-
ever, in actual application scenarios, the demand is more for multi-object grasping tasks.
The complexity of the scene makes it difficult to make the training datasets. Deep rein-
forcement learning is a learning method that does not require the training datasets.
The manipulator robot learn grasping knowledge by trial and error. Moreover, closely
arranged objects can make grasping difficult in cluttered environments. It is a good
choice to dilute dense objects by pushing actions, which will create space for grasping
manipulation and improve the success rate of grasping. Simultaneous learning pushing
and grasping knowledge by deep reinforcement learning will help solve the problem of
robotic grasping in cluttered environments.

In this work, we propose a method of deep reinforcement learning to enable the
manipulator robot to learn pushing knowledge and grasping knowledge synchronously.
To sum up, the main contribution of our work as follows:

• We propose an attention deep Q-learning network for robotic grasping in cluttered
environments. The visual attention mechanism is added to the traditional deep Q-
learning network to fully extract scene feature information, which can improve the
effectiveness of knowledge learning.

• To solve the problem of difficulty in grasping dense objects, we propose a push
strategy with non-sparse rewards, which is to make dense objects sparse by pushing
to create space for grasping. DeepQ-learning network needs to be rewarded according
to actions during the learning process. The rewards for pushing is non-sparse, which
based on the degree of improvement in the possibility of grasping success after the
pushing action.

To the best of our knowledge, our work is the first to propose an attention deep
Q-learning network for robotic grasping with the assistance of pushing actions with
non-sparse rewards. The experimental results show that our proposed method has a
significant improvement in task completion rate, grasping success rate and action effi-
ciency. The overall performance for robotic grasping is 82.33%, which is better than
other comparison methods.

2 Related Work

2.1 Robotic Grasping

In early years, analytical methods were the major interests of robotic grasping research,
which directly analyze the geometric structure of the target object and then perform
grasping manipulation according to force closure or shape closure. However, the anal-
ysis and calculation are time-consuming and it is not realistic to obtain the parameter
information of the objects. Considering the shortcomings of analytical methods, robotic
grasping research turns to data-drivenmethods [2]. Song et al. [3] first use object detector
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for 2D object recognition to get bounding boxes of objects, which are used as themask to
filter out the corresponding point clouds from the sence point cloud. The grasping pose
is gained by template matching with CAD-model database. Zeng et al. [4] segment and
label multiple views of a scene and then fit pre-scanned 3D object models to the resulting
segmentation to get the 6D object pose for robitic grasping. In actual conditions, it is
tedious and inefficient to establish a database for each grasped object.

Recently, deep learning has developed rapidly and achieved significant results in
many areas such as object detection. Inspiringly, many researchers have applied deep
learning to robotic grasping. Lenz et al. [5] propose a cascade system with a two-level
deep network. The first-level network is used to get all possible grasping detection
boxes and the second-level network is used to score these boxes to get the best one.
Considering that the two-level grasping detection method takes a long time, Redmon
et al. [6] propose an end-to-end grasping detection method, which can directly generate
the best grasping detection box. Different from object detection, there can be multiple
grasping poses for one object. The optimal grasping pose of the same object may be
different in different scenes. Making training datasets to make the manipulator robot to
learn grasping knowledge is the major challenge.

More recently, some research work formulate robotic grasping as reinforcement
learning problem. Kalashnikov et al. [7] introduce a scalable self-supervised vision-
based reinforcement learning framework which leverage over 580 k grasp attempts with
multi-robot for training. The hardware cost and time cost of training are extreme expen-
sive. Zeng et al. [8] present a framework for learning pushing and grasping knowledge
which combines deep reinforcement learning with affordance-based manipulation. The
training process is efficient that only needs about 3 k attempts. However, the pushing
strategy with sparse rewards lacks pertinence to promote grasping success. Our reward
function for pushing is non-sparse, which based on the degree of improvement in the
possibility of grasping success after the pushing action.

2.2 Visual Attention Mechanism

The attention mechanism has made important breakthroughs in the fields of computer
vision and natural language processing in recent years, which can effectively improve
the performance of the model. Spatial attention is to locate the attention target in the
image and perform some transformations such as affine transformation. Google Deep-
Mind [9] propose Spatial Transformer Network (STN) to perform target localization
and transformation in one stage. Channel attention is to focus attention on the extracted
feature channel dimensions. SENet [10] is a typical channel attention model that models
the importance of each feature channel. Convolutional Block Attention Module [11] is
one of spatial-channel mixed attention models which merge spatial attention and chan-
nel attention. Considering that the overly complicated deep network structure will affect
the learning effect of reinforcement learning, we apply the attention model of SENet
structure to deep Q-learning network.
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3 Method

3.1 Markov Decision Process

The basic theory of reinforcement learning is the Markov decision process: at time t, the
agent selects and executes an action at in the action space according to the state st , then
the environment state change to st+1 and the agent is given reward R(st, at) according to
the reward function. The goal of reinforcement learning is to learn an optimal strategy
to get the maximum cumulative reward value.

In order to use deep reinforcement learning to solve the robotic grasping problem,
the process of grasping and pushing can be formulated as the Markov decision process.
Due to the high dimensionality of the state and limited action space, the value-based
deep reinforcement learning method Deep Q-Learning Network is suitable to solve this
problem. The details of the state representation, action space and reward functions are
described in the next sections.

3.2 State Representation and Action Space

The problem solved by our work is robotic grasping in cluttered environments. Informa-
tion perception of workspace scenes is a particularly important part. We choose RGB-D
camera,which can acquireRGB information anddepth information, as the sensing device
of the system. When the camera is fixed directly above the workspace, the occlusion of
the manipulator robot will interfere with the acquisition of scene information. To solve
this matter, we refer to the practice of [8]: fix the camera obliquely above the workspace,
project the RGB-D data on to a 3D point cloud and then orthographically back-project
upwards in the gravity direction to get the heightmaps of RGB-D channels. The RGB
heightmap and the D heightmap constitute the representation of state st at time t.

Fig. 1. Overviewof our network structure. There are twonetworkbrancheswith the same structure
for pushing and grasping respectively. One branch infers Q-table with the same resolution (224
× 224) as heightmaps. The heightmaps are rotated into 12 orientations to represent different
orientations of pushing and grasping and then fed into two branches successively to infer overall
Q-Table (2 × 12 × 224 × 224), which corresponds to the action space. The action corresponding
to the maximum Q value is the optimal action in the current state.
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Usually, the manipulator robot has 6 degrees of freedom, which means that the
gripper of the manipulator robot can change in x, y, z position and in roll, pitch, yaw.
In our work, we only consider top-down grasps, so the grasping pose is reduced to 4
degrees of freedom (x, y, z, yaw). When x and y are determined, z can be determined
according to the heightmap of the D channel. Therefore, the action space for the grasping
action is as follows:

ag = {(
xg, yg, kg

)|0 ≤ xg, yg < 224, 0 ≤ kg < 12
}

(1)

where xg , yg denote the pixel coordinates of the grasping target point in the heightmaps
of RGB-D channels and kg denotes the rotation angle parameter along the z-axis. The
grasping position can be obtained by performing coordinate transformation on the pixel
coordinates. Combined with the actual situation, we discretize the rotation angle along

the z-axis, The grasping orientation along the z-axis can be obtained by
kg
12 × 2π .

Similarly with the grasping action space, the action space for the pushing actions is
as follows:

ap = {(
xp, yp, kp

)|0 ≤ xp, yp < 224, 0 ≤ kp < 12
}

(2)

where xp, yp denote the pixel coordinates of the starting point of pushing in the
heightmaps of RGB-D channels and kp denotes the pushing orientation parameter along
the z-axis. During the pushing phase, the closed two-finger gripper move linearly in the

direction of
kp
12 × 2π from the starting point to push object to be suitable for grasping.

In summary, the total action space can be obtained by merging the grasping action
space and the pushing action space:

a = {(ψ, x, y, k)|ψ ∈ {grasp, push}, 0 ≤ x, y < 224, 0 ≤ k < 12} (3)

3.3 Network Structure and Attention Mechanism

Since the state is the heightmaps of RGB-D channels from the workspace scene, it is
difficult to establish Q-table for high-dimensional state. Using deep neural network to
establishQ function to fit and obtain theQ value of different actions is a great choice. Our
deep neural network has two branches with the same structure for pushing and grasping
respectively (seeFig. 1). Eachnetwork branch consists of three parts:DenseNet, attention
network and fully convolutional network.

Image Preprocess. The RGB-D images collected by the camera need to be prepro-
cessed to generate heightmaps used as the input of the network. The heightmaps have a
pixel resolution of 224 × 224, which has the same resolution as the image in ImageNet.
The D heightmap needs to be expanded into three channels (DDD) to standardize the
input format.

DenseNet. DenseNet [12] is composed of dense blocks and translation layers. Each
node of the dense blocks includes a batch normalization layer, an activation function
layer and a 3 × 3 convolutional layer, while the translation layer includes a 1 × 1
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convolutional layer and a 2 × 2 pooling layer. We use DenseNet for preliminary feature
extraction of heightmap images, using growth rate of 32, dense block configuration
parameters of (6, 12, 24, 16). One DenseNet takes as input the RGB channels of the
heightmaps to obtain color feature channels, while the other takes as input the DDD
channels of the heightmaps to obtain depth feature channels. Color feature channels
and depth feature channels are concatenated as the overall feature channels to input the
next attention network. Note that we pre-train DenseNet on ImageNet [13] to improve
training efficiency.

Attention Network. To improve the performance of the network model, we add the
channel attentionmechanism toweight the feature channels. The structure of the attention
network is squeeze-and-excitation, which refers to the experience of [10]. The squeeze
operation uses adaptive average pooling to turn each 2D feature channel into a real
number, which has a global receptive field to some extent. The excitation operation uses
two fully connected layers and corresponding activation functions to explicitly model
interdependencies between channels. The weights obtained by the excitation operation
are multiplied by the corresponding original feature channels to output the attention
feature channels.

Fully Convolutional Network. Fully convolutional network is used to generateQ-table
with different actions in the current state. The attention feature channels pass through two
1× 1 convolutional layers interleaved with activation functions and batch normalization
and then output a 224 × 224 Q-table by upsampling. Q-table coordinates correspond to
pixel coordinates of the heightmaps. We rotate the heightmaps into 12 orientations to
represent different orientations of pushing and grasping. Thus, inputting the heightmaps
of the current state can output the 24 × 224 × 224 Q-table, which corresponds to the
action space.

3.4 Reward Functions

The self-supervised knowledge learning method based on deep reinforcement learning
needs to be rewarded according to the actions of the robot. In our work, we design two
different reward rules for the pushing and grasping actions respectively. The reward of the
grasping action is based on whether the grasping is successful. The robot automatically
determines the grasping success by the force feedback of the gripper. We define the
sparse reward function for grasping actions:

Rg(st, at) =
{
1 if grasp successful
0 else

(4)

Pushing is an auxiliary action of grasping, which is used to change the environment
and promote the success rate of grasping. The pushing reward function proposed by [8]
does not consider whether a push enables future grasps, it only encourages the system
to make pushes that cause change. We propose a non-sparse pushing reward function,
which sets the reward value according to the degree of improvement in the possibility
of grasping success after the pushing action. Q value indicates the expected reward of
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taking action at in the state st at time t, so the probability of grasping successful is
positively correlated with the Q value. The pushing reward value is obtained according
to the change in the maximum Q value of the grasping actions in the local area around
the push point before and after the pushing action (see Fig. 2). The non-sparse reward
function for pushing actions is defined as follows:

Fig. 2. Non-sparse rewards for pushing actions. In grasping Q-table (visualized with heat maps),
find the maximum Q value in the local area of the push point before pushing. Then, do it again
after pushing and calculate reward value using Rp(st, at) = 1

1+e−(b−a) . The local area is defined
as a square space with a side length of 100 pixels centered on the push point and only the part
within the workspace is considered.

Rp(st, at) =
{

1

1+e−(Maxlocal (Qg(st+1))−Maxlocal (Qg (st )))
if push successful

0 else
(5)

3.5 Network Training

The deep neural network, which acts as the Q function, establishes the mapping of the
state to the Q values of different actions. The robot chooses the action corresponding
to the maximum Q value in the Q-table to execute and has a certain probability to
randomly explore, the exploration probability gradually decreases with iteration. The
training goal is to minimize the temporal difference error between the target Q value
and the actual Q value iteratively. We establish the target Q function according to the
Q-learning algorithm:

Qtarget = R(st, at) + γ max
a′ Q

(
st+1, a

′) (6)

where a′ represents all actions in the action space, γrepresents the future reward discount,
we set as 0.5 in this work. The loss function for network training is smoothmean absolute
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error loss:

loss =
{
0.5 × (

Q(st, at) − Qtarget
)2

if
∣∣Q(st, at) − Qtarget

∣∣ < 1∣∣Q(st, at) − Qtarget
∣∣ − 0.5 otherwise

(7)

We use the stochastic gradient descent as the optimizer of the network model, while
using momentum to accelerate training.

4 Experiments

4.1 Simulation Setup

The algorithm in our work is implemented with the help of related software development
kits in the PyTorch framework. The experimental workstation is equipped with Intel
Core i7-9700 K processor and NVIDIA GeForce RTX 2080 Ti for computing. We
build the experimental environment based on V-REP [14] simulation software in Ubuntu
16.04 system to verify the effectiveness of our algorithm model (see Fig. 3). The UR5
manipulator robot equipped with RG2 gripper perceives the workspace environment
through the RGB-D camera obliquely above. After trial and error training, it makes
autonomous decisions to complete the task of grasping and removing all objects in the
workspace with the assistance of pushing actions.

Fig. 3. Simulation setup and task episode. Our experimental environment is built on V-REP
simulation software. One training task episode contains 10 randomly generated toy blocks. During
the test phase, the number of toy blocks change to 20, so the test task is more challenging due to
more occlusion and stacking.

4.2 Task Episode

In the training phase, we randomly place 10 toy blocks in the workspace to construct
one training task episode. The color and shape of the toy blocks are chosen random-ly.
When all the toy blocks are grasped and removed or 10 consecutive action at-tempts fail
to complete the grasp, the training task episode is reconstructed in the same way. The
manipulator robot learns pushing and grasping knowledge based on trial and error and
reward feedback. The networkmodel training is completed after 3000 action attempts. In
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the test phase, we randomly generate 5 different test task episodes, each episode is tested
20 times, so the test task contains 100 test task episodes. Unlike the training task episode,
the number of toy blocks is 20, which means that the test task is more challenging due
to more occlusion and stacking (see Fig. 3).

4.3 Performance Evaluation

To evaluate the performance of our proposed algorithm, we design an overall perfor-
mance metric, which contains three evaluation factors: task completion rate, grasping
success rate and action efficiency.

Task Completion Rate. The sign of task episode completion is that all toy blocks are
grasped and the workspace is emptied. The task completion rate represents the ratio of
completed test task episodes to the total test task episodes:

�1 = n

N
× 100% (8)

where n represents the number of completed test task episodes, N represents the total
number of test task episodes (N = 100 in our work).

Grasping Success Rate. The grasping success rate represents the ratio of successful
grasps to the grasping attempts. Note that we only consider the grasping success rate in
the completed test task episodes. We define the grasping success rate as follows:

�2 =
∑n

i=0
si
Si

n
× 100% (9)

where s represents the number of successful grasps in one test task episode, S represents
the total number of grasping attempts in one test task episode.

Action Efficiency. In practical applications, we hope that the robot can complete the
task faster, that is, perform fewer actions to grasp all the toy blocks.When there arem toy
blocks in the workspace, at least m actions (grasps) are required to clear the workspace.
Similarly, we only consider it in the completed test task episodes. We define the action
efficiency function as follows:

�3 =
∑n

i=0
mi
Mi

n
× 100% (10)

where m represents the number of toy blocks in the workspace (m = 20 in our work),
M represents the actual number of actions (containing pushing and grasping actions) in
one test task episode.

Overall Performance. The overall evaluation metric is defined as a weighted sum of
the above three factors:

� = ω1�1 + ω2�2 + ω3�3 (11)

In our work, we choose the weight parameters as: ω1 = 0.4, ω2 = 0.3, ω3 = 0.3.
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4.4 Results and Discussion

In our work, we propose an attention deepQ-learning network (ADQN) and a non-sparse
(NS) reward pushing strategy to help improve the quality of grasping. Hence, we call
our model ADQN-NS. Our model training process is efficient and only takes about 5 h
each time. We use comparative experiments to verify the performance of the model.

Pushing Strategy Comparison. Asingle grasping strategy is difficult to solve the prob-
lem of object grasping in cluttered environments. To compare the impact of the pushing
strategy on the completion quality of the grasping task, we test threemethods with differ-
ent pushing strategies on the same test task episodes. The first method only uses grasping
actions in the task without pushing actions (no pushing) and we call it ADQN-NP. The
second method uses a sparse reward pushing strategy (ADQN-S), this means that if the
pushing action is successful, the reward value is 0.5, otherwise the reward value is 0 [8].
The last method is our proposed ADQN-NS model.

Pushing strategy comparison results are shown in Table 1. The method ADQN-NP
can complete most of the test task episodes, however, without the assistance of the
pushing actions, the grasping success rate is relatively low, and the task episodes require
a large number of grasp attempts to complete. The action efficiency is equivalent to
grasping success rate due to no pushing actions. The method ADQN-S increase the
grasping success rate with the assistance of pushing actions. However, since the reward
strategy for pushing actions is not based on improving the grasping success rate, it makes
some pushing actions unnecessary. At the same time, some invalid pushing actions will
push the object out of the workspace and affect the task completion rate. Our proposed
method ADQN-NS is ahead of the other two methods in terms of task completion rate,
grasping success rate and action efficiency. The pushing strategy make the robot push
objects to provide space for grasping, while avoiding some unnecessary pushing actions
to improve action efficiency. The overall performance is 82.33%,which is 13.35%higher
than ADQN-NP and 6.07% higher than ADQN-S.

Table 1. Results on pushing strategy comparison.

Method Task completion
rate (%)

Grasping success
rate (%)

Action efficiency
(%)

Overall
performance (%)

ADQN-NP 91.0 54.3 54.3 68.98

ADQN-S 87.0 71.8 66.4 76.26

ADQN-NS 97.0 73.5 71.6 82.33

Ablation Studies for Attention. We use the attention network to weight feature chan-
nels to fully extract scene feature information. To verify the effectiveness of the atten-
tion network, we conduct ablation studies. The attention network on the ADQN-NS is
removed and we call the remaining parts DQN-NS. The feature channels extracted by
DenseNet are directly transmitted to the fully convolutional network.
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Table 2 shows the results of ablation studies for attention. The task completion rate,
grasping success rate and action efficiency all decline without the attention network. The
results show that the feature channels weighted by the attention network help to improve
the performance of the deep Q-learning network.

Table 2. Results of ablation studies for attention.

Method Task completion
rate (%)

Grasping success
rate (%)

Action efficiency
(%)

Overall
performance (%)

DQN-NS 93.0 71.0 70.0 79.50

ADQN-NS 97.0 73.5 71.6 82.33

5 Conclusion

In this work, an attention deep Q-learning network for robotic grasping with the assis-
tance of pushing actions with non-sparse rewards is proposed. The effect of the attention
network is to weight the feature channels of the state extracted by DenseNet and then
send them to the fully convolutional network to generate the Q-table of the action space
for Q-learning algorithm. The proposed pushing strategy creates space for grasping to
increase the grasping success rate. Simultaneously, giving non-sparse rewards according
to the improvement of the possibility of grasping success can avoid unnecessary pushing
actions and improve the action efficiency. Experiments prove that our proposed model
can effectively improve the robotic grasping performance. In the future work, we will
train and test the proposed model in a real robot environment. Then, we will to use other
deep reinforcement learning methods (such as DDPG) and visual attention mechanisms
to explore the impact on robotic grasping performance.
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Abstract. The Knowledge Graph Question Answering (KGQA) task
is useful for information retrieval systems, intelligent customer service
systems, etc., which has attracted the attention of a large number
of researchers. Although the performance of KGQA has been further
improved by introducing the Deep Learning models, there are still some
difficulties to be solved, such as the representation of questions and
answers, the efficient construction way of candidate path set, etc. In
this paper, we propose a complete approach for KGQA task. Firstly,
we devise a novel candidate path generation process, which effectively
improves computation performance by reducing the number of candidate
paths corresponding to a question and at the same time guarantees the
accuracy of results. Secondly, considering the textual expression diversity
of questions and stochastic of candidate paths, we present four models
to learn semantic features of Chinese sequence with different focuses.
Finally, in order to combine the advantages of each presented model,
we propose a dedicated fusion policy which can get the most suitable
path from the path set predicted by our presented models. We conduct
experiments on Chinese Knowledge Base Question Answering (CKBQA)
dataset. Experiment results show that our approach achieves better per-
formance than the best one published in CCKS2019 competition.

Keywords: Knowledge Graph Question Answering · Bert · Path
generation · Model fusion

1 Introduction

With emergence of many high-quality and large-scale knowledge graphs, such as
Freebase, Wikidata, YaGo, etc., the research about KGQA is becoming more and
more popular. KGQA can return one or more nodes in the knowledge graph as
correct answers for a question described by natural language, which can greatly
reduce the difficulty of query and improve the usability of knowledge graph.
Recently, KGQA has been widely applied in information retrieval systems, intel-
ligent customer service systems, etc., which has become the main branch of study
on knowledge graph.
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At present, the mainstream methods for KGQA can be grouped into
the following two categories: semantic parsing-based methods and information
retrieval-based methods. Semantic parsing-based methods [3,16] aim to convert
a natural language question into an intermediate logical form, and then into a
structured query statement that can be executed in the knowledge graph. Infor-
mation retrieval-based methods [20] refer to extracting mentions in the ques-
tion, linking mentions to corresponding topic entities in the knowledge graph,
and then taking the connected entities as candidate answers, lastly ranking can-
didate answers for choosing the right answer. With the rapid development of
Deep Learning, the neural network-based methods make the performance of the
KGQA task get further improvement and no longer be limited by rules and
templates. The neural network-based methods [1,2] mainly learn the semantic
vectors of questions and candidate answers, and then model complex question-
answering tasks into relatively simple similarity computation tasks. For those
studies, researchers usually make an effort to effectively represent questions
and candidate answers in a vector space. As a result, the technology of seman-
tic information extraction and representation has been successively applied to
KGQA including word embedding models such as word2vec [13] and Glove [14],
and pre-trained language representation models such as GPT [15], Bert [4] and
XLnet [21].

Challenges. For Knowledge Graph Question Answering task, there are two
main challenges. One is how to efficiently construct a candidate answer set. When
knowledge graph is relatively dense, there are lots of candidate paths related to
the topic entity causing a lot of redundant calculations. As a result, it is difficult
to compute the similarity between a question and all candidate paths. To solve
above problem, the answer paths are usually limited to two hops in previous
work. The other is how to effectively learn the representation of questions and
candidate answers. To obtain more semantic information, most of the previous
works represent answers from different aspects [8], but generally we can only
represent answers from one aspect of answer path limited by the uncertainty of
knowledge graph.

In current research, as the expression of questions and candidate paths is
diverse, it’s very difficult to learn all the semantic features between questions
and paths through only one model. Moreover, for the dynamic candidate path
generation process studied in this paper, there is a new challenge in the fusion
processing. Specifically, for a question, the candidate path set from different
models is different, therefore, we can’t fuse results by calculating the average
score of every candidate paths directly.

To handle above challenges, the corresponding solutions are proposed. Firstly,
inspired by beam search [19] idea, we present a process for dynamically expand-
ing candidate path set. In this way, path set is expanded hop by hop, and the
number of candidate paths corresponding to a question is reduced effectively.
Secondly, to extract semantic features of questions and candidate paths from dif-
ferent focuses, we design four models incorporating Bert including Basic global
model, Path diversity model, Implicit relation model, and Path decomposition



A Dynamic Answering Path Based Fusion Model for KGQA 237

model. At last, we propose a suitable model fusion policy, which gets the can-
didate path with the highest score as the final right answer path by two steps
including obtaining the top m paths of each model and calculating the average
score of the candidate paths after filling in the missing values.

Contributions. Our contributions are summarized as follows:

1) We present a novel dynamic candidate path generation process named DPG,
which iteratively generates candidate path hop by hop, and automatically
terminate when postconditions are satisfied.

2) Considering the textual expression diversity of questions and stochastic of
candidate paths, we present four models to learn semantic representations of
Chinese sequence with different focuses including Basic global model, Path
diversity model, Implicit relation model, and Path decomposition model.

3) To combine the advantages of each presented model, we propose a path
similarity-based fusion policy which gets the most suitable path from the
differentiated path set predicted by proposed models.

4) We construct extensive experiments and evaluate our approach on the
CKBQA dataset. The experiment results demonstrate that our approach
achieves better performance than the best one published in CCKS2019 com-
petition.

2 Related Work

Semantic Parsing-Based Methods. [12] parses a natural language question
into a new semantic representation form called DCS. This method can solve
the problem of missing labeled data, but requires more professional linguistic
knowledge and is difficult to generalize. [10] parses a question into a query sub-
graph, and then performs subgraph matching to obtain the correct answer. This
method can understand certain implicit relationships but still needs to construct
a mapping dictionary and constraint rules. With the popularity of the encoder-
decoder models in the field of translation, these models are introduced to the
question answering task which converts a question answering task to a transla-
tion task. Through the encoding and decoding model, [6] translates questions
into logical forms that can be executed in the knowledge graph and effectively
deal with the conversational question answering task. With the development of
knowledge graph embedding technology, [18] introduces knowledge graph embed-
ding technology to solve the problem of entity and relationship mapping and
then construct graph-structured queries. In addition, [7] believes that improving
the accuracy of the semantic parsing-based method should not be completely
dependent on the design of algorithms and proposes a system named DialSQL,
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which can identify potential errors in a generated query and return simple
multiple-choice Questions over multiple turns to users, and then use the user
feedback to modify the query. In general, the semantic parsing-based method
can resolve lots of simple and complex questions, but it involves much tradi-
tional linguistic knowledge, which is difficult to understand.

Information Retrieval-Based Methods. [22] firstly gets a topic entity in the
question, then gets candidate answers related to the topic entity, and ranks them
based on their relationship. In order to reason over knowledge graph, [23] pro-
poses an end-to-end variational learning model that can handle noise in problems
and learns multi-hop inference simultaneously. With the development of repre-
sentation learning technology, more and more researchers use the method of vec-
tor modeling to deal with the question answering task. This method converts a
question answering task into a similarity computation task between the question
vector and the candidate answer vector. [5] uses a multi-column convolutional
neural network to conduct distributed representation learning of questions and
answers from three aspects including answer path, answer context, answer type
so that the representation can contain more effective features than the previous.
[17] uses tree-structured long short-term memory networks to learn the repre-
sentation of sequences, which is helpful to analyze the implicit relationship and
intent. Considering that most of the works pay more attention to the represen-
tation of the candidate answer end and ignore the question representation, [8]
introduces an end-to-end neural network model to dynamically represent ques-
tions according to the diverse candidate answer aspects via cross-attention.

Based on information retrieval methods, we first locate a topic entity in the
knowledge graph by named entity recognition and then dynamically generate
and rank candidate paths hop by hop. To rank paths, we design four models
which can learn from multi focuses. Finally, we fuse the outputs of our models
and get the most suitable answer path.

3 Our Approach

Usually, the knowledge graph (KG) is regarded as a directed graph, in which
the nodes are real-world entities and the edges are their relations. In KG, each
directed edge, along with its head entity and tail entity, make up a triple,
expressed as (h, r, t), which is also named as a fact. The knowledge graph
question answering task (KGQA) aims to input a natural language question and
then return an entity set A as right answers. The architecture of our approach
for KGQA just as shown in Fig. 1. The proposed solution can be divided into
three steps: candidate generation, similarity computation and results fusion. The
following sections explain the details of each step.
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Fig. 1. The overview of the dynamic answering path based fusion model.

3.1 Candidate Generation

Ideally, we use all entities in the knowledge graph as candidate answers, and
rank them. However, in practice, this is very time-consuming and unnecessary,
so we develop a process for dynamic candidate path generation named DPG.

We first obtain a topic entity set E by named entity recognition and then
build the candidate answer path set P according to the topic entities located in
the knowledge graph. For the named entity recognition task, we first perform
BIO sequence labeling by utilizing Bert, bidirectional LSTM [9] and CRF [11],
and then link the identified mentions to topic entities through accurate matching
and fuzzy matching. After obtaining the topic entity set, we dynamically gener-
ate candidate paths P in an expanded strategy. We first add candidate paths of
one hop around the topic entity into set P , then calculate the similarity score.
After that, we select top k paths in one-hop set to generate two-hop candidate
paths and calculate their similarity score. By the same method, the hop of can-
didate path can be continuously increased, and the candidate path set P can
be expanded by new generated paths. When hop count threshold is reached or
scores of all new generated paths are no longer increased, the expansion process
is terminated.

3.2 Similarity Computation Model

Considering the diversity of questions and candidate paths, we devise four models
to compute similarity scores of questions and paths from different focuses. As a
pre-trained language representation model, Bert achieves state-of-the-art results
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(a) The architecture of Basic global model (b) The architecture of Path diversity model

(c) The architecture of Implicit relation model (d) The architecture of Path decomposition model

Fig. 2. The overview of our proposed models. (a) is Basic global model which takes into
account the global representation of questions and paths. (b) is Path diversity model
which pays more attention on the expression of paths. (c) is Implicit relation model
which is used to extract implicit relation. (d) is Path decomposition model which can
learn weights of entity and relation.

on many natural language processing tasks, including the similarity computation
task. So we develop our similarity computation model based on Bert to handle
the downstream question answering task.

Basic Global Model. This is the simplest similarity computation model based
on Bert which takes into account the global representation of questions and
paths. In this model, we only get the hidden representation vector from Bert
corresponding to first input token ([CLS]) into next layer. The architecture of
Basic global model is shown in Fig. 2(a). This model can handle simple ques-
tions with one-hop answer path like question , but limited
by input information, it usually fails in some complex question with multi-hop
answering path like question .

Path Diversity Model. For a question with extra semantic content, the expres-
sion of paths is usually diverse. In some cases, the expression of answer paths
is sequential such as path
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for question , and in a few cases, the expres-
sion of answer paths can be reversed such as path

for question .
Generally, it is easy to deal with the first type of questions, but the second type
of questions are difficult to answer. To deal with the complexity of answer path,
we propose a new model named Path diversity model, in which we pay more
attention to the expression of paths by feeding the hidden representation vector
of path token into the next layer. We can see the detail in Fig. 2(b).

Implicit Relation Model. Implicit relation extraction has always been a chal-
lenge in KGQA tasks. For the question , the
right answer path is .
In practice, the simple model is hard to give the relation a high score.
For such complex questions, we propose a model named Implicit relation model
by employing the triplet loss function presented below.

Loss = max(s(q, n) − s(q, p) + γ, 0) (1)

where s(q, p) calculates the similarity score between a question and a positive
candidate. s(q, n) calculates the similarity score between a question and a neg-
ative candidate. The γ is a positive number range from 0 to 1 that ensures
a margin between positive candidates and negative candidates. With this loss
function, the inputs of Implicit relation model are question, positive path, and
negative path. The architecture of model is shown in Fig. 2(c).

Path Decomposition Model. Considering the distinct importance of entity
and relation, we design a model named Path decomposition model to extract
the similarity features of questions and paths, questions and entities, questions
and relationships respectively, and then automatically learn their weights. The
architecture of this model is shown in Fig. 2(d).

3.3 Results Fusion

The four models devised above cover the different conditions in KGQA tasks.
To achieve the most suitable answer, a path similarity based fusion policy is
proposed. Ideally, we expect to get four scores for a candidate path from four
models and select the candidate path with the highest average score as the final
right answer path. However, the candidate paths generated by our proposed
process DPG are related to the requirement of similarity computation model. In
other words, the top m paths are different for the same question under different
models. To solve the above problem, we propose a novel solution for the best
path decision.

Firstly, for each question, top m candidate paths in each model are selected,
here m is a parameter. Secondly, for each candidate path absented in model i but
recommended by other models, the prediction from model i to the candidate path
is missing. We define Eq. 2 to count the missing scores which denotes evaluation
score of model i to the candidate path.

Score = max(min(Mi, Qj) ∗ k1 − k2, 0) (2)
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where min(Mi, Qj) represents the minimum score in top m path set given by
model i to question j, and k1 and k2 are adjustable parameters. Thirdly, after
filling in the missing values, we calculate average score of each candidate path
from different models. Finally, we use the candidate path with the highest aver-
age score as the final right answer path of the question.

4 Experiments

We use PKU BASE as our knowledge graph. It has 66,191,767 triples with
25,437,419 nodes and 408,261 relations. To evaluate our proposed models, we do
experiments on Chinese Knowledge Base Question Answering (CKBQA) dataset
which includes 2998 samples for training, 766 samples for validating, and 766
samples for testing. To compare with others, we use average F1 score as the final
evaluation matrix.

4.1 Setting

In the candidate path generation step, considering that most of the right answer
paths for questions in CKBQA dataset are in two hops, we set the hop thresh-
old to 2. In the similarity computation step, we use Adam as our optimizer to
minimize question-path pairs training loss. We set the batch size to 64, set the
learning rate to 1e-5, and set the max length of model input sequences to 100.
What’s more, we early stop when the F1 score on the validation set reaches the
maximum. Differently, the γ in loss function of Implicit relation model is set to
0.9. In the results fusion step, we set the parameter k1 to 0.7 and k2 to 0.2. We
feed top 5 paths from each similarity model into the fusion model.

4.2 Results

The Effectiveness of Candidate Generation Process. In order to evaluate
the effectiveness of our candidate generation process named DPG, we set the
hop threshold to two and compare it with a commonly used fixed candidate
path generation process named FPG. In general method FPG, we first construct
a candidate set in which all paths are within two hops and include only one
entity, then rank paths to select the correct one, and finally restrict the correct
answer. In our method, we dynamically generate candidate paths, which can
have multiple entities, and then rank the candidate paths to obtain correct path
and correct answer without any constrains. We can see the results based on Basic
global model in Table 1. The experiment results demonstrate that our process
in generating candidate paths is effective. It reduces the number of candidate
paths from 4081 to 1203 and increases the F1 score from 61.80% to 67.65%.

The Effectiveness of Fusion Policy. We conduct multiple experiments to
evaluate the effectiveness of our fusion policy. What’s more, in order to reduce
the impact of mistake during named entity recognition stage, we also create an
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Table 1. The evaluation of different candidate generation process.

Process Avg count Macro precision Macro recall Avg F1

FPG 4081 62.31 63.94 61.80

DPG 1203 68.07 69.11 67.65

Table 2. The evaluation of results fusion policy.

Model Linking method Macro precision Macro recall Avg F1

Basic global model Ent linking 68.07 69.11 67.65

Path diversity model Ent linking 64.13 64.75 63.63

Implicit relation model Ent linking 61.97 61.82 61.20

Path decomposition model Ent linking 65.37 65.33 64.56

Basic global model Path linking 60.02 60.49 59.56

Fusion model - 75.21 76.13 74.63

elastic search (ES) index on triple which mask head entity or tail entity to find
one-hop paths. When we search a question on the index, we can obtain one-
hop candidate paths easily. The next steps for expanding candidate path set
P are the same as described above. We evaluate the performance of proposed
approaches by employing the macro precision, macro recall, and average F1
evaluation matrix. The results are shown in Table 2.

In the table, the ent linking means that we get one-hop candidate paths by
topic entities, and the path linking means that we get one-hop paths by searching
for questions on the triple-based ES index. To make up for the error of the named
entity recognition, we build a candidate path set by linking question to path and
rank paths by the simplest Basic global model. In addition, we also list results
with a variety of hit rates for reference, as shown in Fig. 3. From the results,
we observe that the F1 score has been significantly improved by fusing the five
result files, which demonstrates our fusion policy can combine the advantages of
each model.

The Effectiveness of Our Proposed Approach. We conduct experiments
on CKBQA dataset which comes from the CCKS2109 KGQA competition. We
compare the final results with the top four teams in the competition to illustrate
the effectiveness of our approach. We can see the results in Table 3.

The top four teams in the competition all fine-tune the pre-trained language
model Bert on the KGQA task and achieve promised results. Differently, the rank
one uses a dictionary to segment the question to recall candidate entities, then
they extracted 39 features in the similarity computation stage. In addition, in
order to reduce the variance, 10-fold cross-validation was employed. The system
of the first team has achieved good results but is too cumbersome. Compared
with the rank one, our approach achieves better performance and it is more
concise and interpretable.
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Fig. 3. The evaluation of model results with different statistical scope.

Table 3. The evaluation results on CKBQA dataset.

Teams Avg F1

Rank 1 73.54

Rank 2 73.08

Rank 3 70.45

Rank 4 67.60

Our approach 74.63

5 Conclusion

In this paper, we propose a dynamic answering path based fusion model for the
Knowledge Graph Question Answering task, and make a significant improve-
ment on CKBQA dataset compared with representative ones. We propose a
novel dynamic candidate path generation process which effectively reduces the
number of candidate paths and makes the hop of answer paths not limited to a
fixed number. Moreover, we design four independent models to learn the similar-
ity representation of questions and candidate paths from different focuses. Lastly,
the advantages of models are combined by an effective fusion policy which solves
the problem of missing path scores caused by the dynamic path generation pro-
cess. The experiment results demonstrate that our approach is effective at all
stages of KGQA and we achieve better performance than the best one published
in CCKS2019 competition.
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Abstract. With the advancement of big data and education technology,
MOOCs (Massive Online Open Courses) has become a popular educa-
tion model in online education community. A large number of online
courses with diverse disciplinary background are offered freely to global
learners. When a learner finishes a series of courses, it is very impor-
tant to effectively and efficiently recommend the most relevant courses
to study next. Traditional item-based recommendation methods are all
pointwise approaches where models bias towards estimating the precise
rating or relevance score of each item. It would be better to model this
problem from a pairwise learning perspective which is more close to the
ranking nature of course recommendation. In this paper, we combine
item-based collaborative filtering and Bayesian Personalized Ranking for
course recommendation problem. We theoretically derive the optimiza-
tion schema based on Bayesian Personalized Ranking and develop a novel
neural network model, called Bayesian Personalized Ranking Network
(BPRN), which learns pairwise course preference for each user given her
historically enrolled courses. With extensive experiments on a large-scale
MOOCs enrollment dataset from XuetangX, we empirically demonstrate
that our BPRN framework performs better than state-of-the-art item-
based course recommendation methods.

Keywords: Course recommendation · Collaborative filtering ·
Bayesian analysis · Deep learning

1 Introduction

The rapid development of MOOCs (Massive Online Open Courses) has attracted
widespread interests globally as worldwide students can learn high-quality online
courses from famous universities with very low cost. According to Classcentral,
more than 13,500 courses with diverse disciplinary background have been offered
c© Springer Nature Switzerland AG 2020
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online in 2019.1 When a student finishes a series of courses, it may be difficult for
her to choose a proper course to study next. A careless course enrollment may not
only waste time but also raise the attrition rate [17]. Therefore, how to effectively
and efficiently recommend the most relevant courses for students to study next is
very crucial. Typically, the recommender system needs to recommend a ranking
list of n most relevant courses to a user based on her historically enrolled courses.
Inspired by the music and movie recommendation domain, we can also model
this problem as a collaborative filtering problem with implicit feedbacks. The
term implicit feedbacks means that instead of knowing a rating or score about
how much interest the user has for a course, we only know whether the user has
enrolled the course or not.

In MOOCs datasets, usually the number of users is much larger than the
number of courses. For example, in Coursera2, there are 45 million registered
users studying 3,800 courses in 2019. As the course size is much smaller than
the user size, we study this problem from an item-based collaborative filtering
perspective where user interests are implicitly modeled by learning her histori-
cally enrolled courses. Therefore, the computational burden of explicitly model
a huge amount of users can be reduced.

Traditional item-based course recommendation methods [2,5] use feature
engineering to mine useful signal from data. Recently, deep neural network based
methods have attracted much research attention. For example, FISM [6] mod-
els items as latent vectors and uses the average of all historical item vectors to
represent user interests. As different users may have different tastes on different
items, NAIS [3] improves FISM by using attention mechanism to learn personal-
ized weight for different users. To further remove noisy items (e.g., occasionally
enrolling a course), HRL [15] proposes a hierarchical reinforcement learning algo-
rithm to interactively revise the noisy item list.

Previous works have shown promising results. However, there still exists some
limitation. From the learning to rank perspective, a major issue of previous
works is that they are all pointwise approaches where models try to predict the
precise relevance score or rating of each item. As item order is important in
ranking based top-n recommendation problem, it would be better to model the
course recommendation from a pairwise learning to ranking perspective where
predicting relative preference order is more close to the ranking nature of top-n
recommendation.

In this paper, we propose a pairwise learning model that could capture pref-
erence ordering information among courses for users. We theoretically derive the
optimization schema based on the Bayesian Personalized Ranking [12] and develop
a novel neural network model, called Bayesian Personalized Ranking Network
(BPRN), which learns pairwise course preference for each user given her his-
torically enrolled courses. With extensive experiments on a large-scale MOOCs
enrollment dataset collected from XuetangX, we empirically demonstrate that our

1 https://www.classcentral.com/report/mooc-stats-2019/.
2 https://www.coursera.org.

https://www.classcentral.com/report/mooc-stats-2019/
https://www.coursera.org
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BPRN framework performs better than state-of-the-art item-based course recom-
mendation methods.

To summarize, the contributions of this paper include:

– We propose an item-based pairwise learning-to-rank model based on Bayesian
Personalized Ranking.

– We develop the Bayesian Personalized Ranking Network (BPRN) and demon-
strate its effectiveness using experiments.

– We release a large-scale course recommendation dataset with 647,381 course
enrollment logs in https://github.com/go2school/BPRN.

2 Related Works

The problem of course recommendation requires the recommender system to
rank a list of unenrolled courses at time t + 1 given historically enrolled courses
at time t. Thus, users can make more cautious decision on what course to choose
next. In this section, we review related literature development in the area of item-
based collaborative filtering and ranking-based recommendation algorithms.

Item-Based Collaborative Filtering [13] refers to a class of collaborative
filtering (CF) models that rely on measuring the similarity among items for
generating the item recommendation list. Different to user-based CF methods
[11,12], item-based CF does not need to explicitly model user embedding vector.
Usually, the size of items is much smaller than the size of users. Therefore, the
scalability of item-based CF is better than user-based CF. That’s why item-based
CF methods are more popular in industry [3,9].

Traditional item-based CF methods [9,13,14,16] use statistic metrics, such
as Pearson correlation coefficient and cosine similarity to measure item similar-
ity. Recently, machine learning based methods have shown superior performance
over traditional heuristic methods. SLIM [10] uses simultaneous regression app-
roach to directly learn the item-item similarity matrix. However, the high dimen-
sionality of the item-item similarity matrix makes the optimization difficult. In
addition, it has been shown that SLIM can fail to capture the dependencies
between items that have never been co-rated [6]. To solve this problem, FISM
[6] learns the latent item vector with much smaller dimensionality and uses
average pooling of past items as user profile. A limitation of FISM is that the
sequential dependencies between past items is lost. To capture such sequential
dependencies, previous works use gated recurrent network [4] or convolutional
neural networks [7] to learn the dependencies between past items. However,
these methods assume that all historical items are of equal importance in esti-
mating user interests. This may not be true in real-world scenario. NAIS [3] uses
neural attention mechanism to learn the varying importance of past items. To
further explore the hierarchical structure of items, ACF [1] propose a hierarchi-
cal attention network that learns both item-level and component-level attention
importance. Finally, to deal with the noisy items in NAIS, HAL [15] develops a
hierarchical reinforcement learning algorithm to interactively revise item list.

https://github.com/go2school/BPRN
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Bayesian Personalized Ranking. The above item-based collaborative filter-
ing algorithms are all point-wise rating estimation methods, which means that
they directly optimize for minimizing the prediction error on the point value
of each user-item rating. Despite its great success in practical applications, a
major drawback of pointwise methods is that they could not explicitly model
the ranking information among items. To overcome this challenge, pairwise item
recommendation methods provide a novel perspective. As far as we know, the
most widely used pairwise recommendation framework is Bayesian Personalized
Ranking [12]. The original work [12] provides a generic pairwise optimization
criterion for top-n recommendation algorithm using implicit feedbacks. Authors
derive the Bayesian formulation of the ranking of each pair of items given by a
specific user, and uses ranking statistic AUC to measure the correctness of the
ranking. Based on this formulation, the learning algorithm proposed for solving
BPR essentially optimizes for correctly ranking item pairs using a stochastic
gradient descent procedure. Since a user often only interacts with a tiny portion
of the items, the learning problem is highly skewed in terms of positive/negative
sample ratio. For this reason, each SGD iteration of BPR samples a user, a pos-
itive item and a negative item randomly with replacement, which is essentially
a negative sampling protocol.

In this paper, we will combine item-based collaborative filtering and Bayesian
Personalized Ranking as basis and provide a systematic study on course recom-
mendation by contributing a novel learning framework with sound theoretical
analysis.

3 Methods

3.1 Problem Formulation

Let R ∈ R
M×N denotes a user-course interaction matrix where M and N denote

the number of users and courses. Let U and C be the set of all users and courses,
respectively. Let hu = (cu

1 , · · · , cu
t ) ⊆ C be the historically enrolled courses of

each user u, supposing that the user has already enrolled t courses. hu is often
called user profile in item-based collaborative filtering. The course recommen-
dation dataset can be defined as D = {(u, hu, cu

t+1)|u ∈ U ∧ cu
t+1 ∈ C} where

each training example contains a user ID u, a user profile hu and the recom-
mended course cu

t+1. To simplify notation, in the rest of this paper, we use c∗
u

to represent cu
t+1 and we denote unenrolled course set C \ hu as h̄u. Thus, given

a user profile hu, the task of course recommendation is to provide a total order
(ranking) >h̄u⊆ C2 in the set of courses not enrolled by the user. It should be
noted that the total order >h̄u is related to the user profile hu while in original
BPR [12] the total order is only related to the user ID.

3.2 Bayesian Derivation for Pairwise Ranking

In this subsection, we formulate the ranking information among items in a
Bayesian manner to overcome the limitation of pointwise approach. Given a
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dataset D = {(u, hu, cu
t+1)|u ∈ U ∧ cu

t+1 ∈ C}, we assume that each user is
independently sampled, thus the total order of courses between users are inde-
pendent. We aim to maximize the posterior probability P (Θ|D) at time t where
Θ are the model parameters.

P (Θ|D) ∝ P (D|Θ)P (Θ) =
∏

u∈U

P (>h̄u |Θ, hu)P (Θ) (1)

To estimate P (Θ), following the BPR model, we can also assume all model
parameters have Gaussian priors with variance λ.

P (Θ) ∼ N (0, λI) (2)

To estimate the probability of total order given historically enrolled courses
P (>h̄u |Θ, hu), usually we need to estimate P (ci > cj |Θ, hu) for all pairs of
(ci, cj) in h̄u. However, such a quadratic enumeration is too expensive. In addi-
tion, it is difficult to estimate probability of pairs of courses that are not observed
in training data. In this paper, we simplify this by only estimating the preference
likelihood between the positive course c∗

u = cu
tu+1 and a small set of randomly

sampled negative courses in h̄u.3 Therefore, we rewrite P (>h̄u |Θ, hu) as

P (>h̄u |Θ, hu) ∝
∏

c∈h̄u\{c∗
u}

P (c∗
u > c|Θ, hu) (3)

To estimate the probability of P (c∗
u > c|Θ, hu), we can use the sigmoid func-

tion to transfer preference score f(c∗
u, hu;Θ) − f(c, hu;Θ) between two courses

into probability.

P (c∗
u > c|Θ, hu) = σ

(
f(c∗

u, hu;Θ) − f(c, hu;Θ)
)

=
1

1 + e−(f(c∗
u,hu;Θ)−f(c,hu;Θ))

(4)
where f(c, hu;Θ) is the pointwise prediction function that estimates the prefer-
ence of course enrollment c given profile hu.

Finally, following the Maximum A Posterior principle, the learning objective
can be defined as

BPR-OPT : ln P (Θ|D)

∝ ln
(
P (Θ)

∏

u∈U

∏

c∈h̄u\{c∗
u}

σ
(
f(c∗

u, hu;Θ) − f(c, hu;Θ)
)

∝ −λ ‖Θ‖2 +
∑

u∈U

∑

c∈h̄u\{c∗
u}

ln σ
(
f(c∗

u, hu;Θ) − f(c, hu;Θ)
))

(5)

3.3 Bayesian Personalized Ranking Network

In this subsection, we propose the Bayesian Personalized Ranking Network
(BPRN) for course recommendation with BPR-OPT objective. Figure 1 shows
the network architecture of BPRN.
3 Sampling negative examples for implicit feedback dataset is a hot research topic.

While the focus of this paper is to propose a new neural network for course recom-
mendation, therefore we adopt a simple uniform sampling approach.
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Fig. 1. Bayesian Personalized Ranking Network.

Input Pipeline. BPRN adopts a user-by-user input pipeline to optimize BPR-
OPT. Specifically, the training example of each user fed into BPRN contains of a
profile list hu, a positive course c+ and k sampled negative courses c−

j (1 ≤ j ≤ k).
The profile of each user is evaluated only once. This is much faster than rating-
by-rating input pipeline where the user profile has to be repeated evaluated for
each course.

Profile Embedding. Given a historically enrolled course list hu, BPRN first
embeds each enrolled course cu

t to a latent vector through an embedding matrix
P ∈ R

N×d where d is the latent dimension and yields vector P (cu
t ) as the past

course embedding. Those course embedding vectors will be sent into the pro-
file network that learns user profile Profile(hu) ∈ R

N×d with various network
models such as average pooling (FISM) and attention network (NAIS).

Target Course Embedding. When training BPRN, we input one positive
course and k sampled negative course for learning pairwise preference. The IDs
of these course will be embedded through an embedding matrix Q ∈ R

N×d and
yield Q(c+) and Q(c−

j )(1 ≤ j ≤ k). To capture the global properties of courses,
BPRN also uses another embedding matrix B ∈ R

N×1 to yield bias term.

Pairwise Loss Estimation. BPRN first evaluates pointwise ranking scores of
all target courses by using the profile network, target course embedding and bias
term (Pointwise Score in Fig. 1) as

f(hu, c) = B(c) + 〈Profile(hu) · Q(c)〉 (6)

Second, the ranking scores s+ and s−
j (1 ≤ j ≤ k) will be passed through the

Pairwise ScoreDiff Layer which computes the score difference between s+ and
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each s−
j (1 ≤ j ≤ k) as ln σ(s+ − s−

j ). Third, to control the model complexity,
BPRN performs regularization on P , Q, B and parameters of profile network
Θprofile. As most deep learning library has automatic differentiation function-
ality, we will not manually derive the gradient update equation. We use ADAM
[8] algorithm to optimize the negative of BPR-OPT loss.

4 Experiment

In this section, we conduct experiments to evaluate performance of BPRN. We
aim at answering the following research questions:

RQ1 How does BPRN perform compared with state-of-the-art methods?
RQ2 How do hyper parameters affect BPRN performance?

4.1 Dataset

We collect a large-scale MOOCs enrollment dataset from XuetangX4. It contains
647, 381 course enrollment records with 35, 661 users on 3, 127 courses. Figure 2
show the frequency distribution of users by the number of enrolled courses, and
the frequency distribution of courses by the number of enrolled learners. We can
see that both frequency distribution approximately follow the Zipf distribution.
A detailed analysis shows that although some users can enroll more than 100
courses, still more than 97% users enroll less than 50 courses.

4.2 Experimental Protocol

Basic Configuration. We split the dataset into a training set and a testing set
with 60 : 40 ratio by user-based splitting. As discussed in Sect. 3.1, each example
in the dataset contains a user profile as well as a target course. Specifically, for
each user, we use her previous n − 1 course interaction records as user profile
and the last interaction as the positive target course.

To train BPRN in such an implicit feedback dataset (only positive interaction
observed), we need to sample negative courses. In our experiments, we randomly
sample four negative courses not enrolled by users during the training phase at
each epoch.5 In the testing phase, we adopt the evaluation method similar as [3]
where 99 randomly sampled negative courses (not enrolled) and one true positive
target course are mixed together for rating.

The experiments are repeated for five times. We plot curves of average NDCG
score (the Normalized Discounted Cumulative Gain) at each epoch on the testing
set to evaluate recommendation performance.

4 http://www.xuetangx.com.
5 In our pilot experiment, we find that sampling different negative course at each

epoch can increase the variance of training set and reduce the risk of overfitting.

http://www.xuetangx.com


254 X. Li et al.

(a) Number of enrolled courses (b) User enrollment

Fig. 2. The frequency distribution of users by the number of enrolled courses, and the
frequency distribution of courses by the number of registered learners. The axis in both
figures are logarithmic scaled.

Compared Methods. Three methods will be evaluated in our experiments.

– FISM [6]. This method applies an average pooling layer on the embeddings
of historically enrolled courses for each user. The hyper parameter α that
controls the strength of neighborhood similarity is set to 0.5 which is reported
to have reasonable performance.

– NAIS [3]. This method improves FISM by using an attention network to
assign weights to different historical courses. Both hyper parameters α and β
(for smoothing softmax) are empirically set to 0.5. The NAIS-prod strategy
is used as it is reported to perform better than NAIS-concat strategy [3].

– NAIS+BPRN. This is the BPRN version of NAIS where the profile network
in BPRN is instantiated as NAIS which is a state-of-the-art item-based rec-
ommendation method.

Hyper-Parameter Tuning. The main hyper-parameters of BPRN include
learning rate l, embedding size k, batch size b and regularization parameter
λ. During performance comparison, we fix the learning rate, embedding size and
batch size as l = 0.01, k = 16 and b = 32 for all methods. The regularization
parameter λ is tuned in the range [10−7, 10−6, 10−5, . . . , 0.1] during the first five
epochs in the training phase. All network parameters are initialized in Gaussian
distribution with zero mean and variance λ (see Eq. 2).

Implementation. We implement the BPRN framework as well as other com-
peting methods in PyTorch. The experiments will run on a workstation with
Intel i9-9820X 3.3 GHz CPU, 128 GB memory and GeForce RTX 2080 Graphics
Card. To train network in batch, we need to deal with the dynamic length issue
of course enrollment. In Sect 4.1, we show that more than 97% users enroll less
than 50 courses. Thus, we set the maximum length of user profile as 50.
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4.3 Performance Comparison (RQ1)

Table 1 shows the optimal NDCG@{1,3,5,10} score of each method with best
hyper-parameters tuned on the training set6. We can see that NAIS+BPRN
method is significantly (p-value < 0.01) better than the other two methods.
Specifically, for NDCG@1, NAIS+BPRN has 3.3% and 6.2% relative improve-
ment over NAIS and FISM respectively. When the k parameter of NDCG@k
increases, the performance margin between NAIS+BPRN and the other two
methods become small. This is under our expectation as the larger the k, more
likely the positive recommended course will show in the ranking list. However,
even for NDCG@10, our BPRN method still has 0.37% and 3.22% relative
improvement over NAIS and FISM respectively.

Table 1. The optimal NDCG@{1, 3, 5, 10} score of each method.

Method NDCG@1 NDCG@3 NDCG@5 NDCG@10

FISM 0.2204 0.3318 0.3742 0.4225

NAIS 0.2270 0.3405 0.3838 0.4349

NAIS+BPRN (ours) 0.2345 0.3448 0.3877 0.4365

We conduct a detailed analysis on the performance curves. Figure 3 shows
the performance curves of NDCG@{1, 3, 5, 10} for different methods. We can
see that our BPRN framework can significantly boost traditional pointwise rec-
ommendation methods. Specifically, during the initial epochs, the performance
curves of FISM, NAIS and NAIS+BPRN have a large overlapping. After about
18 epochs, NAIS+BPRN starts to outperform the other two methods signifi-
cantly and keep the margin space till the last epoch. This means that Bayesian
pairwise learning is effective for improving the convergence rate of course rec-
ommendation models.

4.4 Hyper-Parameter Study (RQ2)

The BPRN framework relies on λ parameter to trade-off the MAP criteria
and model complexity. How does this parameter affect the performance? As
NAIS+BPRN performs the best in previous experiment, we plot NDCG@10
curves at different λ for NAIS+BPRN in Figure 4. We can see that the hyper-
parameter λ has a great impact on BPRN framework. An improper choice of λ
can degenerate performance. For example, for NAIS+BPRN with λ = 0.0001,
although the performance curve raises quickly, it suffers the problem of over-
fitting after the 10th epcoh. Even its best performance still cannot surpass the
optimal NDCG@10 score with λ = 0.001. Therefore, carefully tuning the hyper-
parameter λ is very important in BPRN.
6 The best λ for each method are 10−5 for FISM, 10−6 for NAIS and 0.001 for

NAIS+BPRN.
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Fig. 3. Performance curves of NDCG@{1,3,5,10} for each method.

Fig. 4. Performance curves of NDCG@10 for NAIS+BPRN at different regularization
parameter λ.

Table 2. Training time and NDCG@10 score at different number of negative courses.

#Negative 1 2 4 8 16

Time (Seconds) 206.3 226.9 273.9 351.6 579.7

NDCG@10 0.3762 0.4115 0.4365 0.4355 0.4425
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Our BPRN framework needs to sample negative courses to form pairs of
training examples. In our experiment, we sample four negative courses for each
positive target course. Can we gain more performance boost with more negative
training samples? To study this issue, we try different numbers of negative train-
ing courses (per positive course) in the set of {1, 2, 4, 8, 16} for NAIS+BPRN.
From Table 2, we can see that overall the more negative courses we sample, the
more performance gain we can get. However, such performance gain is at the
expense of longer training time. In practice, we believe that choosing four or
eight negative courses is reasonably enough.

5 Conclusion and Future Works

In this paper, we study the course recommendation problem for MOOCs. We
propose an item-based pairwise learning-to-rank model that could capture pair-
wise preference ordering information among courses. Based on our derivation
on Bayesian Personalized Ranking, we develop a novel neural network, called
Bayesian Personalized Ranking Network (BPRN), that can learn pairwise course
preference. With extensive experiments on a large-scale MOOCs enrollment
dataset from XuetangX, we empirically demonstrate that our BPRN framework
performs better than state-of-the-art item-based recommendation methods.

In our future work, we plan to extend this work in two directions. First, we
use the uniform sampling strategy to sample negative courses in training BPRN.
However, the informativeness of those uniformly sampled negative courses may
not be optimal due to the large sampling space. It is worthy to study more
advanced negative sampling scheme where contextual information such as enroll-
ment popularity and topic distribution are considered. Second, we only investi-
gate the performance of BPRN by instantiating the profile network as one of the
state-of-the-art item-based collaborative filtering method, i.e., NAIS. It is inter-
esting to apply BPRN in a more broad family of network, such as convolution
neural network, gated recurrent network and self-attention network.
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Abstract. With the development of computer technology, more and
more people begin to learn programming. And there are a lot of plat-
forms for programmers to practice. It’s often difficult for these platforms
to customize the needs of users at different levels. In this paper, we
address the above limitations and propose an intelligent tutoring model,
to help programming platforms achieve better tutoring for different lev-
els of users. We first devise a novel framework for programming edu-
cation tutoring which is combined with programming education knowl-
edge graph, crowdsourcing system and online knowledge tracing. Then,
by ontology definition, information extraction and data fusion, we con-
struct a knowledge graph to store the data in a more structured way.
During the knowledge tracing stage, we extract behavior features and
question knowledge features from a relational database and knowledge
graph separately. Meanwhile, we improve the process for student abil-
ity evaluation and adapt the Knowledge Tracing algorithm to predict
students’ behavior on knowledge and questions. Experiment results on
real-world user behavior data sets show that through the help of Knowl-
edge Tracing algorithm, we can achieve considerably satisfied results on
students’ behavior prediction.

Keywords: Knowledge graph construction · Knowledge Tracing ·
Online programming

1 Introduction

Computer Programming is an important skill for software engineers and students
majoring in computer science related fields. There have been many excellent
platforms for programming practice exercise and examination, such as Leet-
Code, Nowcoder, UsacoGate Online Judge, Zhejiang University Online Judge,
etc. Recently, those online programming platforms with countless programming
questions are the most common ways for programming exercise. However, with
the popularity of the online platforms, there are new requirements from different
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users. For beginners, they need some help to diagnose bugs in their code. For
Senior users, they usually need some guides for their study and avoid trying
the same type of questions over and over again. And for teachers, they want to
assign homework according to each student’s knowledge level. In this paper, we
address the above requirements and aim to provide an intelligent tutoring model
for programming platforms, by which users with different programming levels
will achieve effective one-to-one tutoring.

Intelligent Tutoring System (ITS) has been studied for several decades [10],
which incorporate Artificial Intelligence (AI) techniques into education in order
to achieve individualization of study process. For online education system, it is
necessary to systematically investigate domain data mining and dynamic pre-
diction model. In this paper, We devise a novel intelligent tutoring system for
programming platform by intensive construction of the relative domain knowl-
edge graph and introduction of effective knowledge tracing method. To the best
of our knowledge, there is not a sophisticated approach for ITS in programming
platform. The principle contributions of this paper are as follows:

– We devise a novel framework for programming education tutoring which is
combined with programming education knowledge graph, crowdsourcing sys-
tem and online knowledge tracing. Under the guidance of domain experts,
the programming education knowledge graph is strictly constructed, which is
utilized to serve for knowledge tracing algorithm and can be complemented
by the crowdsourcing system.

– We extract behavior features and question knowledge features from a relation
database and knowledge graph separately. Meanwhile, we improve the process
for student ability evaluation and utilize the Dynamic Student Classification
on Memory Networks [9] algorithm to make predictions on students’ feedback
on knowledge and questions.

– We conduct extensive experiments and evaluate knowledge tracing algorithms
on real-world user behavior datasets to predict students’ feedback on pro-
gramming knowledge and questions separately. Comprehensive comparisons
are made between algorithms. The experimental results demonstrate the effec-
tiveness of our proposed method.

The rest of this paper is organized as follows: we briefly introduce the frame-
work for programming education tutoring in Sect. 3. Domain ontology construc-
tion, information extraction and data fusion are represented in Sects. 3.1 and 3.2.
Knowledge Tracing algorithms are devised in Sect. 4. We compare our method
with other representative methods via some experiments, and depict a perfor-
mance evaluation on student behavior prediction of our approach in Sect. 5.
Finally, we conclude this paper in Sect. 6.

2 Related Work

Knowledge Graph Construction. There are two ways to construct Knowl-
edge Graph [12], top-down and bottom-up. Top-down [18] construction refers to
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extracting ontology and pattern information from high-quality data and adding
them to the knowledge graph with the help of structured data sources such as
encyclopedia websites; the so-called bottom-up construction refers to extracting
resource patterns from publicly collected data by certain technical means, select-
ing new patterns with high confidence and adding them to the knowledge base
after manual review.

The bottom-up construction [15] usually takes three steps: information
extraction, knowledge fusion, and knowledge processing. Information extrac-
tion [4] is to extract entities from various types of data sources. It’s usually
an automatic technology to extract structured information from structured or
semi-structured data, involves entity extraction, relation extraction and attribute
extraction. Some classical approaches for information extraction are based on (1)
regularization, e.g. RoadRunner [5], (2) Template deduction [2], (3) Conditional
random field [20], (4) Generalized hidden Markov model [19]. Some latest work
for information extraction such as MGNER [17] for Multi-Grained Named Entity
Recognition, DSGAN [13] using Generative Adversarial Networks for relation
extraction. Knowledge fusion is to integrate the acquired new knowledge to elim-
inate contradictions and ambiguities. Knowledge processing is to obtain struc-
tured and organized knowledge, which mainly includes three aspects: ontology
construction, knowledge reasoning and quality evaluation. Ontology construction
can be divided into three main methods: manual ontology construction, auto-
matic ontology construction and semi-automatic ontology construction. There
are a lot of ontology construction methods been proposed, such as IDEF5, TOVE
[1], MEHONTOLOGY, SKELETON, KACTUS, the Seven-Steps [8] method,
etc. Among them, the Seven-Steps are proposed by Stanford University, which
are to determine the scope of domain ontology, reuse existing ontology, deter-
mine domain terms, define hierarchical relationships, define attributes, define
facets, and fill-in examples.

Knowledge Tracing. In the field of education, how to model students’ mas-
tery of knowledge is a crucial problem. Knowledge Tracing [3] aims to estimate
students’ level of mastery of a certain knowledge, based on his/her history inter-
actions with questions. An accurate knowledge tracing enables us to grasp the
needs of students and carry out accurate problem solving.

Traditional knowledge tracing are based on the first-order Markov Model,
such as Bayesian Knowledge Tracing [6]. BKT models the knowledge state of a
student as a set of binary variables, each variable represents if a student under-
stands a knowledge. As a student keeps practice, the mastery of knowledge will
also change dynamically. However, BKT can’t handle the situation that one
question might involve several knowledge.

Knowledge Tracing Machine [16] is a sequence prediction model. KTM uses
the Factorization Machine [14] to solve the problem of sparse features, and cap-
ture the correlations between features. It can accurately and rapidly estimate
students’ performance and deal with questions with multiple knowledge. Also,
KTM can handle questions with multiple skills.
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With the popularity of deep learning [7] in recent years, it’s also been applied
to Knowledge Tracing. Deep Knowledge Tracing [11] uses the Long Short Term
Memory to represent students’ behavior. It can reflect the long-term knowledge
dependencies. Unlike BKT assumed that once students master a certain knowl-
edge, they will never forget it, DKT takes into account that students may forget
what they have learned before after a period of time. It can capture students’
recent performance to predict the results of their answers and make more use of
students’ recent performance.

3 Knowledge Graph for Programming Education

We investigate a programming education tutoring system which is constructed by
a knowledge graph, crowdsourcing system and knowledge tracing algorithm with
intelligence, real-time and dynamic. The framework of programming education
tutoring system is shown in Fig. 1.

Fig. 1. Framework for knowledge graph construction and online knowledge tracing

For knowledge graph construction, during the preparation stage, textbooks,
exercises, solutions for some difficult questions, related Internet resources, etc. are
collected as the data sources. We carefully define the ontology of programming
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education using our domain knowledge and extract the information from different
data sources. For unstructured data, regular expressions corresponding to textual
content are devised. Then different formats of structural data are integrated and
an RDF (Resource Description Framework) format knowledge graph is exported.

Moreover, in order to pursue a dynamical and updated knowledge graph, we
devise a relevant crowdsourcing system which can publish tasks to related users
and evaluate the answers. For the programming platform, in order to achieve
more accurate results, both domain information in the knowledge graph and
user behavior data in a relational database are served for programming tracing
algorithms and online decision modules.

3.1 Domain Ontology Construction

The well-known knowledge graphs such as freebase, Wikidata, YaGo, etc. are
widely utilized, but they haven’t well covered the domain knowledge in program-
ming education. To satisfy the domain requirement, we adapt the Seven-Steps
method [8], and use four steps to define ontology: (1) determine the scope of
domain ontology, (2) determine domain terms, (3) define hierarchical relation-
ships, (4) define attributes and relationships.

Table 1. Modules and terms defined in programming education knowledge graph

Module Terms

Data Structure (4 levels) Linear Structure, List, Matrix, Tri Matrix, Queue, Stack,

String, Tree Structure, Basic Tree Terms, Forest, Tree,

Binary Tree, Multiway Tree, Tree Storage Structure, Graph,

Basic Graph Term, Directed Graph, Undirected Graph, AOV,

AOE, Graph Storage Structure, Graph Traversal, Minimal,

Spanning Tree, Shortest Path, Searching, Basic Searching

Term, Hash Searching, Linear Searching, Tree Searching,

Sorting, Basic Sorting Term, External Sort, Internal Sort,

Insert Sort, Merge Sort, Radix Sort, Select Sort, Swap Sort

Programming Language (4 levels) Array, Branch Statement, Constant and Variable, Basic

DataType, Constant, Variable Initialization, Variable

Assignment, Variable Type, Custom Type, Dynamic Memory

Management, Function, Customized Function, Library

Function, IO Function, String Function, Recursive Function,

Loop Statement, Operators and Expressions, Arithmetic

Operator, Shift Operator, Expression Evaluation, Implicit

Type Conversion, Positional Operator, Logical Operator,

Relational Operator, Assignment Operator, Conditional

Operator, Pointer, Preprocessing, Predefined Symbol,

Conditional Compilation, File Contains, Macro

Dataset (2 levels) Graph Structure Data, Linear Structure Data, Tree Structure

Data, Others

Relevant Knowledge (3 levels) Algorithm, Code Segment, Exercise, Extended Knowledge,

Completion, Multiple Choice, Short Answer, True/False

question
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The ontology is constructed using the bottom-up approach. In the first step,
for programming education domain scope determination, four major modules
are identified and modules are guaranteed to be independent of each other as far
as possible. Here, the defined four modules are data structure, programming lan-
guage, datasets for experiment, and relevant knowledge(which can be reused as
exercises separately). In the next two steps, terms belonging to each module are
defined and arranged by hierarchical structure. The detailed definitions of terms
in each module are listed in Table 1. Finally, based on the definition of modules
and terms, the data property and object property are identified according to the
domain knowledge.

3.2 Information Extraction and Data Fusion

After the domain ontology construction, we extract entities, attributes, and rela-
tions from different data sources which are combined with unstructured, semi-
structured and structured data. We devise different extraction policies sepa-
rately according to the structure of the data source. For the Data Structure and
Programming modules defined in ontology, the data source mainly comes from
Encyclopedia websites such as Baidu Encyclopedia and Wiki encyclopedia which
are structured or semi-structured. In this case, the solution is straight-forward.
An instance-class mapping table is constructed using the domain terms deter-
mined in Sect. 3.1 to accomplish the entity exaction. At the same time, a data
property mapping table is created for attributes and relations extraction. These
results are stored as JSON format temporarily.

For the relevant knowledge module defined in ontology, the source of the data
is mainly from test questions set in the format of word and PDF. We devise the
corresponding regular expressions to match the required data. In this process,
both text and images embedded in the question are handled and stored into the
relation database temporarily.

After information extraction, we achieve three independent data, that is
domain ontology in OWL (Web Ontology Language) format (in Sect. 3.1), data
that relates to Data Structure and Programming language in JSON format, and
Relevant Knowledge data stored in relational databases. The JSON format data
is converted to OWL format by instance-class mapping table (as shown in Algo-
rithm 1) and the data stored in relation database is also converted to OWL
format. Finally, the OWL file consists of instances of programming education
Knowledge Graph, which can be exported to the graph database system.

Algorithm 1 is devised to determine the corresponding ontology of extracted
information temporarily stored in JSON format. Given the clean data stored in
JSON format, Algorithm 1 automatically completes the mapping from instance
to ontology by data property-JSON mapping table and instance-class mapping
table.
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Algorithm 1. Ontology Instances generation
input: JSONFile: JSON Foramt File, DDTable: Data Property-JSON mapping

table, ECTable :Instance class mapping table
output: OWLFile: Ontology Instances
1: function ConvertJSON(JSONFile,DDTable, ECTable)
2: construct an empty JSON object vector v
3: for each JSON object o in JSON file do
4: construct an empty object n
5: for each attribute of o do
6: if the key of attribute a can be found in DDTable then
7: save a to object n

8: save object n to vector v

9: for each JSON object n in vector v do
10: if attribute name can be found in ECTable then
11: Find the class name c corresponding to name
12: Construct corresponding OWLdata
13: append OWL data to the end of OWL file
14: else
15: Find the class name c corresponding to Chinese name
16: Construct corresponding OWLdata
17: Append OWL data to the end of the OWL file

18: return OWLFile

4 Student’s Behavior Prediction

ProblemFormulation. We formulate students’ behavior prediction problem as
follows. Given m users {u1, u2, . . . , um}, n questions {q1, q2, . . . , qn}, l knowledge
{k1, k2, . . . , kl}, behavior prediction on question aims to get the correct rate of stu-
dent i on question s. Behavior prediction on knowledge aims to evaluate the ability
of student i on knowledge j. Our goal is to predict students’ behavior on questions
or knowledge based on students’ records on online programming platform.

We adopt the DSCMN [9] algorithm to help make predictions. The basic
idea of DSCMN is to use time intervals to divide the sequence of questions that
students have done (the number of time intervals is how many times a student
attempted in the segment), and then calculate student ability based on segment.
After this, cluster segments of students with similar abilities, assign clusters as
an extra feature in the input. The features we were using are (1) knowledgeId,
(2) question difficulty, (3) cluster, one-hot encoding is applied in each feature,
and concat these one-hot encodings as input. And then bring the Recurrent
Neural Network to trace student knowledge in each segment.

We first calculate the average score of student i towards a knowledge j in
time interval z in Eq. 1, the weight wj represents the important degree of the
question that knowledge j belongs to, which is calculated by the correct rate of
the question. R (xj)1:z is the difference between how much student i performs
on knowledge j (see Eq. 2), di1:z is a learning ability vector of student i on each
knowledge for time interval 1 to z.
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Average score (xj)1:z =
z∑

t=1

wjxjt

|Njt| (1)

R (xj)1:z =
(Average score (xj)1:z − 50)

50
(2)

di1:z = (R (x1)1:z , R (x2)1:z , . . . , R (xn)1:z) (3)

After calculating the learning ability vector, we use the k-means algorithm
to assign segments of students to clusters. Student learning ability will change
over time, so different time segments of a student can belong to different clusters
(see Eq. 4).

We calculate students’ abilities based on learning ability vectors di1:z, and
cluster students with similar abilities. We first choose k random centroids, and
update them by the distance with each time interval, we calculate by iteration
to get final centroids. After we got centroids, we can assign each time interval
segment of student i into the nearest cluster by Eq. 4. We selected part of student
records for visualization on Fig. 2. There are 6 clusters in the figure, the color
Cyan means students have no interactions in the corresponding time intervals.
Students with the same color means similar ability.

Cluster (Stui, Segz) = arg min
C

K∑

c=1

∑

di
1:z−1∈Cc

∥∥di1:z−1 − μc

∥∥2
(4)

We conduct experiments on DSCMN on different time intervals to find the
best length of time intervals to separate student sequences. Experiment results
show that when time intervals are set to 50, we got the best performance. (See
Fig. 3).

And then the cluster for students at different time intervals will add as an extra
feature in the input. A RNN model has been used to make predictions in each seg-
ment (Eq. 5). We can predict a question that involves multiple knowledge, by aver-
aging thepredictions of knowledge involved as theprediction to a question. InEq. 5,
vt is the success and failure levels of knowledge kt until time t – 1. vt is calculated by
∑t−1

1 score(u,kt)
|kt| , Whx represents the input weight matrix, Whh represents the recur-

rent weight matrix, Wyh represents the readout weight matrix, bh, by are biases for
latent and readout units. In Eq. 6, yt represents the probability of answering cor-
rectly on a question with knowledge.

ht = tanh (Whx [xt−1, kt, vt] + Whhht−1 + bh) (5)

yt = σ (Wyhht + by) (6)

Lastly, the sigmoid function is used to make predictions. After we get the
predictions of the correct rate of knowledge i on students t, we can calculate
the predictions of question q on the student, by averaging the correct rate of
knowledge that belongs to q.
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Fig. 2. Students’ learning ability evolu-
tion over each time interval(50 attempts
per time interval, each cluster is repre-
sented by different color)

Fig. 3. Performance at different time
intervals

5 Experiment

5.1 Experiment Setups

Dataset. The dataset we used contains 202 users, 184 questions and 48 knowl-
edge. The data are extracted from Mynereus programming Platform1. There are
a total 86772 records, including records of students over a year of practice history
on the website. These questions are C language and Data Structure program-
ming oriented. And we have in total 105 terms, 156 inter-class attributes, 35
intra-class attributes, 8 inter modules relations, 2615 instances, and 8135 inter-
instance relations in our Knowledge graph. Student records are extracted from
a relational database, and the relations of questions and knowledge are from our
knowledge graph.

Metrics. We choose (1) Accuracy, (2) AUC, (3) F1-score as metrics in our
experiments.

Table 2. Confusion matrix

Actual/Predict values Positive Negative

Positive True Positive False Positive

Negative False Negative True Negative

Accuracy. The accuracy is calculated as follows:

accuracy =
TP + TN

TP + TN + FP + FN
(7)

1 http://code.mynereus.com.

http://code.mynereus.com
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AUC. AUC is the Area Under the ROC Curve. AUC considers the classifier’s
classification ability for both positive and negative cases, and can still make a
reasonable evaluation for the classifier when the samples are unbalanced.

F1-Score. F1-score takes into account both the precision and recall of the
classification model.

F1 = 2 · precision · recall

precision + recall
(8)

5.2 Results

We conduct two sets of experiments here. The first experiment is to predict
students’ behavior on questions, the second experiment is to predict students’
behavior on knowledge. We select DKT-DSC and KTM as our comparison algo-
rithms in the first experiment. Note that DSCMN is the derivation version of
DKT-DSC.

Experiments for Predict Students’ Behavior on Questions. The results
for predicting students’ behavior on questions are on Table 3. In DSCMN, we
consider different questions that have different difficulty, and use the correct rate
of each question as weight, and achieve the best result here. We also adapt KTM
to make predictions on questions. KTM uses Factorization Machine to capture
relevance between different features, the idea of Factorization Machine based on
matrix decomposition, it captures relations between different features as in Eq. 9.
Because the structure of KTM is very different from DSCMN and DKT-DSC,
we select the best model in KTM to compare with the above two algorithms. In
KTM, we use features (1) students, (2) questions, (3) knowledge, (4) attempts,
(5) wins, (6) fails. Attempts are how many times a student answered a question,
wins are how many times the student answered the question correctly.

ŷ(x) := w0 +
n∑

i=1

wixi +
n∑

i=1

n∑

j=i+1

〈vi,vj〉 xixj (9)

Table 3. Experiment results on predict students’ behavior on questions

Model ACC AUC F1-neg F1-pos

DKT-DSC: student, question 0.748 0.808 0.753 0.744

DSCMN: student, question, knowledge 0.808 0.880 0.816 0.799

DSCMN: student, question, knowledge(weighted) 0.818 0.882 0.825 0.809

KTM: student, question, attempts, wins, fails 0.785 0.842 0.787 0.782
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Experiments for Predict Students’ Behavior on Knowledge. The experi-
ment results of predict students’ behavior on knowledge are presented on Table 4.
Instead of predict success or failure on questions, DSCMN focus on students’
performance on knowledge. In practice sometimes we care more about student
mastery on knowledge rather than a single question.

It is noteworthy that we improved the performance of DSCMN a lot by adding
weight to different questions. DSCMN outperfoms the other two algorithms in
every model, achieving an accuracy of 0.818, 0.882 on AUC on predicted ques-
tions, 0.865 on accuracy and 0.942 on AUC on predicted knowledge.

Table 4. Experiment results on predict students’ behavior on knowledge

Model ACC AUC F1-neg F1-pos

DKT-DSC: student, knowledge 0.853 0.934 0.869 0.834

DSCMN: student, question, knowledge 0.862 0.938 0.878 0.842

DSCMN: student, question, knowledge(weighted) 0.865 0.942 0.879 0.849

6 Conclusion and Future Work

In this paper, we devise a novel framework for programming education tutor-
ing which is combined with programming education knowledge graph, crowd-
sourcing system and online knowledge tracing. The constructed knowledge graph
can represent the programming data and better capture relations between stu-
dents, questions and knowledge, etc. We successfully extract domain features and
improve the Knowledge Tracing algorithm to help us predict students’ behav-
ior for knowledge and questions. And, we conduct extensive experiments and
evaluate knowledge tracing algorithms on real-world user behavior data sets.
Comprehensive comparisons are made between algorithms. The experimental
results demonstrate the effectiveness of our proposed method. In the future,
based on the predictions we got before, we can recommend students’ questions
and enhance the online algorithm dynamically.
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Abstract. Story Cloze Test (SCT) gains increasing attention in evaluat-
ing the ability of story comprehension, which requires a story comprehen-
sion model to select the correct ending to a story context from two can-
didate endings. Recent advances, such as GPT and BERT, have shown
success in incorporating a pre-trained transformer language model and
fine-tuning operation to improve SCT. However, this framework still has
some fundamental problems in effectively incorporating story-level knowl-
edge from related corpus. In this paper, we introduce three self-supervised
learning tasks (Drop, Replace and TOV) to transfer the story-level knowl-
edge of ROCStories into the backbone model including vanilla BERT and
Multi-Choice Head. We evaluate our approach on both SCT-v1.0 and
SCT-v1.5 benchmarks. The experimental results demonstrate that our
approach achieves state-of-the-art results compared with baseline models.

Keywords: Self-supervised learning · Story comprehension · Story
Cloze Test

1 Introduction

Story comprehension is an extremely challenging task in natural language under-
standing with a long-running history in Artificial Intelligence [11]. Recently, an
efficient open task, named Story Cloze Test (SCT) [8], has been introduced to
evaluate the quality of the story comprehension. This task requires a story com-
prehension model to select the right ending from two candidate endings with the
given story context.

To address the SCT challenge, both traditional machine learning approaches
[2,12] and neural networkmodels [1,14] have been used.Recently, Pre-trainedLan-
guage Models (PLM), such as GPT [10] and BERT [3], have shown success in incor-
porating a pre-trained transformer language model and fine-tuning operation to
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Multi-Choice Head
ROCStories

TOV

Drop Replace

story context
 + ending one

story context
 + ending two

softmax

Story-level Knowledge

Self-Supervised Tasks

Fig. 1. The overview of our approach for Story Cloze Test. We introduce three
self-supervised tasks (Drop, Replace and TOV ) to help the backbone model
(shared vanilla BERT and Multi-Choice Head) learn the story-level knowledge from
ROCStories.

improve SCT. Besides, TransBERT [5] achieves state-of-the-art results by trans-
ferring knowledge from semantically related tasks (like MNLI [17]) for SCT.

The major issue of the aforementioned methods is that they lack story-level
knowledge for SCT. Compared to BooksCorpus [19] used in pre-training BERT,
ROCStories is a large-scale in-domain unlabeled knowledge source for SCT.
Through our observations, there are many closely-related connections between
SCT and ROCStories. Thus, we argue that the story-level knowledge from the
daily stories is efficient for reasoning the right ending.

In this paper, we enhance pre-trained language models by self-supervised
learning, which aims to assist model in learning story-level knowledge of ROC-
Stories for SCT task. As shown in Fig. 1, we introduce three self-supervised tasks
(Drop, Replace and TOV ) to learn the story-level knowledge from daily sto-
ries of ROCStories, based on the backbone model including vanilla BERT [3]
and Multi-Choice Head.

Our contributions are as the followings:

– We enhance pre-trained language models by self-supervised learning, which
aims to assist model in learning story-level knowledge of ROCStories for SCT
task.

– We design three self-supervised tasks (Drop, Replace and TOV) to further
pre-train backbone model on daily stories of ROCStories.

– We conduct experiments on both SCT-v1.0 and SCT-v1.5 benchmarks. The
results show that our approach achieves new state-of-the-art results (97.1%
on SCT-v1.0 and 97.3% on SCT-v1.5), which are much closer to human
performance.
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2 Methodology

In this section, we will introduce the definition of the target SCT task, the
backbone model and our designed self-supervised tasks.

2.1 Task Definition

Our task is formulated as follows: Given a story context S =
{sent.1, sent.2, ..., sent.L} where L is 4 in SCT, and two candidate endings end.1
and end.2. The objective of SCT is to select the right ending. It can be for-
mulated as a standard multi-choice task, requires a model to select the correct
ending out of two choices so that the completed story is coherent and reasonable.

2.2 Backbone Model

In this paper, the backbone model consists two parts: a vanilla BERT [3] and
a Multi-Choice Head. The vanilla BERT exploits transformer block [15] as the
basic computational unit. In this paper, we employ the usual input format of the
vanilla BERT: [CLS] sent. A [SEP] sent. B [SEP], where the first token is always
a special [CLS] and two sent. s are separated by a special token [SEP]. Besides,
the components of the two input sentences are quite different between SCT and
our self-supervised tasks, which will be described in Sect. 2.3. The structure of
input embeddings is constructed by summing the corresponding word, segment,
and position embeddings.

Afterwards, we utilize the final aggregate [CLS] token representation Ci ∈
R

H to perform as the head of encoder, where H is the hidden size of the trans-
former output and i stands for the i-th choice. To adapt for the multiple choice
task, we introduce task-specific parameters, a vector V ∈ R

H , to dot product
with [CLS] token representation as to the score for each choice i. The probability
distribution is the softmax over all choices:

PTask
i =

eV ·CTask
i

∑N
j=1 e

V ·CTask
j

(1)

CTask
i = BERT(sent.TaskA , sent.TaskB ) (2)

where N is the number of choices in tasks.

2.3 Self-supervised Methods

In this section, we will describe three self-supervised tasks. Through solving
each self-supervised task, the resulting model is expected to learn the story-level
knowledge from daily stories in ROCStories, which will then be transferred to
solve the target SCT task. Note that we train the vanilla BERT and Multi-Choice
Head together for the SCT task.
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Drop. The Drop task is to randomly drop one sentence of a story and then
predict whether a story is completed. As is illustrated in Fig. 2-(1), we fix the
front sentences (sent. A) and drop a sentence from next sentences (sent. B) to
generate a negative pseudo-sample. The model needs to select the completed
story from two candidate sequences.

Replace. The Replace task randomly replaces one sentence with the other sen-
tence of the story and predicts whether a story has repetitive events. Similar to
the Drop task, we keep the front sentences (sent. A) unchanged which is shown in
Fig. 2-(2) and replace a sentence in next sentences (sent. B) to create a negative
pseudo-sample.

TOV. The Temporal Order Verification (TOV) task is to randomly choose two
sentences of a story and change their position. Then, the system needs to predict
whether a story is coherent. Sentence ordering tasks have been proved effective
in the literature [7,16,18]. As shown in Fig. 2-(3), in the TOV task, we treat
the front sentences (e.g., the first sentence of a story) as sent. A. And we the
concatenate the original (or shuffled) next sentences as sent. B.

In this paper, we use the vanilla BERT and Multi-Choice Head to predict and
minimize the cross-entropy loss. 50% of the time sent. B actually follows sent. A,
and 50% of the time it is a pseudo-example by the operation of self-supervised
tasks.

exchange

BERT

BERT

Linear

Linear

(3)

drop

BERT

BERT

Linear

Linear

BERT

BERT

Linear

Linear

(1)

(2) replace

Fig. 2. To learn the story-level knowledge from ROCStories, we further train vanilla
BERT and Multi-Choice Head with surpervised learning. Top down are our self-
supervised tasks: (1) Drop, (2) Replace and (3) TOV .

2.4 Fine-Tuning on SCT

For the target SCT task, we treat the four-sentence story (context) as sent. A
and each candidate ending as sent. B. The final probability distribution as follow:

P SCT
i = RM([sent.1; ...; sent.4], end.i) (3)

where RM(·) stands for the resulting model (consists of vanilla BERT and Multi-
Choice Head) which trained by each self-supervised learning task. In the SCT
task, we use cross-entropy loss as our objective function.
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3 Experiment

To evaluate the effectiveness of the self-supervised tasks (Drop, Replace and
TOV), we conduct the experiments both on SCT-v1.0 and SCT-v1.5.

3.1 Dataset

We firstly train a vanilla BERT and a Multi-Choice Head with our self-supervised
tasks on the unlabeled ROCStories for the SCT task. This corpus is a collection
of 98,162 crowd-sourced complete five-sentence stories. Then, we evaluate our
methods on the labeled data, SCT-v1.0 and SCT-v1.51. SCT-v1.0 [8] consists
of 3,742 stories which contain a four-sentence plot and two candidate endings.
SCT-v1.5 [13] is a recently released revised version in order to overcome the
human-authorship biases [12] discovered in SCT-v1.0.

In this paper, we randomly split 80% of examples in SCT-v1.0 evaluation set
as our training set (1,479 cases), 20% of examples in SCT-v1.0 evaluation set as
our validation set (374 cases). Besides, we utilize the SCT-v1.0 test set as our
testing set (1,871 cases). For SCT-v1.5, we use the 1,871 SCT-v1.0 test set for
training purpose and test on SCT-v1.5 validation set (1,571 cases).

3.2 Baselines

Model. We compare our approach with the following BERT based methods.
Note that these models absolutely ignore ROCStories and directly fine-tune on
SCT validation set.

– BERT [3] solves the SCT by employing a standard pre-train-then-fine-tune
framework with MLM and NSP pre-training objectives.

– RoBERTa [6] is the upgraded BERT with a robustly optimized training
procedure, which removes the NSP pre-training objective.

– TransBERT [5] further fine-tune BERT on semantically related supervised
tasks (e.g., MNLI) and then fine-tune on the SCT validation set.

Pre-training Objectives. To evaluate the effectiveness of our self-supervised
tasks, we also treat MLM+NSP (original pre-training task of BERT) and MLM
(the task of RoBERTa) as our baselines.

– Masked Language Model (MLM) task aims to predict the masked tokens.
In our work, we randomly mask 15% of all tokens in each story and model
needs to predict the masked tokens.

– Next Sentence Prediction (NSP) task is to predict whether two segments
follow each other in the original text. In this paper, we creat negative examples
by pairing segments from different stories.

1 https://competitions.codalab.org/competitions/15333.

https://competitions.codalab.org/competitions/15333
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3.3 Implementation

We use PyTorch [9] and open-source framework2 to implement our technique and
baselines. In our self-supervision part, the initial learning rate for Adam [4] is 2e-
5 for BERTBASE and 1e-5 for BERTLARGE. The maximum of the input sequence
length is 128. The number of epochs for pre-training is 2 to 5. In the fine-tuning
stage, learning rate is 2e-5 for BERTBASE and 9e-6 for BERTLARGE. The other
settings are the same as self-supervision module. We implement RoBERTa [6]
and TransBERT [5] with the same settings described in their work.

3.4 Results on SCT-v1.0

We evaluate baselines and our model using accuracy as the metric on the SCT-
v1.0. Results are summarized in Table 1.

BERT Based Methods. The vanilla BERT is a pre-trained bidirectional trans-
former via MLM and NSP objectives. All of our self-supervised learning tasks
outperform vanilla BERT and BERT+MLM+NSP. Particularly, TOV improves
vanilla BERTBASE to 90.7% (+2.1%). Besides, vanilla BERTLARGE with TOV
achieves the best performance of 92.2% (+1.2%) between BERT based meth-
ods. The results demonstrate that our self-supervised tasks can bring excellent
improvements for vanilla BERT.

RoBERTa Based Methods. Vanilla RoBERTa is the upgraded BERT with a
robustly optimized training procedure, which removes the NSP objective. Results
show that our self-supervised tasks outperform the baseline models and pre-
training objectives, except the large model. It could be the human-authorship
biases existed in SCT-v1.0.

Table 1. Accuracy on SCT-v1.0 test set and SCT-v1.5 validation set. Compared to
vanilla BERT [3] and vanilla RoBERTa [6], our self-supervised approach brings con-
siderable improvements. Note that � represents the pre-training task of the model is
inconsistent with the current task.

Method Accuracy (%) on SCT-v1.0 Accuracy (%) on SCT-v1.5

BERT RoBERTa BERT RoBERTa

BASE LARGE BASE LARGE BASE LARGE BASE LARGE

Vanilla 88.6 91.0 92.8 96.7 87.8 91.4 92.9 95.7

TransBERT 90.6 91.8 93.2 97.4 89.3 92.1 93.5 96.1

MLM � � 92.9 96.5 � � 93.1 95.9

MLM+NSP 88.9 91.2 � � 88.2 91.5 � �

Drop 89.9 91.8 93.4 96.7 88.9 91.9 93.5 96.6

Replace 90.2 92.0 93.4 96.6 89.3 91.7 93.9 96.3

TOV 90.7 92.2 93.8 97.1 89.7 92.3 94.3 97.3

2 https://github.com/huggingface/transformers.

https://github.com/huggingface/transformers
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TransBERT Models. TransBERT further trains vanilla BERT on semantically
related supervised tasks. Then the resulting model will be fine-tuned on the SCT
validation set. Table 1 shows that TOV almost outperforms TransBERT except
for RoBERTaLARGE. The human-authorship bias in SCT-v1.0 could explain this
phenomenon.

In summary, our self-supervised tasks all bring the vanilla BERT with
improvements on the target SCT task and outperform original pre-training tasks
in the procedure of exploiting ROCStories. Specifically, TOV obtains the best
results. One explanation is that TOV could capture more generalized story-level
knowledge from the daily stories.

3.5 Results on SCT-v1.5

Table 1 shows results of baselines and our methods on SCT-v1.5 which has less
human-authorship biases. We can see that each of our self-supervised tasks brings
improvements and TOV obtains a new state-of-the-art result of 97.3% (+1.6%)
with RoBERTaLARGE. Furthermore, all of our self-supervised tasks outperform
the MLM task used in pre-training RoBERTa. These results further strengthen
the point that our methods help improve BERT for the Story Cloze Test task.

In summary, the results in Table 1 demonstrate the best performance of TOV.
And, we will further analyze the TOV task in the following context.

4 Analysis and Discussion

4.1 Analysis of Combination Forms

We investigate different combination forms of TOV which bring improvements
on the target SCT task. In order to maintain the textual information of the
story, we set the number of subsentences (sent. A and sent. B) to five or four.
Then, we tag each form with the lower case letters: a-g . In Table 2, we shows
all combination forms and summarize the best accuracy of BERTBASE+TOV on
the SCT-v1.0 test set.

Based on the results, we can conclude that the number of subsentences could
influence the performance of TOV. When the number of subsentences is four (d -
g), the model is required to finish TOV with a story segment. The explanation
of the favorable results could be that the harder task form could learn more
generalized story-level knowledge. Besides, it is interesting that our approach
can obtain much more improvements if sent. B is longer, where the shuffled
sentences are of greater randomness.



278 Y. Xie et al.

Table 2. Results of different combi-
nation forms in BERTBASE+TOV on
SCT-v1.0. We mark each combination
form with a-g .

Tag Sent. A Sent. B Acc. (%)

a [1] [2, 3, 4, 5] 90.1

b [1, 2] [3, 4, 5] 89.8

c [1, 2, 3] [4, 5] 89.7

d [1] [2, 3, 4] 90.7

e [2] [3, 4, 5] 90.3

f [1, 2] [3, 4] 90.1

g [2, 3] [4, 5] 90.2

Table 3. Ablation study of best model
RoBERTaLARGE+TOV on SCT-v1.5.

RoBERTaLARGE + TOV Acc. (%)

Original (w/ two choices) 97.3

(1) w/ three choices 96.5

(2) w/ four choices 96.2

(3) w/o transfer Multi-Choice Head 96.8

(4) w/o fine-tuning on SCT-v1.0 76.1

(5) w/ Drop 97.1

(6) w/ Replace 96.9

(7) w/ Drop & Replace 96.8

4.2 Ablation Study

We perform an ablation study on our best model RoBERTaLARGE+TOV on
the SCT-v1.5 validation set. As shown in Table 3, the original model generates
samples with two choices and achieves an accuracy of 97.2%. In ablation (1,
2), we modify the number of choices. The results indicate that TOV with two
choices are more suitable for SCT. One reason is that SCT has two choices, and
we should design a self-supervised task with two choices for ROCStories aiming
at adapting for SCT. Ablation (3) demonstrates that the story-level knowledge is
partly learned by the Multi-Choice Head and parts of story-level knowledge can
be learned by RoBERTa. In ablation (4), we drop the procedure of fine-tuning
on the target labeled data and directly test on the SCT-v1.5. This demonstrates
that our self-supervised tasks are valid on the SCT task. Finally, we try to jointly
train RoBERTaLARGE with Drop, Replace and TOV. Ablation (5, 6, 7) show that
choosing only one self-supervised learning task once a time is more appropriate
for the target SCT task. It is possible that different tasks could influence each
other within the joint training.

5 Conclusion and Future Work

In this paper, we propose a simple and effective self-supervised learning approach
to help vanilla BERT learn the story-level knowledge from daily stories in unla-
beled ROCStories, which will benefit the target SCT task. In further work, it is
meaningful to modify the Multi-Choice Head with other architecture like graph
neural networks. Besides, our approach could be helpful for other low-source
NLP applications.
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Abstract. With the surge of the courses and users on Massive Open
Online Courses (MOOC), MOOC has accumulated rich educational data.
However, the utilization of MOOC resources is not high enough to satisfy
the dynamic and diverse demands of different individuals. Meanwhile, the
traditional recommendation model for MOOC dataset underperforms in
both precision and recall. To address those issues, we collect and collate
a MOOC dataset and then propose an attention meta-path based recom-
mendation model named MOOCRec to jointly learn explicit and implicit
relationships between students and courses. By extracting the knowledge
points of the whole course information, we successfully construct different
heterogeneous information networks (HINs) in MOOC and then we elab-
orately design multiple meta-paths based context to exploit the hetero-
geneity of other HINs in MOOC, which enables MOOCRec to offer abun-
dant course resources. In particular, we leverage three attention mecha-
nisms under MOOC to further enhance factors that effectively influence
student preferences to improve the precision of our model. What’s more,
we adopt another classical dataset called Movielens, reconstruct HINs
and redesign meta-paths to demonstrate that the extensive availability
of MOOCRec.

Keywords: Educational recommendation model · MOOC ·
Heterogeneous information network · Meta path · Attention mechanism

1 Introduction

With the rapid development of the Internet and the continuous deepening of
education informatization, the online education data is also expanding rapidly,
forming a huge heterogeneous information network, which provides good condi-
tions for intelligent auxiliary teaching and data-driven education. However, there
are still many problems in the utilization of teaching resources and can not sat-
isfy the individual needs of numerous students. The existing resource manage-
ment mechanism is difficult to make reasonable resource allocation based on the
operating status of teaching resources. In order to effectively improve the effi-
ciency and performance of educational resource recommendation services, it is
c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12274, pp. 280–288, 2020.
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necessary to further extract and analyze the large-scale data of MOOC teaching
resources and user groups.

Meanwhile, there has been relatively little research into online learning
resource services. Therefore, we build a recommendation model in MOOC by
analyzing existing recommendation systems in social networks. As a promising
direction, HIN contains rich implicit information and multiple types of nodes.
By extracting knowledge points in MOOC and basic information of users and
courses, we construct different HINs in MOOC. With the assistance of HINs,
we propose a novel attention recommendation model based on meta-path which
not only extracts the implicit relationship between users, courses, teachers and
knowledge points but also captures the rich features of each item. In summary,
our main contributions in this paper are three folds:

– We collect and collate a MOOC dataset containing course details and user
reviews of the course. By calculating the TF-IDF of each word in the whole
course information, we successfully extract a Knowledge Points Set. And then
we designed different meta-paths in the HINs to capture rich context infor-
mation for offering abundant course resources.

– We propose an attention meta-path recommendation model named
MOOCRec to accommodate students dynamics and diverse preferences.
MOOCRec leverages both explicit and implicit relationships to better model
the preference of students. In addition, after reconstructing HINs and
redesigning meta-paths in Movielens, MOOCRec shows the potential for
excellent versatility.

– We devise a collaborative attention mechanism under MOOC to better under-
stand what factors affect student preferences effectively. With the enhance-
ment of different embedding methods, the performance of MOOCRec has
improved and exceeded the traditional model.

2 Related Work

Recently, the further development of graph neural network makes people explore
the heterogeneous information network in recommendation. In the heterogeneous
information network, a node represents an object and a side represents their rich
relations. With the HIN, the implicit relationship can be dug out. Almost every
HIN-based methods utilize paths to enhance the interaction data. Unfortunately,
All of them ignore the explicit representation of path or meta-path. To solve
this, meta-path based context model emerges [5]. Meanwhile, network embed-
ding has shown great advantages in structure feature extraction and has many
mature applications [8]. But it’s worth noting that they learn network structure
in homogeneous networks.

Our work is inspired by the recent progress of HIN-based model [5] and atten-
tion mechanism [1] in the recommendation. We draw on Deng et al. results [2]:
a simple baseline with no graph topology and only aggregate node features can
achieve similar performance as SoTA GNN. Thus we not only designed different
meta-paths to consider the structure of HINs in MOOC, but also focused on
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analyzing the features of each network node, especially the knowledge points. At
the same time, we designed the collaborative attention mechanism in MOOC to
enhance the influencing factors of students’ course selection.

3 The Proposed Model

3.1 Framework

The framework we propose approach is showed in Fig. 1. This framework includes
three parts. The first part is course embedding. In this part, we take the informa-
tion crawled by MOOC websites and the extracted knowledge points as explicit
features. The second part is meta-path embedding. In this part, we devise a
series of different meta-paths to capture implicit features, which enables our
model to recommend abundant course resources. The last part is the attention
mechanism. In the last part, we utilize the attention mechanisms to better model
student preference and enhance the effects of explicit and implicit features on
the final result.

Fig. 1. An attention meta-path based recommendation model

3.2 Knowledge Points Extraction

Knowledge points refer to a set of key knowledge of each course. The process
of extracting knowledge points is shown in Fig. 2. We take all the informa-
tion crawled from the MOOC website as the extraction document of knowledge
points. And then we filtered the results of document segmentation, added the
weight parameters of each part of the document, calculated the weight of Term
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Fig. 2. The process of extracting knowledge points of MOOC courses

Frequency-Inverse Document Frequency (TF-IDF), and finally obtained the ten
knowledge points of each course.

The set of knowledge points extracted from the course can be directly used
as the features of the course, and the implicit interaction between students and
the course can be further explored by analyzing the similarity between the two
courses based on the meta-path.

3.3 Meta-paths in MOOC HINs

As shown in Table 1, we have elaborately designed several different meta-paths
to mine the implicit connections between students and courses. The essence of a
student choosing a course is to choose the knowledge point he needs, the recom-
mendation of his classmates or some teachers he prefers. Therefore, we select four
types of nodes: courses, users, knowledge points and teachers, respectively. For
Movielens, meta-paths are UMMM, UUUM, UMTM, and UMUM. U represents
user, M represents movie and T represents the type of movie.

Table 1. Different meta-paths for MOOC recommendation

Path Schema Description

P1 S
a∗−→ C

a←− S Students who have attended the same course

P2 S
a−→ C

s∗−→ C Students who have attended the similar
course

P3 S
a−→ C

c∗−→ K
c←− C Students who have attended the courses

that contain same knowledge point

P4 S
a−→ C

t∗−→ T
t←− C Students who have attended the courses

that are taught by the same teacher

P5 S−→...−→C Paths based Random Walks [8], we set the
maximum path length L to 8

*
a−→ denotes the attend (review) relation;

s−→ denotes the similar relation;
c−→ denotes the contain relation;

t−→ denotes the teach relation.
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3.4 Attention Mechanism

Although we know that knowledge points, teachers and similar users all have a
certain effect on the user’s choice of courses, we still cannot know the impact
weight of these factors. Here we adopt three attention mechanisms to learn the
impact of different meta-paths and explicit features on the final result.

Student Embedding and Course Embedding. Following [4], we adpot a
embedding layer to transform the original one-hot representations of students
and courses into low-dimensional dense vectors. Given a specified student-course
pair <s, c>, the embedding layer can replace ps ∈ R

|s|×1 and qc ∈ R
|c|×1, the

original features of students and courses, into P ∈ R
|s|×d and Q ∈ R

|c|×d respec-
tively, which d is the dimension size of embeddings:

xs = PT · ps, yc = QT · qc (1)

Relation Embedding. Unlike student embedding and course embedding, here
we exploit a Convolution Neural Network (CNN) to deal with sequences of vari-
able lengths. Given a meta path or random walk path pi, the CNN with a
convolution layer and max pooling layer can learn relation embedding of this
path instance pi:

hpi
= CNN(Xpi ; θ) (2)

where the Xpi ∈ R
L×d denotes the embedding matrix formed by concate-

nating nodes, L is the length of pi, d is the dimension size of embedding, and θ
denotes all the related parameters in CNN.

As is shown in Table 1, there are a series of meta-paths in the MOOC HIN,
which have different semantics, here we adopt the max pooling method to get
the final relation embedding rp between a student-course pair <s, c>:

rp = maxpooling(hpi

N
i=1) (3)

where the N denotes the number of meta-paths, and the relation embedding
rp aims to capture implicit relationships.

Attention for Meta-path. To further enhance the implicit relationships, here
we adopt two meta-path attention layers to weight student embedding xs, course
embedding yc, and relation embedding rp for a specified meta-path pi in Table 1:

α(1)
s,c,pi

= f(W (1)
s xs + W (1)

c yc + W (1)
pi

rpi
+ b(1)s,c,pi

) (4)

α(2)
s,c,pi

= f(W (2)
a α(1)

s,c,pi
+ b(2)s,c,pi

) (5)

Where the W
(∗)
∗ and b(∗) denote the weight matrix and the bias vector,

respectively. And for the f(∗), we adopt the ReLU function. At last, we utilize
the softmax function to normalize the above α

(2)
s,c,p:
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αs,c,p =
expα(2)

s,c,pi

∑N
i=1 expα

(2)
s,c,pi

(6)

Attention for Course Features. Due to the limitation of MOOC, we cannot
collect more information of users, so we choose the characteristic information
of the course, including the teachers and ten main knowledge points. Here we
adopt a course attention layer to figure out which explicit feature matters most:

αs,c,f = f(Wsxs + Wcyc + bs,c,f ) (7)

Co-attention. With the attention for meta-path and course features, both
implicit and explicit features are enhanced. Naturally, we leverage a co-attention
layer to capture them jointly:

αs,c = f(Wpαs,c,p + Wfαs,c,f + bs,c) (8)

For student xs and course yc, we trained three embeddings: student xs, course
yc, and meta-path embedding rpi

. And with the above attentional parameters,
the rating rs,c can be expressed as:

rs,c = xs × αs,c,p + yc × αs,c,f + αs,c (9)

At last, we adopt the squared error loss to learn the parameters of our model.

4 Experiments

4.1 DataSets

As shown in Table 2, we collect and collate a MOOC dataset and adopt another
classical dataset named Movielens to demonstrate the effectiveness and extensive
availability of MOOCRec:

MOOC1. A popular E-learning platform, offering free courses online. We
crawled the data of courses and users. MOOC dataset contains 85,564 reviews
and ratings about 254 courses from 64,435 users. We construct our dataset by
using reviews as evidence a student attends a class.

Movielens2. A dataset about movie ratings, which contains 943 user 100,000
rating information on 1,682 movies obtained from IMDB and Movie DataBase.

1 https://www.icourse163.org.
2 https://grouplens.org/datasets/movielens.

https://www.icourse163.org
https://grouplens.org/datasets/movielens
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4.2 Baselines

To illustrate the effectiveness of our model, we consider four kinds of recommen-
dation methods: CF-based (ItemCF and UserCF), Model-based (MF, GMF and
NeuMF), Generic feature-based (FM, LFM and DeepFM), Path-based (Meta-
path), as follows:

– CF-based: CF-based model exploits all the interactions of <u, i> to make
recommendations. For example, ItemCF, UserCF, etc.

– Model-based: Model-based methods define a parameter model to describe
the relationship between users and items, users and users, items and items,
and then using the existing user-item scoring matrix to optimize the solution
to obtain parameters. For example, MF [7], GMF [4], NeuMF [4], etc.

– Generic feature-based: In the above methods, only the interaction data
(rating data) between the user and the item is used, and a large amount of
side information is not used, while Generic feature-based methods catch the
diverse features to make recommendations. For example, FM [9], LFM [6],
DeepFM [3], etc.

– Path-based: With different paths in the user-item graph, Path-based meth-
ods utilize the rich heterogeneous information to model user preference. For
example, Meta-path [10], etc.

To evaluate our model, we adapt four widely used ranking-based metrics [4]:
Precision (Prec @K), Recall@K (Rec@K), F1-Score (F1 @K) and Normalized
Discounted Cumulative Gain (NDCG@K), and we set K = 10.

Table 2. Overall performance comparison. We use bold to mark the best performance
and underline to indicate the best performance other than MOOCRec.

Model MOOC (@10, %) Movielens (@10, %)

Prec Rec F1 NDCG Prec Rec F1 NDCG

ItemCF 0.22 21.16 0.44 0.22 31.01 14.65 19.90 52.09

UserCF 0.03 2.67 0.06 2.87 31.21 14.79 20.07 52.43

MF 21.81 8.03 11.74 29.78 31.57 20.41 24.79 65.07

GMF 25.35 21.29 23.14 35.21 31.34 20.21 24.57 64.58

NeuMF 50.80 4.02 7.45 70.71 32.43 20.84 25.37 66.92

FM 36.67 18.47 24.57 51.21 32.52 20.87 25.42 66.79

LFM 28.64 38.55 32.86 39.80 31.97 18.93 23.78 65.55

DeepFM 19.38 4.02 6.66 26.35 33.18 21.46 26.06 67.22

Meta-path 48.43 12.05 19.30 66.83 32.07 21.34 25.63 66.71

MOOCRec 51.90 13.25 21.11 74.22 34.23 22.52 27.17 69.33

%Improv. 2.17 – – 4.96 3.16 4.94 4.26 3.14
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4.3 Overall Comparison

The performance comparison results on two datasets are shown in Table 2. We
can observe that:

– Meta-path is much better than the methods based on leveraging explicit
relationships in cases where there are not many cross-links between users and
items. Compared to the Meta-path based method, MOOCRec has successfully
integrated the features of the course itself, performing even better with the
attention mechanism we designed. We can draw the conclusion that a mutual
enhancement way can better model student preference.

– We design a series of different meta-paths to try to provide students with a
richer variety of courses, but we still found that MOOCRec did not perform
well on the recall value. It is worth noting that the Meta-path based model also
suffers the same problem of low recall value. We suspect that many students
may tend to choose those popular courses with high reputation, and then
MOOCRec will focus more on those courses under our attention mechanisms.
In the end, the recall rate comes down while improving precision. At the same
time, this is also in line with the characteristics of our MOOC dataset: the
number of students is much larger than the number of courses, and on average
each student only chooses a certain course.

5 Conclusion and Future Work

In this paper, we propose an attention meta-path based recommendation model
for users’ dynamic and diverse preferences. We adopt three attention mecha-
nisms to enhance different embeddings, furthering improving the performance
of MOOCRec. Unfortunately, due to the lack of information on MOOC users,
we can’t further analyze the impact of user information on the MOOC dataset
recommendation effect. For future work, we would like to expand our MOOC
dataset to collect multiple kinds of contextual information, build a Knowledge
Graph and explore how to incorporate knowledge graph into the recommendation
on our MOOC dataset. In addition, we also wanted to explore the performance
impact of different embedding methods on recommendation.
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Abstract. 3D object recognition has enjoyed much of research attention in the
machine vision filed. Deep learning methods for 3D shape recognition such as
the multi-view based methods and the point cloud based methods have achieved
the state-of-the-art performance. However, little attention has been paid to the
correlation between the high-level global single-point semantic features, the local
geometric features of the point cloud data and the view features of the multi-
view data, which is highly beneficial and can be taken advantage of in making
the aforementioned features complementary to each other in our consideration.
In this paper, we introduce a Point-View Fusion Network (PVFNet) which is
an effective network used to integrate the point cloud data with the view data
towards the goal of achieving a joint 3D shape recognition. More specifically,
firstly, the high-level global single-point semantic features of the point cloud are
extracted by our Global Single Point Network (GSPNet) and projected onto the
subspace of the view features by a point-view attention fusion layer to describe
the relationship between the point cloud data and the view data. Secondly, the
global single-point features and the enhanced view features are projected onto the
subspace of the local geometric features of the point cloud data by a point-view-
point attention fusion layer to describe the relative correlation and significance
of different local structures. Finally, all three types of the global features are
further connected to obtain a unified global feature descriptor for the purpose of
recognizing the 3D shapes involved. Our PVFNet so far has been evaluated on
the ModelNet40 and ModelNet10 datasets to achieve 3D shape recognition and
retrieval. Preliminary experimental results demonstrated that our framework can
achieve a superior performance when compared to the state-of-the-art models.

Keywords: 3D shape recognition · Point cloud · Multi-view · Attention fusion ·
Neural network

1 Introduction

With the wide usage of 3D shape recognition applications such as autonomous vehicle
[1, 2], robotic mapping and navigation [3] and AR (Augmented Reality)/VR (Virtual
Reality), 3D shape recognition has become an important research topic in the machine
vision field. With the significant success achieved by convolutional neural networks
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(CNN) [4] in computer vision, methods of 3D shape recognition have evolved from
handcrafted descriptors SIFT [5],ORB [6], to deep learningmethods. In order to leverage
the advantages of CNNs. A multi-view convolutional neural network [7] that is able to
extract features from 2D views of 3D shapes and aggregate them through a max pooling
layer was proposed for the first time. Feng et al. [8] proposed group view features by
aggregating view features with a group as a unit, then the group view features were
aggregated by weights learnt during the training to obtain global feature descriptors
used for 3D shape recognition. For 3D shape retrieval tasks, various framework models
are presented. Guo et al. [9] presented a deep embedding framework supervised by
both classification loss and triplet loss to settle the complex intra-class and inter-class
variations. He et al. [10] presented Triplet-center loss as a well-designed loss function
especially for retrieval. Han et al. [11] proposed sequential views to sequential Labels
as a novel deep learning model with an encoder-decoder structure based on Recurrent
Neural Networks (RNNs). However, these methods suffer from redundant view features
and loss of position information of 3D models. However, limited by the camera angles,
each view feature can only present partial local structures of an entire 3D shape, resulting
in some view features might not being discriminative enough to represent 3D shapes. In
short, multi-view based models may contain many redundant view features and tend to
lose their geometric structure information.

VoxNet [12] transforms irregular point cloud into a standard volumetric grid that
indicates the spatial occupancy for each voxel, and then a 3D CNN followed to extract
the features of the volumetric grid and predict the categories of the 3D objects. Octree
[13] subdivides the spatial structure and extracts the features hierarchically. However,
the sparse structure of the volumetric data and the high computation cost constrain the
performance. Point cloud is the simplest representation used to describe 3D objects.
PointNet [14] proposes deep neural networks that can process raw point cloud directly,
thus becoming the first effectivemethod ever used for processing irregular 3Dpoint cloud
data. However, PointNet only focuses on the features of each point independently and
lacks the ability to capture local structural features. Recent works have mostly concen-
trated on how to capture local features efficiently. For example, PointNet++ [15] extracts
different scale local features by processing point cloud hierarchically. Kd-Network [16]
extracts and aggregates features and presents them as Kd-trees by subdividing point
cloud. DGCNN [17] proposes EConv (Edge Convolution) to capture edge features
between points and their searched neighbors. X-Conv [18] is proposed for setting a
potentially normative order to unorganized points, and then extracting local features of
point cloud. However, the existingmethods have so far still not developed the hidden cor-
relations between different local structures and the discriminative fine-grained features
of the point cloud, which results in restricting the development of point cloud analysis.

Through analyzing the pros and cons of multi-view based methods and the deep
learning network focusing on point sets, we noticed that both multi-view and point
cloud features are beneficial and complementary to each other. It is naturally thought
that the fusion of multi-view features and point cloud features can be made use of in
obtaining a better performance for 3D shape recognition. Recent works [19] for 3D
shape recognition achieved the fusion between the global view features and the local
geometric features. We found that this type of fusion ignores the implied correlation
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between different view features, global single-point features with a high-level semantic
recognition capability and the local geometric features of the point cloud. This type of
fusion also doesn’t take into consideration of distinguishing the fine-grained features of
both point cloud and view data. To solve this issue, we propose a Point-View Fusion
Network (PVFNet) for 3D shape recognition that achieves a better joint between point
cloud data and view data. First, we present a Global Single Point Network (GSPNet)
to fully exploit the deep global single-point features of point cloud with a high-level
semantic recognition capability, which are further exploited in a point-view attention
fusion layer to help model the relationship between different views and point cloud.
Then the single-point features and the enhanced view features are both projected onto
the subspace of the local geometric features to exploit the relative correlations between
different local structures and their discriminative information using a point-view-point
attention fusion layer. Themain contributions of ourwork are as follows: (1) TheGSPNet
we proposed captures high-level multi-semantic feature by splitting input features and
convolution kernel parameter into groups and introducing dense connection. (2) The
PVFNet we proposed utilizes a joint of the feature fusion of the high-level global single-
point semantic features, the local geometric features of the point sets and the view
features of the multi-view data towards the goal of achieving a better completion of the
3D shape recognition. Our PVFNet employs the high-level global single-point features
extracted from the point cloud by the GSPNet to mine the relationship between the
point cloud and the view data. Then the single-point features and the enhanced view
features can be used to distinguish the significance of different local geometric features.
(3) We designed a point-view attention fusion layer and a point-view-point attention
fusion layer used as an adaptive feature selector to enhance distinguishing features and
restrain useless features of the point cloud and the view data, and these layers are more
efficient at representing discriminative information of point cloud and view data.

. . . ...

Airplane
Bathtub
Bed
Beach

PVFNet

Point Cloud and Multi-View Fusion(Our PVFNet)

. . . ...

Airplane
Bathtub
Bed
Beach

DGCNN

Point Cloud Only

...

Airplane
Bathtub
Bed
Beach

MVCNN

Multi-View Only

Fig. 1. Top: Illustration of 3D shape recognition framework DGCNN, which consumes point
cloud data, and 3D shape recognition framework MVCNN, which is based on multi-view data.
Bottom: Illustration of our proposed framework PVFNet, which is based on fusing of point cloud
and multi-view data.

2 Point-View Fusion Network

In this section we will be introducing the details of our proposed PVFNet framework.
Point cloud and multi-views are firstly fed into the framework individually to extract
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global single-point features, the local geometric features of the point cloud data and the
view features of the view data, which are fused effectively to complete the 3D shape
recognition task. The architecture of the PVFNet framework is shown in Fig. 1.

2.1 Feature Extraction

GEConv and GMLP. Massive efforts for point cloud analysismainly employMLP and
graph-based convolution as a basic feature extraction module, which have made a great
breakthrough. However, the previous works don’t mention how to reduce redundancy
and have inherent shortcomings. For example, MLP convolution based methods loss
local information and graph convolution based methods are space consuming. Thus, we
get the Group Edge Convolution (GEConv) and Group MLP (GMLP) by dividing the
channels of the graph convolution [17] and MLP into groups respectively, which are
shown in Fig. 2. For input point cloud and convolution kernel, the number of parameters
is reduced to 1/g for a single operation when we split it to groups, which reduces the
computational complexity and allows to encode more useful information. Inspired by
[20], in order for each group to include information of all other groups, we stack group
convolutions together and then shuffle channel to sufficiently fuse features to capture
fine-grained features for all groups. Compared to previous methods, group convolution
can ease the training of deep neural networks by reducing redundancy and increase
the width of the neural networks to allow more feature channels which is beneficial to
encoding more discriminating information on each group.

Global Single-Point Feature Branch. Applying the graph convolution to only calcu-
late the edge features of the local point cloud, while regarding the original point cloud as
a set of small blocks, results in losing the global structure information and absolute posi-
tion information of the point cloud, which are inevitable to be ambiguous in some cases.
For example, for some points located on a flat surface of a desk, the local representations
distance tends to be similar among different neighbors, so these points cannot be accu-
rately recognized based on the local representation alone. Therefore, we present a Global
Single Point Network (GSPNet) to extract the global single-point semantic features from
the point cloud as a compensation for the local structure losing its global shape structure
information by applying GMLP. Besides, we also use dense connections [21] to transfer
hierarchical feature information from each layer to the other in the network (See Fig. 3).
These connections also lead to a better gradient backpropagation through the network as
well as is beneficial to learn multi-semantic features. Note that this branch is compatible
with the other models used for extracting local geometric features.

2.2 Point-View Attention Fusion and Point-View-Point Attention Fusion

Inspired by the recent advances of the attention mechanisms used for different tasks
in the machine vision field [22], we propose two novel feature fusion strategies named
point-view attention fusion and point-view-point attention fusion. Our strategy focuses
mainly on utilizing the high-level global single-point semantic features as shown in
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Fig. 3 and the details of the structures of the proposed point-view attention fusion and
point-view-point attention layers are shown in Fig. 4 and Fig. 5 respectively.

Point-View Attention Fusion Layer.
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Fig. 2. GEConv and GMLP layer.

Point-View Attention Fusion Layer. Figure 3 shows theGSPNet are used to transform
the original coordinates of single point to global semantic feature descriptor pg of shape
1 × k, which is concatenated to each view feature v by an operation that first repeats
the single-point features of the point cloud M times, where we define feature fusion as
∂(·) = R

M×C1 × R
1×k → R

M×(C1+k). This operation follows MLP layer, the global
single-point features of the point cloud and each of the view features are fused together
to form a view feature selector that is normalized by a normalization function,
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Fig. 3. Architecture of the proposed PVFNet.

�(·) = sigmoid(exp(∂(·))) (1)

which can normalize the output of the descriptor to range between [0, 1]. Due to the
large input to the sigmoid function, we also add the exp function to avoid the output
closing to 0 and 1 before the sigmoid. Then the view feature selector R(pg, v) can be
defined as:

R(pg, v) = �(MLP(∂(pg, v))) (2)
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with the range of [0, 1] representing the significance of different view features. The final
output of our point-view attention layers is defined as:

T (pg, v) = v ∗ R(pg, v) (3)

where * indicates an element-wisemultiplication operation, v ∗ R(pg, v) indicates apply-
ing the view feature selector to original view features to fully exploit more discriminative
view features. Our point-view attention fusion layer can distinguish view features to act
as feature selectors very well by mining implied correlations between point cloud fea-
tures and different view features, which describe contributions of different views to the
recognition of 3D objects. So, themeaningful view features can be augmented adaptively
and useless redundant view features can be restrained, thus making our network more
robust and efficient at extracting view features.

Point-View-Point Attention Fusion Layer. Figure 3 shows the local geometric feature
pl of the point cloud is extracted using GEConv in the geometric feature branch. After
being repeatedN times, both of the enhanced view features and the single-point semantic
features are concatenated to the local geometric features, where we define feature fusion
as ∂(·) = R

N×C1 ×R
k ×R

N×C2 → R
N×(C1+k + C2). This fusion operation is followed

by the MLP layer, and both the high-level single-point features and the enhanced view
features are fused together with geometric features to serve as a geometric structure
discriminator. The point cloud feature discriminator R(pg, v, pl) can be defined as:

R(pg, v, pl) = �(MLP(∂(pg, v, pl))) (4)

with the range of [0, 1] representing the significance of different local structures. We
also adopt the residual connection for the better utilization of the feature discriminator.
The final output of our point-view-point attention fusion layers is defined as:

T (pg, v, pl) = pl ∗ (1 + R(pg, v, pl)) (5)

wherepl ∗R(pg, v, pl) indicates applying the point cloud feature discriminator to original
local geometric features to fully exploit more discriminative geometric features. The
relative relationship between different local structures and their different contributions
to the recognition of 3D shapes can be described by the feature discriminator well.
Then the feature discriminator can well identify the features as feature discriminators to
highlight local structures with discriminative information and restrain the useless local
structure features. We arrange two point-view attention fusion blocks before the FC
layer because as the network deepens, the features become clearer and more suitable
for attention mechanisms. The first attention fusion layer tends to capture mid-level
geometric features, and the second attention fusion layer is more sensitive to high-level
geometric features.

3 Experiments and Discussion

3.1 3D Shape Recognition and Retrieval

The performance of our PVFNet on ModelNet [23] dataset is compared with that of
various models based on different representations. As shown in Table 1, our proposed
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framework PVFNet achieves the best performance with a classification accuracy of
94.1% and a retrieval mAP of 90.8% on the ModelNet40 dataset. Compared to the
state-of-the-art multi view based model GVCNN, PVFNet improves the performance
by 1.5% and 6.3% for classification and retrieval respectively. Compared to the state-
of-the-art point cloud based model DGCNN, our PVFNet improves the performance by
1.9% for classification on the ModelNet40 dataset. Compared to multimodal models,
our PVFNet also outperforms them by a noticeable margin.

Using experimental results, we analyze both the qualitative results and the pros and
cons of ourmethod.Wefirst present the visual results of several typicalmisclassifications
of the models used on theModelNet40 dataset. As shown in Fig. 6, the rightmost column
shows both the true labels assigned to the 3D point clouds and the recognition results
obtained by our algorithm. The similarity of the structure of the mispredicted labels to
the true labels is obvious. For example, Fig. 6(c) shows that the true label is the plant and
the predicted label of our algorithm is the flower pot, and the flower pot is mispredicted
as the plant in Fig. 6(d). The reason is that some of the flower pots have plants in them
while the other flower pots don’t. So, the question of how to ignore the interference
features and focus on only the significant features will be the motivation for improving
on our PVFNet.



298 J. Yang and J. Dang

At the same time, in order to further analyze the ability to extract the fine-grained
geometric features of our algorithm, we counted the classification distribution of each
class in the ModelNet10 dataset. Figure 7 shows confusion matrix of the classification
accuracy of our algorithm for the monitor, sofa, bathtub, bed and chair class is 100%
for all of these classes, and the classification result obtained for the table class has a
satisfactory accuracy of 85%, of which only 13% has been mispredicted for the desk
class. The reasonwhy the distinction between the table class and the desk class is difficult
is that their overall shape is particularly similar and only the local geometric structure is
different. Our PVFNet can capture more discriminating fine-grained geometric features
of the point clouds after the point-point attention fusion layer distinguishes between
different local structures using high-level global view features and single-point features.

Table 1. Classification and retrieval results of different algorithms on the ModelNet40 and
ModelNet10 datasets (%).

Model ModelNet40 ModelNet10

Classification Retrieval Classification Retrieval

3D ShapeNet [23] 77.3 49.2 83.5 68.3

VoxNet [12] 93.0 – 92.0 –

MVCNN (AlexNet) [7] 89.9 80.2 – –

MVCNN (GoogleNet) [7] 92.2 83.0 – –

GVCNN (GoogleNet) [17] 92.6 84.5 – –

PointNet [14] 89.2 – – –

PointNet++ [15] 90.7 – – –

Kd-Net [16] 91.8 – 94.0 –

DGCNN [17] 92.2 – – –

SeqViews [11] 93.3 89.1 94.8 91.4

PVNet [19] 93.2 89.5 – –

PVFNet (AlexNet) 94.1 90.8 95.0 91.7

For the retrieval task, the 256-dimensional features are used after two fully-connected
layers as the 3D shape descriptor in our PVFNet to complement retrieval task. MVCNN
and GVCNN further apply a low-rankMahalanobis metric learning to boost the retrieval
performance and the triplet-center loss is used as the loss function. Our PVFNet, trained
with the general softmax loss and without the low-rank Mahalanobis metric, achieved
the state-of-the-art performance for shape retrieval with a 90.8% mAP, which strongly
demonstrates the effectiveness of our strategy of using feature fusion for the shown 3D
shape representations.
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3.2 Ablation Studies

In order to explore the effectiveness of the GSPNet, point-view attention fusion layer and
point-view-point attention fusion layer within our PVFNet framework, we evaluate the
performance of the proposed method using different combinations of the components.
The experimental results are shown in Table 2. The overall recognition accuracy of
GSPNet gains 0.8% over PointNet by grouping MLP and EConv and dense connection,
because group convolution can encode more useful information and dense connection
can strengthen the interactivity of features of different levels, mining deep high-level
semantic features. “Late Fusion” denotes that the point cloud global feature and the
multi-view global feature are directly concatenated in a late fusion way. It is obvious
that our PVFNet not only outperforms the point cloud and multi-view models by a large
margin, but also gains 1.0% and 1.6% over the late fusion model with regard to both the
mean class accuracy and the overall accuracy of the classification, respectively. It can also
be seen that both point-view attention fusion and point-view-point attention fusion are
beneficial to the performance. With more meaningful view features and discriminative
local geometric features included in the point-view attention fusion and point-view-point
attention fusion layers respectively, the performance of our framework improves from
92.5% to 94.1%progressively, which validates the effectiveness of usage of two attention
fusion layers.
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Fig. 6. Examples of the misclassified point
cloud models.
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3.3 Influence of Missing Views and Points

In this section, the robustness of our PVFNet regarding missing input data is evaluated.
First, we explore the impact of missing views in favor of network performance. 12 views
and 1024 points as input data are used to train our PVFNet. During testing, the number
of points is fixed at 1,024 but the number of views is set to vary from 4 to 8, 10, 12.
Table 3 shows the comparison between results obtained by MVCNN and GVCNN and
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between those obtained by our PVFNet. As seen from the table, comparedwithMVCNN
and GVCNN, the better performance of PVFNet can still be retained regardless of the
reduced views. It can also be seen that, with their number of views ranging from 12 to
4, the overall accuracy of MVCNN and GVCNN drops by 5.3% and 2.3% respectively
and the performance of our PVFNet drops by only 2.0%.

At the same time observing the effect of missing points while keeping the number
of views fixed at 12 during testing, the numbers of points selected for the experiment
are 1,024, 768, 512, 384, 256, 128. Figure 8 shows the performance of state-of-the-art
DGCNNdegrades greatly because of themissing data when comparedwith our PVFNet.
When the number of points is reduced from 1024 to 256, the recognition accuracy of
DGCNN drops to about 50%, while our PVFNet can keep up a satisfactory performance
of around 85%. The satisfactory performance of our framework benefits from the sup-
plement of the corresponding view information which can help to compensate for the
effect of the missing points. The verification of the robustness of our PVFNet to the
problem of missing data is shown by the detailed results obtained from the experiments.
Our framework can compensate for the two multimodal features. It is obvious that the
strategy adopting point cloud global single-point semantic features, local geometric fea-
tures and view features as complements of each other during the fusion process, is highly
effective.

Table 2. Effectiveness of different components of our framework (%).

Models Mean accuracy Overall accuracy

PoinNet 86.2 89.2

GSPNet 87.1 90.0

Multi-view model 87.6 89.9

Late fusion 90.8 92.5

PVFNet (Point-View) 91.2 93.2

PVFNet (P-V + P-V-P) 91.8 94.1

Table 3. The accuracy comparison of different numbers of views.

Models Number of views mA (%) OA (%)

MVCNN 4
8
12

82.5
87.2
87.6

84.6
89.0
89.9

GVCNN 4
8
12

88.1
90.2
90.7

90.3
92.1
92.6

PVFNet 4
8
12

89.8
91.6
91.8

92.1
93.7
94.1
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4 Conclusion

In this paper, we propose a point-view fusion convolutional network called PVFNet
for the tasks of 3D shape recognition and retrieval. PVFNet is a novel multimodal
fusion network that takes full advantage of the correlation between global single-point
semantic features, local geometric features of point cloud data and view features of
view data. In our framework, we present GSPNet to capture global fine-grained single-
point features with a high-level multi-semantic recognition capability and then fuse
view features. The fusion in turn provides guidance for the point-view attention fusion
layer to adaptively discard redundant view features. Then comes the introduction of
our point-view-point attention fusion layer which uses both the enhanced view features
and the global single-point features to describe the relative correlation and significance
of different local structures. Finally, three types of global features are fused to get the
unified feature descriptor which completes the task of 3D shape representation. We
evaluate the effectiveness of our PVFNet by carrying out comprehensive experiments
on the ModelNet for the tasks of 3D shape recognition and retrieval. The results of
ablation studies and the influence of missing input data indicate that our point-view
and point-view-point based feature fusion strategy has contributed significantly to the
proposed PVFNet.
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Abstract. Heterogeneous information network (HIN) embedding is
widely used in many real-world applications. Meta-path used in HINs
can effectively extract semantic information among objects. However,
the meta-path faces challenges on the construction and selection. Most of
the current works construct dataset-specific meta-paths manually, which
rely on the prior knowledge from domain experts. In addition, existing
approaches select a few explicit meta-paths, which lack of much subtle
semantic information among objects. To tackle the problems, we propose
a model with automatic meta-path construction. We develop a hierarchi-
cal aggregation to learn effective heterogeneous embeddings with meta-
path based proximity. We employ a multi-layer network framework to
mine long meta-paths based information implicitly. To demonstrate the
effectiveness of our model, we apply it to two real-world datasets and
show the performance improvements over state-of-the-art methods.

Keywords: Heterogeneous information network · Heterogeneous
embedding · Meta-path

1 Introduction

Many real-world data, including social networks, citation networks, and biologi-
cal networks, can be naturally modelled as graph data to enhance various appli-
cation. Therefore, network embeddings (NE), also known as graph embedding,
gain popularity in recent years. Network embedding maps nodes of a network
into a low-dimensional continuous vector space, simultaneously preserving the
structure information of the original network. Then taking the embedding rep-
resentation as input of various downstream graph analysis tasks, such as node
classification, clustering, link prediction, etc. Different from homogeneous net-
works [1–5], where all vertices belong to the same class, heterogeneous networks
[6–11] involves multiple node types and/or multiple edge types. For complex
heterogeneous networks, the network schema [12] of a graph specifies type con-
straints on objects and relationship constraints among objects. Network schema
c© Springer Nature Switzerland AG 2020
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makes heterogeneous networks semi-structured, which guides the semantic explo-
rations of meta-paths [13] in the network. Meta-path [13] is defined as a rela-
tionship sequence connecting two objects of a heterogeneous network. Meta-path
is widely adopted to learn the semantic information in various heterogeneous
graph tasks, such as heterogeneous network embedding [6,9–11], similarity search
[13–16], recommendation [18–20] and so on. Generally, meta-path based
approaches are dependent on meta-path to extract node pairs that have no
direct edge and preserve the proximity of the node pairs in embeddings. Differ-
ent meta-paths express different semantic proximity, taking a citation network
DBLP as an example, the meta-path A-P-A means a co-author relation, and
A-P-C-P-A expresses a relationship of two authors who’s papers are accepted in
the same conference.

Although meta-path is widely adopted in the heterogeneous information net-
works, how to construct appropriate meta-paths for a given HIN remains inde-
terminate. Existing meta-path based works construct dataset-specific meta-paths
manually [6,9–11,13,15,17–20], which strongly depend on dataset and prior
knowledge from domain experts. More importantly, lots of experiments prove that
meta-paths can critically affect the quality of the learned network embeddings.
For example, in many algorithms, using the meta-path “A-P-C-P-A” always per-
forms better than using meta-path “A-P-T-P-A” on both node classification and
clustering tasks on dataset DBLP. When facing complex HIN, relying on prior
knowledge is hard to find the optimal meta-path for the downstream analysis.

Based on the above intuition, we propose an end-to-end Heterogeneous net-
work Embedding with Automatic Meta-path construction (HEAM) model. It
enumerates all possible meta-paths within K-order neighborhoods which avoids
manually construct meta-paths and prevents the effective meta-paths from being
missed. Then we develop a hierarchical aggregation, including node aggregation
and path aggregation, to aggregate meta-path guiding neighbors and different
meta-paths respectively. Moreover, we use a multi-layer network framework to
implicitly mine long meta-paths, which avoids the number of meta-paths expo-
nentially growing produced by high-order neighborhoods.

Our contributions are as follows: (i) Our model can automatically construct
meta-paths which don’t relies on specific datasets and any prior knowledge. (ii)
In our model, each node aggregates the features of the meta-path guiding neigh-
bors with meta-path based proximity, which preserves the semantic information
and structure information in the embedding space simultaneously. (iii) We assess
the effectiveness of our algorithm on two datasets: ACM, DBLP. The extensive
experiments prove that our model improves the performance on node classifica-
tion tasks and clustering tasks by comparing with the state-of-the-art models.

2 Related Work

Recently, many pieces of research begin to focus on the representation learning
of graph data. However, different from the complex HINs targeted in our paper,
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Fig. 1. (a) shows the network schema of DBLP dataset. (b) shows all existing meta-
paths within the 2-order neighborhoods, including “AP”, “APC”, “APA”, “APT” for
author, “PA”, “PC”, “PT”, “PAP”, “PCP”, “PTP” for paper, “CP”, “CPA”, “CPT”
for conference, “TP”, “TPC”, “TPA”, “TPT” for term. (c) shows the aggregation of
the 1-order, 2-order and more long meta-paths based information.

several prior research focus on homogeneous information networks [1–5], which
have a single node type and edge type. Random walk based approaches, such as
Deepwalk [1] and Node2vec [3], perform random walks over the network to gen-
erate corpus and then input node sequences into a SkipGram [21] model to train
node embeddings. Graph neural network based approaches, such as GraphSAGE
[4] and GAT [5], employ deep neural network to train network embeddings based
on the network structure and node attribute features simultaneously.

Heterogeneous information networks embedding learn the node representa-
tions for the networks which have various node/edge types. In the existing works,
heterogeneous graph embedding techniques mostly adopt meta-paths to mine the
structure information and semantic information. Metapath2vec [9] employs meta-
path to guide random walk and then training the embedding with the SkipGram
model. However, metapath2vec only utilizes a meta-path scheme which is hard
to mine comprehensive semantic information. To overcome this issue caused by
using a single meta-path in prior works, some other methods [6,11,15,19,22] com-
bine multiple meta-paths to mine different semantic information in heterogeneous.
ESim [15] learns node embedding in a specified embedding space according to the
predefined meta-paths . However, it needs to conduct a search to find the opti-
mal coefficients of meta-paths. HERec [19] uses meta-paths to guide random walks
and employs the node sequences generated to learn network embedding. Then it
designs different strategies to integratemultiplemeta-paths embeddings.HIN2Vec
[11] treats the predefined meta-paths as the target relations, then it implements
multiple prediction tasks to learn the node embeddings and meta-paths simultane-
ously. HAN [6] utilizes a hierarchical attention mechanism, including both of node
and semantic attention, to determine the weights of neighbors and different meta-
paths simultaneously. These models incorporating more meta-paths have better
performance than the model with a single meta-path.
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However, all of the aforementioned methods require users to predefine meta-
paths, which strongly depends on the prior knowledge and specific dataset. Due
to the limitation, many methods are proposed to solve this problem. Meng
et al. [23] utilizes the similarity function and GreedyTree framework to find out
optimal meta-paths that express the relationship between given node pairs. Cao
et al. [24] employs a greedy algorithm to find out meta-paths from schema-rich
heterogeneous network. After that they employ a likelihood function to calcu-
late the coefficients of meta-paths. However, those algorithms are not end-to-end
methods and hard to learn meta-paths combined with specific application tasks.
Yun et al. [25] transforms a heterogeneous graph into new graph structures for
performing graph convolutions. It can discover meta-paths from heterogeneous
graph automatically. Unlike the approach based on graph convolutions network,
our model employs graph neural network, which can be used to large-scale
networks.

3 Preliminary

In this chapter, we briefly state some definitions and notations used in this paper.

Definition 1. Heterogeneous Information Network [13]. A heterogeneous infor-
mation network, also known as heterogeneous graph, is a special graph as
G = (V, E) where V and E represent the set of nodes and edges, respectively.
For any heterogeneous graph, it exists |A| + |R| > 2, where A and R denote the
set of the node types and the edge types, respectively. We can obtain A and R
via a node-type mapping function φ : V → A and a edge-type mapping function
ψ : E → R.

Taking citation network DBLP for example, the network contains four types
of nodes (paper, author, conference, as well as term) and three types of edges
(P-A, P-C, P-T). So this graph belongs to heterogeneous graph, and we can
create a network schema for DBLP as shown in Fig. 1(a).

Definition 2. Meta-path [13]. A meta-path ρ is defined as a object sequence in
the form of O1

R1−→ O2
R2−→ · · · Rl−→ Ol+1 (abbreviated as O1O2 · · · Ol+1) which

expresses a combination of relation between objects O1 and Ol+1.

When a network schema is given, we can use different meta-paths to con-
nect two nodes. Taking Fig. 1(b) for example, two papers can be connected via
several meta-paths, for instance, “PAP”, “PCP” and “PTP”. Different meta-
paths reveal different semantics, the meta-path “P-A-P” means the relationship
of papers written by the same author, while meta-path “P-C-P” means the rela-
tionship of papers published in the same conference.
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Fig. 2. The overall process of HEAM. We automatically construct all meta-paths
within 2-order neighborhoods. In node aggregation, we use attentions to aggregate
the meta-paths guiding neighbors. After that, we use path aggregation to fuse different
mate-paths. We through a task-special loss function to calculate the loss.

4 The Proposed Model

In this chapter, we display our model in detail. Figure 2 presents the whole
framework of HEAM. We decompose our model into three parts: automatic
meta-path construction, node aggregation and path aggregation. We employ
automatic meta-path construction to avoid hand-crafted meta-paths in previ-
ous methods. Then we develop a hierarchical aggregation mechanism, including
node aggregation and path aggregation. Node aggregation apply an attention
mechanism to aggregate the information from their neighbors on a meta-path,
and path aggregation can aggregate different meta-paths information with a
self-attention.

4.1 Automatic Meta-path Construction

We automatically construct meta-paths for all types objects without any prior
knowledge. For a given network schema, as Fig. 1 shown, we use a simple traverse
algorithm to discover all possible meta-paths within K-order neighborhoods.
Take “P” as an example, we traverse the 1st-order neighborhood to generate
meta-paths “P-A”, “P-C”, and “P-T”, and traverse the 2th-order neighborhood
to construct meta-paths “P-A-P”, “P-C-P”, and “P-T-P”. In the same way, we
traverse K-order neighborhoods to discover meta-paths automatically. Then, we
divide the neighbors into different subsets guiding by different meta-paths, as
Fig. 2(b) shown, which will be used in hierarchical attention mechanism later.
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4.2 Node-Level Aggregation

Because the neighbors show different importance in the specific task, we use
an attention to learn the weights flexibly. Due to different objects with different
initial feature spaces, we need to project the features into the same feature space
first, through a type-specific transformation matrix Wt, where t represents the
object type.

H′ = Wt · Ht (1)

For node i, it’s neighbor j belongs to meta-path ρ guiding neighbors, denoted as
j ∈ N ρ

i . We use a self-attention mechanism to calculate the coefficient of j, that
shows the importance of neighbor j to the core i. Then we normalize it across
all neighbors on meta-path ρ with the softmax function:

αρ
ij =

exp
(
AT

ρ · Eρ
ij

)

∑
k∈N ρ

i
exp

(
AT

ρ · Eρ
ik

) , (2)

where Aρ is a parametrized attention vector for meta-path ρ, Eρ
ij is a path encod-

ing representation. We suppose that ρ = O1O2 · · · Ol+1 and ρ1 = O1O2 · · · Ol,
then Eρ

ij = [h′
i‖zρ1

i ‖h′
j ], where ‖ represents the concatenate operation, zρ1

i means
meta-path ρ1 based representation for node i. Instead of using the node pairs rep-
resentation, we employ path encoding representation to preserve the meta-path
based proximity in the embeddings. Moreover, the comprehensive meta-path
based representation zρ1

i avoids the error propagation caused by the specific
nodes between node i and j on meta-path ρ. After that, we perform a node-level
aggregation to fuse the features of all neighbors on the meta-path ρ, we get a
meta-path based representation:

zρ
i = σ

⎛

⎝
∑

j∈N ρ
i

αρ
ij · h′

j

⎞

⎠,h′
j ∈ H′ (3)

where σ (·) denotes the LeakyRelu activation function.

4.3 Path-Level Aggregation

From the previous step, we get all meta-path based representations of node i:
Zi =

{
zi, z1i , z

2
i , . . . , z

ρ
i

}
, where zρ

i denotes the meta-path ρ based representation,
zi denotes the representation of node i itself. Furthermore, to distinguish the
importance of them, we use the self-attention mechanism to learn the weight for
each meta-path.

μρ = softmax
(
qT · MLP (zρ

i )
)
. (4)

Before we calculate the coefficients of each meta-path, we firstly input the meta-
path based representations into a one-layer MLP with activation function tanh.
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After that, we use an self-attention to calculate the coefficients of those meta-
paths and normalize them across all meta-paths with the softmax function. Fol-
lowing that we fuse different meta-path based representations:

zi =
K

‖
k=1

⎛

⎝σ

⎛

⎝
∑

zρ
i ∈Z

μρ · zρ
i

⎞

⎠

⎞

⎠ , (5)

where the σ (·) denotes the activation function elu. We employ a multi-head
attention and concatenate the output of each head attention.

Due to the number of meta-paths exponentially growing produced by the
increase of neighborhoods, we set the k to 2 to simplify the calculation. Simul-
taneously, in order to mine long meta-path information, we use a multi-layer
network framework. For example, instead of using the 5-order neighborhoods to
mine meta-path “A-P-C-P-A” with length 5, we use 2-order neighborhoods to
mine long meta-paths information implicitly, such as “A” gets the information
from “C” through meta-path “A-P-C” and “C” gets the information from A
through meta-path “C-P-A”, through the information dissemination, “A” can
aggregates the information of “A-P-C-P-A” in the second layer. Simultaneously,
considering the similarity of nodes connected by long meta-paths is weak, we
mine the long meta-paths information implicitly which avoids over-smoothing of
the nodes embeddings.

We apply the final embeddings to specific tasks with different loss functions.
For node classification, we apply the Cross-Entropy as the loss function and
train the model by minimizing the objective function over all training data.
Moreover, we use different classifiers for the prediction of different types of nodes
in heterogeneous graph,

L(z) =
�∑

i=1

Δ
(
f ti (zi) , yi

)
, (6)

where f ti (zi) denotes the prediction of node i using a type-specified classification
function, yi denotes the ground-truth.

Table 1. Statistics of the datasets

Dataset A-B A B A-B Feature Training Validation Test

DBLP Paper-Author 14328 14475 41794 1018 800 400 2857

Paper-Conf 14328 20 14328

Paper-Term 14328 8920 114624

ACM Paper-Author 3025 6028 10055 1524 600 300 2125

Paper-Subject 3025 56 3025
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5 Experiments

In this chapter, we assess our algorithm on two datasets (ACM and DBLP). We
chose some state-of-art baselines for comparison, including both homogeneous
and heterogeneous graph embedding approaches. We prove that our algorithm
has excellent performance in both node classification task and clustering tasks.

5.1 Datasets

To evaluate the effectiveness of our algorithm, we perform node classification
and clustering on two citation datasets: DBLP and ACM. The detailed descrip-
tions are shown in the Table 1. For dataset DBLP, the set of node types
is: {papers (P ), authors (A), terms (T ), conferences (C)}. Authors are labelled
into four categories. ACM includes three node types: papers (P), authors (A),
subject (S). Here we label the papers into three classes. The features of nodes
in the two datasets is represented as bag-of-words of abstract.

5.2 Baselines

We introduce our model HEAM and several recent graph embedding methods
as following: DeepWalk [1]: A model with random walks designed for homo-
geneous graphs embedding. GAT [5]: A deep neural network with node atten-
tion mechanism used for homogeneous graph embedding. metapath2vec [9]: A
heterogeneous network embedding model which utilizes single meta-path guid-
ing random walks. HAN [6]: A heterogeneous graph embedding learning with
hierarchical attention mechanism. HEAM: A heterogeneous graph embedding
proposed in this paper, which use all meta-paths within 2-order neighborhoods,
and a 2-layer network framework. HEAM-N: A variant of HEAM which utilizes
N-layer network framework, N equals 1 or 3.

5.3 Implementation Details

In the model training, we use the following hyperparameters settings: the learn-
ing rate is 0.005, the dropout of attention is 0.6, the multi-head attention mech-
anism K is 4, the patience of early stopping is 50. The dimension of the final
embedding is set to 64 for our model and all baselines. For random walk based
approaches, we use the context window with 5, each walk with length 40, the
negative sample with 5. We select meta-paths “PAP” and “PSP” for ACM,
“APA”, “APCPA” and “APTPA” for DBLP. For GAT, metapath2vec, we per-
form experiments on all selected meta-paths and record the best result. We treat
the heterogeneous as a homogeneous and perform DeepWalk on the graph.

5.4 Classification Task

In the classification task, we used KNN (k = 5) as the node classifier. To prove
the reliability of the experimental data, we perform the experiment ten times
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Table 2. Results (%) of the node classification task.

Datasets Metrics Training Deepwalk Metapath2vec GAT HAN HEAM-1 HEAM-3 HEAM

ACM Macro-F1 20% 75.13 66.36 88.16 90.96 91.96 89.68 92.11

40% 79.39 69.59 88.38 90.71 91.74 90.07 92.42

60% 80.79 70.85 88.29 90.87 92.37 90.47 92.50

80% 83.57 72.84 88.15 91.10 92.10 90.69 93.09

Micro-F1 20% 77.42 66.28 88.09 90.92 91.92 89.80 92.00

40% 80.76 69.51 88.36 90.63 91.69 90.01 92.37

60% 81.84 70.80 88.39 90.79 92.36 90.47 92.45

80% 83.46 72.80 88.14 91.02 92.06 90.52 92.98

DBLP Macro-F1 20% 86.09 91.31 88.88 90.68 86.39 91.74 91.43

40% 87.91 92.07 89.52 91.40 87.12 92.11 92.50

60% 88.79 91.96 89.80 91.02 86.96 92.21 92.46

80% 89.11 91.86 90.15 91.24 87.08 92.39 92.57

Micro-F1 20% 87.39 91.90 89.66 91.21 89.08 92.28 92.36

40% 88.89 92.57 90.15 91.89 87.87 92.65 92.57

60% 89.75 92.50 90.53 92.49 87.73 92.76 92.95

80% 89.98 92.45 90.73 92.68 87.78 92.90 93.45

to calculate the average of Macro-F1 and Micro-F1 in Table 2. The result
shows that our algorithm achieves the best performance. Generally, heteroge-
neous graph based approaches are better than the homogeneous graph based
approaches, meta-path based approaches are better than the approaches with-
out meta-path. Compare HEAM with its two variants, HEAM-3 is better than
HEAM-1 in DBLP which relys on long meta-paths “APCPA” and “APTPA”,
but it is worse than HEAM-1 in ACM which relys on short meta-paths “PAP”
and “PSP”. It proves that the multi-layer framework can effectively mine the
long path information, at the same time, it also leads to information redundancy
in some situation. The 2-layer framework can balance those states and achieve
the best performance.

5.5 Clustering Task

We choose the KMeans clustering algorithm for node Clustering task. We adopt
the quantity of initial clusters as the same with the quantity of categories in
the node classification task. We use two metrics (NMI and ARI) to evaluate the
results. We perform the experiment ten times and show the average results in
Table 3. As shown in the results, our algorithm achieves the best performance.
The multiple meta-paths based algorithms, HAN and HEAM, are better than
the single meta-path based algorithms, e.g. metapath2vec and GAT. We can find
that HEAM performs better than its two variants.

5.6 Model Analysis

In this section, we analyze the availability of our algorithm. Firstly, exist-
ing approaches employ a few meta-paths, which lack of much subtle semantic



HEAM 313

Table 3. Results (%) of the node clustering task.

Datasets Metrics DeepWalk Metapath2vec GAT HAN HEAM-1 HEAM-3 HEAM

ACM NMI 48.01 23.37 64.87 71.10 68.91 65.89 72.99

ARI 44.48 16.86 70.79 75.82 73.07 70.10 78.59

DBLP NMI 75.25 73.34 66.85 73.48 61.67 72.53 75.79

ARI 79.95 78.43 72.01 79.04 68.51 77.93 81.56

Fig. 3. The effect of different number of
meta-paths on ACM clustering.

Fig. 4. The effect of different number of
meta-paths on DBLP clustering.

information among objects. In our model, we use more rich meta-paths. In order
to prove the effectiveness of these meta-paths, we evaluate the effect of the num-
ber of meta-paths on clustering task and show the results of ACM dataset and
DBLP dataset in Fig. 3 and Fig. 4 respectively. As the result shown, we find that
combining with more meta-paths, the performance of the learned embedding
is improved. It proves that the subtle semantic information in heterogeneous
graphs is useful.

Furthermore, we use the attention coefficient of different meta-paths to verify
the validity of our model. The coefficient of meta-paths for paper in ACM is:
“PAP” > “PA” > “PSP” > “PS”. The papers published by the same author are
more similar to the papers published in the same subject. The author’s influence
on the paper is greater than that of the subject. For author and subject, the
most important meta-paths are “AP” and “SP” respectively. Through informa-
tion dissemination in the network, we can mine some meta-paths implicitly at
the second layer aggregation, such as “PAP”, “PSP”, “PAPAP” and so on. In
DBLP, the coefficient of meta-paths for author is: “APA” > “APC” > “AP”
> “APT”. The co-authors are more similar than other relationships. For paper,
conference, and term, the most important meta-paths are “PA”, “CPA”, and
“TPA” respectively. At the second layer, we can get long meta-path “APAPA”,
“APTPA”, and “APCPA” implicitly.
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6 Conclusion

In our paper, we introduce a heterogeneous network embedding algorithm
HEAM which resolves the problem of using predefine meta-paths in current
works. Then we use node aggregation and path aggregation to fuse the meta-
path guiding neighbors and different meta-paths respectively. The embedding
vectors in our model contain structure information and semantic information
simultaneously. By comprehensive analysis, the proposed HEAM also has proven
its potentially expansibility.
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Abstract. Frauddetection for peer-to-peer (P2P) lending is an important and chal-
lenging problem in both real application and research area. Different from existing
methods which are mainly based on user demographic information, in this paper
we study if other information such as user relationship represented by graph and
transaction description information are helpful for the fraud detection problem.
Meanwhile, attention mechanism is widely employed to explain how deep learn-
ing model works. However, existing studies don’t discriminate the importance
of neighbors and different edge features in graph. In this paper, we propose a
new graph attentive network model called ‘FDNE’ for P2P lending fraud detec-
tion based on text information and/or user relationship information. We design
a novel attention method called edge-feature attention and use a global normal-
ization operation to identify influential edge feature. Experiments conducted on a
real dataset demonstrate that our model significantly outperforms other baselines
and can make reasonable explanations simultaneously.

1 Introduction

Online peer-to-peer (P2P) lending, is a way to provide unsecured microloans from indi-
vidual investors to individual borrowers without the intermediation of financial insti-
tutions [18]. With the development of Web 3.0 applications, P2P platforms provide
better services of introducing borrowers to investors. Through P2P platforms, borrowers
could get small loans with less time comparing to traditional lending institutions such
as banks, while investors and platforms could earn profits. However, lacking sophisti-
cated risk assessment, online P2P companies face more risks than traditional lending
institutions. Cheating borrowers often pretend to be normal ones, and they often repay
loans for the first repayment periods and stop repayment later, making it difficult to be
detected. Therefore, fraud detection for P2P lending is an important and challenging
problem. P2P companies often regard overdue users as fraud users.

Most existing fraud detection or credibility assessment methods are mainly based
on user demographic information that users provide when they apply for loan, which
are most structured information. In this paper we study if other information such as user
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relationship represented by graph and transaction description text information is helpful
for the fraud detection problem. Graph data contain lots of information and play an
important role in prediction tasks. As far as we know, fewworks use graph information in
peer-to-peer lending fraud detection problems. Besides, most of existing works neglect
the interpretability of models, which cannot give hints about characteristics of fraud
users. Attention mechanism is widely employed to explain how the model works in deep
neural network. Some works adapt attention mechanism to graph learning and propose
various graph attentive network models. However, existing studies don’t discriminate
the importance of neighbors and different edge features.

To solve this issue, we propose a new graph attentive network model for P2P lending
fraud detection called ‘FDNE (Fraud Detection considering both Node and Edge feature
importance)’. In this model, we design a novel attention called edge-feature attention
to deal with graph with heterogeneous edges, adding the influence from different kinds
(features) of edges into the attention, and devise a global normalization operation to
identify important features of each edge. At the same time, text information is analyzed
to find important words for the fraud detection task, enhancing interpretability of the
model.

The main contributions of the paper can be summarized as follows:

• We propose a novel graph attentive network model, FDNE, for P2P lending fraud
detection, and design a new attention called edge-feature attention to deal with het-
erogeneous edges in the graph, taking the influence from different features of edges
into consideration.

• We use global normalization operation to identify influential features of each edge.
Meanwhile, influential neighbors and words are found through node attention and
word attention in the model.

• Experiments conducted on a real dataset demonstrate that our model signifi-
cantly outperforms other baselines and give useful information about fraud users
simultaneously.

2 Related Work

There are some prior research works for fraud detection on P2P platforms [18–23].
Some proposed approaches focus on statistical analysis through analyzing the attributes
of users, and prediction is based on rules [18–20].Others proposemachine learningmeth-
ods [21–23]. For example, SVM, decision tree and simple neural network models are
used to find overdue users. As far as we know, few works use graph data in peer-to-peer
lending fraud detection problems. Graph data are involved for fraud detection on other
scenario such as e-commerce in several works [1–7]. Several methods use graph neural
network to learn node or graph representations [2–5]. Hu et al. [2] proposes a feature
engineering model based on graph convolutional network [8]. Zhang et al. [3] maps the
attributed heterogeneous information network to multiple single-view attributed graphs
and employs graph convolutional network [8] to learn embeddings of each single-view
attributed graph. Li et al. [5] detects spam advertisements based on GCN [8], while a
heterogeneous graph and a homogeneous graph are integrated to capture local context
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and global context of comments. However, most of the existing works neglect the inter-
pretability of models, and cannot explain the reason why users are overdue if they are
used to solve the P2P lending fraud detection problem studied in this paper.

Recently, attention mechanism has been widely used in graph neural network to
enhance the performance and add interpretation to the models [9–16]. Model GAT [9]
introduces attention to graphneural networkmodel, achieving goodperformance onmost
of graph classification problems. Some works pay attention to using edge attributes to
learn node or graph representations [11–16]. Most of them don’t use original edge fea-
tures and edge features are represented by neighbor nodes. Based on GAT [9], Gong
and Cheng [11] design a graph attentive network EGNN(A) using original edge fea-
tures. For each edge feature, EGNN(A) aggregates the representation of edge features
to calculate node attention. However, EGNN(A) doesn’t discriminate the importance of
neighbors and different edge features. The influence of different edge features on node
representation is ignored.

In this paper, wewant to solve the above-mentioned issues, and improve graph neural
network for fraud detection in P2P lending, through designing new attention mechanism
to distinguish the importance of neighbors and the importance of different edge features.

3 Problem Definition

In this section, we first introduce the dataset on which we study the fraud detection
problem and data pre-processingmethods. Thenwe define the problemof fraud detection
studied in this paper.

3.1 Data

In existing financial fraud detection studies, we usually perform prediction based on
user’s structured demo graphic information. In this paper, we do not use this kind of
information. Instead, we want to study how to use user’s behavior information or social
information for the detection task and if these kinds of information are helpful for the
task. For each user, we collect two kinds of information. One is about user’s transac-
tion description information in e-commerce websites, a short text describing the pur-
chased item in the past six months. The other is about user’s communication information
including phone call or text messaging information.

To deal with the text information, we regard all text information of each user as a
document. The document is then preprocessed through word segmentation and is finally
represented as an 1 × M multi-hot vector, where M is the number of distinct words in
all documents. If a word is appeared in the document, the figure in the corresponding
dimension of the vector is set to 1, otherwise 0. Moreover, we get the word vector ωi

using Word2Vec [24] tool for each word wi based on the document dataset.
Based on the communication information, we derive relationship between users. We

classify user relationship into two types: direct relation and indirect relation. Two users
have direct relationship if they ever communicated with each other through phone call
or text messaging. Two users have indirect relationship if they both communicated with
someone who is not a user through phone call or text messaging, or they left the same
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phone number as contact phone number for transactions in e-commerce platforms. We
build a graph G to reflect the user’s relationship. In the graph, nodes represent users
and edges between users mean they have certain kinds of relation: direct and/or indirect
relation. Each edge has two binary features: direct relation and indirect relation, as an
edge may simultaneously has two kinds of relationship. For each node, we use the
multi-hot vector derived from the user’s document as the node’s original feature.

3.2 Problem Definition

Let N be the number of users and Nnet be the number of users who are in the relationship
graphG. LetM be the number of distinct words in all documents and let ω be anM ×F
embedding matrix of words, where each row ωi ∈ R

F (i = 1, 2, . . . ,M ) represents the
embedding vector of word wi. We use an N ×M matrix d to represent document corpus,
where di (i = 1, 2, . . . ,N ) denotes document i, which is a multi-hot vector. Let P be
the number of edge features in the graph and E ∈ RN×N×P be a tensor representing
the edge feature values of the relationship graph G, where Eijp (i = 1, 2, . . . ,Nnet, j =
1, 2, . . . ,Nnet) denotes the value of the pth edge feature between node i and node j.
The subscript · is used to select the whole range (slice) of a dimension. Then, Eij· ∈
R
P means the P-dimensional feature vector of the edge between node i and node j,

where each dimension is the value of corresponding edge feature. Moreover, we use
Ni (i = 1, 2, . . . ,Nnet) to represent the set of neighbors of node i in graph G and make
Nip (i = 1, 2, . . . ,Nnet, p = 1, 2, . . . ,P) be the set of neighbors of node i with edge
feature p in graph G.

In this paper, we want to use both graph data and text data to get the prediction
ŷi ∈ {0, 1} for each user i. Let yi ∈ {0, 1} represents the true value, i.e., whether user i
has overdue behavior in loan repayment. Meanwhile, we aim to devise a framework, in
which users who don’t have graph data can be classified by the text information.

4 Graph Attentive Network Model for Fraud Detection

4.1 Architecture Overview

Our proposed model is illustrated in Fig. 1, where different users are analyzed through
different paths as shown by the orange solid line and the green dashed line. For user j
who only has text data (the orange solid line in Fig. 1), document vector dj is inputted
and analyzed through a text processingmodule to get a new representation vectorXj, and
then classification is performed through the classificationmodule to get the prediction yj.

Meanwhile, for user i who has both graph data and document vector di, analysis is
performed by two paths as shown by the green dashed lines in Fig. 1. Document vector
di is transformed to vector Xi by the text processing module. Then, graph information
such asNi, Ei and Xi are inputted to the graph attentive network with edge features and
node features and processed with L layers. In the end, node representation vector h(L)

i is
produced. Finally, the final prediction result yi is obtained through classificationmodule.
To improve interpretability, attention mechanisms are designed for both text processing
module and the graph attentive network model.
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Fig. 1. The framework of the FDNE model (Color figure online)

4.2 EGNN(A): Attention Based EGNN Layer

In model EGNN(A) [11], edge features are used in attention mechanism. For each layer
l + 1, user i’s node representation vector h(l+1)

i is obtained from aggregation on its

neighbor’s node representation vectors, i.e. {h(l)
j , j ∈ Ni}. Therefore, for each neighbor-

ing node j and each feature p, node representation vector h(l)
j and edge feature E(l)

ijp are

incorporated. First, attention vector â(l+1)
ijp , which represents the influence neighboring

node j makes on node i is calculated:

â(l+1)
ijp = exp

{
σ
[
E(l)
ijp v

T
(
W (l+1)h(l)

i ||W (l+1)h(l)
j

)]}
(1)

where σ is a non-linear activation, v is a parameter vector,W (l+1) is a parameter matrix,
and || means concatenation operation. Then, the attention is normalized by a doubly
stochastic normalization function DS(·) and node feature and edge feature are both
updated as shown in Eq. (2) and Eq. (3) respectively.

However, EGNN(A) doesn’t discriminate the importance of neighbors and different
edge features. In this model, edge feature representation is initialized by the original
edge feature value and is updated through each layer. It is designed on the level of each
edge, neglecting influence on the level of different edge features.

h(l+1)
i = σ

⎧⎨
⎩||Pp=1

∑
j∈N

DS(â(l+1)
ijp )W (l+1)h(l)

j

⎫⎬
⎭ (2)

E(l+1)
ijp = DS(â(l+1)

ijp ) (3)

To solve this issue, we design a novel attention called edge-feature attention to take
the influence on the level of different edge features into consideration and use a global
normalization operation to know which feature of the edge is more influential.
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4.3 Graph Attentive Network with Edge-Feature Attention

The edge-feature attention is designed for graph attentive network model to learn node
representations in this paper. For each node i, we first use the representation of i’s
neighboring nodes to embed each edge feature, and then we calculate the influence each
edge feature makes on the representation of node i. The result we get is the edge-feature
attention and we use it for updating edge feature representation (as shown in Fig. 2).

For the graph attentive networkmodel, given the user relationship graph Gwith node
feature representation vector X and edge feature representation E, through L layer’s
convolution operation, we get node representation vector h(L).

Fig. 2. Illustration of graph attentive network module

In layer l, we want to obtain node representation h(l)
i for each node i. For each edge

feature p, we calculate edge-feature attention to update edge feature representation. Let
Np(i) be the set of i’s neighboring nodes with which node i has edge feature p with value

1. First, we represent the embedding of edge feature p, denoted by h(l)
ip , as the sum of i’s

neighboring node representations h(l−1)
j (j ∈ Np(i)) as shown in Eq. (4). A is adjacency

matrix, D is degree matrix and I is unit matrix in Eq. (5) and Eq. (6).

h(l)
ip =

∑
j∈Np(i)

Āijh
(l−1)
j (4)

Ā = D− 1
2 ÃD− 1

2 (5)

Ã = A + I (6)

Then, edge-feature attention α
(l)
ip is calculated based on node representation vector

h(l−1)
i and the embedding of edge feature p h(l)

ip in Eq. (7),

α
(l)
ip = σ

{
uTp

[
W (l)

1 h(l−1)
i

∥∥∥W (l)
1 h(l−1)

ip

]}
(7)
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whereW (l)
1 is parameter matrix, up is a parameter vector, ||means concatenate operation,

and σ denotes the activation function.
For the edge between neighboring node j and node i, we obtain new edge feature

representation β
(l)
ijp using α

(l)
ip and e(l−1)

ijp (e(0) = E) below.

β̂
(l)
ijp = e(l−1)

ijp α
(l)
ip (8)

β
(l)
ijp =

exp
(
β̂

(l)
ijp

)

∑P
r=1

∑N
v=1 exp

(
β̂

(l)
ivr

) ,∀i
P∑

p=1

N∑
j=1

β
(l)
ijp = 1 (9)

As used in ARGAT (Across-Relation Graph Attention) [13], in Eq. (9) we use global
softmax function to measure the importance of edge feature p over all i’s neighbor nodes
and all edge features. In this way, we can compare the result to know which edge feature
is more important for node i.

We then calculate each neighboring node j’s attention in terms of feature p through
Eq. (10) and Eq. (11), where W (l)

2 is a parameter matrix and v is a parameter vector.

Finally, we get the node i’s representation vector h(l)
i based on Eq. (12).

â(l)
ijp = σ

[
β

(l)
ijp v

T
(
W ((l))

2 h(l−1)
i ||W (l)

2 h(l−1)
j

)]
(10)

a(l)
ijp = â(l)

ijp∑
k∈Np(i) â

(l)
ikp

(11)

h(l)
i = σ

⎧⎨
⎩||pp=1

∑
j∈N

a(l)
ijpW

(l)
2 h(l−1)

j

⎫⎬
⎭ (12)

4.4 Text Processing Module

Toextract information fromdocuments,we design a simple neural networkwith attention
model, which is illustrated in Fig. 3. First, we use topic model LDA [17] to get topic
word distribution. For each topic, we choose the top 10 words with highest probability
and average these words’ vector obtained through word embedding model to represent
the topic. For each word wk in document i, based on topic word distribution, we choose
the topic for which wk has the highest probability among all the topics and use this
topic’s vector to represent the word, denoted as tk ∈ R

F .
For each word wk , we concatenate its topic vector tk with word vector ωk as its final

representation. Let V be the matrix with the kth row being the final representation of
word wk . For each word k, we calculate â

′
k via a single fully connected layer in Eq. (13),

where uv is a parameter vector and bv is bias. For document i, we then normalize â′
k

to get the word attention a
′
ik in Eq. (14). dij is the value in jth dimension of di. We get
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Fig. 3. Illustration of text processing module

the new representation d ′
i of document i in Eq. (15), and d ′

i is further processed by two
fully-connected layers to get the final representation Xi for each user i.

â′
k = uTv v

T
k + bv (13)

a′
k = dik â′

k∑|M |
j=1 dijâ

′
k

(14)

d ′
i =

|M |∑
j=1

a′
ijvj (15)

4.5 Classification Module

In the classification module, we use two fully connected layers to get the prediction for
each user. Tanh and Sigmoid activation function are used for the two layers respectively.
Loss function is defined below.

Loss = −
N∑
i=1

yilogŷi + (1 − yi)log
(
1 − ŷi

)
(16)

5 Experiments

5.1 Datasets and Evaluation Measure

We conduct experiments on a real dataset from a peer-to-peer lending company and
evaluate our proposed model’s performance on finding out users who will be overdue in
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six months.We have 34816 users who apply for a loan during sixmonths from June 2016
to November 2016, including 17820 normal users and 16996 overdue ones.We construct
user relationship graph that contains 8066153 edges for the users in the dataset. Users in
the first four months are used to train the model and users in the last twomonth forms the
test data set. In the dataset, all of the overdue users have relationship with other users,
but around 60% of normal users have no relation with any of the users in the training
dataset. We use accuracy, precision, recall, F1-score, KS (Kolmogorov-Smirnov) and
AUC to evaluate the prediction performance. KS is calculated in Eq. (16) to measure
the distinguishing ability of the model, where TPR is true positive rate and FPR is
false positive rate. TPRj (FPRj) is the true (false) positive rate under the jth probability
threshold used to perform classification.

KS = maxj(TPRj − FPRj) (17)

5.2 Performance Comparison

For all the experiments, we implement the algorithms in Python within Tensorflow
framework. Following the experiment settings of [8, 9, 11], we set the number of layers
in graph attentive network as 2 in all of experiments for fair comparison. Throughout
the experiments, we use the SGD optimizer with learning rate 0.1 to optimize the loss
function. An early stopping strategy with window size of 100 is adopted. We fix the
dimension to 32 for all hidden layers in graph attentive network. We use GCN [8], GAT
[9], EGNN(A) [11] as baseline models. To further investigate the effectiveness of each
component of our proposed model, we conduct ablation study.

The name of the baseline model with ‘-a’ means that the text processing method is
the neural network with attention designed in this paper, while the name of the model
which contains ‘-f’ means that we process text using fully connected layers without
word attention and topic information.Meanwhile, model ‘FDNE-noedatt’ is a simplified
model by removing edge-feature attention from our model and ‘FDNE-noglobal’uses
softmax normalization for edge-feature attention instead of global normalization. The
experimental results to compare different models are given in Table 1.

From Table 1, serval interesting phenomena can be observed. Overall, our approach
‘FDNE’ outperforms three baselines in all metrics. Especially for Recall, it reaches to
0.951, much higher than any of the baseline model. ‘EGNN(A)-a’ and ‘FDNE’ have bet-
ter performance than ‘GCN-a’ and ‘GAT-a’, which means that aggregating edge features
to calculate node attention has strong influence on the prediction. Meanwhile, compari-
son of ‘FDNE’ with ‘EGNN(A)-a’ demonstrates the effectiveness of edge-feature atten-
tion.Moreover, almost allmodels usingdesignedneural networkwith attention toprocess
text information outperform their corresponding baselines. For example, ‘FDNE’ gets
better performance than ‘FDNE-f’ in terms of all evaluation measures except precision.
It proves that word attention plays an important role in the prediction task. Meanwhile,
comparing ‘FDNE’ with ‘FDNE-noglobal’, we can see that global normalization for
edge feature representation also contributes to the prediction. We further evaluate our
proposed model based on top-n precision, which is shown in Table 2. We can see that
the top 10 users detected by our model are all true fraud users. Overall, our model has
the best performance among the compared models.
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Table 1. Classification performance comparison

Models Precision Recall F1-score Accuracy KS AUC

GCN-f 0.652 0.832 0.731 0.698 0.405 0.757

GCN-a 0.727 0.856 0.786 0.770 0.578 0.823

GAT-f 0.655 0.817 0.727 0.696 0.403 0.776

GAT-a 0.734 0.885 0.802 0.784 0.590 0.825

EGNN(A)-f 0.737 0.899 0.810 0.791 0.601 0.824

EGNN(A)-a 0.736 0.916 0.816 0.796 0.608 0.829

FDNE-f 0.740 0.919 0.820 0.800 0.622 0.830

FDNE-noedatt 0.721 0.889 0.797 0.776 0.557 0.823

FDNE-noglobal 0.734 0.882 0.801 0.784 0.588 0.825

FDNE 0.740 0.951 0.832 0.811 0.634 0.835

Table 2. Top-n precision comparison

Models Top10 Top20 Top30 Top50 Top100 Top200

GCN-f 0.6 0.7 0.7 0.7 0.62 0.655

GCN-a 0.6 0.75 0.633 0.7 0.71 0.74

GAT-f 0.7 0.75 0.7 0.66 0.68 0.62

GAT-a 0.6 0.75 0.733 0.72 0.71 0.72

EGNN(A)-f 0.8 0.75 0.733 0.68 0.68 0.685

EGNN(A)_a 0.8 0.77 0.75 0.80 0.73 0.735

FDNE-f 0.9 0.7 0.733 0.8 0.76 0.735

FDNE-noedatt 0.8 0.8 0.8 0.82 0.73 0.735

FDNE-noglobal 0.8 0.75 0.8 0.74 0.72 0.75

FDNE 1 0.8 0.833 0.825 0.79 0.76

5.3 Interpretability

Based on node attention, we could know which neighboring nodes are more important
to a node’s representation learning. For example, from the experimental results we find
that a user who is classified as an overdue user by ‘FDNE’, has a neighbor user who
is also predicted as an overdue user and has 319 overdue neighbors in the graph. This
neighbor is the most important one among all the neighbors. Regarding this neighbor as
a core user, we further analyze its neighbors. According to edge feature representation
e(L), we find that direct relations are more influential than indirect ones among relations
between the core user and 319 overdue neighbors. Meanwhile, we can analyze which
words contribute more to predict results based on word attention in the text processing
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module. Through the experiment, we find that some words about online games and peer-
to-peer lending apps have high attention values. It is easily to understand that users who
often use peer-to-peer lending apps might have financial problems, and they may have
less ability to repay. Another interesting phenomenon is that users who often recharge
for their online games account are easily overdue. These information gives useful hints
for the P2P lending platform to evaluate a user’s credibility.

6 Conclusions

Fraud detection for peer-to-peer (P2P) lending is an important and challenging problem
in both real application and research area. As far as we know, existing works seldom
use graph information or neglect the interpretability of models. Meanwhile, existing
studies on graph attentive network don’t discriminate the importance of neighbors and
different edge features. So, in this paper, we propose a new graph attentive network
model for P2P lending fraud detection. We design edge-feature attention to deal with
heterogeneous edges in the graph and use global normalization operation to identify
influential features of each edge. Meanwhile, important neighbors and words are found
through node attention and word attention in the model. Experiments on a real dataset
show that our mode improve the performances over the existing approaches significantly
and provide insightful explanations in the mean time.
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Abstract. Graphs are widely used to model the intricate relationships
among objects in a wide range of applications. The advance in graph
data has brought significant value to artificial intelligence technologies.
Recently, a number of graph database systems have been developed. In
this paper, we present a comprehensive overview and empirical investiga-
tion on existing property graph database systems such as Neo4j, Agens-
Graph, TigerGraph and LightGraph (LightGraph has recently renamed
to TuGraph.). These systems support declarative graph query languages.
Our empirical studies are conducted in a single-machine environment
against on the LDBC social network benchmark, consisting of three dif-
ferent large-scale datasets and a set of benchmark queries. This is the
first empirical study to compare these graph database systems by eval-
uating data bulk importing and processing simple and complex queries.
Experimental results provide insightful observations of various graph
data systems and indicate that AgensGraph works well on SQL based
workload and simple update queries, TigerGraph is powerful on com-
plex business intelligence queries, Neo4j is user-friendly and suitable for
small queries, and LightGraph is a more balanced product achieving good
performance on different queries. The related code, scripts and data of
this paper are available online (https://github.com/UNSW-database/
GraphDB-Benchmark).

Keywords: Graph database systems · Labeled property graph ·
LDBC benchmark

1 Introduction

Graphs are widely used to model the intricate relationships among entities in real
world. The recent blossoming of modern graph technologies has brought tremen-
dous value to artificial intelligence (AI) and machine learning (ML) applications
[25]. The related context in graph data enhances AI in many ways, ranging from
graph based acceleration of ML, connected feature extraction, explainable AI,
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and especially, to the area of knowledge engineering. For example, using context-
rich knowledge graphs for recommendation at eBay [27], extracting knowledge
from the Lessons Learned database at NASA [23], and combining graph features
and ML for fraud detection in security and finance [12].

Graph management systems, as one of the most fundamental infrastructures
in graph-based AI and ML applications, have received lots of attention both
in industry and academia. Two types of graph management systems are devel-
oped to manage graph data efficiently, effectively collecting explicit and implicit
information. The first one is graph analytics systems, performing batch compu-
tations on large clusters, such as GraphLab [22], Giraph [2] and GraphX [16],
etc. The latter is graph databases, fulfilling primitive requirements of storing and
fast querying graph data, such as Neo4j [8], JanusGraph [5] and ArangoDB [3],
etc. Specifically, graph databases primarily adopt labeled property graph model
or resource description framework (RDF). As RDF databases have received lots
of attention in literature [11] and the recent explosive popularity of property
graph databases [9] such as Neo4j, in this paper, we aim to comprehensively
evaluate graph databases that support labeled property graph model. Note that
our focus in this paper is on the four popular enterprise graph database systems
Neo4j, AgensGraph [1], TigerGraph [10] and LightGraph [6], though there are
also graph databases proposed in the literature [17,18].

A number of graph databases have been used in enterprises to handle fast-
evolving graph data in AI domains. Even though some popular graph databases
have already taken a large share of the market and also been studied in academic
communities, in recent years, a few new graph database systems, such as Agens-
Graph, TigerGraph and LightGraph, are developed to satisfy the needs of higher
level business demands, lower resource consumption, and enhanced performance.
Inspired by these observations, in this paper, we empirically investigate major
enterprise graph databases, and take the most popular Neo4j and several young
graph databases AgensGraph, TigerGraph, LightGraph as examples, to evaluate
their performance in detail under various experimental settings.

In the literature, various benchmarks [15,21,26] have been proposed to eval-
uate the performance of graph database systems. Additionally, social network
is penetrating into every aspect of daily lives and marketing activities, pro-
ducing enormous information. Thus, inspired by and following existing work
[24], we employ Linked Data Benchmark Council Social Network Benchmark
(LDBC SNB) [15,26] as our evaluation tool, under which our experiments eval-
uate four graph databases by loading three different scale datasets and processing
interactive and business intelligence query workloads.

The main contributions of this paper are as follows:

– We investigate the market of recent enterprise graph database systems, and
present a study of prevalent products. Due to the rapid advance in graph
databases, existing works [21,24] are either outdated or incomplete.

– Take four products Neo4j, AgensGraph, TigerGraph, and LightGraph as
examples, we make further investigations on graph databases. To the best
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of our knowledge, this is the first work comprehensively survey and compare
popular choices of modern industrial-strength graph database systems.

– We adapt all queries in the LDBC SNB benchmark and make significant
adjustments to work with all four aforementioned graph databases. Based
on this, we systematically evaluate them including the performance of data
loading and querying under three different data scales.

– We thoughtfully analyse and conclude the results of our unified benchmark.
This provides researchers and companies with insightful advice on how to
select a proper graph database system in different use cases.

The rest of this paper is organized as follows. Section 2 states necessary pre-
liminaries. Section 3 reviews related works. Section 4 presents our investigation.
Section 5 shows experimental results. Finally, we conclude the paper and discuss
future research directions in Sect. 6.

2 Preliminaries

2.1 Labeled Property Graph Model

A labeled property graph (LPG) is a directed graph with labels and properties, in
which labels define different subsets (or classes) of vertices and edges and prop-
erties are arbitrary number of key-value pairs representing real-world attributes.
The LPG model can easily represent many complex relations in real applica-
tions and has the advantages of high expressiveness. In addition, it is nature to
understand making it increasingly popular in the database community.

2.2 LDBC Benchmark

LDBC SNB [15] models a social network akin to Facebook, consisting of per-
sons and their activities. It is rich in entities, relationships and attribute types,
simulating the characteristics of information architecture in a real-world social
network. It proposes three query workloads: Interactive, Business Intelligence,
and Graph Algorithms. Since the last one is applicable for graph analytics sys-
tems which is out of the scope of this paper, we only take the first two as our
testing objects, covering the aspects of evaluating the ability of commercial graph
databases in processing actual business requirements.

Interactive workload [15] defines user-centric transactional-like interactive
queries, consisting of 8 transactional update (IU), 7 simple read-only (IS) and
14 complex read-only (IC) queries. Among them, IU queries are simple vertex or
edge insertions. Both of IS and IC queries are information retrieval operations,
starting with a specific vertex. The difference is that IS targets at simple pattern
matching, accessing at most 2-hop vertices and collecting basic data, while IC
defines complex path traversal and returns computed and aggregated results.
Business intelligence (BI) workload [26] defines 25 analytic queries to respond to
business-critical questions. Different from interactive workload, BI queries start
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with multiple vertices and contains more complex graph analysis and result
statistics operations, aiming at collecting valuable business information.

The structure of LDBC SNB dataset and detailed definitions of workloads
can be found in the official specification [20].

3 Related Work

With the development of graph databases, many evaluation and benchmark
endeavors are conducted to compare these products. For existing evaluation works,
some [13,19] only focus on listing the characteristics of graph databases without
any empirical exploration, some [14,21] restrict evaluation on micro operations,
small scale data and a limited set of products, and some [24] aim at present the
superiority of their own products. Meanwhile, many existing benchmarks cannot
evaluate the ability of graph databases in processing actual and business require-
ments. For instance, micro-benchmark [21] is limited in micro operations, and
RDF-benchmark [11] is only suitable for finding RDF structures.

The experimental study in our paper fills the gap. We not only conclude the
characteristics of prevalent and young enterprise graph databases, but also eval-
uate the performance of representative products on large-scale datasets, employ-
ing benchmark LDBC SNB which simulates a realistic social network and defines
both of micro and macro query workloads.

4 Graph Database

Section 4.1 reviews the features of enterprise graph database systems. Then, a
detailed introduction of evaluated databases is presented in Sect. 4.2.

4.1 An Overview of Graph Databases

Graph database is a type of NoSQL database emerged as a response to the
limitations of traditional relational databases. Graph databases are highly opti-
mised for handling connected data. Popularity of graph databases dramatically
increases in recent years because of their high performance and the ease of use.
We give an overview of graph database systems in the current commercial mar-
ket, including well-developed graph and multi-model database systems, such as
Neo4j, JanusGraph (successor of Titan) and ArangoDB, and other relatively
young systems, such as AgensGraph, TigerGraph, LightGraph and Nebula [7].
Their basic features are concluded in Table 1, including database type, stor-
age structure, open source or not (Op.), supporting distributed processing or
not (Ds.), transactional or not (Ta.), schema-free or not (Sf.), implementation
languages (Impl.) and query languages (Lang.).

From Table 1, we can see that, as enterprise products, these graph database
systems are almost all transactional with ACID guarantees. Moreover, most
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native graph databases prefer self-designed storage structures and graph query
languages, while hybrid databases are more flexible and support multiple stor-
age engines or query languages. Besides, with the increasing requirements for
processing large data, many products target at high scalability, supporting dis-
tributed storage of data and can be deployed in a cluster of machines. Among all
studied graph databases, only TigerGraph and LightGraph are not open source
projects, so the studies of their storage technologies are limited.

Table 1. Basic information of graph database systems.

System Type Storage Op. Ds. Ta. Sf. Impl. Lang.

Neo4j Native Linked lists Yes No Yes Yes Java Cypher

JanusGraph Hybrid Cassandra/HBase Yes Yes Yesa No Java Gremlin

ArangoDB Hybrid MMFiles/RocksDB Yes Yes Yes Yes C++ AQL

AgensGraph Hybrid PostgreSQL Yes No Yes Yes C Cypher,SQL

TigerGraph Native Native engine No Yes Yes No C++ GSQL

LightGraph Native Native engine No No Yes No C++ Cypher

Nebula Native RocksDB Yes Yes Nob No C++ nGQL
aThe transaction isolation levels in JanusGraph is determined by the choice of
storage.
bThe transactional support in Nebula is still under development.

Then we choose several systems to conduct further research and performance
evaluation based on the benchmark LDBC SNB. To summary, the selection cri-
teria are: 1) support the labeled property graph model, 2) support declarative
graph query languages, 3) support OLTP, 4) could fully implement query work-
loads in LDBC SNB, and 5) full licence available. Therefore, we take Neo4j,
AgensGraph, TigerGraph and LightGraph to investigate and benchmark. Espe-
cially the last three, as young graph databases, get little attention in existing
work even though they demonstrate promising performance in their own reports.

4.2 Graph Databases Details

Neo4j. Neo4j [8] is the most popular graph database system. Compared with
other products, mature community is one of its biggest advantages. It provides
user-friendly web interface and APIs and supports many third-party applica-
tions, frameworks and programming language drivers. Neo4j also developed the
graph query language Cypher, which is a widely-used and easy-reading language.
However, Neo4j typically cannot scale to large graphs as it dose not support
data sharing in distributed environment. Even in the enterprise version, the dis-
tributed mode just replicate the data in all machines to achieve high availabil-
ity. With the storage structure of linked lists, Neo4j stores vertices, edges and
attributes natively and separatively. This design usually causes high memory
consumption and low efficiency, even if indexes are created [24].
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AgensGraph. AgensGraph [1] is proposed as a new generation multi-model
graph database. As a multi-model database, AgensGraph supports graph, rela-
tional, document and key-value data models at the same time, adopting SQL and
Cypher as query languages. Thus, it can integrate the two languages in one single
query, supporting more flexible use cases and very friendly to experienced SQL-
users. AgensGraph adopts the PostgreSQL RDMS as storage engine. However,
when processing large data, it will take a very long time to load and consume
large memory to store data. In the process of querying complex requirements,
a large temporary space will be occupied. AgensGraph is a developing product
and cannot support all grammars in Cypher. In this work, we implement queries
with high complexity in LDBC SNB by integrating Cypher and SQL.

TigerGraph. TigerGraph [10] is one of the rising stars in distributed graph
database in recent years. Its core system is developed from scratch using C++.
By combining native graph storage with MapReduce, massively parallel process-
ing and fast data compression/decompression, TigerGraph shows strong scal-
ability and great performance, especially in handling complex queries. More
importantly, TigerGraph can be easily deployed to a large scale of clusters and
process queries distributedly, allowing it to answer queries on extremely large
graphs that are likely to fail in a single machine setting. It also develops its
own query language GSQL, which is a powerful and procedure-like language.
However, as a non open source commercial product, TigerGraph is not freely
available.

LightGraph. LightGraph [6] is a high-performance graph database product,
implemented in C++. As an enterprise-focused product, LightGraph is still
under development, but has already demonstrated impressive strength. Light-
Graph supports storing and querying billion-scale data in single machine. Mean-
while, it adopts a lockless design, greatly improving the throughput under high
loads and enabling queries to be processed with high parallelism. Although Light-
Graph provides Cypher interface, it still cannot support most grammars. There-
fore, for complex querying requirements, it suggests to implement stored pro-
cedures by Python or C++ APIs. Please note that, we only implement IU and
IS micro queries with Cypher, and for IC and BI queries in the benchmark, we
directly use the plug-in offered by the authors to run.

Other Databases. JanusGraph [5], previously known as Titan, is a massively
scalable graph database and natively integrates with the Apache TinkerPop
framework. As a hybrid system, it can integrate with third-party systems like
HBase, Cassandra, ElasticSearch for storing and indexing the graph structures.
ArangoDB [3] is a native multi-model database, supporting graph, document
and key-value models, and provides a unified database query language to coverer
three models in a single query. Nebula [7] is a newly released high-performance
and scalable graph database capable of hosting very large scale graphs with low
latency, getting more attention recently.
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However, JanusGraph adopts an imperative query language Gremlin1. Mean-
while, both query languages in Nebula and ArangoDB are still developing and
not fully compatible with all LDBC SNB query workloads at this moment. Since
only Cypher and GSQL are in the process towards an upcoming international
standard language for property graph querying [4], we only consider Cypher- and
GSQL-based systems, that is Neo4j, AgensGraph, TigerGraph and LightGraph.

5 Empirical Studies

Section 5.1 presents the experimental setup. Then, we discuss experimental
results in Sect. 5.2. After that, an overall evaluation is given in Sect. 5.3.

5.1 Setup

We generated three datasets with different scales by using LDBC data generator
[15]. All datasets have the same structure [20]. The statistics of datasets are
summarized in Table 2. We can find that the number of vertices and edges and
the raw size of datasets increase almost linearly with scale factor.

Table 2. Statistics of datasets.

Dataset Scale factor |V | (Million) |E| (Million) Size (GB)

DG1 1 3.182 17.256 0.798

DG10 10 29.988 176.623 8.257

DG100 100 282.638 1775.514 85.238

For benchmark LDBC SNB, there are overall 54 queries in interactive and
business intelligence workloads. Their implementations in four graph databases
are acquired from their official staff or implemented by ourselves, like BI queries
in AgensGraph, IU and IS queries in LightGraph, guaranteeing the optimality
of query statements in each database as much as possible. To conduct a fair
comparison, we take the same parameters for the same query in all systems. Note
that, for LightGraph, as its Cypher interface has not been fully implemented and
optimized, we only implemented IU and IS queries with Cypher, and used C++
stored procedures provided by the authors to do other experiments. The other
three databases were operated by query languages.

We conducted all experiments on a machine with two 20-core processors
Intel Xeon E5-2680 v2 2.80 GHz, 96 GB main memory, and 960G NVMe SSD,
running Ubuntu 16.04.5 operating system. We tested performance on fast NVMe
SSD storage, as it is already a default option for database systems. To perform
experiments, we ran each micro query (IU and IS) 100 times and each macro
query (IC and BI) 3 times, setting mean running time as result. By default, we
set timeout as 1 h for each query processing, and use symbols ‘TO’ and ‘OOM’
to represent timeout and out of memory respectively.
1 Gremlin has limited degree of declarative support.
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5.2 Experimental Results

Data Importing. Due to the large size of raw data, datasets were bulk imported
into graph database systems. Data importing is also a common operation in pro-
duction. We present the data importing time of four databases and the storage
size of each loaded dataset respectively in Fig. 1.

Fig. 1. The bulk importing time and storage size of datasets.

Figure 1-a shows that, for all three scale datasets, the data importing time
in Neo4j is the shortest, followed by LightGraph, TigerGraph and AgensGraph.
Actually, even if we consider the indexes creating time in Neo4j and preprocessing
time of stored procedures in LightGraph, both of them still present better bulk
importing performance than TigerGraph and AgensGraph. AgensGraph, limited
by its third-party relational storage engine PostgreSQL, the speed of data bulk
importing is much slower than other systems. For DG100, AgensGraph will take
about one day to load data, unreasonable in common usage.

Figure 1-b presents the raw and loaded storage sizes for three datasets in four
databases, showing that TigerGraph requires the least space to store data, even
less than raw data, followed by LightGraph, Neo4j and AgensGraph. The storage
consumption in LightGraph is about twice as much as that in TigerGraph, Neo4j
is about three times large. AgensGraph requires the largest storage space.

Based on the above experiments, Neo4j performs best in the efficiency of
large data importing, but its storage cost is very large. TigerGraph costs least
space to store data, but take a little long time to load data. LightGraph presents
good performance overall. AgensGraph shows the worst performance.

Processing Interactive Queries. Interactive workload consists of IU, IS and
IC queries. Among them, both of IU and IS are micro operations. IC are macro
queries under more complex interactive scenarios. We select several represen-
tative results to present and full data are available online. Since the running
time of IU and IS operations is not more than one second, we record them in
milliseconds, and record the running time of IC queries in seconds.
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Table 3. Running time (millisecond) for IU queries.

IU DG1 DG10 DG100

Neo4j Agens Tiger Light Neo4j Agens Tiger Light Neo4j Agens Tiger Light

2 4.62 0.46 8.14 0.56 4.45 0.52 9.81 0.63 4.13 0.54 10.36 0.98

4 30.50 8.47 8.55 1.02 40.56 7.94 8.52 1.07 38.41 9.75 8.90 1.07

6 5.02 2.08 8.38 1.39 16.10 3.53 8.99 1.58 12.01 2.99 9.72 1.52

8 1.14 0.42 8.18 0.69 1.13 0.50 8.45 0.56 1.28 0.50 9.40 0.61

Table 4. Running time (millisecond) for IS queries.

IS DG1 DG10 DG100

Neo4j Agens Tiger Light Neo4j Agens Tiger Light Neo4j Agens Tiger Light

1 1.05 1.83 3.47 0.60 1.45 1.70 3.27 0.61 1.60 1.85 3.65 0.66

2 18.49 10.01 10.90 8.90 33.11 21.40 11.09 15.96 25.80 26.20 9.91 16.00

4 1.33 0.33 4.01 0.53 1.11 0.34 3.74 2.34 0.57 0.34 4.06 0.61

6 1.33 13.11 4.66 0.67 2.37 14.61 4.7 0.65 1.34 15.40 4.41 0.70

Table 3 lists the processing time of IU queries, showing that LightGraph and
AgensGraph are more efficient than other two databases. LightGraph is good at
inserting vertices, such as IU 4 and IU 6, and AgensGraph is good at inserting
edges, like IU 2 and IU 8. Neo4j is faster than TigerGraph in updating edges,
while slower in updating vertices.

The experimental results of IS queries are listed in Table 4. We find that
LightGraph is the most efficient in most cases. TigerGraph and AgensGraph
only show good performance in several cases, like IS 2 and IS 4, and worse than
Neo4j in most cases according to the full data.

Table 5. Running time (second) for IC queries.

IC DG1 DG10 DG100

Neo4j Agens Tiger Light Neo4j Agens Tiger Light Neo4j Agens Tiger Light

1 0.60 0.32 0.03 0.06 2.36 1.17 0.12 0.36 10.22 8.26 0.56 2.48

3 2.01 0.35 0.06 0.01 24.06 7.95 0.37 0.05 616.54 63.82 1.32 0.37

6 2.58 0.17 0.09 0.01 113.92 0.36 0.31 0.03 TO 5.66 0.97 0.11

10 0.50 0.71 0.03 0.04 2.32 2.93 0.06 0.12 9.33 12.41 0.15 0.37

12 0.19 2.58 0.02 0.04 0.66 4.96 0.06 0.15 0.60 55.97 0.13 0.16

13 0.01 0.01 0.01 0.01 0.03 0.02 0.01 0.01 0.00 0.03 0.02 0.01

14 340.55 43.34 0.20 0.01 424.05 488.61 0.27 0.02 63.83 TO 0.31 0.03

Table 5 shows the running time of IC queries, there are big differences in
performance between graph databases. Overall, both of TigerGraph and Light-
Graph present efficient performance with little difference, while AgensGraph
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and Neo4j perform much worse than other two systems. In the case of execut-
ing IC 14 for DG1 and DG10, Neo4j is even four orders of magnitude slower
than LightGraph. However, for IC 13, which requires to return the length of the
shortest path between two given vertices, the results show little difference among
all databases across all datasets. This is because both Neo4j and AgensGraph
support the keyword shortestPath and optimize internal computing process.

For interactive workload, all databases work well in micro queries, but show
big differences in macro queries. LightGraph performs best in most cases. Tiger-
Graph is only efficient in processing complex queries, while bad at micro opera-
tions. AgensGraph and Neo4j are suitable for micro operations, wile work much
worse than other two databases when processing IC queries.

Processing Business Intelligence Queries. Business intelligence workload,
considering more actual business applications, requires higher performance for
databases to response to complex scenarios. Table 6 lists 12 representative queries
as examples, recording results in seconds.

Actually, all graph databases cannot successfully execute all BI queries across
all datasets. Overall, TigerGraph performs best, followed by LightGraph. Neo4j
and AgensGraph still perform bad, the results are timeout in many cases. In the
case of executing BI 7 for DG1, Neo4j is four orders of magnitude and Agens-
Graph is five orders of magnitude slower than LightGraph, showing big per-
formance difference. Although there may be some reasons in query statements
optimization, the biggest problem lies in the technologies of data storing and
query processing. For example, for BI 16, AgensGraph is timeout even under the
DG1. By splitting its original query statement, we found that AgensGraph can-
not match pattern (Person)-[:KNOWS*3..5]-(Person) in a reasonable time,
which maybe related to its storage structure or query execution mechanism.

Table 6. Running time (second) for BI queries.

BI DG1 DG10 DG100

Neo4j Agens Tiger Light Neo4j Agens Tiger Light Neo4j Agens Tiger Light

2 3.36 6.67 0.59 0.44 29.16 102.2 5.27 9.19 237.6 1388.2 42.67 221.8

4 1.58 0.21 0.02 0.03 14.50 0.62 0.12 0.09 173.3 4.76 1.19 3.57

7 375.8 1647.8 0.88 0.04 TO TO 0.88 0.74 TO TO OOM 38.63

8 0.41 1.65 0.03 0.08 3.89 6.46 0.16 1.00 43.31 69.90 1.32 60.07

10 941.2 48.15 0.05 0.03 TO 692.2 0.31 0.40 TO TO 4.11 33.91

13 0.77 1.39 0.18 0.12 5.56 14.36 1.63 1.07 46.35 415.5 13.21 82.66

16 3.36 TO 0.49 0.58 39.97 TO 4.59 6.62 429.9 TO 50.64 426.1

17 0.41 0.27 0.01 0.01 34.65 3.55 0.03 0.06 TO 999.1 0.20 0.88

18 6.44 352.6 0.37 2.95 76.00 TO 4.71 58.02 700.1 TO 52.57 1742.2

20 4.73 36.53 1.21 0.84 44.53 255.1 14.69 30.94 732.7 TO OOM 290.8

23 0.18 0.24 0.02 0.05 1.55 1.20 0.06 0.37 13.44 11.22 0.51 50.10

24 16.25 29.96 0.78 0.66 191.5 373.2 7.57 14.73 TO TO 75.71 1198.7
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In the comparison of TigerGraph and LightGraph, for DG1, their perfor-
mances show little difference. But with the increasing scale of datasets, the
processing time in LightGraph increases faster than that in TigerGraph. Thus,
TigerGraph is much more efficient under DG10 and DG100, in part, thanks to
is build-in parallel processing mechanism and stored procedure-like query state-
ments implemented by GSQL. However, for BI 7 and BI 20 in DG100, Tiger-
Graph is out of memory, but LightGraph finishes them successfully, showing that
TigerGraph requires more memory when processing large datasets.

5.3 Overall Evaluation

We only list part of experimental results, full data is available online. According
to full results, the four databases present different performance and no one can
perform best in all scenarios. The findings can be summarized as follows:

– Neo4j is user-friendly and the most efficient one in data importing. However,
it is only suitable for micro queries and small-scale datasets, and shows bad
performance in running complex business intelligence queries.

– AgensGraph works well on SQL accompanied workload and simple update
and query operations, while performs very bad in processing complex queries
and managing large datasets.

– TigerGraph is powerful on complex business intelligence queries, such as IC
and BI queries, especially on large datasets like DG100. It need the least
memory to store data, although takes a little long time to load data.

– LightGraph is a more balanced product, achieving good performance on all
types of queries. However, it cannot fully support Cypher grammars, and
complex queries only can be implemented by stored procedures.

Although we cannot get a closer look at the implementation details of closed
source products TigerGraph and LightGraph, we list three potential reasons of
their performance advantages over community-driven graph databases, namely,
Neo4j and AgensGraph. The first reason is the language differences in implemen-
tation as TigerGraph and LightGraph are implemented in C++, which generally
shows a greater performance than the language implements Neo4j, namely, Java.
The second reason is the other two systems are schema-free, which TigerGraph
and LightGraph both have fixed schema, which allows more optimizations to be
done. The third reason is commercial products tend to use advanced algorithms
and optimizations to improve their efficiency. Finally, as for the hybrid system,
AgensGraph, the extra layer to its underlaying relational database encounters
significant extra costs to the graph database overall.

These four graph database systems are all business products, stable, pro-
fessional and suitable for processing actual and business query requirements.
According to our experience in usage, Neo4j and AgensGraph are more user-
friendly, supporting more complete query language grammars. The query state-
ments of TigerGraph and LightGraph are more like stored procedures, requiring
some technologies in expressing queries. Most importantly, the two products are
not free available, users cannot change or optimize by themselves.
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6 Conclusion and Future Work

In this paper, we investigate and conclude some graph database systems. More-
over, we present a further research and evaluation on Neo4j, AgensGraph, Tiger-
Graph, LightGraph. Based on the benchmark LDBC SNB and single machine
environment, experiments across three different scale datasets show that Light-
Graph and TigerGraph have significantly better performance in managing large
data and processing high complexity queries. Neo4j and AgensGraph are suit-
able for simple micro operations and give friendly use experience. In the future
work, we will extend our study to more graph database products, and evaluate
their performance under distributed environment.
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Abstract. This study enriches our understanding by systematically reviewing
Knowledge management twitter health (KMTH) articles extracted from Web
of Science (WoS) using two types of bibliometric analysis (a) citation through
HistCite and (b) co-authorship analysis through VOSviewer–for the last 11 years.
A total of 798KMTHarticles were found from 2009 to 2019, whichwere analyzed
based on the most influential authors, articles, journals, institutions, and countries.
Furthermore, they were analyzed base on co-authorship among different countries
of KMTH articles. This study found USA and UK the most influential countries
according to KMTH publications. Harris JK was found most prominent author
while Journal of internet health research was on top ranking. This study opens
new avenues for all health care providers to utilize Twitter as a KM platform to
promote health care. This is the first bibliometric analysis of KMTH publications
according to our best knowledge.
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1 Introduction

The word “Web 2.0” was coined first in 2004, started a new era of communication to
exchange information and knowledge. Social networking Site (SNS) e.g. twitter, Face-
book and YouTube are birth of web 2.0. SNS as a group of virtual communities helps
to share information in form of text, pictures and video with openness and in interactive
manner [15]. Use of social media (SM) is emerging as a popular way to seek health infor-
mation for the general public [32, 40]. For adult Internet users, the Internet is a primary
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source of health information, second only to health care providers; 80% of US Internet
users have looked online for health information [6, 8]. 60% of state health departments
(SHDs) reported using a SM site andmany are using their account(s) daily to disseminate
information and knowledge on healthy behaviors and health conditions [30].

Twitter has been used in different health contexts at both individual and organiza-
tional levels platform where people can quickly and easily contribute and engage in
new forms of knowledge seeking, knowledge acquisition and knowledge dissemination
behavior [13, 14]. They also support traditional models of engagement such as com-
munities of practice – CoP [10]. For instance, health-minded individuals discuss health
problems with their peers and seek support from experts [28]. The participative nature
of Web 2.0 levels off the playing field for knowledge sharing in CoPs. Individuals with
varying degrees of expertise from medical experts to lay-persons can seek and dissemi-
nate health information [5]. For example, twitter-based community Health Care Social
Media Canada (#hcsmca), founded in 2010, uses twitter platform for health related
knowledge sharing and health promotion.

Prior studies have exhibited huge contribution of twitter as a knowledge acquisition
[37], knowledge seeking [17] and knowledge dissemination [23] platform and also its
undeniable role in health promotion as eHealth and m-health. Moreover, bibliometric
studies of SM have been conducted with respect to different research areas e.g. event
detection in SM [3], bibliometric of sentiment analysis [16] and bibliometric of SM
in psychology [39] whereas some studies conducted bibliometric analysis of different
health problems using SM as platform e.g. Muller et al. [20] provide an overview of the
eHealth and mHealth research field related to physical activity, sedentary behavior, and
diet. Li et al. [18] study purpose was to examine publication trends and explore research
hot spots of Internet health information seeking behavior through Co-Word Biclustering
Analysis. But there are scarcest studies that shed light on overall contribution of twitter
publications in heath sector except one systematic review (but not bibliometric analysis)
that highlighted the role of twitter in health care academic research [27]. However, there
was no comprehensive study found to integrate twitter role in health construct at a glance
especially what are significant research dynamics (e.g. most prominent authors, articles,
journals, countries and institutions). To cover this gap, this study reviewed twitter articles
to highlight research dynamics of health research under umbrella of twitter and allow us
to answer following question. This study will serve at one-stop source to provide what
role has twitter offered as so far and what is still to come.

• What is the growth output of KMTH publications?
• Which are the most productive institutions and countries of KMTH publications?
• What are the most influential articles, authors and journals of KMTH publications?
• What are the co-authorship links among countries of KMTH publications?

2 Methodology

Bibliometric analysis can help researchers to identify the origins and the current signifi-
cance of a given concept [7]. This method has been applied to specific journals [29, 36]
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and diverse disciplines, such as Twitter [22], social media and knowledge manage-
ment [21], social care data [32], prosumption [24, 25], technology assisting people with
dementia [2] and sedentary behavior of diet-related eHealth and mHealth Research [20].

2.1 Inclusion Criteria for Related Research Articles

We started by query string for: topic: “twitter” AND topic: “health” in theWoSCore Col-
lection database and got 1300 articles. This database covered timespan of all years (1985
- march 2019) and consisted of Science Citation Index Expanded (SCI-EXPANDED),
Social Science Citation Index (SSCI) and Conference Proceedings Citation Index - Sci-
ence (CPCI-S). As we were more interested to explore the KM contribution of twitter in
health sector, therefore we refined the above query string with key worlds “information”,
“knowledge” and “awareness” and consequently got 695, 144 and 119 research articles
respectively. From the previous literature we also found that E-health and M-health
are emerging research concepts that are dramatically involving SM especially twitter
in health promotion and knowledge seeking and disseminating activities [9]. Therefore
we searched for: topic: “e-health” OR topic: “ehealth” and refined by: topic: “twitter”
and got 30 research articles. Finally, we also searched for: topic: “m-health” OR topic:
“mhealth” and refined by: topic: “twitter” and got 12 research articles.

2.2 Exclusion Criteria for Related Research Articles

After this we extracted these five data files comprising of 695, 144, 119, 30 and 12
research articles from WoS in the form of plain text file and saved it into text document
file.Nowwehave total 1000 articles but theremight be some articles thatmayduplicate in
different data set. To delete the duplication of the research articles, we imported these all
file intoHiscite software andfinally got 798 articles comprising all necessary information
to conduct bibliometric analysis (title, abstract, authors’ name, language used in writing
paper, type of document, and cited reference used in the paper etc.). Using Hiscite
software, we also got the most influential authors, articles, journals, research document,
language used in paper, the most influential institutions, countries and CitationMapping
as an output information related to our study (Garfield, Pudovkin and Istomin [10]).
Furthermore, we imported these files in VOSviewer software to get a bibliographic
mapping analysis. Form these outputs, authors explored the related research streams of
twitter articles related to health in KM discipline.

2.3 Analytical Tool Used for Data Analysis

In this study,HistCite andVOSviewer software have been used for data analysis. HistCite
is frequently used as for analyzing systematic literature reviews as well as bibliometric
analysis [38]. Apriliyanti andAlon [1] usedHistCite as a bibliometric co-citation tool for
336 articles and VOSviewer software as bibliometric cartography tool for 2088 articles
to isolate five research streams for absorptive capacity [1]. VOSviewer is widely used in
bibliometric analysis, especially in thematic analysis, cartography, and cluster analysis
[21, 24, 25]. Examination of the literature shows that both HistCite and VOSviewer are
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extensively used. Therefore, this study uses both software in its analysis. We applied
HistCite to conduct a bibliometric descriptive analysis to find out the most significant
authors, journals, cited reference, institutions, and countries (Thelwall [31]). Five types
of bibliometric mapping analysis can be used: named as co-author, co-occurrence of
keywords, citation, bibliographic coupling, and co-citation through VOSviewer (van
Eck and Waltman [34]; Eck and Waltman [35]) but we applied only co-authorship as
type of analysis and countries as unit of analysis to explore co-authorship among 30most
productive countries. In keyword analysis, VOSviewer utilizes a text-mining technique
to analyze the content of titles, keywords, and abstracts. Furthermore, we applied co-
occurrence as type of analysis and all keywords as unit of analysis to explore emerging
themes in KMTH publications. As a consequence, we found different clusters of closely
associated items (countries in our study), which are denoted by the same color. The
larger the item, the greater its significance and popularity with respect to the other items
(Perianes-Rodriguez, Waltman and van Eck 2016).

3 Results and Discussion

3.1 Document Type

There were 798 KMTH publications in total from 2009 up until now (5 May 2019) as
shown in Table 1. The total sources published under umbrella of KMTH research field
got 11060 total global citation score (TGCS) and 860 Total local citation score (TLCS) as
shown in Table 1. TGCS represents number of times KMTH articles were cited by other
articles around the globe while TLCS refer to the number of citations of the paper within
the collection data retrieved from WoS (798 articles in this study), which represents
the importance and significance of article within that particular research field [1]. 568
KMTH articles received 9066 TGCS and 685 TLCS whereas 146 proceeding papers got
only 445 TGCS and 66 TLCS. Despite of having only 56 Review papers as compared
to 146 proceeding papers, their TGCS was approximate double (914) than proceeding
papers TGCS (445) which indicate that review papers got more attention from KMTH
academia. Furthermore, editorialmaterial (15)were ten time less thanproceedings papers
(146) but have almost same TGCS of proceedings papers (see Table 1) which as well
indicates more significance of editorial material than proceedings papers. All document
types along total publications (Recs), TLCS, Avg. TLCS (number of local citations per
document), TGCS and Avg. TGCS (number of global citations per document) were
listed in Table 1.

3.2 Yearly Output of KMTH Publications

The yearly growth of the academic research literature production in the KMTH publica-
tions has been shown in Table 2. The production of academic research sources published
in 2009 was only 2 articles. From 2010 to 2012 the publication growth was increased
gradually, adding almost 10 papers every year, from 10 to 27 articles. After that period,
the publications per year got dramatic rise from 63 to 93 publications from 2013 to 2015.
This showed the significant attention of academia in KMTH research. In recent years, an
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Table 1. Types of documentations

# Document type Recs TLCS Avg. TLCS TGCS Avg. TGCS

1 Article 568 685 1.2 9066 15.96

2 Proceedings Paper 146 66 0.45 445 3.04

3 Review 56 55 0.98 914 16.32

4 Editorial Material 15 27 1.8 441 29.4

5 Article; Proceedings Paper 6 26 4.33 190 31.66

6 Meeting Abstract 2 0 – 0 –

7 Review; Early Access 2 0 – 1 0.5

8 Article; Data Paper 1 1 1 3 3.00

9 Article; Early Access 1 0 – 0 –

10 Letter 1 0 – 0 –

Total 798 860 11060

Recs = Records; TGCT = total global citation score; TLCS = Total local citation score

exponential growth has been observed from 2016 to 2018 from 148 to 175 publications.
The year 2018 was a peak year for the KMTH publications. In 2018, 175 maximum
numbers of articles were published. This analysis clearly narrated the emergence and
prominence of KMTH research field and still has a long way to go.

Table 2. Yearly growth output of KMTH publications

# Publication year Recs Percent TLCS TGCS

1 2009 2 0.3 33 460

2 2010 10 1.3 91 907

3 2011 20 2.5 43 919

4 2012 27 3.4 52 1959

5 2013 63 7.9 163 1615

6 2014 77 9.6 120 1480

7 2015 93 11.7 124 1463

8 2016 148 18.5 148 1382

9 2017 145 18.2 61 596

10 2018 175 21.9 22 263

11 2019 38 4.7 3 15

Total 798 100 860 11059

Recs = Records; TGCT = total global citation score;
TLCS = Total local citation score
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3.3 Most Influential Countries of KMTH Publications

The KMTH publications were published in 53 different countries around the globe and
top ten most productive countries are listed here in Table 3. USA published five time
more articles (427)with 7390TGCS thanUK (97 publications and ranked second highest
among top ten countries), showing the greater influence and unbeatable publication share
in KTMH research. It was interesting to know that UK number of publications were high
thanCanada (81) butCanadaTGCS (1630)wasmuch higher thanUKTGCS (780)which
indicates that KMTH publications produced by Canada were more influential than UK.
Similarly, Switzerland TGCS was higher than India and Saudi Arabia despite of having
more publications. This showed Switzerland articles were more influential as compared
to India and Saudi Arabia. It is also interesting to note that only USA authors published
almost as many articles as all other authors from the rest of 9 countries in the top ten
most productive countries. This analysis also revealed e-health andm-health as emerging
fields in developed countries, like USA, UK and Canada, and played vital role in the
promotion of health care through twitter as KM platform and now twitter platform for
health promotion taking roots in developing countries gradually like India and Saudi
Arabia.

Table 3. Most influential countries in KMTH publications

# Country Recs Percent TLCS % age
TLCS

Avg.
TLCS

TGCS Avg.
TGCS

% age
TGCS

1 USA 427 53.5 622 70.05 1.46 7390 17.31 63.08

2 UK 97 12.2 63 7.09 0.65 786 8.10 6.71

3 Canada 81 10.2 72 8.11 0.89 1630 20.12 13.91

4 Australia 70 8.8 71 8.00 1.01 875 12.50 7.47

5 China 38 4.8 23 2.59 0.61 401 10.55 3.42

6 Spain 31 3.9 6 0.68 0.19 180 5.81 1.54

7 Italy 26 3.3 12 1.35 0.46 194 7.46 1.66

8 Saudi Arabia 22 2.8 18 2.03 0.82 99 4.50 0.84

9 India 22 2.8 0 0.00 0.00 48 2.18 0.41

10 Switzerland 17 2.1 1 0.11 0.06 113 6.65 0.96

Total 831 104.4 888 11716

Avg. = number of citations per document; % age TLCS = percentage of Total local citations %
age TGCS = percentage of Total global citations

3.4 Co-authorship Between Most Influential Countries of KMTH Publications

One interesting fact was also observed during analysis of most influential countries of
KMTHpublications that cumulative percentagewas 104.4% (see Table 3). This indicates
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that the publications of each country are not mutually exclusive and might have overlap-
ping with each other where authors played significant role to contribute in writing same
publication through co-authorship. This evoked us to conduct co- authorship analysis of
most influential countries of KMTH publications through VOSviewer. We chose type of
analysis as “co-authorship” and unit of analysis as “countries” in VOSviewer. Further-
more, we chose 5 minimum numbers of publications of a country as a threshold value
and consequently got 30 most noteworthy countries in co-authorship network as shown
in Fig. 1. Through this analysis five clusters were emerged to highlight the co-authorship
significance of 30 countries as shown in Table 4. In first cluster (Red), all the countries
are from Europe except Brazil which indicates that European countries’ authors cited
each other work in KMTH publication. Similarly in cluster 2 (green), most of coun-
tries are from Europe except Iran. Cluster 3 (Blue) was observed most diverse cluster
in term of geographic location as it was comprised of three different continents (USA
and Canada from North America; China, and Saudi Arabia from Asia and Australia).
Forth cluster (Yellow) exhibited all countries list from Asia except Norway while fifth
cluster (purple) was comprised of only two Asian countries (see Table 4). Furthermore,
despite of having great variation of number of publication USA (427) and Australia (70),
they have same links with other countries (24-LWOC) in 30 top productive countries as
shown in Table 4.

Fig. 1. CO-authorship Network of 30 countries in KMTH publications. (Color figure online)

3.5 Most Influential Institutions of KMTH Publications

Through Hiscite software, authors found that the 798 KMTH research publications were
published by 1092 institutes around the globe. Top 10 institutes were sorted according
to the number of publications as shown in Table 5. It was interesting to know that all
top institutes were from USA and except one from Canada and one from Australia.
It revealed huge contribution of USA institutes in health promotion by using twitter.
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Table 4. Co-authorship mapping clusters of KMTH publications

# Label Recs LWOC # Label Recs LWOC

Cluster 1: Red Cluster 3: Blue

1 Belgium 10 10 1 Australia 70 24

2 Brazil 5 5 2 Canada 81 14

3 England (UK) 97 22 3 Ireland 8 7

4 Netherlands 16 11 4 Japan 7 3

5 Portugal 11 7 5 China 38 10

6 Scotland 12 10 6 Saudi Arabia 22 6

7 Spain 31 9 7 USA 427 24

8 Switzerland 17 16 Cluster 4: Yellow

Cluster 2: Green 1 India 22 6

1 Austria 5 5 2 Malaysia 6 3

2 Denmark 7 10 3 Norway 6 8

3 Finland 7 10 5 Qatar 7 4

4 France 12 12 5 South KOREA 15 6

5 Germany 15 17 Cluster 5: Purple

6 Greece 7 2 1 Israel 7 2

7 Iran 5 5 2 Italy 26 12

8 Sweden 7 6

Recs = Records (Total number of publications); LWOC = link with other countries

University of Toronto gave contribution in form of 15 articles and these 15 article got
highest TGCS among all top 10 institutes. This fact made Canada publications more
influential. Similarly, Colombia University with 10 publications and 460 TGCS came
forward to create impact in health promotion through twitter.

3.6 Most Influential Authors of KMTH Publications

This study found 2930 authors contribution in writing 798 publications. We sorted ten
most influential authors according to their total publications. We found that Harris JK
was on top level with 11 publications and 184 TGCS. Harris JK authored consecutively
publications for health promotion every year, in 2013 (3), 2014 (2), 2015 (1), 2016 (1),
2017 (2), 2018 (2). Fu KW, Fung ICH and Tse ZTH were found with 9 publications
and 21 TGCS from 2013 to 2019. Dredze M, Househ M, Merchant RM, Thompson MA
wrote 8 publicationswithTGCS344, 142, 50 and 33 respectively.Dredze (KingSaudBin
Abdul-AzizUniversity) TGCSwas highest among all top 10 authors and reflectedDredze
publications have been influential in health promotion.His one publication “National and
Local Influenza Surveillance through Twitter: An Analysis of the 2012–2013 Influenza
Epidemic” published in 2013 got 148 TGSC.
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Table 5. Most Influential institution of KMTH publications Top 10

# Institution Country Recs Percent TLCS TGCS

1 University Washington USA 24 3.0 43 334

2 University Georgia USA 22 2.8 84 286

3 University of Pennsylvania USA 16 2 27 166

4 University Sydney Australia 16 2 8 152

5 University Kentucky USA 15 1.9 24 118

6 University Toronto Canada 15 1.9 2 916

7 Johns Hopkins University USA 14 1.8 3 378

8 University Calif San Francisco USA 11 1.4 47 236

9 Harvard University USA 11 1.4 1 232

10 Columbia University USA 10 1.3 121 460

Table 6. Most influential authors of KMTH publications

# Author Country Recs TLCS TLCS/t TGCS TGCS/t

1 Harris JK USA 11 37 6.85 184 32.12

2 Fu KW China 9 21 5.42 91 19.03

3 Fung ICH USA 9 21 5.42 91 19.03

4 Tse ZTH USA 9 21 5.42 91 19.03

5 Dredze M USA 8 2 1 344 59.48

6 Househ M Saudi Arabia 8 21 3.96 142 26.12

7 Merchant RM USA 8 22 6.17 50 14.33

8 Thompson MA USA 8 15 3.3 33 7.53

9 Asch DA USA 7 21 3.96 141 25.79

10 Bragazzi NL Italy 7 2 0.67 69 19.1

Recs = Records; TGCT = total global citation score; TLCS = Total local citation score.
TLCS/t = average total local citations; TGCS/t = average total global citations.

3.7 Most Influential Articles of KMTH Studies

Next, we present the top 10 highly cited papers of KMTH studies (see Table 4). Chew
and Eysenbach [4] article ranked first with 407 TGCS and 40.7 average TGCS per year
(TGCS/t). This study illustrated the potential of using SM to conduct “Infodemiology”
studies for public health. Signorini et al. [26] article was second highly cited paper with
402GCSbut itsAvg. TGCSwas 44.67, slightlymore than first article. Similarly, Grajales
III et al. [12] article was ranked 6th, but it was interesting to know that its 30.17 Avg.
TGCSwas more than articles ranked 3rd, 4th, and 5th which indicates that comparatively
this paper is gaining more attention of KMTH academia. In this study, they examined
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the use of information embedded in the tweets to track rapidly evolving public sentiment
with respect to H1N1 (swine flu). The 3rd ranked paper in the list (Table 7) got highest
TLCS (84) with 8.4 TLCS/t which indicate that in pool of 798 KMTH retrieved articles
from WoS, 84 studies cited this paper with average 8.4 citation score per year.

Table 7. Most influential KMTH articles

# Title TLCS LCS/t TGCS GCS/t

1 Pandemics in the Age of Twitter: Content Analysis
of Tweets during the 2009 H1N1 Outbreak

0 0 407 40.7

2 The Use of Twitter to Track Levels of Disease
Activity and Public Concern in the US during the
Influenza A H1N1 Pandemic

0 0 402 44.67

3 Dissemination of health information through social
networks: Twitter and antibiotics

84 8.4 274 27.4

4 Infodemiology and Infoveillance: Framework for
an Emerging Set of Public Health Informatics
Methods to Analyze Search, Communication and
Publication Behavior on the Interne

0 0 252 22.91

5 Social Internet Sites as a Source of Public Health
Information

33 3 208 18.91

6 Social Media: A Review and Tutorial of
Applications in Medicine and Health Care

0 0 181 30.17

7 Patients’ and health professionals’ use of social
media in health care: Motives, barriers and
expectations

26 3.71 163 23.29

8 Crowdsourcing, citizen sensing and sensor web
technologies for public and environmental health
surveillance and crisis management: trends, OGC
standards and application examples

0 0 151 16.78

9 National and Local Influenza Surveillance through
Twitter: An Analysis of the 2012–2013 Influenza
Epidemic

0 0 148 21.14

10 Adoption and use of social media among public
health departments

0 0 144 18

3.8 Most Influential Journals of KMTH Studies

In Hiscite bibliometric analysis, authors found that 798 KMTH articles were published
in 459 academic sources (mostly journals and proceedings conferences). Journal of
Medical Internet Research was ranked first among top 10 journal with maximum no of
records (80) and TGCS 1750. Its importance and contribution in the field of KMTH
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is undeniable, e-health is not only hotspot in journal articles but also average TGCS
indicated how remarkably journal has been successful to attract research community
attraction. Similarly, Plos One role is incredibly strong. Though Plos One records were
25 but its TGCS 1308 was almost near to Journal of Medical Internet Research. This
also depicted Plos One articles were also playing role as nuclei of KMTH publication.
The rest of top ten journals for KMTH publications are listed in Table 7. American
Journal of Infection Control was found with 8 publication and 396 TGCS at rank no
7. Its TGCG were more than journal raked at no 3, 4, 5 and 6. This showed American
Journal of InfectionControlwasmost influential journal after Journal ofMedical Internet
Research and Plos One (Table 8).

Table 8. Most influential Journals of KMTH publications

# Journal Recs Percent TGCS Avg. TGCS TLCS

1 Journal of Medical Internet Research 80 10 1705 298.28 116

2 Plos One 25 3.1 1308 177.12 27

3 Journal of Health Communication 19 2.4 209 39.81 41

4 Computers In Human Behavior 15 1.9 151 38.27 27

5 Health Communication 14 1.8 162 35.17 23

6 BMJ Open 10 1.3 56 12.36 8

7 American Journal of Infection Control 8 1 396 51.91 18

8 International Journal of Medical
Informatics

8 1 35 10.75 14

9 Current Hematologic Malignancy
Reports

7 0.9 52 13.83 15

10 International Journal of Environmental
Research And Public Health

7 0.9 14 7 4

4 Conclusion

Twitter as KM platform for health promotion was emerged in 2009. After that, it gained
histrionic popularity as knowledge seeking, knowledge acquisition and knowledge dis-
seminating platform for public health promotion by the time but still it has a long way
to go. This study provided an overall contribution of the twitter research dynamics in
KMTH academia at a glance. The results were obtained by applying two type of biblio-
metric analysis: first, a performance analysis that includes both influence (citation score)
and second, productivity (total publications) indicators to highlight most noteworthy
journals, articles, countries, institutions and authors of KMTH articles.
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4.1 Practical Implications

Our study opened new avenues for all health care provider to utilize twitter as a KM
platform to promote health care. It’s not only cost effective and user-friendly but also pro-
vides ease to spread the useful information rapidly. In our study three clusters provided
clear evidences that twitter is effetely compliable as KM platform for health promotion.
A report entitled “enabling health care decision-making through clinical decision sup-
port and knowledge management,” published by the agency for healthcare research and
quality (AHRQ) provided strong evidence that clinical KM IT systems are inevitable in
promoting and improving health care process and will become a key part of all health-
care organizations over the next few years. As this transformation unfolds, the effective
health KM through SM will become an essential skill that all healthcare providers will
need to master [19].

4.2 Limitations and Future Research

Twitter role in health is an emerging research, and it is a significantly offering its services
for health promotion and for health seeking behavior platform. Our main limitation in
this paperwas that during co-authorship and co-occurrencemapping,we only considered
countrieswith fiveminimumnumber of publications and publicationswith fiveminimum
number of keywords respectively. Due to this reason several countries and documents
were excluded from analysis and their inclusion could have been proposed different
results. Second, HistCite cannot accommodate non-WoS source databases. This study
is only focused on articles extracted from WoS, so the articles in our study are from
prestigious journals. A bias therefore might exist for high-quality publications, and
non-WoS journal articles information is not shown in our analysis that might impact
differently twitter role in health promotion. In a country analysis an important problem
might be that many non-English speaking countries may publish also research in local
languages andmost of this research is not included inWoS. Therefore, these publications
are not considered and usually not cited. This issue could also produce deviations in the
results. However, considering the current world standards for research, the material
published in WoS is sufficiently representative to be considered as a general sample in
order to identify important results and conclusions.

Conflict of Interest. The authors declare no conflict of interest.

Funding. This research is financially supported by The National Key Research and Develop-
ment Program of China (grant number 2018YFC0807105), National Natural Science Founda-
tion of China (grant number 61462073) and Science and Technology Committee of Shanghai
Municipality (STCSM) (under grant numbers 17DZ1101003, 18511106602 and 18DZ2252300).

References

1. Apriliyanti, I.D., Alon, I.: Bibliometric analysis of absorptive capacity. Int. Bus. Rev. 26(5),
896–907 (2017). https://doi.org/10.1016/j.ibusrev.2017.02.007

2. Asghar, I., et al.: Assistive technology for people with dementia: an overview and bibliometric
study. Health Inf. Libr. J. 34(1), 5–19 (2017). https://doi.org/10.1111/hir.12173

https://doi.org/10.1016/j.ibusrev.2017.02.007
https://doi.org/10.1111/hir.12173


Bibliometric Analysis of Twitter Knowledge Management Publications 353

3. Chen, X., et al.: A bibliometric analysis of event detection in social media. Online Inf. Rev.
43(1), 29–52 (2019). https://doi.org/10.1108/OIR-03-2018-0068

4. Chew, C., Eysenbach, G.: Pandemics in the age of Twitter: content analysis of tweets during
the 2009 H1N1 outbreak. PLOSONE 5(11) (2010). https://doi.org/10.1371/journal.pone.001
4118

5. Choo, E.K., et al.: Twitter as a tool for communication and knowledge exchange in academic
medicine: a guide for skeptics and novices. Med. Teach. 37(5), 411–416 (2015). https://doi.
org/10.3109/0142159X.2014.993371

6. Couper, M.P., et al.: Use of the Internet and ratings of information sources for medical deci-
sions: results from the DECISIONS survey. Med. Decis. Making 30(5), 106S–114S (2010).
https://doi.org/10.1177/0272989X10377661

7. Fellnhofer, K.: Toward a taxonomy of entrepreneurship education research literature: a bib-
liometric mapping and visualization. Educ. Res. Rev. 27, 28–55 (2019). https://doi.org/10.
1016/j.edurev.2018.10.002

8. Fox, S.: The social life of health information (2011)
9. Gan, C., Wang, W.: A bibliometric analysis of social media research from the perspective of

library and information science. Digit. Serv. Inf. Intell. 2014, 23–32 (2014)
10. Garfield, E., Pudovkin, A.I., Istomin, V.S.: Mapping the output of topical searches in the web

of knowledge and the case of watson-crick. Inf. Technol. Libr. 22(4), 183–187 (2003). https://
doi.org/ISI>://000188258600008

11. Gilbert, S.: Learning in a Twitter-based community of practice: an exploration of knowledge
exchange as a motivation for participation in #hcsmca. Inf. Commun. Soc. 19(9), 1214–1232
(2016). https://doi.org/10.1080/1369118X.2016.1186715

12. Grajales III, F.J. et al.: Social media: a review and tutorial of applications in medicine and
health care. J. Med. Internet Res. 16(2) (2014). https://doi.org/10.2196/jmir.2912

13. Harris, J.K., et al.: Social media adoption in local health departments nationwide. Am. J. Publ.
Health. 103(9), 1700–1707 (2013). https://doi.org/10.2105/AJPH.2012.301166

14. Harris, J.K.: The network of web 2.0 connections among state health departments. J. Pub.
Health Manag. Pract. 19(3), E20–E24 (2013). https://doi.org/10.1097/phh.0b013e318268
ae36

15. Kaplan, A.M., Haenlein, M.: Users of the world, unite! The challenges and opportunities
of Social Media. Bus. Horizons 53(1), 59–68 (2010). https://doi.org/10.1016/j.bushor.2009.
09.003

16. Keramatfar, A., Amirkhani, H.: Bibliometrics of sentiment analysis literature. J. Inf. Sci.
45(1), 3–15 (2019). https://doi.org/10.1177/0165551518761013

17. Lagos-ortiz, K.: Technologies and Innovation. 749(2017), 63–76 (2017). https://doi.org/10.
1007/978-3-319-67283-0

18. Li, F., et al.: Mapping publication trends and identifying hot spots of research on internet
health information seeking behavior: a quantitative and co-word biclustering analysis. J.
Med. Internet Res. 17(3) (2015). https://doi.org/10.2196/jmir.3326

19. Lobach, D., et al.: Enabling health care decision making through clinical decision support
and knowledge management. Evidence Report No. 203. AHRQ Publication No. 12-E001-EF.
Evidence Report/Technology Assessment 203 (2012)

20. Muller,A.M. et al.: Physical activity, sedentary behavior, anddiet-related eHealth andmHealth
research: bibliometric analysis. 20(4) (2018). https://doi.org/10.2196/jmir.8954

21. Noor, S., et al.:Bibliometric analysis of socialmedia as a platform for knowledgemanagement.
Int. J. Knowl. Manag. 16(3) (2020)

22. Noor, S. et al.: Research synthesis and thematic analysis of Twitter through bibliometric
analysis. Int. J. Semant. Web Inf. Syst. 16(3) (2020). 22 pages

23. Okazaki, S., et al.: Using Twitter to engage with customers: a data mining approach. Internet
Res. 25(3), 416–434 (2015). https://doi.org/10.1108/IntR-11-2013-0249

https://doi.org/10.1108/OIR-03-2018-0068
https://doi.org/10.1371/journal.pone.0014118
https://doi.org/10.3109/0142159X.2014.993371
https://doi.org/10.1177/0272989X10377661
https://doi.org/10.1016/j.edurev.2018.10.002
https://doi.org/10.1080/1369118X.2016.1186715
https://doi.org/10.2196/jmir.2912
https://doi.org/10.2105/AJPH.2012.301166
https://doi.org/10.1097/phh.0b013e318268ae36
https://doi.org/10.1016/j.bushor.2009.09.003
https://doi.org/10.1177/0165551518761013
https://doi.org/10.1007/978-3-319-67283-0
https://doi.org/10.2196/jmir.3326
https://doi.org/10.2196/jmir.8954
https://doi.org/10.1108/IntR-11-2013-0249


354 S. Noor et al.

24. Shah, S.H.H., et al.: Prosumption: bibliometric analysis using HistCite and VOSviewer.
Kybernetes 49(3), 1–24 (2019). https://doi.org/10.1108/K-12-2018-0696

25. Shah, S.H.H., et al.: Research synthesis and new directions of prosumption: a bibliometric
analysis. Int. J. Inf. Manag. Sci. 31(1), 79–98 (2020). https://doi.org/10.6186/IJIMS.202003
31(1).0005

26. Signorini, A., et al.: The use of Twitter to track levels of disease activity and public concern
in the U.S. during the influenza A H1N1 pandemic. PLoS ONE 6(5) (2011). https://doi.org/
10.1371/journal.pone.0019467

27. Sinnenberg, L., et al.: Twitter as a tool for health research: a systematic review. Am. J. Pub.
Health 107(1), E1–E8 (2017). DOI:https://doi.org/10.2105/AJPH.2016.303512

28. Sugawara, Y. et al.: Cancer patients on Twitter: a novel patient community on social media.
BMC Res. Notes (2012). https://doi.org/10.1186/1756-0500-5-699

29. Tang, M., et al.: 2018. ten years of sustainability (2009 to 2018): a bibliometric overview.
Sustainability 10(5), 1–21 (2018). https://doi.org/10.3390/su10051655

30. Thackeray, R., et al.: Adoption and use of social media among public health departments.
BMC Public Health 242(12), 1–6 (2012). https://doi.org/10.1186/1471-2458-12-242

31. Thelwall, M.: Bibliometrics to webometrics. J. Inform. Sci. 34(4), 605–621 (2008). https://
doi.org/10.1177/0165551507087238

32. Urquhart, C., Dunn, S.: A bibliometric approach demonstrates the impact of a social care
data set on research and policy. Health Inf. Libr. J. 30(4), 294–302 (2013). https://doi.org/10.
1111/hir.12040

33. Vance, K., et al.: Social internet sites as a source of public health information. Dermatol. Clin.
27(2), 133–136 (2009). https://doi.org/10.1016/j.det.2008.11.010

34. Van Eck, N.J., Waltman, L.: Software survey: VOSviewer, a computer program for biblio-
metric mapping. Scientometrics 84(2), 523–538 (2010). https://doi.org/10.1007/s11192-009-
0146-3

35. Van Eck, N.J., Waltman, L.: VOSviewer Manual. Universitteit Leiden (2018). http://www.
vosviewer.com/documentation/Manual_VOSviewer_1.5.4.pdf

36. Vošner, H.B., et al.: A bibliometric retrospective of the journal computers in human behavior
(1991–2015). Comput. Hum. Behav. 65(2016), 46–58 (2016). https://doi.org/10.1016/j.chb.
2016.08.026

37. Wang, W., et al.: Harnessing twitter “big data” for automatic emotion identification. In:
Proceedings - 2012 ASE/IEEE International Conference on Privacy, Security, Risk and Trust
and 2012 ASE/IEEE International Conference on Social Computing, SocialCom/PASSAT
2012, pp. 587–592 (2012)
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Abstract. The cerebral artery network is a complex system. Each cere-
bral hemisphere has three main arteries: anterior/middle/posterior cere-
bral artery (ACA/MCA/PCA). In the middle of the brain, these arter-
ies form the Willis circle. The vessel diseases around the Willis circle are
generally a warning signal of stroke. Computed tomography angiography
(CTA) is an important tool to visualize the cerebral artery system, but
due to the complexity of the artery network, it is difficult to generate
straightened lumen of the arteries. Hence, radiologists need to spend a
long time inspecting every corner on the original CTA image and detect-
ing the stenosis. In this paper, we propose an automatic pipeline that
can identify the main arteries, dissect them into segments, and generate
their straightened lumen. The main idea is to utilize the registration to
identify key points of the cerebral artery system and apply the shortest
path finding algorithm to extract the main routes of the artery system.
Our approach is robust to all kinds of brain/neck scanning protocols and
most topological variations of the artery system. Furthermore, our app-
roach is very fast (15.7 s per case on average). Consequently, our method
is more useful in real scenarios compared with previous methods.

Keywords: Cerebral artery · Image registration · Vessel labeling.

1 Introduction

Computed tomography angiography (CTA) is a minimally invasive and cost-
efficient imaging modality. It is widely used in routine clinical diagnoses of the
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head and neck vessels [9], especially in cerebrovascular disease which represents
one of the leading causes of severe disability and mortality worldwide [11]. Auto-
mated anatomical labeling [5] of cerebral arteries can be very helpful. It can not
only help the diagnostic process for radiologists and physicians, but also provide
essential information for many subsequent procedures, such as generating med-
ical imaging reports, calculating statistics for important anatomical branches,
and visualizing regions of interest. The main challenge for cerebral artery label-
ing is the large individual variations among populations [10]. Length, tortuosity,
the radius of vessels and the topology of vascular networks are highly variable.
Therefore, the robustness of handling individual variations is the focus of the
automated anatomical labeling problem.

Towards this problem, Bilgel et al. [1] use a random forest classifier as the
initial vessel segment classifier and a belief propagation on the Bayesian network
representation of the vessel tree as the label correcting step. However, it only
handles the anterior circulation. Bogunović et al. [2] model the whole Willis cir-
cle as a graph with topological and spacial attributes, and detect the bifurcation
points to dissect the graph. They try various standard reference graphs to match
the query case for handling different individual variations. Robben et al. [7] pro-
pose to simultaneously perform vessel segmentation and labeling by formulating
the vessel labeling as an integer program problem. Nevertheless, these studies do
not fully fulfill the clinical request: firstly, these methods do not cover segment
A2 (i.e., segment II of ACA) which is very hard to identify but crucial for diag-
nosis. Secondly, these studies assume that the image contains the whole brain,
which is not always satisfied. Thirdly, all these methods use machine learning
algorithms, which require sophisticated manual labeling, and their decision pro-
cess can hardly be interpreted. Finally, all these approaches involve iteration or
searching, which makes their running speed unbearable in clinical use.

In this paper, we propose a simple, effective, robust and fast method for
cerebral artery system labeling problem utilizing registration and key points
tracking. We firstly design a loss function for the registration to solve the partial
data registration problem. Then we find robust key points on the vessel graph as
start/end points for the vessel tracking. Finally, we use simple rules to detect fork
points and dissect the graph into segments. To track the A2 path with higher
precision, we adopt a deep learning method as a correction. With the proposed
approach, we achieve 100% registration accuracy, 98.1% segment identification
accuracy (A2 not included) and 64.3% A2 identification accuracy. Besides, our
approach is fast enough (15.7 s) to be utilized in real clinical scenarios.

2 Methods

2.1 Terminology and Dataset

Here we list all abbreviations used in this paper:

– L-/R-: prefix for left/right that indicates the cerebral hemisphere.
– ACA/MCA/PCA: anterior/middle/posterior cerebral artery.
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– A1/A2, M1/M2, P1/P2: segment I/II of ACA, MCA, PCA.
– ACoA/PCoA: anterior/posterior communicating artery.
– ACAx/MCAx/PCAx/ACoAx/PCoAx: candidate path of its corresponding

vessel.
– ICA, BA: internal carotid artery, basilar artery.

A sketch of the cerebral artery system is illustrated in Fig. 1.

Fig. 1. Left: a sketch of the cerebral artery system (front view). Vessels in the back are
shown in dash lines. Middle: the anterior circulation and its segment labeling. Right:
the posterior circulation and its segment labeling.

We collect 194 head-neck CTA images from Beijing Friendship Hospital, Cap-
ital Medical University. The scanning target is inhomogeneous: 12 of them only
contain the brain, 7 of them only contain the neck, and 175 of them include both
the brain and the neck. 132 of them are males, and 62 of them are females. Their
age ranges from 15 to 91, with a mean of 61.8 and a standard deviation of 11.7.
Along with the raw images, we also collect their artery segmentation results.

2.2 CT Template Generation

We choose a patient with the standard skull shape, and we manually select
rotation angles and shift parameters so that the hemisphere fissure co-aligns
with the image mid-line and the canthomeatal line becomes parallel to the X-Y
plane. Then we crop the image so that only the skull is in the field of view, and
a small blank margin is left in the X/Y axis. Finally, we resize the image to
the size of 224 × 320 × 320 using the linear interpolation. The three-view of the
template is shown in Fig. 2.

Prior Key Points on Template. Since the images are registered, we can
define key points directly based on the coordinate. Unlike the previous study
[2], we do not directly look for fork points in the Willis circle because they
lie in a complex vessel network and merely using the coordinate is not robust
enough. Instead, we define several key points that stand for the start and end
points of the arteries. In most cases, these key points are very close to the real
vessels, and there are no distractors nearby. Their names, coordinates and other
descriptions are listed in Table 1. The relationship between the key points and
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Fig. 2. The template used in our registration.

Table 1. The list of key points defined in the template.

Name Coordinate (z, y, x) Position description Function

L-c6 161, 142, 182 Segment VI of L-ICA Start of L-ACAx,
L-MCAx

R-c6 161, 142, 139 Segment VI of R-ICA Start of R-ACAx,
R-MCAx

a2 84, 98, 160 End of L-A2, R-A2 End of
L/R-ACAx

L-m1 134, 120, 230 End of L-M1 End of L-MCAx

R-m1 134, 120, 90 End of R-M1 End of R-MCAx

L-m1m 134, 128, 208 Middle of L-M1 End of L-MCAx
when L-m1 is
missing

R-m1m 134, 128, 112 Middle of R-M1 End of R-MCAx
when R-m1 is
missing

ba 161, 161, 160 Middle of BA Start of
L/R-PCAx

L-p2 139, 190, 195 Middle of L-P2 End of L-PCAx

R-p2 139, 190, 125 Middle of R-P2 End of R-PCAx

the segmentation of one case is shown in Fig. 3. Note that the key points do
not lie on the vessels precisely, and that is why we use these key points with
tolerance in the following.

2.3 Registration

We utilize the affine registration to register other cases to the template image.
The registration process is done in a custom-designed registration toolbox, which
is inspired by the Airlab [8].
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Fig. 3. Demonstration of the positions of the key points in one sample case registered
to the template. (a) Left: the anterior circulation and its related key points. Right: a
sketch for the key points and fork points for the anterior circulation. (b) The same
illustration for the posterior circulation.

Registration Loss. The registration loss is based on mean squared error
(MSE), with a slight modification. For CTA images that only contain the neck,
only a small part of them can be aligned with the template. Consequently, if the
raw MSE loss is applied directly between the warped image and the template, no
matter how to choose the padding value, the loss would be very high. To solve
this problem, when calculating the loss function, the padding area is omitted.
However, this setting can also lead to another extreme situation: the warped
image only has its background aligned with the background of the template.
Under such circumstance, the loss can easily become 0. Hence, if the loss is too
low (smaller than 20 in our experiments), we manually set the loss to positive
infinity and restart the optimization with another initial parameter.

Optimization. We choose Adam [4] as the optimization method. The initial
learning rate is 0.05 and decay by a factor of 0.1 every 50 iterations. The max-
imum number of iterations is set to 150. The registration would be considered
successful if the final loss is smaller than 1800. The optimization would terminate
before the 150th iteration if the convergence condition is met.

Multi-start Registration. Since the scan range varies a lot in this study, one
fixed initial affine matrix θ0 cannot guarantee the successful convergence. So we
did a simple grid search for θ0 in the shifting and zooming space:

– sz ∈ {0, 0.4, 0.8}, σ ∈ {0.7, 1, 1.3},

where sz denotes the shift in z-axis. A positive value means an upward shift, and
a negative value represents a downward shift. In our experiments, these three
values correspond with three types of scanning: the brain scanning (no shift),
the brain-neck joint scanning (moderate upward shift) and the neck scanning
(large upward shift). σ denotes the scaling factor, which accounts for different
brain sizes.
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2.4 Skeletonization and Connection Matrix Generation

To simplify the representation of the segmentation, we firstly skeletonize the
segmentation using [6]. This step reduces the representation of an image with
size 224 × 320 × 320 to a point set with about 3000 3D points. These skeleton
points are then organized as a sparsely connected graph. Each skeleton point is
treated as a node, and two nodes are connected if their Euclidean distance is
smaller than 2. Afterward, the skeleton points are warped to the same coordinate
as the brain template using the affine matrix. Besides, the points outside the new
image are ruled out. Thus, the shape of the connection matrix is also changed.
We denote the new skeleton point set as V and its connection matrix as G. All
graphs mentioned in this study are the undirected graph.

As mentioned above, we define some prior key points on the template. For
each key point, if the distance between its nearest skeleton point and itself is
small enough, we treat the nearest skeleton point as its surrogate. The distance
threshold is 20 for L-m1m and R-m1m, and 40 for other key points. Otherwise,
the key point is considered as “missing”.

2.5 Predefined Path-Finding

Path Finding with Blockage. With a graph and some key points, we are
ready to find the path between these points on the graph. The Dijkstra algorithm
is applied to find the shortest path. Nevertheless, in our experiments, because
of the Willis circle, an alternative path might be found when the main road is
missing, which misleads us to the conclusion that the main road exists. Therefore,
we define an algorithm that finds the path between two points with blocking all
other alternative ways:

For simplicity, in the following formulas, except for ACoA, only the candidate
path of each vessel in the left hemisphere is introduced since the right one is
symmetrical.

Find MCAx. MCA is the first vessel to be found. Because the path is straight
forward, there is no need to block other locations, i.e., the blocking node set B
is set to ∅. When L-m1 is missing, L-m1m is used as the end node instead.

L-MCAx =
{F(G,L-c6,L-m1, ∅), if ∃L-m1,

F(G,L-c6,L-m1m, ∅), otherwise. (1)

Find ACAx. The L-A2 and R-A2 are very close (see Fig. 1), so it is very hard
to determine two a2 key points. Besides, L-A2 and R-A2 are generally tangled,
and the skeletonization algorithm would give one common skeleton instead of
two parallel skeletons (see Fig. 4b left).

We design a pipeline to detect both L-ACAx and R-ACAx for solving the
above problem. Firstly, as we already locate the position of one a2, we need to
identify the other a2. Secondly, we try to re-track the skeleton points of L-ACAx
and R-ACAx so that they are disentangled.
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Algorithm 1. Path finding with blockage
Input: Graph G, start node n1, end node n2, blocking node set B
Output: Path (a list of node, standing for shortest path from n1 to n2 on G, without

passing any node in B). None if path finding failed
1: function F(G, n1, n2, B)
2: if n1 == None or n2 == None then
3: return None
4: end if
5: copy G to G′

6: for n ∈ B do � cut all connections of B in G′

7: G′[n, :] = 0
8: G′[:, n] = 0
9: end for

10: Dist, Path = Dijkstra(G′, n1, n2)
11: if Dist > 0 then � if n1 and n2 are connected
12: return Path
13: else
14: return None
15: end if
16: end function

The method to find another a2 point is shown in Fig. 4a. Firstly, by com-
paring the path length, we determine which side the existing a2 point belongs
to. Secondly, we cut all incoming paths of A2 and find the point furthest to a2
(endpoint). Thirdly, we elevate the energy of the existing c6-a2 path and try to
connect c6 with the endpoint, so that the new path would find another way to
the endpoint and bypass the existing a2. Finally, we cut the new path at the
position nearest to the existing a2. The cut point is the other a2 point.

To solve the problem of the entangled skeleton, we need to re-find a path
between a2 and c6. Inspired by [3], we train a model that can predict the “cen-
terness” of the vessel. Namely, at the center of the vessel, the output of the
centerness model is expected to be 1, and decay to 0 at the vessel’s border. The
detail of the network design and training can be found in the original article [3].
Then we use the Dijkstra algorithm to find the shortest path between a2 and c6
in this “centerness” map (see Fig. 4b).

Find PCAx. Finding L-PCAx is very straight forward in normal cases. We
just need to find the shortest path between ba and L-p2. In Fetal-type PCA
cases where L-p1 is missing, although ba and L-p2 are not directly connected,
they may be connected by the Willis circle. So we need to block the pre-found
anterior circulation to prevent finding the wrong path:

L-PCAx = F(G,ba,L-p2,Bp), (2)

Bp = L-ACAx + R-ACAx + L-MCAx + R-MCAx. (3)
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(b)

Fig. 4. The pipeline to find two ACAx. (a) Find the other a2 point. (b)Re-track the
path between c6 and a2.

Find PCoAx
L-PCoAx = F(G,L-c6,L-p2,BC), (4)

BC = R-ACAx + R-MCAx + R-PCAx. (5)

FindACoAx. Before finding ACoAx, we need to find the L-K1 and R-K1 points
(fork points for C7/A1/M1, where C7 refers to the segment VII of the ICA, see
Fig. 3). The method to find L-K1 and R-K1 is described in the next section.

ACoAx = F(G,L-K1,R-K1,BA), (6)

BA = L-PCAx + R-PCAx. (7)

To prevent the ACoAx goes through the entangling area of A2, we set some
limits to it: it should be straight enough (measured by the second-order deriva-
tive), and its coordinate on the Z-axis should not be smaller than 110. Otherwise,
the ACoAx is set to None.

2.6 Dissecting Vessel Graph by Detecting Fork Point

To parse the predefined path to segments, we need to find the fork points (K1 to
K5 in Fig. 3). Firstly, we define a fork point detection function K, which receives
two paths and returns their last common point, i.e., fork point.

Then we find the first important fork points:

– K1: C7/A1/M1 fork point: L-K1 = K(L-ACAx, L-MCAx).
– K2: A1/A2/ACoA fork point: L-K2 = K(L-ACAx, ACoAx).
– K3: BA/L-P1/R-P1 fork point: K3 = K(L-PCAx, R-PCAx).
– K4: P1/P2/PCoA fork point: L-K4 = K(L-PCAx, L-PCoAx).
– K5: ICA/PCoA fork point: L-K5 = K(L-PCAx, L-ACAx/L-MCAx).
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Under an ideal condition, we can find all these fork points, thus dissecting
the graph accordingly. However, people with all the target vessels and key points
are rare. Most people lack one or several ACoA, PCoA and P1. Extreme cerebral
ischemic stroke cases may lack M1 or A2. Hence, we design a backup algorithm to
detect the fork points under these circumstances. Fortunately, these fork points
usually lie on the turning of the vessel, so we apply the simple linear programming
to find them (See Fig. 5). One exception is that when P1 is missing, the border
between PCoA and P2 is not obvious. We choose to cut it at the point that is
closest to BA (See Fig. 5(f)).
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Fig. 5. Finding fork points using linear programming.

3 Result

3.1 Registration and Running Speed

The greatest challenge of the registration procedure is to deal with those neck
scanning. In those images, only the lower part of the brain presents, yet we still
need to identify their MCA and PCA. With the proposed registration loss func-
tion and the multi-start registration method, the registration procedure achieves
100% success rate. Figure 6 shows some of the demo results.

Thanks to the GPU support for the registration and the model inference, the
total running time of our approach is 15.7 s (including registration, centerness
model and graph dissecting) on average, which is much faster than [7] (510 s,
registration time not included). Bogunović et al. [2] and Bilgel et al. [1] did
not report the running time, but we infer that their methods should be much
slower than ours according to their descriptions (finding maximal cliques, graph
matching [2] and belief propagation on the graph [1]).
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Fig. 6. The saggital view of some of the registration results. Note that even when the
image only contains a small part of the brain, the registration is successful.

3.2 Manual Score

Since the research target of previous studies [1,2,7] is different from ours (mag-
netic resonance angiography vs. computed tomography angiography, ideal clean
data vs. real clinical data, A2 not included vs. A2 included), we cannot provide
a comparison with them. Besides, it is difficult to use a quantified score to mea-
sure the performance of the skeleton extraction procedure and vessel labeling.
Accordingly, we choose to use manual scoring to measure the performance of our
method. We invite one doctor to inspect our results and give a correct/wrong
label to each segment the algorithm found, a missing label to the segment that
the algorithm failed to find. The result is shown in Table 2.

It is shown that our method is good at finding MCA and PCA, but the
performance on identifying A2 is not satisfactory enough. The main reason is
that our approach did not solve ACA entangling perfectly. The ground truth of
the vessel centerness is constructed by normalized distance transform [3], which
is also influenced by the vessel entangling. Hence, the prediction of the model is
not ideal when the entangling is severe. The overall accuracy (excluding A2) is
98.1%, and the accuracy of A2 is 64.3%.

3.3 Demonstration of Results

Firstly, we show the vessel labeling results of some cases whose scanning includes
the brain (Fig. 7). Note that our method successfully identifies all existing seg-
ments and correctly reports the missing segments.

Table 2. Scoring by the doctor for the proposed vessel labeling system.

LA1 RA1 LA2 RA2 LICA RICA LM1 RM1 ACoA BA LPCoA RPCoA LP1 RP1 LP2 RP2

#Found 177 163 177 164 184 190 184 190 81 173 61 70 173 169 190 187

#Missing 0 0 2 10 1 1 0 0 0 3 0 0 0 0 0 0

#Wrong 0 0 57 57 0 2 0 3 5 0 1 4 10 7 1 4

As mentioned above, we aim to tackle every scanning situation in clinical
conditions. Figure 8 shows the results of some special cases. The first to third
cases are real neck scanning, which lacks upper vessel segmentation results. The
fourth and fifth cases are artificial hard cases: we cropped ACA for the fourth case
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(a) R-PCoA. (b) L/R-PCoA. (c) L/R-PCoA. (d) L-P1. (e) Complete.

Fig. 7. The vessel labeling results in five normal cases. The results are separated as
the anterior circulation (upper) and the posterior circulation (lower). The small red
dots represent the whole vessel skeleton graph. Other colorful lines stand for the target
vessels identified in the graph. Sub-captions (a–d) indicate the missing segments.

Fig. 8. The vessel labeling results in five special cases. All segments are shown in one
figure.

and ACA+R-MCA for the fifth case. Our approach can still correctly identify
all existing vessels and report the missing segments.

With the extracted vessel skeletons, we can do some advanced visualizations.
For example, we can locate the Willis circle, which is usually hidden under
the dense vessel network. The Willis circle plays a vital role in the collateral
circulation (when one part of the circle is blocked, the influence on blood supply
would be compensated by other parts). With this method, we can do volume
rendering for the Willis circle at any view angle without occlusion (See Fig. 9
left). The most common disease in the cerebral artery system is stenosis. The best
way to visualize stenosis is the straightened lumen, which enables radiologists to
inspect the vessel radius at any position in one image (See Fig. 9 right).
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Fig. 9. Some advanced visualizations enabled by vessel labeling. Left: volume rendering
of the Willis circle. Right: straightened lumen of extracted vessels.

4 Conclusion

In this paper, we propose an automatic vessel labeling method for the cerebral
artery system based on registration and key points tracking. This method firstly
utilizes the registration to recognize key points in the cerebral artery system,
then identifies main arteries by finding the shortest path between key points and
dissects main arteries into segments. Further, it generates the straightened lumen
of vessel segments. Our method is robust and effective to execute the cerebral
vessel labeling in most cases. It proves the feasibility of using a simple graph
tracking method to solve this complex graph parsing problem. Nonetheless, its
overall performance still needs to be further optimized for clinical use. Especially
due to the A2 entangling problem, many A2 straightened lumens are distorted,
which may mislead radiologists to a wrong diagnosis. A possible way is to perform
centerline labeling and train centerness model with the labeled centerline.
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Abstract. Handwritten word spotting (HWS) is a task of retrieving
word instances within handwritten documents, which is typically assisted
by word annotations (word-level HWS). Previous methods following this
paradigm are always in the manual feature modelling fashion, failing
to capture sufficient discriminative information of the original input;
also, they are always quite time-consuming in the artificial segmentation
phase, limiting their applications in practice. To address these prob-
lems, we revisit HWS and model it on page-level via discriminative fea-
ture learning. Two distinct components modelled as neural networks are
combined: word discriminative representation learning by Siamese Fea-
ture Network (SFNet) and the word discriminative spotting by Word
Discriminative Spotting Network (WdsNet). Even without annotation
of boxes, our WdsNet reaches impressive results on the IAM benchmark
dataset with 76.8% mAP for the full page word spotting, revealing its
superiority over other competitors.

Keywords: Handwritten word spotting · Discriminative feature
learning · Page-level word feature extraction

1 Introduction

Handwritten text broadly exists in daily life such as historical manuscripts,
offline exam and homework, blackboard text and so on. The automatic handwrit-
ten document indexing is crucial since it’s the basis of document comprehension.
Therefore, Handwritten word spotting (HWS) [6,10] arises, which is the task of
retrieving the word from a given image (Query-by-Example, QbE) or a given
string (Query-by-String, QbS) within the handwritten documents (see Fig. 1).

According to the existence of annotations, HWS is modelled in three ways:
word-level, line-level and page-level. Both the Word-level and line-level HWS
can be considered as a segmentation-based method, which assumes that all the
documents are preceded into lines or words. The goal of Page-level HWS, by
contrast, is to greatly reduce the amount of annotation work that has to be
performed. A different taxonomy of HWS is depending on the shape of the
query word, which can be a word image (Query-by-Example, QbE) or a word
c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12274, pp. 368–379, 2020.
https://doi.org/10.1007/978-3-030-55130-8_32
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Fig. 1. Illustration of the page-level HWS. We search “Mr.” in pages by the sample
image or the word string.

string (Query-by-String, QbS). Page-level HWS is still a challenging task due
to the combination of QbE and QbS with no annotations of words. Moreover,
page-level HWS is limited to the number of annotated page datasets.

In this work, we propose a page-level HWS method, which allows both QbE
and QbS under the same HWS system. Most methods regard the word spot-
ting as a classification task, which leads to the zero-shot or one-shot [5] problem.
Instead, we formulate the word spotting as an encoding task. The key idea is that
we encode the word images and texts into a common space and keep same words
be close to each other. Then we search the queried word in this word discrimina-
tive space. Specifically, to address the zero-shot problem, we propose a siamese
convolutional network for discriminative feature learning, called Siamese Feature
Network (SFNet). For full-page word spotting, we propose a word discriminative
spotting network (WdsNet) based on the faster-rcnn [15].

The main contributions of our work are four-fold: (i) We propose a SFNet for
discriminative feature learning. (ii) We propose a WdsNet which embedded the
SFNet. The WdsNet can query by example and query by string simultaneously
on page-level. (iii) Our model is trained by segmented words and fine-tunes by
full page, can finally spotting words on page level. In other words, we can feed
our model in words rather than a large number of annotated pages. (iv) In the
WdsNet, the multi-stage word segmentation architecture is proposed to improve
the quality of word proposals. Our model has been proved to get impressive
results on the IAM dataset with mAP 76.8% for the full page word spotting
without any manual annotation.

2 Related Work

Concerning word-level HWS, the methods are classified into Optical Char-
acter Recognition (OCR) based method [7,12] and word embedding method
[14,19,20], respectively. Methods based on OCR recognize all the scanned
manuscripts to digital texts by OCR system firstly, then search the word through
digital texts. The key point of the OCR-free method is word representations, or
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word embedding. The work of Fisher et al. [13] and the PHOC [1,17] embedding
method enhanced the OCR-free word spotting networks. However, the two meth-
ods above have the same drawback: the zero-shot problem which exists widely
could not be disposed.

To solve the zero-shot problem, researchers begin to regard the word spotting
task as a metric learning problem. Initially proposed by Bromley and LeCun for
signature verification [3], Siamese networks become a widely-known method for
metric learning which can handle zero-shot problem well. Siamese networks have
shown much potential in word spotting, which is further verified by Berat Kurar
Barakat et al. [2]. However, the Siamese networks need two word images as the
input that couldn’t be employed for page-level word spotting directly.

Without annotations of boxes, line-level or page-level HWS will be more
challenging. Since the word segmentation is a time-consuming work for people,
spotting on line-level or page-level is indispensable for historical manuscripts
indexing. Inventively, Retsinas et al. [16] proposed a word spotting method work-
ing on line-level. Retsinas’s method learns PHOC embedding by a convolutional
neural networks with word images. Then they use the same network for line
level embedding. After all, the sliding window has been employed to match the
feature of the query word and the lines. However, this method fails to handle
the zero-shot problem and couldn’t fulfill page-level word spotting.

Since the page-level HWS can be formulated to an object detection problem,
the popular network faster-rcnn [15] proposed a Region Proposal Network (RPN)
for predicting object bounds and objectness scores simultaneously. However, the
results of the searching are determined by the annotation quality, the cascade
rcnn [4] is proposed for region optimization. The cascade rcnn adjust bonding
boxes by two or three stage of regression layers, aims to find a good set of
proposal boxes for training the next stage. In this way, it can improve the recall
of word boxes for the encoding training.

3 Methodology

3.1 Overview

In this work, we propose a page-level HWS method by combining two main net-
works: Firstly, we propose a siamese feature network (SFNet) for discriminative
feature learning, which enables to encode the words into a word discriminative
space. Secondly, we use the proposed WdsNet for page-level word encoding. The
WdsNet employs the segmentation part and the SFNet contributes to fine-tune
the embedding weights for page-level HWS.

The whole word spotting pipeline includes three parts as shown in Fig. 2: (a)
The word discriminative feature learning. We propose a Siamese Feature network
(SFNet), trained to learn the deep discriminative features in metric learning
style. (b) The word discriminative feature extraction. We propose the Word
Discriminative Spotting Network (WdsNet) to extract the word region features
from full pages. We combine the Projection Text Proposals (PTP) and Dilated
Text Proposals (DTP) for word pre-segmentation, then we employ the cascade
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Fig. 2. Workflow of the word spotting networks. Part I is the SFNet, the word image
pairs are the input and the distances of each pair are the labels. The word image pairs
going through a convolutional siamese network for the discriminative feature learning.
Part II is the WdsNet for end-to-end word spotting, consisting of pre-segmentation and
feature extraction. Particularly, the feature extraction part reuses the SFNet, and the
labels are the word features extracted by the SFNet. Part III is the process of matching
the word feature of input query with proposal features extracted by part II.

regression for region fine-tuning. Finally, we embed the SFNet into WdsNet for
feature extraction. (c) The word searching. We match the feature of query words
extracted by the SFNet with the feature instances of the pages extracted by the
WdsNet for word spotting.

3.2 Word Discriminative Representation Learning

As mentioned above, manual word representation methods couldn’t handle the
one-shot or zero-shot problem. We propose the Siamese Feature Network (SFNet)
which consists of two convolutional neural networks that share weights with
each other. The input of SFNet is a pair of word images and the output is the
distance of the deep representation of the two word images. After embedding
by the SFNet, the calculated distance between same words is shorter and at the
same time, the calculated distance between different words is longer.

For the SFNet Fβ parameterized by β , we construct a training dataset
D =

{((
X1

n,X2
n

)
, Yn, C1

n, C2
n

)}
, where X1

n ∈ R
W 1

n×H1
n and X2

n ∈ R
W 2

n×H2
n are a

pair of word images, Yn ∈ {0, 1} denotes whether the word on the two images are
same, W 1

n ,H1
n and W 2

n ,H2
n represent the wide and high of the two word images,

respectively. We consider different words as different classes, C1
n, C2

n ∈ R
V
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indicate which class the two word images belong to respectively and V denotes
the number of classes. When C1

n = C2
n, we can get Yn = 1. For simplicity, we

omit the index of pair n in the following discussion. To train the Siamese net-
work, first, we extract the robust and discriminative deep feature of the two
input word images as:

L1 = Fβ(X1), L2 = Fβ(X2) (1)

where L1, L2 ∈ R
D represent the deep representations of the two word images

and D represents the number of the representations’ dimension. Then the
Euclidean distance between L1 and L2 are calculated and compressed to between
0 and 1 by the sigmoid activation function. The final predicted similarity between
L1 and L2 can be expressed as:

Ŷ = Sigmoid(E(L1, L2)) (2)

The frist loss function L1 is drived as:

L1 (β)=arg min
β

N∑

n=1

−Y nlog(Ŷ n) − (1−Y n)log(1−Ŷ n) (3)

Besides, to make the latent representation more general, we add an additional
dense layer as the classifier which takes the latent representation L1 (or L2) as
the input and output the distributions Ĉ1 (or Ĉ2) . So the second loss L2 can
be expressed as:

L2 (β)=arg min
β

N∑

i=1

V∑

j=1

−Cij
1 log(Ĉij

1 )−Cij
2 log(Ĉij

2 ) (4)

During training, the above two losses are jointly optimized, the final loss function
is defined as:

L (β)=L1 (β) + λL2 (β) (5)

where λ is the balanced parameter to be set.

3.3 WdsNet

We propose the WdsNet to get word embedding pool by inputting a handwritten
page. It consists of four parts below: (i) The pre-segmentation part for calcu-
lating the potential word bounding boxes by Projection Text Proposals (PTP)
and Dilated Text Proposals (DTP) before training. (ii) The cascade regression
part for adjusting the bounding boxes by cascade regression before sending the
related regions to the SFNet. (iii) The pre-trained SFNet. (iv) The parallel fully
connected (FC) layer branches: One is a classification block. It takes the deep
representation of the regions as input and outputs the classification results; the
other calculates wordness scores for each proposed region. By retraining the
SFNet with two additional branches, we can get more robust and discriminative
representations for the proposed regions (Fig. 3).
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Fig. 3. The WdsNet. Given handwritten pages, first going through a Projection Text
Proposals (PTP) and Dilated Text Proposals (DTP) layer. With the cascade regression
and ROI pooling, the region proposals all be adjusted to a fixed size. Then all the feature
of proposal regions are fed into the box score branch and the embedding branch. The
label of the embed feature is the word discriminative feature learned by the SFNet
above.

Pre-segmentation. We choose Projection Text Proposals (PTP) joint with the
Dilated Text Proposals (DTP) as an external segmentation component rather
than the Region Proposal Networks (RPN) applied in faster R-CNN [15], enables
to get more word regions with keeping WdsNet succinct. Given a grayscale image
and a threshold, PTP first calculates the horizontal projection and segments
the image to j lines. For each line, PTP calculates the vertical projection and
segments them to l words. Then the PTP changes the threshold to segment
again. The DTP is based on connected components recently introduced from
[21]. The two methods all rely on the threshold defined before the training. On
this basis, we joint this two methods for picking up proposals as more as possible.

Given a full page image denoted by G ∈ R
W×H , where the W,H are the width

and height of the page. The PTP is denoted by P and the DTP is denoted by
D the proposed potential regions are formulated as:

{pn} = P(G) ∪ D(G) (6)

where pn = {xn, yn, wn, hn}, n = 1, 2, 3, ..., N , N represents the number of the
proposed potential regions. The xn, yn denote the coordinates of the proposed
potential regions center point and wn, hn is the width and height of the proposed
potential region.

Box Regression. After the pre-segmentation, we use a Non Maximum Sup-
pression (NMS) component for de-duplication. The [4] introduced that the IOU
is an important parameter for object detection backbone. Increasing IOU can
keep the most inputs of the classification part be right, however, it can also
lead to over-fitting due to less inputs. Based on this observation, we proposed
muti-stage box regression before input proposals to SFNet.

The bounding box of proposal region can be formulated by bp = {x, y, w, h}
containing the four coordinates of a page patch. The task of bounding box regres-
sion is to regress a candidate bounding box bp into a target bounding box bg,
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using the regressor fi(x, bp) for box adjust, i means the ith regressor. In this
work, the cascade box regression part can be formulated by:

f(x, bp) = fn ◦ fn−1 ◦ · · · ◦ f1(x, bp) (7)

Feature Extraction. After the process of pre-segmentation, we spilt each pro-
posed region from the full page firstly. Those proposed regions are resized to
the same size and fed to pre-trained SFNet for word deep representation. Then
the features are send to two branches. The first branch denoted by F ′

γ , we use
a fully connected (FC) layer to get a confidential score about the wordness of
each box; the second branch denoted by F ′′

λ , it is also a FC layer. Considering
different words as different classes, the second branch is utilized to classify the
deep representation to V classes, where V represents the number of the word
class. The output of the deep representation of Pn can be expressed as:

Ln = Fβ(Pn) (8)

where Pn ∈ R
Wn×Hn represents one of proposed regions on the full page. The

confidential score Ŵn about wordness of Pn can be formulated as:

Ŵn = F ′
γ(Ln) (9)

And the distributions Ĉn indicates which class Pn belongs to can be formulated
as:

Ĉn = F ′′
λ (Ln) (10)

Losses of WdsNet. Noted that the SFNet Fβ and the two parallel branches
F ′

γ , F ′′
λ after it are joint trained. To optimize the first branch F ′

γ , we derive the
loss L1 as:

Lw(β, γ) = arg min
β,γ

N∑

n=1

−W nlog(Ŵ n) − (1−W n)log(1−Ŵ n) (11)

where the W is the ground truth label and Ŵ is the output confidential score
of the first branch, n represents the number of the proposed potential regions.

To optimize the second branch F ′′
λ and the SFNet Fβ , we derive the loss Lc

as:

Ls (β, λ)=arg min
β,λ

N∑

i=1

V∑

j=1

−Cij
1 log(Ĉij

1 ))−Cij
2 log(Ĉij

2 ) (12)

where the C ∈ RV is the ground truth label which represents the class of the
proposed region, Ĉ ∈ RV is the output of F ′′

λ , V represents the number of the
word class.

The total loss is the combination of two losses:

Lall(β, γ, λ)=Lw (β, γ) + αLc (β, λ) (13)
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3.4 Word Searching

In this section, we search the query word through pages. Before matching, we
should get the representation of the query word. Due to the input of the words
can be string or image, we firstly transform the string to image. Then we use
the same method for feature extraction.

Given a word string, we first simulate an image with the same word. We first
normalize all the word images from the train split and crop them to characters,
then joint the handwritten characters to make a word image.

For the word image, we extract the word discriminative feature by the SFNet.
For the handwritten pages, we extract the word discriminative feature by the
WdsNet. Then we use the cosine distance to rank the similarity between the
word image feature and the proposal region feature pool. The nearest region is
most likely to be the same word with the query.

4 Experiments

4.1 Dataset

IAM Offline Handwriting Dataset [11]: The IAM Offline Handwriting Dataset
is a well-known dataset consisting of 1539 pages, or 115320 words, written by
657 writers. We use the official train/val/test split for writer independent text
line recognition, where there is no writer overlap between the different splits.
Following official protocol, we get rid of all the stop words. Respectively, in
the SFNet, we only use words appeared twice or more for learning the word
discriminative feature. In the WdsNet, we remove ground truth boxes that are
too small to down-sampled by a factor 8.

George Washington (GW) Dataset : The George Washington (GW) dataset [23]
written in English consists of 20 pages, or 4860 words. We follow the evaluation
procedure used in [33], by splitting the pages into a training and validation set of
15 pages, setting aside 5 for testing, and also doing a 5–15 split of train/val and
testing. In both cases, we use 1 page as a validation set. The results reported
are the average of four cross validations.

4.2 Training

The full networks are implemented on pytorch, and we train the SFNet about
3 h and the WdsNet about 2 h on an NVIDIA Titan GTX. As we mentioned
before, the inputs of SFNet are image pairs. We establish a triple list consisting
of anchor image, positive image, negative image for SFNet training. We use the
resnet34 [8] as the backbone of SFNet. We used the train split word image of
IAM and GW for learning and the test split word image for the evaluation. The
WdsNet adopts pages as input, and the word classes as the embedding label for
fine-tuning the SFNet included.
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4.3 Ablation Experiments

Stages of Cascade Regression. The number of stages impacts the results, it
is shown in Tabel 1. Adding one or two stages can reach obvious improvement.
However, the performance will be decreased when it comes to three stages. Too
many stages still can filter too much proposals, which leads to over-fitting easier.

Table 1. The impact of the number stages of cascade regression and the parameter
IOU. We set IOU to be 25%, 50%, 60%, respectively.

IOU 25% IOU 50% IOU 60%

Stage 1 74. 3 72. 2 71. 1

Stage 2 76. 8 74. 6 72. 1

Stage 3 70. 3 65. 4 63. 1

4.4 Performance

Segmentation Comparison. In this paper, we chose the jointed PTP-DTP for
segmentation before training. In the respect of handwritten word segmentation,
it can be observed in Table 2 that this method will get higher recall than RPN.
The RPN method based on the sliding window, may be not so efficient for word
segmentation due to the variety of the length-width ratio.

Table 2. Recall (%) of the PTP-DTP method and the Region Proposal Network
(RPN).

Dataset IAM GW

IOU 25% 50% 25% 50%

RPN 58. 1 39. 1 87. 0 82. 3

PTP-DTP 88. 7 87. 1 95. 0 94. 1

Comparison with the Segmentation-Based Methods. We evaluated our
model by the protocol metric for word spotting, Mean Average Precision (MAP),
where the Average Precision (AP) is defined as:

MAP =

∑Q
q AP (q)
|Q| , AP =

∑N
k P (k) × r(k)

|r| (14)

where P (k) is the precision measured at cut-off k in the returned list and r(k)
is an indicator function that is 1 if a returned result at rank k is relevant, and
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Table 3. mAP (%) performance evaluation on the segmentation based methods. Note
that methods marked with * only work on the segmented word image.

Method IAM

QbE QbS

Embed attributes [1]* 88. 4 73. 7

DCToW [22]* 77. 0 85. 3

TPP-PHOCNet (CPS) [18]* 82. 7 93. 4

DeepEmbed [9]* 90. 4 94. 0

Our 76. 8 74. 6

0 otherwise. A retrieved word is considered relevant if its IoU overlap with a
ground truth box is greater than a threshold 0.25, 0.5 and the label matches the
query. The MAP score is the mean of the AP over the queries (Table 3).

In this section, we compare our method with the state-of-the-art
segmentation-based word spotting method and line-level method. All the data
are for the IAM dataset. Considering the line-level method, our QbE result
is higher even we query words from full page. We observe that we have com-
petitive results for the IAM dataset in the QbE, it is near with the results
of segmentation-based methods, even we didn’t use any ground truth boxes
information.

Table 4. mAP (%) performance evaluation comparison with the line-level method.

IAM GW

QbE QbS QbE QbS

George [16] 71. 6 83. 2 - -

Our 76. 8 74. 6 85. 7 75. 4

Comparison with the Line-Level Methods. We compared our method with
the George’s in Table 4. George matches the words by a sliding window style
method on line level. However, we still can get better performance at QbE.
The spotting performance of our proposed method may be improved by the
encoding of the word discriminative feature. The word discriminative feature let
our system be robust in example matching section.

5 Conclusion

We proposed a page-level word spotting framework via the word discriminative
feature in this paper. By leveraging the metric learning merit in original Siamese
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network, we established the SFNet to obtain the discriminative feature for a
better representation of input query. Then, we proposed the Word discriminative
spotting network (WdsNet) and further embedded the proposed SFNet into it
to achieve the page-level word spotting. This work is an initial exploration of
page-level word spotting and we believe our observation of modelling page-level
word spotting in a discriminative feature learning fashion will encourage future
research.
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Abstract. Deep learning has been widely used for identifying anomaly
network traffic. It trains supervised classifiers on a pre-screened numer-
ical traffic feature dataset in the most cases, so the classification effec-
tiveness depends heavily on feature representation. There is no unified
feature representation method, and the current feature representation
methods cannot profile traffic precisely. Therefore, how to design a traf-
fic feature representation method to profile traffic is challenging. We
propose a Network Anomaly Detection Scheme based on data Repre-
sentation (NADSR). Data representation method converts raw network
traffic into images by treating every numerical feature value as an image
pixel and then creating a circulant pixel matrix for a traffic sample. It
retains the traffic feature’s spatial structure instead of padding empty
pixels with constant values while directly reshaping a long feature vec-
tor into a pixel matrix. Experimental results verify the effectiveness of
the proposed NADSR. It improves the overall detection accuracy com-
pared with state-of-the-art methods, and also provides reference to solve
security-related classification problems.

Keywords: Anomaly detection · Traffic feature · Data representation

1 Introduction

With the fast development of the Internet, network security has become increas-
ingly challenging. The Report of National Computer Network Emergency Tech-
nical Response Center in 2018 points out that malicious network attack is still
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one of the most important network security issues and deserves public atten-
tions [1]. Anomaly detection, as a necessary part of security defense, is used to
identify anomalies [5,8] for further defense. Though network anomaly detection
has obtained some achievements with the help of deep learning methods, it has
occurred with some difficulties. How to represent traffic feature is critical [7]. If
extracted features cannot be learned to profile traffic efficiently, the classification
accuracy will be influenced.

Therefore, we propose a Network Anomaly Detection Scheme based on data
Representation (NADSR). The main challenge to be addressed in this paper is
the network traffic feature representation in the data preprocessing stage.

To solve this challenge, we design a traffic-to-image conversion method for
representation learning in the anomaly detection. Generally, one raw traffic sam-
ple is represented as a long feature vector [14]. Some researches have explored
to reshape a long vector into a pixel gray value matrix directly to obtain an
image [2,10], but it might disrupt the spatial structure and further decrease
classification accuracy [16]. Some symbolic network traffic features [6,7,15] are
encoded by One-Hot encoder and word embedding technique, this will produce
massive zeroes that influence layer-by-layer processing effect of deep learning
[11]. Therefore, to avoid the spatial feature loss and reduce the number of zeros
within the pixel matrix, we bundle the sparse discrete features that are encoded
by One-Hot scheme first, and then design a novel representation learning method
– re-circulation pixel permutation strategy (RPP) by creating circulant pixel
matrix, which retains spatial structure of raw network traffic. Finally, the data
representation method coupled with Convolutional Neural Network (CNN) is
constructed in the proposed NADSR.

The experiments are carried on two public network traffic datasets: NSL-
KDD [12] and UNSW-NB15 [9]. Experimental results verify the effectiveness of
NADSR. The contributions of this study are summarized as follows:

(1) The discrete features bundling method reduces the number of zeros within
the pixel matrix, which is helpful for CNN to learn the traffic feature.

(2) The proposed NADSR improves the overall classification accuracy to 81.4%
and 94.9% on NSL-KDD and UNSW-NB15, respectively.

(3) The proposed representation learning method RPP is not only suitable for
CNN but also for other detection algorithms.

The remaining of this paper is structured as follows. Section 2 states the
main problem and Sect. 3 illustrates the main methodology. The experimental
results are described in Sect. 4. Section 5 concludes the full paper and the future
work.

2 Problem Description

In a general network anomaly detection problem, the detection algorithm aims
to identify anomalies deviated from the normal network traffic, and then report
to the security operator for further analysis. This paper focuses on identifying
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anomalies, which can be abstracted as a binary-classification problem. Benefit
from deep learning technique, it can be solved by training an effective classifier
on the labeled data.

In this paper, network packets are captured first by the tcpdump, and then
the features are extracted. After that, they are encoded into the image pixel
matrices to represent as images. The classification model, CNN is used in this
paper and it is trained on the image dataset. Finally, CNN will be evaluated on
the new coming test data.

The core work focuses on how to retain the spatial characteristics of traffic
feature in the data representation stage and then ensure a high accuracy of
the detection model that is trained on the represented images. In this paper, we
design an image conversion method which assumes traffic features have structural
relationship and then represents them into images by the designed Re-circulation
Pixel Permutation (RPP) strategy.

3 NADSR: A Scheme to Network Anomaly Detection
Based on Representation

In the proposed NADSR scheme, we first encode one record of traffic feature
into a long vector, then discard useless features and bundle the discrete features,
and subsequently perform normalization. With the normalized features, data
representation method is designed to convert traffic features into images. The
images are used for training classification model. This section outlines the main
work. The data pre-processing is introduced first, data representation method is
detailed subsequently.

3.1 Data Pre-processing

There are both numerical and symbolic features in the traffic feature. The sym-
bolic features can also be seen as the discrete features, and a discrete feature
can be seen as a binary feature. To eliminate the influence of symbolic fea-
tures on traffic representation, we bundle the discrete features. The discrete
features are encoded into 0–1 vector by One-Hot encoder first. Assume all the
discrete features are the same weight, the 0–1 vectors are bundled further to
obtain a decimal feature. For example, there are four discrete features, after the
bundling process, four discrete features are reduced into one numerical feature.
This bundling operation not only maintains unity of each feature, but also keeps
combination among each discrete feature.

3.2 Feature Reduction

To optimize the remaining features, a feature filter is designed to remove useless
features. As the dimensions of features are different, using standard deviation to
compare discreteness of features is inappropriate, so the coefficient of variance
Cv is introduced and defined as (1).
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Cvi =
σi

μi
∗ 100% (1)

where σi and μi are standard deviation and mean of ith feature. Generally, a
higher Cv indicates a higher discreteness, and the feature of higher Cv plays a
more important role. Specially, when the mean μi is equal to zero, the corre-
sponding feature will be seen as unimportant relatively.

3.3 Data Normalization

Data normalization can eliminate differences among different dimensional data, so
it is therefore widely used in machine learning. Because features of different scales
will result in the unreliability of training model, we normalize them in the same
distribution. Rescale-Min-max normalization is designed in this paper as (2).

x′
i =

xi − xmin

xmax − xmin
∗ (1 − a) + a (2)

where xmax and xmin represent the maximum and minimum value of feature
xi, xi and x′

i represent the raw feature and the normalized feature. To change
the minimum value of the normalized, we re-scale the range of the normalized
feature from [0, 1] into [a, 1] where indicator a ∈ (0, 1).

3.4 Image Representation

To learn the deep characteristics of traffic feature automatically, we convert
the feature vector of every traffic sample into a pixel matrix and then feed
them into CNN as images. A Recirculation Pixel Permutation (RPP) strategy
is designed. The RPP function is defined in (3) which is used to convert a long
vector into a circulant matrix, where xi is ith sample of the dataset, and it is
an original long vector with n elements. x′

i is obtained by moving every element
xij(j = 1, 2, · · · , n) of xi one unit forward every time, then x′

i is used to represent
pixel values of the transformed image whose dimension is n ∗ n. RPP not only
retains the original spatial structure of sample, but also facilitates the detection
algorithm to mine relationships among the adjacent features deeply.

xi = [xi1, xi2, ..., xin] →

⎡
⎢⎢⎣

xi1 xi2 · · · xin

xi2 · · · xin xi1

· · · xin · · · · · ·
xin xi1 xi2 · · ·

⎤
⎥⎥⎦
n∗n

= x′
i (3)

3.5 Classification Model

After the data representation, classification model is used to verify their effective-
ness and adaptability. CNN, as a typical deep learning algorithm, has achieve-
ments in the area of image processing. We use CNN to evaluate the performance
and effectiveness of the proposed NADSR. The workflow of the proposed NADSR
is detailed in Algorithm 1.
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Algorithm 1. NADSR workflow
1: Input: Dataset D = training data, validation data, test data;
2: Preprocess: Feature Reduction, Data Normalization;
3: Representation:
4: while x ∈ D do
5: x′(1, :) = x = [x1, x2, · · · , xn]
6: for 1 ≤ i ≤ n do
7: x′(i + 1, :) = [xi+1, xi+2, · · · , xn, x1, · · · , xi]
8: end for
9: end while

10: Train → Validation → Test
11: Output: acc test, loss test, and test report

4 Experiment

All experiments are conducted on an Ubuntu 16.04 LTS machine with Intel Xeon
(R)W-2123, 3.6 GHz CPU, GeForce GTX TITAN Xp COLLECTORS EDITION
GPU and 12 GB VRAM. Two public datasets, NSL-KDD [12] and UNSW-NB15
[9] are used for evaluation.

4.1 Data Representation Method Comparison

Figure 1 shows the comparison results with other researches that use different
data representation methods. CN1 and CN2 represent the results obtained from
[6] and [13], respectively on NSL-KDD test+, and CU1 and CU2 indicate the
results obtained from [13] and [3], respectively on UNSW-NB15. It can be found
that, method used in previous research [13] obtains a lower FNR and a higher
Recall than the others. In contrast, our result is better than the others in the
perspectives of Accuracy, Precision and F1. Additionally, the accuracy rate in
this paper is larger than [4] by nearly three percent. Though the results in
research [6] are close to us, there is an over-fitting in its work by analyzing its
confusion matrix.

In all, compared with other representation methods, the proposed data rep-
resentation method is useful and competitive. It represents almost no distortion
on the raw data. As a consequence, it can be regarded as supplying almost com-
plete knowledge during representation. Its well performance can be contributed
to the effective representation method and also the detection algorithm CNN,
therefore, it provides the positive influence of data representation on the anomaly
detection.

4.2 Detection Algorithm Comparison

The proposed representation method RPP works in data preprocessing stage, so
its function is to help the further detection algorithm to improve classification
result. Therefore, we measure the effectiveness of the proposed data represen-
tation on other detection algorithms. Figure 2 shows the comparison results
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conducted on NSL-KDD. We compare six approaches, support vector machine
(SVM), k-Nearest Neighbor (KNN), Decision Tree (DT), Random Forest (RF),
Naive Bayesian (NB) and Logistic Regression (LR), they are applied to test on
the test+ and test−21 of NSL-KDD.

(a) Comparison on NSL-KDD (a) Comparison on UNSW-NB15

Fig. 1. Comparison result with other representation methods.

(a) test+ (b) test−21

Fig. 2. Comparison with other detection algorithms on NSL-KDD.

The obvious finding is that all evaluation metrics are close, and it suggests
that the proposed data representation method is not only helpful for the CNN
but also helpful for the other detection algorithms. Take a deep comparison,
our method performs better than other detection algorithms. When performing
data fitting, deep learning models can extract complex features than traditional
machine learning models and mine hidden characteristics of the samples. Hence,
deep learning models have a better representation learning ability than the shal-
low machine learning models [7].
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4.3 Discussion

The classification based on image representation is still at the beginning stage
and not mature. Though it might not be the best solution compared with other
state-of-the-art approaches in some perspectives, it explores a new appliance
mode for using powerful technique such as deep learning to solve the anomaly
detection problem.

5 Conclusion

This paper proposes a network anomaly detection scheme based on represen-
tation, NADSR. It converts traffic features into images through a novel repre-
sentation learning method. The proposed NADSR not only retains the original
spatial structure of raw traffic features, but also propels the detection algorithm
to learn the hidden knowledge. The experimental results suggest that NADSR
is effective to improve overall accuracy. It also outperforms some other state-
of-the-art representation methods and shows a robust adaptability on different
detection algorithms.

The proposed representation method has improved classification effective-
ness, but there still exists performance imbalance such as the rare anomaly is
hard to detect. In the future, we will tend to study the data re-sampling method
to solve the imbalance issue.
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Abstract. Satellite range systems (SRSs) play an important role in managing
satellite resources and ensuring the smooth measurement and control of satellites.
The increasing demand for satellite applications has made it more difficult to
manage measurement and control tasks. Therefore, an efficient measurement and
control system is needed to fulfil these task requests. Satellite range system, selects
execution orders and locations for tasks according to the improved adaptive large
neighbourhood search algorithm (ALNS-I).ALNS-I introduces heuristic rules into
the initial population generation by considering the characteristics of the SRSP
problem in the destruction and repair methods. A neighborhood search method
is used to perform a local search when there is no clear optimization effect. The
efficiencies of the framework and the algorithm are verified by experiments. The
experimental results show that ALNS-I can achieve a higher task reward and task
completion rate than comparison algorithms.

Keywords: Satellite range scheduling · Evolutionary · Neighborhood search ·
Knowledge

1 Introduction

A satellite range system (SRS) is a complex and core system in satellite management that
controls themeasurement and control processes for a satellite to ensure normal operation.
This system can perform multiple tasks such as satellite resources management and
satellite operations management. The most critical task of an SRS is the development
of a measurement and control task execution plan for each satellite within a prescribed
time range. Themeasurement and control plan requires that themeasurement and control
tasks are successfully completed to ensure normal satellite operation. Thus, there are
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strict timeliness and reliability requirements for an SRS. Designing an efficient SRS is
of great significance for the continued development of the aerospace industry.

The SRSP has been analysed in related studies [1]. This problem involves multiple
satellites and multiple ground stations and can thus also be called a multi-satellite multi-
station scheduling problem. The SRSP solution is the development of a reasonable task
execution plan for measurement and control tasks.

The satellite range scheduling problem is a research focus in the satellite field.
Heuristic algorithms [2, 3] and meta-heuristic algorithms [4] have become the main
methods for dealing with an increasing number of tasks.

The paper is structured as follows: in the second section, an optimization model for
the satellite range scheduling problem is developed; in the third section, an improved
adaptive large neighbourhood search algorithm (ALNS-I) is developed for the SRSP; in
the fourth section, the results obtained using the developed algorithm are compared with
those obtained using other methods; in the final section, the research results of this paper
are summarized, and the direction of development of relevant research is analysed.

2 Optimization Model

2.1 Definition of Symbols

The symbols in this paper are defined to correspond with those in related studies [3].

Input Data:

• Task = {task1, task2, task3, . . . , taskn} denotes the set of satellite measurement and
control tasks. For a task taski, the following attributes are defined:

• eati is the earliest available time for taski and is determined by satellite operation;
• lati is the latest available time for taski and is determined by users’ requests;
• ri is the reward for taski and depends on the duration, the importance and the urgency
of the task;

• duri is the duration of taski and is determined by satellite operation; and
• TW = {tw1, tw2, tw3, . . . , twm} is the set of ground stations time windows. The

following attributes are defined for a time window twj:
• evtj is the earliest visible time of the time window j and
• lvtj is the latest visible time of the time window j.

Decision Variables:

• xi,j is a decision variable. If the time window j is chosen for the satellite measurement
and control task i, then xi,j is 1 and is 0 otherwise.

• sti,j is the start time for the satellite measurement and control task i.
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2.2 Assumptions

An SRS is a complex system involvingmultiple equipment fields. To theoreticallymodel
this practical application, the following assumptions are made about the SRSP.

1. The planning horizon for the problem is known in advance.
2. Each task is deterministic and will therefore not change the deadline and not be

cancelled.
3. An antenna can only execute one measurement and one control task at a time.
4. A task cannot be suspended or pre-empted after it has been started.
5. Each task can only be completed once at most, irrespective of its periodicity.
6. Each task can only be completed once at most, irrespective of the destruction of task

execution.

2.3 Mathematical Model

In this section, a model is constructed for the SRSP using mixed integer programming to
facilitate subsequent task scheduling. The objective function of themodel is tomaximize
the reward of the task sequence.

Objective Function:

max
n∑

i=1

m∑

j=1

rixij, (1)

Constraints:

sti + duri ≤ sti+1, i ∈ {1, 2, 3, . . . , n − 1}, (2)

sti < sti+1, i ∈ {1, 2, 3, . . . , n − 1}, (3)

n∑

i=1

m∑

j=1

xij ≤ 1, (4)

evtj ≤ sti ≤ lvtj, i ∈ Task, j ∈ TW , (5)

eati ≤ sti ≤ lati, i ∈ Task, (6)

evtj ≤ sti + duri ≤ lvtj, i ∈ Task, j ∈ TW , (7)

sti + duri ≤ lati, i ∈ Task, (8)

xij ∈ {0, 1} (9)
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Constraints (2) and (3) ensure that there is an interval between twomeasurement and
control tasks such that these two tasks do not overlap. A subsequent task can only be
executed after the previous task has been completed. Constraint (4) defines the number
of task executions in the planning horizon. Each measurement and control task may or
may not be executed, and if executed, it is executed at most once. Constraints (5) and (6)
ensure that the start time of the tasks is within the time allowed for the execution of the
task and the available timewindows of the ground stations. Constraint (7) ensures that the
task completion time is within the visible time window of the selected ground station.
Constraint (8) ensures that the tasks are completed before their respective deadlines.
Constraint (9) allows the decision variable to take two values: 0 or 1.

3 Improved ALNS (ALNS-I)

3.1 Structure of ALNS-I

The improved adaptive large neighbourhood search algorithm that is developed here is
described below.

Step 1: Initialization of parameters and data. Initialize all of the parameters in the
adaptive large neighbourhood search algorithm and the jump parameters for the local
search. Input the set of measurement and control tasks and the set of ground station time
windows.
Step 2: Generate an initial plan. Heuristic rules are used to guide the generation of the
solution, and the reward for the solution is calculated. At this time, the reward value is
r0, and the current solution is recorded as a local optimal solution sl and a global optimal
solution sg .
Step 3: Destroy the current solution. The method for destroying the current solution
uses roulette selection rules.
Step 4: Repair the broken solution. After the current solution is destroyed, a portion
of the task sequence fragments are reinserted into the task sequence, where the task
insertion is performed using the rules for the repair methods.
Step 5: Calculate the reward value of the newly generated solution. The reward value of
the new task sequence is calculated and compared with the local optimal solution sl and
the global optimal solution sg . If the current solution is better than the global solution, the
current solution becomes the new global optimal solution. The comparative results are
used to update the scores of the destruction and repair methods and obtain new weight
values. After that, a newly obtained solution is updated to a new local optimal solution
sl .
Step 6: Reset the weight of the destruction and repair rules according to a condition.
A weight reset condition is specified so that if the optimization iteration reaches its
threshold condition, all of the weights of the destruction method and the repair method
are reset.
Step 7: Carry out a local search. If the reward for the new solution is continuously lower
than the reward for the solution for the previous generation, a local search optimization
is performed.
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Step 8: Determine if the algorithm termination condition is reached. If the algorithm
termination condition is not reached, return to step 3; otherwise, output the optimal
solution as the final solution.

3.2 Initial Solution Generation

The original adaptive large neighbourhood search algorithm exhibits good performance
for traditional optimization problems. The heuristic rule comes from a related study and
has been verified to obtain a good reward for the task sequence. This rule is defined as
a CONSTRUCT RULE and is described below.

CONSTRUCT RULE: Sort according to the reward ofmeasurement and control tasks,
selecting the task execution positions for the measurement and control tasks with larger
task rewards first.

3.3 Destruction Method

Destruction and repair methods are the key components of the ALNS-I and play an
important role in improving the solution quality and obtaining a higher reward solution.
A destructionmethod is the selection and removal of a partial sequence segment from the
original task sequence. The goal of a destruction method is to incorporate randomness
and diversity. Three task sequence destruction rules are used in this paper: DESTROY 1,
DESTROY 2 and DESTROY 3. The specific treatment methods for the three destruction
rules are given below.

DESTROY 1: Select a position from the task sequence randomly as the starting point
of the destruction operation and specify the task segment from the starting point to the
fixed interval and delete this task segment.
DESTROY 2: Select a certain length of the task segment from the foremost position of
the task sequence for deletion.
DESTROY 3: Select a certain length of the task segment from the middle position of
the task sequence for deletion.

3.4 Repair Method

The repair method is another important component of ALNS-I. This method is used to
add the deleted task sequence segment back into the deleted sequence after the original
segment has beendestroyed.The choice of repairmethoddirectly affects the performance
of the new task sequence. Three repair methods are used in this paper, REPAIR 1,
REPAIR 2 and REPAIR 3, which are defined below.

REPAIR 1: Insert the deleted task segment into the beginning of the task sequence, and
move the other positions of the original task sequence backwards.
REPAIR 2: Insert the deleted task fragment into the last position of the task sequence,
and move the other positions of the original task sequence forwards.
REPAIR 3: Insert the deleted task segment into a random location as the insertion start
point of the task segment, and move the tasks after the insertion point in the original task
sequence backward.
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4 Computational Results

4.1 Experimental Settings

4.1.1 Experimental Scene Setting

To verify the effect of the ALNS-I algorithm, the number of test data sets of tasks in
this study is varied from 50 to 500. The data set is divided into 50, 100, 150, 200, 250,
300, 400, and 500 tasks, corresponding to a total of 8 scales. There are two task scene
distribution types for measurement and control tasks: in Asia and in the global region.
This experimental design shows how the developed algorithm can be adapted to different
scenes and task scales, thereby reflecting the comprehensive effect of the algorithm.

4.1.2 Experimental Environment Setting

ALNS-I is implemented by Matlab2017a on a desktop with a Core I7-7700 3.6-GHz
CPU, an 8-GB memory, and a Windows 7 operating system. Each algorithm runs 30
times under the same conditions in this experimental environment.

A neighbourhood search algorithm (NSA) is chosen as one of the comparison algo-
rithms to serve as a commonly used algorithm in scheduling problems. Another compar-
ison algorithm is a constructive heuristic algorithm, DSA, which sorts by the duration
of the task and prioritizes long-duration measurement and control tasks.

4.2 Results and Discussion

In this paper, the experimental results for the SRSP in Asia are verified first. The task
scale is selected from 50 to 300 tasks, and the results are shown in Table 2. In this
table, ave represents the average reward that the algorithm can reach, max represents the
maximum reward value, min represents the minimum reward value, and std. represents
the standard deviation of the algorithm operation.

The results that are presented in Table 1 show that the ALNS-I algorithm that is
developed in this paper exhibits the best performance for 50 to 300 tasks. However, in
terms of the optimal reward, ALNS-I produces the maximum reward value for all of the
scenes. In terms of the minimum reward value, for scales of 100, 200, or 300, the reward
value obtained using the DSA algorithm is higher than the worst cases of the other two
comparison algorithms. The results for another satellite range scheduling experiment in
the global region are shown in Table 2.

Both ALNS-I and DSA produce the optimal solution, and ALNS-I reaches the opti-
mal solution for every algorithmic operation for 50 tasks in the global region. This result
reflects that the 50 global measurement and control tasks pose no difficulty in solving
the SRSP of the SRS. The measurement and control process can easily be completed
for of all of the tasks in the planning horizon. ALNS-I exhibits more volatility for opti-
mizing tasks in the global region than for the range scheduling in Asia because each
available time window can execute more tasks than in Asia. For a scale of 300, the
minimum reward value optimized by the DSA algorithm is better than for the developed
algorithm. Next, a large-scale range scheduling problem is used to verify the effect of
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Table 1. Results of 50–300 tasks in Asia

Task
set

ALNS-I NSA DSA

Ave Max Min Std. Ave Max Min Std.

50 609 609 609 0.00 502.4 609 416 4.84 492

100 1030.2 1060 1006 1.69 830 911 736 5.37 879

150 1043.7 1124 1002 3.72 728.9 881 594 7.92 988

200 1183.3 1260 1112 5.59 864.6 1000 765 7.16 1013

250 1324.2 1423 1247 5.09 894.2 1057 754 7.74 1274

300 1063.6 1175 1005 5.13 733 896 631 8.20 866

Table 2. Results of 50–300 tasks in global region

Task set ALNS-I NSA DSA

Ave Max Min Std. Ave Max Min Std.

50 665 665 665 0.00 661.6 665 654 0.36 665

100 1209.9 1210 1209 0.03 1159.5 1169 1147 0.79 1166

150 1934.8 1957 1911 1.44 1769.1 1838 1718 3.96 1795

200 2157.4 2197 2124 2.06 1981.9 2036 1892 4.79 2107

250 2772.3 2854 2716 3.78 2457 2546 2344 7.43 2652

300 2852.5 2933 2803 3.63 2523.7 2687 2369 9.38 2892

the developed algorithm. The results of the different algorithms for solving a large-scale
SRSP are visually compared in the box-line diagram in Fig. 1.

The results of the abovementioned experiments show that the ALNS-I algorithm
that has been developed here can be used to solve large-scale SRSPs. In the developed
algorithm, the heuristic rules play an important role in the initial solution generation.
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Fig. 1. Box plot of SRSP results for 200–500 mission scales in global region: Figures (a)–(d)
represent 200 tasks, 300 tasks, 400 tasks, and 500 tasks, respectively.

5 Conclusion

A satellite range system is a key ground system that can guarantee normal operation for
a satellite and the successful completion of various tasks. Among these tasks, the main
task of an SRS is reasonable scheduling of satellite resources. Satellite range scheduling
becomes challenging in large-scale scenes, and only efficient design algorithms can
achieve high-reward solutions in a limited amount of time. Satellite range system uses
a modified adaptive large neighbourhood search algorithm to allocate a time window
for each measurement and control task. Experimental results show that the ALNS-I
algorithm can be well applied to SRSs.

In future research,wewill studymore complex heuristic rules to improve the algorith-
mic stability. The uncertainty range scheduling problem will also be a primary direction
in our next research study.
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Abstract. The medical image is often noisy, which makes it difficult to
extract the image features from the medical image segmentation model.
Because the noise is often generated randomly, it is difficult to use super-
vised information for denoising. In this paper, we focus on this chal-
lenging problem and propose an IM-Net algorithm for medical image
segmentation based on mutual information maximization. The IM-Net
can remove the noise and therefore improve the quality of the extracted
feature by maximizing the mutual information between the extracted fea-
ture and the input image. IM-Net uses the Binary Cross Entropy with
Logits Estimation to approach the true value of mutual information and
uses a bilinear interpolation function as a discriminator to maximize
the mutual information estimator. Extensive experiments are conducted
and the IM-Net is compared with different methods to demonstrate the
effectiveness of our model. Experimental results show that the training
efficiency and segmentation precision are greatly improved.

Keywords: Medical image segmentation · Mutual information
maximization · Image feature extraction

1 Introduction

Extracting image features with strong representation ability from the original
image has been a research focus in the field of image processing. At present, the
widely used method to extract image features can be broadly divided into the
following categories: (1) statistical feature extraction of color or gray level [1]; (2)
texture and edge feature extraction [2]; (3) algebraic feature extraction[3]; (4)
characteristics of transformation coefficients or filter coefficients [4]; (5) feature
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extraction based on deep learning [5–8]. The traditional feature extraction meth-
ods have strong explanatory power and can provide inspiration for the design of
deep learning methods.

At present, the method based on deep learning has made remarkable achieve-
ments in the field of image feature extraction. There are many methods based on
the convolution neural network [6,7,9]. But we find that the feature extraction
of medical images based on a convolution neural network is still a challenge.
It is difficult to ensure that the feature vectors extracted from the convolution
layer are useful for subsequent tasks. For example, in the image segmentation
algorithm based on U-shaped network[10–13], the process of feature extraction
by down-sampling is mostly unsupervised, which needs to get the feedback of
annotated data after up-sampling and forecasting. In this case, the low quality
of deep feature coding reduces the training efficiency and segmentation accuracy
of the network.

To solve this problem, we derive inspiration from the information theory.
If a medical image x is treated as a sample generated by a random variable
X, the encoder with the parameter ψ encodes the image x as y = Eψ(x), as
a sample generated by random variable Y , we can capture useful features and
filter noise by maximizing the mutual information between the original image
and the feature encoding.

In facing of the challenges of low resolution, high noise and difficult feature
extraction of medical images, we propose an image semantic segmentation algo-
rithm IM-Net (InfoMax Network) based on mutual information maximization
for medical images. It consists of two subnets and a discriminator. One subnet
divides the image, while the other subnet and discriminator estimate and maxi-
mize the mutual information to improve the quality of deep features.

Our main contributions can be summarized as follows:

1. Binary Cross Entropy with Logits Estimation is defined according to the
specific image segmentation task, which can remain in a high gradient state
when approaching the true value of the mutual information, thus speeding
up the convergence rate of the model;

2. We use the bilinear interpolation function as the discriminator of the IM-Net,
and use the discriminator to identify whether the image and the sample are
a match or not. The discriminator is also used to filter the noise of the image
under the unsupervised condition so that the feature coding can capture the
helpful information in the image skillfully;

3. The IM-Net model combines the algorithm of maximizing feature encoding
to extract image features with the algorithm of image segmentation, which
greatly improves the training efficiency and accuracy of the segmentation
network.
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2 Image Segmentation Algorithm Based on Mutual
Information Maximization

2.1 Measurement and Lower Bound of Mutual Information
The mutual information between the random variables X and Y can be rep-
resented as the Kullback Leibler (KL) divergence of the product of their joint
distributions and their respective marginal distributions, namely

I(X,Y ) = DKL(PXY ||PX ⊗ PY ), (1)

From the Donsker-Varadhan form of KL-divergence, we can obtain a lower
bound for the KL-divergence of the distributions P and Q

DKL(P||Q) ≥ sup
T∈F

EP[T ] − log(EQ[eT ]). (2)

Our specially designed mutual information estimator for IM-Net is called the
Binary Cross Entropy with Logits Estimation and is defined as follows

Î
(BL)
Θ (X,Eψ(X)) := sup

θ∈Θ
EP[log σ(Tθ(x,Eψ(x)))]+ (3)

E
P×˜P

[log(1 − σ(Tθ(x′, Eψ(x))))], (4)

where σ(z) is a sigmoid function.

2.2 Overall Framework for IM-Net

The framework of IM-Net is shown in Fig. 1. IM-Net consists of two subnets
and a bilinear interpolation function discriminator. One subnet performs fea-
ture extraction and image segmentation, and the other subnet and discriminator
simultaneously estimates and maximizes the mutual information between image
and feature coding to improve the quality of image deep features. The IM-Net
model can filter the noise of medical images without supervision, capture the
information which is helpful for image classification, and improve the accuracy
of image segmentation. The details of IM-Net is as follows.

The contraction path follows the typical architecture of convolution networks,
consisting of three down-sampled modules, each of which contains two 3× 3 con-
volutions followed by a Rectified Linear Unit (ReLU), and a 2× 2 pooling layer.
With each down-sampling step, the number of feature channels is doubled, and
finally the feature coding is obtained. In each step of the expansion path, the
characteristic spectrum is sampled first, then 2 × 2 deconvolved, and then the
number of the characteristic channels is halved, connected with the character-
istic spectrum obtained from the corresponding levels in the contraction path,
followed by a linear rectification function through two 3× 3 convolutions. Finally,
the 1 × 1 convolution maps each pixel to its own category.

The number of categories (including background) is L, the number of pixels
is N , the pic indicates the probability of predicting that the i pixels belong to the
c category, and the gic represents the 0–1 value of whether the i pixels actually
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Fig. 1. The framework of IM-Net

belong to the c category, then the split loss function for the first subnet can be
expressed as Eq. 5.

DiceLoss =
1
L

L∑

c=1

(
1 − 2

∑N
i=1 picgic∑N

i=1 p2ic +
∑N

i=1 g2ic + ε

)
, (5)

where ε is a small positive number to ensure that the top denominator is not 0.
Another subnetwork of the IM-Net is the mutual-information encoder, which

still uses the U-Net. Input images from the first subnetwork and other random
images are input into the mutual information encoder, and the last layer of the
mutual information encoder is used as their characteristic spectra.

The parameter θ is used to train a discriminator that distinguishes the match-
ing between the feature map and the feature code in the sample. We need to
find the discriminant function parameter θ that maximizes the BL-estimator to
ensure that the estimator is close to the true value of the mutual information.
The base encoder parameter ψ is used to maximize the BL-estimator to ensure
that the learned image encoding is optimal. That is, the parameters θ and ψ are
determined by the following formula

(θ∗, ψ∗) = arg max
θ,ψ

EP[log σ(Tθ(x,Eψ(x)))] + E
P×˜P

[log(1 − σ(Tθ(x′, Eψ(x))))].

(6)
In addition, in order to train both the subnetworks and the discriminator

parameters at the same time, we maximize the discriminator’s target function,
the BL mutual information estimator (Eq. 3), and minimize the discriminant
loss function. Let the number of training samples be M , Tθ(x(i), y(i)) mean the
discriminator’s score on the i, and hi represents whether or not the i sample is
actually a value of 0–1 for a positive sample, then the loss function LBCE of the
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IM-Net discriminator can be expressed as Eq. 7.

LBCE = − 1
M

M∑

i=1

[
hi log σ(Tθ(x(i), y(i))) + (1 − hi) log(1 − σ(Tθ(x(i), y(i))))

]
.

(7)
Thus, the loss function of the entire IM-Net is an addition of the split loss

function and the discriminant loss function, and when its gradient drops to 0,
the two subnetworks and the discriminator are trained.

2.3 Selection of Discriminant Function

We use the bilinear interpolation function as the discriminator of IM-Net, the
result of bilinear interpolation is not linear, but the product of two linear func-
tions. Assuming that the number of pixels in the feature map is N , the number
of components in the feature code is K, the i-th pixel of the feature map is xi,
and the j-th of the feature code is yj , then the bilinear function is expressed as
Eq. 8.

Tθ(x, y) =
N∑

i=1

K∑

j=1

θijxiyj +
N∑

i=1

θi,0xi +
K∑

j=1

θ0,jyj + θ00, (8)

where θij(i ≥ 1, j ≥ 1) is a quadratic coefficient, θi,0 and θ0,j are a single
coefficients, and θ00 is a constant coefficient.

3 Experiments

3.1 Datasets and Experiment Setup

The liver tumor image segmentation of LIVER 100 dataset was used to quan-
titatively evaluate the segmentation accuracy of the IM-Net. Our goal was to
segment the medical images in the LIVER 100 dataset correctly into three cate-
gories: background, liver, and tumor. In the experiment, 80% of the LIVER 100
dataset were used for training and 20% for testing.

3.2 Performance Comparison

Results of the LIVER 100 data are shown in Fig. 2 with the IM-Net. The result
of the test set image segmentation part of the data, the first medical imaging for
the LIVER 100 original image, we use it as the IM-Net input images, the second
for the prediction of the IM-Net output image segmentation, the third for real
annotation data graph, which is marked red while the liver tumor is marked in
blue. It can be seen from the qualitative analysis of Fig. 2 that the position,
shape and size of the liver in the test set image of IM-Net are very close to
the actual label. For identifying the tumor in the original image, the IM-Net is
able to accurately determine whether there is a tumor in the medical image. In
particular, the prediction accuracy of tumor location is promising. However, in
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Fig. 2. Partial results of liver segmentation and tumor detection by the IM-Net algo-
rithm on LIVER 100 dataset are presented.

the determination of tumor size, the prediction results of the IM-Net still have
errors compared with real labeling.

In order to verify the effectiveness of the IM-Net algorithm, we compared
the segmentation effect of IM-Net with some other recently proposed models
that can be used for liver image segmentation. We trained U-Net [14], U-Net++
[15], DialResUnet [16], AgNet [17] and ra-unet [18] on LIVER 100 dataset. The
tumor dice coefficients of the IM-Net were increased by 20.7%, 25.8%, 7.5%,
24.3%, 20.6%, compared respectively. After the analysis, it is believed that the
IM-Net can accurately identify the image of the tumor because being compared
with the traditional U-Net and its variants, the IM-Net can maximize the mutual
information and capture the deep features to help the classification tasks, which
can distinguish between different image tumor under noises, and determine the
tumor’s location and size (Table 1).

Table 1. Dice coefficients comparisons on LIVER 100 dataset

Algorithms Tumor dice coefficient

U-Net 0.2899

U-Net++ 0.2782

DialResUnet 0.3245

AgNet 0.2814

RA-Unet 0.2902

IM-Net (Our method) 0.3499

3.3 The Influence of Different Discriminant Functions

The discriminator with the bilinear function is used to identify whether the fea-
ture map and feature coding is a match. However, in related work [5,19], the
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neural network is used as discriminator. It is reasonable to use CNN as discrim-
inant, the function expression ability of the neural network makes the mutual
information estimator Îθ(X,Y ) approximate to the true value of mutual infor-
mation I(X,Y ) with arbitrary accuracy. To test whether double linear function
or neural network is more suitable as a criterion in medical image segmentation
tasks, we have designed the following experiments: the IM-Net is replaced by a
convolution bilinear function neural network. Then we conducted experiments
and compared the results for segmentation effect.

Table 2. Dice coefficients of liver segmentation and tumor detection comparing on
LIVER 100 dataset with different discriminant functions

Algorithms Tumor dice coefficient

IM-Net with bilinear 0.3499

IM-Net with CNN 0.2815

In order to compare the effectiveness of the bilinear function discriminator
and the convolutional neural network discriminator on the image segmentation,
the results on the LIVER 100 dataset with different discriminators are shown in
Table 2. Table 2 shows the dice coefficients of liver and tumor on the whole test
set of the IM-Net with two different discriminant functions. After the replace-
ment of discriminator by the convolutional neural network, the dice coefficient
of tumor decreased by 19.5% compared with the original model.

3.4 The Influence of Different Loss Functions

The loss function in the IM-Net algorithm is composed of split dice loss function
of U-Net and cross-entropy loss function of a bilinear discriminator. To explore
the influence on the result of the loss function of the IM-Net training, we have
designed the following experiments: modify the original IM-Net loss function
as three parts, U-Net segmentation dice loss function for image segmentation
and feature extraction, U-Net segmentation dice loss function of the mutual
information of the encoder for extracting feature mappings, and the bilinear
function BCEwithLogits discriminant criterion of the loss function. IM-nets with
different loss functions were trained and tested on the same LIVER 100 dataset
to quantitatively compare the effectiveness of loss functions during training.

Table 3 is the dice coefficient of tumor on the whole test set of IM-Net with
two different loss functions. After the loss function was changed to three parts,
the dice coefficient of tumor detection decreased by 24.1% compared with the
original model. The experimental results in this section proved the correctness
of our model in the selection of loss functions.
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Table 3. Dice coefficients of liver segmentation and tumor detection were compared
on LIVER 100 dataset with different loss functions

Algorithms Tumor dice coefficient

The original IM-Net 0.3499

Changing the IM-Net loss function 0.2654

4 Conclusions

In this paper, the IM-Net model for medical image segmentation is proposed.
Experimental results show that the bilinear discriminant function of our pro-
posed can provide U-Net with low-dimensional denoizing image feature coding,
which is helpful for classification tasks by discriminating positive and negative
samples, thereby improving the performance and the accuracy of medical image
segmentation.
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Abstract. Iterative Laplacian Score (IterativeLS), an extension of
Laplacian score (LS) for unsupervised feature selection, iteratively
updates the nearest neighborhood graph for evaluating the importance of
a feature by its local preserving ability. However, LS and IterativeLS sep-
arately measure the importance of each feature and do not consider the
association of features. To remedy it, this paper proposes an enhanced
version of IterativeLS, called fast backward iterative Laplacian score
(FBILS). The goal of FBILS is to fast remove some unimportant features
by taking into account the association of features. The proposed FBILS
evaluates the feature importance according to the joint local preserving
ability that reflects the association of features. In addition, FBILS deletes
more than one feature in an iteration, which would speed up the process
of feature selection. Extensive experiments are conducted on UCI and
microarray gene datasets. Experimental results confirm that FBILS can
achieve a good performance.

Keywords: Unsupervised learning · Feature selection · Laplacian
score · Local preserving · Iteration algorithm

1 Introduction

With the development of technology and storage, the dimensionality of data
could be very high in many applications, such as image annotation [1], object
tracking [5] and image classification [15]. Usually, data may contain irrelevant
and redundant information, which would have a negative effect on learning algo-
rithms owing to the curse of dimensionality. As a technique of dimensionality
reduction, feature selection has attracted a lot of attention in pattern recognition,
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machine learning and data mining. Feature selection can eliminate irrelevant and
redundant features, which promotes the computational efficiency and keeps the
interpretation of reduced description [13,15].

According to the situations of data labels, feature selection methods can
be divided into three types: supervised, unsupervised and semi-supervised ones
[2]. Both supervised and semi-supervised methods for feature selection, to some
extent, depend on the label information to guide the feature evaluation by encod-
ing features’ discriminative information contained in labels [10]. For unsuper-
vised methods, feature importance is assessed by the ability to maintain specific
attributes of data, such as the variance value [4], and Laplacian score (LS) [9].
LS was proposed based on the spectral graph theory and uses a neighborhood
graph to determine optimal features. Zhu et al. [17] proposed an iterative Lapla-
cian score (IterativeLS), which progressively changes the neighborhood graph
by discarding the least important features in each iteration and assesses the
importance of the feature by its Laplacian score value. In each iteration, Itera-
tiveLS would reconstruct a neighborhood graph using the rest features. In doing
so, higher time complexity is required for IterativeLS. Moreover, both LS and
IterativeLS separately measure the importance of each feature and ignore the
association of features.

To enhance both LS and IterativeLS, this paper presents a fast backward
iterative Laplacian score (FBILS) method for unsupervised feature selection.
Inspired by IterativeLS, FBILS also adopts a recursive scheme to select features.
FBILS differs from IterativeLS in that it deletes more than one feature at each
iteration, greatly reducing the number of iterations. The criterion of evaluating
the feature importance in FBILS is to calculate the joint local preserving ability
of features, which is totally different from those in both LS and IterativeLS. In
summary, FBILS could speed up the process of iterative feature selection and
take into account the association of features. The validity and stability of FBILS
is confirmed by experimental results.

The remainder of this paper is organized as follows. In Sect. 2, we review
two unsupervised methods for feature selection. Section 3 proposes the FBILS
method and discusses its properties. In Sect. 4, we conduct experiments on UCI
and gene datasets to compare the proposed method with the existing unsuper-
vised methods. This paper is summarized in Sect. 5.

2 Related Methods

This section briefly reviews two unsupervised feature selection methods: LS and
IterativeLS, which are very related to our work.

Assume that there is a set of unlabeled data X = {x1, · · · ,xu}, where xi ∈
R

n, n is the number of features, and u is the number of samples. Let F =
{f1, · · · , fn} be the feature set with features fk, k = 1, · · · , n and X ∈ R

u×n be
the sample matrix with row sample vectors xi, i = 1, · · · , u.
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2.1 LS

He et al. [9] proposed LS based on manifold learning. The goal of LS is to select
features which can keep the local structure of the original data. That is to say
that LS concerns the local structure rather than the global structure of data.

For the given X, LS first constructs the neighborhood graph that can be
represented by a weight matrix S:

Sij =

{
exp

{−γ‖xi − xj‖2
}

, if (xi ∈ KNN(xj) ∨ xj ∈ KNN(xi))
0, otherwise

(1)

where γ > 0 is a constant to be tuned, and KNN(xi) denotes the set of K
nearest neighbors of xi.

LS measures the importance of feature fk by calculating its Laplacian score:

JLS(fk) =

∑u
i=1

∑u
j=1(xik − xjk)2Sij∑u

i=1(xik − μk)2Dii
(2)

where xik denotes the kth feature of the ith sample, μk = 1
u

∑u
i=1 xik is the mean

of all samples on feature fk, and D is a diagonal matrix with Dii =
∑

j Sij .
The smaller the score JLS(fk) is, the more important the kth feature is for

keeping the local structure of data. The computational complexity of construct-
ing S is O(nu2), and the computational complexity of calculating scores for n
features is O(nu2). Hence, the overall computational complexity of LS is O(nu2).

2.2 IterativeLS

IterativeLS was presented by introducing the iterative idea into LS [17]. Exper-
imental results in [17] indicated that IterativeLS outperforms LS on both clas-
sification and clustering tasks.

The key idea of IterativeLS is to gradually improve the neighborhood graph
based on the remaining features. In each iteration, IterativeLS discards the least
relevant feature with the greatest score among the remaining features. Similar
to LS, IterativeLS evaluates the importance of a feature by its Laplacian score
that is calculated according to (2).

Assume that A is the remaining feature subset in the current iteration. Let
|A| = n′. In the current iteration, the computational complexity of constructing
S is O(n′u2), and computational complexity of calculating scores for n′ features
is O(n′u2). Note that n′ < n. Hence, the overall computational complexity of
IterativeLS is O(n2u2) for n iterations.

3 Fast Backward Iterative Laplacian Score

This section presents the novel method for unsupervised feature selection:
FBILS, which is an extension of LS. Both LS and IterativeLS measure the impor-
tance of features separately using the ability to maintain the local structure that
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is measured by the Laplacian score. Similar to both LS and IterativeLS, FBILS
also considers maintaining the local structure. However, FBILS measures the
importance of feature fk by considering its joint local preserving ability. Similar
to IterativeLS, FBILS adopts a recursive scheme. The difference is that Itera-
tiveLS discards the least relevant feature with the greatest Laplacian score in
each iteration, and FBILS uses a new criterion to remove more than one feature
in each iteration. Therefore, FBILS greatly reduces the running time with less
iterations.

3.1 Criterion

FBILS iteratively removes features according to a novel criterion, the joint local
preserving ability. We first discuss how to measure the joint Laplacian score for
feature subsets before we introduce the criterion to measure the importance of
feature fk.

Both LS and IterativeLS calculate the Laplacian score of only single feature.
Because we want to consider the association between features, we have to cal-
culate the Laplacian score of feature subsets, or joint Laplacian score that is
defined as follows.

Definition 1. Given the weight matrix S, the centered sample matrix X̃A and
its corresponding feature subset A, the joint Laplacian score of A is defined as

J(A) =
trace

(
X̃T

ALX̃A

)
trace

(
X̃T

ADX̃A

) (3)

where trace(·) is the sum of the diagonal elements of a matrix, L = D−S is the
Laplacian matrix, and D is a diagonal matrix with Dii =

∑
j Sij.

According to Definition 1, we need to construct the weight matrix S to rep-
resent the neighborhood graph. For the given subset of data XA that is a part
of X and consists of features in A, we need to make it centered, which results
in a new set with zero mean. Given these conditions, we can calculate the joint
Laplacian score of A by (3). A smaller joint Laplacian score of A means that the
local structure can be maintained better by using this feature subset, or A is
more important. On the basis of Definition 1, we can describe the novel criterion
as follows.

Definition 2. Given the feature set F , a feature subset A ⊆ F , and any feature
fk ∈ A, the joint local preserving ability of fk under A is defined as

L(fk|A) = J (A − {fk}) − J(A) (4)

where A − {fk} denotes that feature fk is removed from A, and J(A − {fk})
and J(A) are the joint Laplacian scores of feature subsets (A − {fk}) and A,
respectively.
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Definition 2 implies that the joint local preserving ability of feature fk is
related to two joint Laplacian scores. One is J(A) that is the same for all fk ∈ A.
The other is J(A − {fk}), the joint Laplacian score of the candidate subset
A − {fk}. We discuss two cases: L(fk|A) > 0 and L(fk|A) ≤ 0.

– When L(fk|A) ≤ 0, J(A − {fk}) is smaller than or equal to J(A). In other
words, the joint Laplacian score does not change or becomes small when
feature fk is removed from A. Note that LS-like algorithms prefer features
with small Laplacian scores. In this case, we much prefer the feature subset
A − {fk} to the one A. That is, fk is less important.

– When L(fk|A) > 0, J(A−{fk}) is greater than J(A). In this case, it is unwise
to remove feature fk from A.

In summary, the greater the value L(fk|A) is, the stronger the joint local
preserving ability of fk under A is. Thus, what we need to do is to remove
these features with a weak joint local preserving ability. We could follow the
way of IterativeLS, or deleting the weakest feature in each iteration. However,
it is time-consuming if just one bad feature is removed in an iteration.

One goal of FBILS is to speed up the iterative procedure, which can be
implemented by using the following deletion rule:

∀fk ∈ A, fk is delected from A, if L(fk|A) ≤ 0 (5)

The deletion rule allows us to remove all possible bad features from the cur-
rent feature subset in one time. The feasibility and reasonability of this rule is
discussed later in Subsect. 3.3.

3.2 Algorithm Description

The detail algorithm description of FBILS is shown in Algorithm 1. Quite sim-
ply, FBILS requires constructing a neighborhood graph and calculating joint
Laplacian scores of feature subsets in each iteration, which is repeated until all
features are ranked.

The inputs of FBILS include the given dataset and the parameter K that is
required for the neighborhood graph. In the first step, the subset of remaining
features A is initialized to be a complete set, or the whole feature set. Ā is the
ordered set and Ā = ∅. Step 3 computes the weight matrix SA using the dataset
XA in the current iteration. Step 4 computes the joint Laplacian score of the
feature subset A by (3). Steps 5–8 get the joint local preserving ability for all
features in A. Step 10 finds out the unimportant features in A with L(fk|A) ≤ 0
and forms a temporary feature subset B. If B is empty, then FBILS would come
to an end. In this case, features in A would be ranked according to the value
of L(fk|A). If B is non-empty, then features in B would be ranked according to
their joint local preserving ability. Then the ranked features are inserted in the
list Ā. Note that the smaller the value L(fk|A) is, the later is the insertion of
the corresponding feature fk in the list. If B is non-empty, features in B should
be removed from A. Repeat Steps 3–18 until A is empty.
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Finally, Algorithm 1 greturns the ranking of all features. Assume that the
number of features required by a given task is provided in advance, say r. There
are two ways to get r features using FBILS. One way is that we can only pick
up the r top features in Ā after we perform Algorithm 1. The other way is to
change the termination condition in Step 2 as |A| > r and return the remaining
feature subset A instead of Ā. In Step 20, if |A| < r, we would get the r − |A|
top features in Ā and put them into A.

3.3 Properties Analysis

This part concerns about the properties of FBILS. We give a lemma and a
theorem, and do not prove them for limitation of space.

Lemma 1. For a non-empty feature subset A, its joint Laplacian score is posi-
tive, or

J(A) ≥ 0. (6)

Lemma 1 indicates that the joint Laplacian score of feature subsets are
greater than zero. The following theorem is related to our deletion rule (5).

Algorithm 1. Fast Backward Iterative Laplacian Score (FBILS)
Require: Dataset X with u samples and n features, and neighborhood parameter K;
Ensure: The ordered set of features;
1: Initialize A = {f1, · · · , fn} and the ordered set Ā = ∅;
2: while A �= ∅ do
3: Calculate the weight matrix SA by (1) using XA with u samples and |A| features;
4: Compute the joint Laplacian score of A, J(A) by (3);
5: for each fk ∈ A do
6: Compute the joint Laplacian score of A − {fk}, J(A − {fk}) by (3);
7: Compute L(fk|A) by (4);
8: end for
9: Let a temporary feature subset B = ∅;

10: Find all features with L(fk|A) ≤ 0 and add them to B, or B = {fk ∈
A | L(fk|A) <= 0};

11: if B = ∅ then
12: Rank features in A according to the descending order of L(fk|A), fk ∈ A;
13: Insert the ranked features into the head of the list Ā;
14: break;
15: else
16: Rank features in B according to the descending order of L(fk|A), fk ∈ B;
17: Insert the ranked features into the head of the ordered set Ā;
18: Update the set A by removing these features in B, or A = A − B;
19: end if
20: end while
21: return The ordered set Ā.
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Theorem 1. Let A be the feature subset. For fk ∈ A, given the joint Laplacian
score J(A), the joint local preserving ability L(fk|A) and the Laplacian score
JLS(fk), the following relationships hold true:

– If L(fk|A) > 0, then JLS(fk) < J(A);
– If L(fk|A) ≤ 0, then JLS(fk) ≥ J(A).

Theorem 1 implies the relationship between the Laplacian score of feature
fk and the joint Laplacian score of the feature subset A containing fk when
L(fk|A) ≤ 0 or L(fk|A) > 0. When L(fk|A) ≤ 0, the Laplacian score of fk
is greater than or equal to the joint Laplacian score of A. The deletion rule
states that those features with L(fk|A) ≤ 0 would be removed from the current
feature subset. In other words, we would delete all fk ∈ A with JLS(fk) ≥ J(A),
where J(A) is taken as a threshold to make us select more than one feature in
one iteration. According to the view of both LS and IterationLS, the greater
JLS(fk) is, the less important feature fk is. Thus, our deletion rule is reasonable
because it consists with the view.

Now, we analyze the computational complexity of FBILS. Without loss in
generality, let A be the remaining feature subset in the current iteration. Let
|A| = n′. Similar to IterativeLS, the computational complexity of constructing
SA is O(n′u2). If we directly compute joint Laplacian scores, which has a com-
putational complexity of O(n′2u2), FBILS would be slow. Fortunately, we could
speed up this procedure. According to the proof of Theorem 1, the calculation
of J(A−{fk}) can be reduced. For limitations of space, we do not discuss it any
more. Thus, the computational complexity of computing joint Laplacian scores
is reduced to be O(n′u2). Then the overall time complexity of FBILS is between
O(nu2) and O(n2u2), which is related to the iteration number. Assume that the
iteration number is T , then the complexity is O(Tnu2).

4 Experimental Analysis

In order to verify the feasibility and effectiveness of FBILS, simulation experi-
ments were carried out on several UCI datasets [7] and microarray gene expres-
sion datasets [11]. We compared FBILS with both LS and IterativeLS and used
the nearest neighbor classifier to measure the discriminant ability of selected
features.

All experiments were performed in MATLAB 2015b and run in a hardware
environment with an Intel Core i5 CPU at 2.60 GHz and with 8 GB RAM.

4.1 UCI Dataset

We considered 8 UCI datasets here and compared FBILS with Variance, LS
and IterativeLS algorithms. The related information of 8 UCI datasets, includ-
ing Australian, Glass, Heart, Ionosphere, Segment, soybeanLarge, Vehicle and
Wdbc, is shown in Table 1. For these UCI datasets, the original features were
normalized to the interval [0, 1]. To validate the ability to select features, we
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added n noise features to the original data before normalization, where n is the
number of features. In the ranked feature list, we only considered the first n
features. We thought that a good method for feature selection should rank these
noise features towards the end of the list.

In order to obtain more convincing comparison results and eliminate acciden-
tal errors, we used 10-fold cross-validation. That is to say, the original dataset
was randomly divided into ten equal-sized subsets. Then 9 subsets were used as
the training set and the rest one was used as the test set. The 10 subsets were
used as test sets in turn, and then the average of 10 times was calculated as
the final result of classification. In addition, all compared algorithms require the
parameter K for constructing the neighborhood graph. Let it vary in the set
{1, 2, · · · , 9}.

Table 2 shows the highest average accuracy with the corresponding standard
deviation and optimal feature number of all compared algorithms, where the best
values among compared methods are in bold. We can see that FBILS is superior
to Variance, LS and IterativeLS on all datasets. For example, FBILS achieves the
accuracy 92.00% on the SoybeanLarge dataset, followed by IterativeLS 90.80%.
In a nutshell, FBILS can effectively rank features and make good ones at the top
of feature list. Table 3 shows the running time and iteration numbers of FBILS
and IterativeLS on the UCI datasets. Owing to the small number of features in
UCI datasets, the time required for LS and variance is very small. Thus, we did
not list them here. It can be clearly seen that the number of iterations of FBILS
is much smaller than IterativeLS, and the running time of FBILS is also less.

Table 1. Description of UCI datasets

No. Dataset #Sample #Attribute #Class

1 Australian 690 14 2

2 Glass 214 9 6

3 Heart 301 13 2

4 Ionosphere 351 34 2

5 Segment 2310 19 7

6 SoybeanLarge 250 35 14

7 Vehicle 846 18 4

8 Wdbc 569 30 2

4.2 Microarray Gene Datasets

In experiments, FBILS was applied to microarray gene datasets, including
Leukemia [8], Novartis [6], St. Jude Leukemia (SJ-Leukemia) [16], Lungcancer
[3] and the central nervous system (CNS) [12]. It is well-known that the number
of features is much greater than the number of samples in the gene datasets. The
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Table 2. Average accuracy and standard deviation of different methods on UCI
datasets

Dataset FBILS Variance LS IterativeLS

Australian 83.33± 5.57 (11) 81.91± 4.06 (10) 81.33± 4.48 (8) 81.77± 4.02(8)

Glass 62.32± 14.41 (7) 42.59± 11.26 (7) 60.74± 11.60 (4) 51.73± 11.41 (9)

Heart 78.52± 7.16 (12) 76.30± 9.59 (7) 77.78± 9.56 (15) 76.30± 9.11 (10)

Ionosphere 93.19± 3.26 (8) 91.46± 4.22 (8) 92.63± 6.62 (9) 92.06± 3.42 (11)

Segment 97.27± 1.08 (18) 97.27± 1.14 (12) 97.14± 1.14 (17) 96.84± 1.65 (12)

SoybeanLarge 92.00± 5.96 (28) 88.00± 5.96 (33) 90.40± 6.31 (31) 90.80± 4.24 (27)

Vehicle 73.50± 4.90 (17) 69.85± 4.57(12) 73.38± 2.27 (16) 73.16± 2.80(12)

Wdbc 96.47± 3.31 (30) 92.43± 1.51 (19) 96.30± 1.81 (29) 96.30± 2.06 (23)

*Numbers in parentheses are optimal feature numbers. The accuracy and standard devi-
ation was showed by percentage values.

Table 3. Running time (sec.) and iteration numbers of FBILS and IterativeLS on UCI
datasets

Dataset FBILS IterativeLS

Australian 0.494± 0.078 (2.9) 1.967 ± 0.027 (28)

Glass 0.068± 0.011 (3) 0.129 ± 0.009 (18)

Heart 0.097± 0.023 (3.3) 0.277 ± 0.018 (26)

Ionosphere 0.475± 0.025 (4.7) 1.556 ± 0.126 (68)

Segment 7.677± 0.316 (5.1) 34.501 ± 0.273 (38)

Soybeanlarge 0.331± 0.025 (7.9) 1.030 ± 0.037 (70)

Vehicle 1.233± 0.116 (5) 4.448 ± 0.071 (36)

Wdbc 1.000± 0.034 (6) 3.968 ± 0.461 (60)

*Numbers in parentheses are mean number of iterations.

Table 4. Description of microarray gene datasets

No. Dataset #Sample #Attribute #Class

1 Lungcancer 197 1000 4

2 Novartis 103 1000 4

2 SJ–Leukemia 248 985 6

3 Leukemia 38 999 3

4 CNS 42 989 5

gene expression datasets we used have been processed as described in [11]. Fur-
ther biological details about these datasets can be found in the referenced papers.
Most data were processed on the Human Genome U95 Affymetrix c©microarrays.
The leukemia dataset was from the previous-generation Human Genome HU6800
Affymetrix c©microarray. The relevant information of these datasets is sum-
maries in Table 4.
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Here, we also compared FBILS with the unsupervised methods: Variance, LS
and IterativeLS. In order to obtain convincing comparison results and eliminate
accidental errors, as in the previous section, we used cross-validation. Because the
number of samples in datasets is small, three-fold cross-validation was applied.
In each trail, we randomly selected 2/3 of the samples as the training set, and the
remaining 1/3 of samples as the test set. The experimental results were reported
on the well-defined test sets. According to the statement in [14], we can know
that we need 400 genes at most to complete the classification task of microarray
gene data. Therefore, we analyze on the first 400 top features.

Figure 1 gives the classification accuracy vs. feature number on five microar-
ray gene datasets. From Fig. 1, we can see that FBILS is obviously superior to
other three methods on CNS, Lungcancer and Novartis datasets. In addition,
FBILS can quickly achieve a better classification performance. We summarized
the highest accuracy of compared methods in Table 5 according to Fig. 1, where
bold numbers are the best results among compared methods. FBILS algorithm
achieves better accuracies on all five gene datasets. On the Leukemia datasets,
FBILS has the same accuracy as LS and IterativeLS. On the Lungcancer dataset,
the accuracy of FBILS is 1.5% higher than LS. Table 6 shows the running time
of the four methods on the gene dataset. The Variance and LS methods are
fast without iteration. Two iterative methods, FBILS and IterativeLS take more
time. However, it can be clearly seen that FBILS runs many times faster than
IterativeLS.

Table 5. Average accuracy and standard deviation comparison on five microarray gene
datasets

Dataset FBILS Variance LS IterativeLS

CNS 87.63± 5.09 (40) 85.07± 14.71 (83) 86.81± 8.96 (138) 87.42± 15.16 (187)

Leukemia 96.97± 5.25 (73) 93.94± 10.49 (144) 96.97± 5.25 (59) 96.97± 5.24 (358)

Lungcancer 96.44± 2.29 (142) 94.93± 5.90(208) 94.94± 3.16 (292) 94.40± 7.11 (286)

Novartis 100± 0.00 (37) 99.07± 0.78(359) 98.96± 2.24 (375) 99.05± 3.53 (199)

SJ-leukemia 99.20± 0.70 (326) 98.01± 1.81 (230) 98.01± 1.81 (217) 98.01± 1.81 (142)

*Numbers in parentheses are optimal feature numbers. The accuracy and standard deviation
was showed by percentage values.

Table 6. Running time (sec.) of different methods on five microarray gene datasets

Dataset FBILS Variance LS IterativeLS

CNS 0.083 ± 0.032 0.003 ± 0.006 0.030 ± 0.010 13.700 ± 0.430

Leukemia 0.073 ± 0.006 0.007 ± 0.012 0.033 ± 0.006 14.577 ± 0.520

Lungcancer 0.780 ± 0.144 0.003 ± 0.006 0.233 ± 0.006 122.940 ± 3.498

Novartis 0.243 ± 0.085 0.007 ± 0.012 0.100 ± 0.017 45.143 ± 0.326

SJ-leukemia 0.950 ± 0.128 0.007 ± 0.006 0.287 ± 0.006 154.700 ± 8.819
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Fig. 1. Accuracy vs. feature number on five gene datasets

5 Conclusion

This paper concentrates on unsupervised feature selection and proposes an algo-
rithm called FBILS. FBILS aims to speed up the iterative process and maintains
the local manifold structure. Different from existing LS-like methods, FBILS
evaluates the joint locality preserving ability of features instead of Laplacian
score, and picks up more than one features in one time. On eight UCI and five
microarray gene datasets, a series of experiments were conducted for evaluating
the proposed method. FBILS retains the highest classification accuracy on most
datasets. From the running time of the UCI and gene dataset, we know that
FBILS is much faster than of IterativeLS.
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Abstract. Chinese Event Detection (CED) aims to detect events from
unstructured sentences. Due to the difficulty of labeling event detection
datasets, previous approaches suffer from severe data sparsity problem.
To address this issue, we propose a novel Lattice LSTM based multi-task
learning model. On one hand, we utilize multi-granularity word informa-
tion via Lattice LSTM to fully exploit existing datasets. On the other
hand, we employ the multi-task learning mechanism to improve CED
with datasets from other tasks. Specifically, we combine Name Entity
Recognition (NER) and Mask Word Prediction (MWP) as two auxiliary
tasks to learn both entity and general language information. Experiments
show that our approach outperforms the six SOTA methods by 1.9% on
ACE2005 benchmark. The source code is released on https://github.com/
tongmeihan1995/MLL-chinese-event-detection .

Keywords: Chinese Event Detection · Multi-task learning · Lattice
LSTM

1 Introduction

Chinese Event Detection (CED) aims to extract event triggers from sentences [3].
As illustrated in Fig. 1, CED needs to identify word “ ” (resigned) in S1 as the
event trigger for Resign event. CED supports a large number of applications, and
benefits various downstream tasks such as event knowledge graph building [16].

Mainstream methods can be divided into two categories: feature-based and
neural-based models. Feature-based models [6,15] build lexical features and
sentence features with NLP tools to detect event. Neural-based models adopt
dynamic pooling CNN [2], attention enhanced Bi-LSTM [23] or Nugget Pro-
posal Network [8] to automatically obtain useful features to improve CED.

Although previous methods have achieved great success, the performance of
these supervised methods is largely limited by the amount of annotated data.
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Namely, labeled data sparsity is the bottleneck for CED [11]. Benchmark datasets
for CED are small: 697 articles for ACE20051. Due to the complexity of CED, it
is time-consuming and labor-intensive to manually label more data. Some distant
supervision methods [20] have been proposed to automatically augment datasets
with existing knowledge bases. However, due to the ambiguity of event trigger
(illustrated in Fig. 1), corpora labeled in this way are of low quality and insuf-
ficient coverage. In addition, compared with English, Chinese knowledge bases
are much smaller [18], which limits the ability of distant supervision methods to
address the data sparsity of CED.

Fig. 1. An instance of CED

We address the data sparsity issue from two aspects. On one hand, we delve
into the characteristics of Chinese to utilize textual information in more detail.
On the other hand, we introduce the idea of multi-task learning to leverage the
annotated data from other tasks to improve CED. We illustrate the details as
follows.

Chinese is a non-delimiter language, so Chinese words have different granu-
larity and sub-word can also be a word. For instance, “ ” (British Prime
Minister) can be considered as a coarse-grained word, or can be disassembled
as two fine-grained words “ ” (British) and “ ” (Prime Minister). Pre-
vious methods totally ignore the fine-grained word information, which makes
them unable to leverage the fine-grained words information to understand the
semantics of coarse-grained words. As illustrated in Fig. 1), coarse-grained word
“ ” (British Prime Minister) is a rare word whose semantic is difficult to
learn, but with the semantic support of the fined-grained word “ ” (Prime
Minister) which means the head of the government, we have more confidence to
say that “ ” (resigned) triggers a Resign event instead of a Transport event.
In our architecture, we employ Lattice LSTM to simultaneously capture word
information of different granularity.

For the multi-task learning, we notice that named entity has a great impact
on event classification [10]. In S1, knowing the entity type of “ ” (Cameron)
is a politician, we have more evidence to infer that “ ” (resigned) triggers
a Resign event. Fortunately, as a well-studied task, Named Entity Recognition
(NER) has large-scale annotated corpora, making it convenient to learn entity

1 https://catalog.ldc.upenn.edu/LDC2006T06.

https://catalog.ldc.upenn.edu/LDC2006T06
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information by employing NER as an auxiliary task. We also notice that general
language information obtained from large-scale plain data is helpful to disam-
biguate the event trigger. Recently, by pre-training on large-scale corpora, many
works [5] have achieved state-of-the-art performance on multiple information
extraction tasks. Following these works, we design a variant of language model
called Mask Word Prediction (MWP) to learn general language information in
plain text.

In this paper, we propose a novel Multi-Learning enhanced Lattice LSTM
model called MLL to address the data sparsity issue of CED. We formula CED as
a sequence labeling task. Specifically, we exploit Lattice LSTM to encode multi-
granularity word information by adding extra paths to traditional LSTM cell,
and employ NER and MWP to leverage entity and general language information
to eliminate event ambiguity. CED, NER and MWP share the parameters of
feature extraction layer, and then we adopt three different matrices to map
them to respective CRF layers for sequence labeling. Finally, we evaluate our
model on benchmark ACE2005. Experiments show that our model outperforms
six SOTA methods.

Our contributions can be summarized as: 1) To the best of our knowledge, we
propose a novel MLL model for Chinese Event Detection, which leverages multi-
granularity word information to eliminate event trigger ambiguity, and success-
fully utilize such information via a bi-directional Lattice LSTM. 2) Instead of
only utilizing CED annotated corpus, we innovatively leverage multi-task learn-
ing to capture entity information from entity-rich corpus and general language
information from plain text to improve CED. Experiment results show that the
two auxiliary tasks NER and MWP complement each other by improving the
precision and recall respectively. 3) We surpass six SOTA methods on benchmark
ACE2005, which raises the F1-value by 1.9%.

2 Problem Definition

Our multi-task learning model involves three tasks: Chinese Event Detection
(CED) and two auxiliary tasks, i.e., Named Entity Recognition (NER) and Mask
Word Prediction (MWP). We first define the common symbols shared by the
three tasks and then introduce the task-specific symbols.

Given a sentence S = 〈x1, x2, . . . , xn〉, where xj stands for the j-th character
and xk:j represents the word composed by character sequence 〈xk, xk+1, . . . , xj〉.
For instance, in S1, x7 refers to character “ ” (prime) and x7:8 refers to word
“ ” (Prime Minister). Since Chinese words have various granularity, different
words can end with the same character. We denote Xj = {xk1:j , xk2:j , . . . , xkl:j}
as the collection of words ending with the j-th character xj . Ij = {k1, k2, . . . , kl}
records the start position of these words. For example, in S1, both “ ”
(British Prime Minister) and “ ” (Prime Minister) are end with character
“ ” (Minister), so X8 = { (British Prime Minister), (Prime Min-
ister)} and I8={6,7}. X =

⋃n
i=1 Xi represents all of the words detected from

sentence S.
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According to the definition of Automatic Content Extraction (ACE) [3], Chi-
nese Event Detection (CED) aims to identify event trigger from sentences.
Formally, given a sentence Sc = 〈x1, x2, . . . , xn〉 and word collection Xc, CED
task aims to determine the event type yj triggered by the j-th character xj in
Sc. Event type label yi ∈ {Resign, Injure, . . . ,Die} refers to the 33 predefined
event classes in ACE system. Yc = 〈y1, y2, . . . , yn〉 denotes the event trigger label
sequence for Sc. Named Entity Recognition (NER) aims to identify whether
the i-th character xi in sentence Sn is a named entity (name of people, organi-
zation, places, etc.). For both CED and NER, we adopt BMES mechanism to
label event trigger and named entity. Mask Word Prediction (MWP) is a
whole-word masking task. At the input side, we randomly replace some charac-
ters with symbol “MASK”. At the output side, we desire the model to predict
the masked characters. Formally, given a sentence Sm that lacks the i-th word,
MWP needs to find the original word xi.

Essentially, given the sentence Sc, Sn, Sm and its annotated labels Yc, Yn,
Ym from CED, NER, MWP tasks respectively, our model estimates the sum of
the probabilities of Pc(Yc|Sc), Pn(Yn|Sn) and Pm(Ym|Sm).

Fig. 2. The overall architecture of MLL. From left to right is Word and Character
Embedding, Task-Sharing Semantic Representation and Task-Specific Label Predic-
tion. All tasks share the first two layers, and the last layer is specific for each task.

3 Methodology

We propose a Multi-task Learning enhanced Lattice LSTM model, called MLL,
to handle data sparsity issue in CED. In this section, we first introduce the
architecture of MLL (Fig. 2), and then introduce each component in detail. MLL
consists of three modules. Word and Character Embedding detects multi-
granularity words from sentence (like “ ” (Prime Minister), “ ” (British
Prime Minister) in S1) and jointly transforms characters (like “ ” (British),
“ ” (Prime), “ ” (Minister)) and multi-granularity words into the same seman-
tic embedding space. Task-Sharing Semantic Representation deploys bi-
directional Lattice LSTM to simultaneously encode character sequences infor-
mation and multi-granularity word sequences information. Comparing with tra-
ditional LSTM cell which only accepts a single input, the input to Lattice LSTM
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cell can be a collection of multi-granularity words that end with the same char-
acter. In S1, the input of the character “ ” (Minister) not only comes from
character “ ” (Prime), but also from overlapping word “ ” (Prime Minis-
ter) and “ ” (British Prime Minister). Task-Specific Labeling Predic-
tion transforms the task-sharing features into task-specific features, and then
deploys CRF to find the optimal labeling sequence for each task. The parameters
of Word and Character Embedding and Task-Sharing Semantic Representation
are shared by three tasks, while the parameters of Task-Specific Labeling Pre-
diction are task-specific.

3.1 Word and Character Embedding

In this section, we generate word collection X from sentence S. We first construct
a large word dictionary, and then look up multi-granularity words from sentences,
including the overlapping ones.

To construct a large word dictionary, we first employ three word segmentation
tools (NLPIR, THULAC and LTP) to split sentences in Gigaword corpus. In this
way, we obtain different word sequences for the same sentence. Then we filter out
low-frequency words. Since the word dictionary is large (containing 5.7k Chinese
characters and 698.7k words), we exploit Trie Dictionary algorithm to improve
query efficiency.

After detecting word list Xj = {xk1:j , xk2:j , . . . , xkl:j} for each character xj ,
we represent characters and words with pre-trained embedding. We obtain the
pre-trained embedding following [21], which adopts word2vec as model. xj and
xk:j refer to the embedding representation for character xj and word xk:j .

3.2 Task-Sharing Feature Representation

Traditional LSTM cell can receive only one input, word embedding or character
embedding. Therefore, previous LSTM-based models can only utilize word infor-
mation from one specific segmentation. However, Lattice LSTM [22] can accept
inputs of different lengths, which is especially useful for language without nat-
ural word separator like Chinese. With multi-input Lattice LSTM cell (shown
in Fig. 3), our model is able to consider words with different granularity, which
provide richer sentence semantics.

Formally, at the j-th step, the input of Lattice LSTM is grouped into two cat-
egories: the current character xj and the word list Xj = {xk1:j,xk2:j, . . . ,xkl:j},
where l denotes the number of words ended with the j-th character. Noted that
l varies according to the context. For instance in S1, X7 = { “ ” (British
Prime Minister), “ ” (Prime Minister)} has a length of 2, X2 = { “ ”
(Cameron)} has a length of 1 and X0 = {} has a length of 0.
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Character Representation. Standard LSTM is used to encode the current
character xj.

fj = σ(Wa[xj;hj−1] + b)
ij = σ(Wa[xj;hj−1] + b)
oj = σ(Wa[xj;hj−1] + b)
c̃j = tanh(Wa[xj;hj−1] + b)

(1)

where fj , ij and oj are the forget gate, input gate and output gate for character
xj, and hj−1 is the final hidden representation of previous character xj−1. “;”
represents the concatenation operation.

Word Representation. For each word xk:j ∈ Xj, we obtain its cell state ck:j
by deploying a variant of LSTM cell.

fk:j = σ(Wb[xk:j + b)
ik:j = σ(Wb[xk:j;hj−1] + b)
c̃k:j = tanh(Wb[xk:j;hj−1] + b)
ck:j = fk:j · cj−1 + ik:j · c̃k:j

(2)

where cj−1 is the final cell representation of previous character xj−1.
In the same way, we calculate cell state ck:j for each xk:j ∈ Xj. Finally, we

can obtain the collection of cell states Cj = {ck1:j , ck2:j , . . . , ckl:j}.

Fig. 3. The details of multi-granularity word information representation.

Hybrid Representation. As illustrated in Fig. 3, we aggregate character repre-
sentation c̃j and word representation Cj = {ck1:j , ck2:j , . . . ckl:j} by self-attention
mechanism. Attention weights are calculated by the following equations.

αj =
exp ij

exp ij +
∑

k′∈Ij
exp ik′:j

αk:j =
exp ik:j

exp ij +
∑

k′∈Ij
exp ik′:j

(3)

where Ij = {k1, k2, . . . , kl} indicates the start index of word list Xj.
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Finally, we can calculate the cell representation cj and hidden representation
hj for the j-th character xj by

cj = αj · c̃j +
∑

k∈Ij

αk:j · ck:j

hj = oj · tanh(cj)
(4)

where oj refers to the output gate representation of character xj defined in Eq. 1.
Now, we can obtain the task-sharing feature H by concatenating hidden rep-

resentation hj . In order to capture both the forward and backward information,
we adopt the Bi-directional Lattice LSTM model.

hi = [hj ;hj ]
H = [h1;h2; . . . ;hn]

(5)

3.3 Task-Specific Labeling Prediction

CED Output: For mainline task Chinese event detection, we adopt a fully
connected layer to map the task-sharing feature H into the task-specific repre-
sentation Uc by

Uc = Wc · H + bc (6)

Then a CRF layer is used to predict the event trigger label based on task-specific
feature Uc = [u1;u2; . . . ;un]. The probability of a label sequence Pc(Yc|Sc) is

Pc(Yc|Sc) =
exp

∑n
j (Wyj

uj + byj−1:yj
)

∑

Yc∈E(Yc)

exp
∑n

j (Wyj
uj + byj−1:yj

) (7)

where Sc is the training sentence of Chinese event detection task, Yc stands for
the labels of the event type, E(Yc) is the full permutation of Yc.

NER and MWP Output: Now, we transform task-sharing feature H to task-
specific representations Un and Um for two auxiliary tasks NER and MWP.
Analogous to the calculation formulas of Uc (defined in Eq. 6) and Pc(Yc|Sc)
(defined in Eq. 7), we employ fully-connected layers and CRF layers to calculate
Un, Pn(Yn|Sn) for NER task and Um, Pm(Ym|Sm) for MWP task respectively.

3.4 Joint Training

In this section, we introduce the details for training three tasks simultaneously.
Instead of alternate training, we accumulate the loss from three tasks and jointly
optimize the model parameters. In this way, the parameters from Task-Sharing
Feature Representation will be updated with regard to all the three tasks, which
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helps the model to discover features that are beneficial for all the three tasks and
prevent the model from over-fitting one specific task. The final loss function is:

L(θ) = −(
Nc∑

i=1

log(Pc(Yci|Sci)) +
Nn∑

i=1

log(Pn(Yni|Sni))

+
Nm∑

i=1

log(Pm(Ymi|Smi)) +
λ

2
||θ||2)

(8)

where Nc, Nn, Nm is the corpus length for CED, NER, MWP task respectively,
θ is the parameter sets and λ is the weight of the L2 regulation.

4 Experiment

In this section, we evaluate MLL on widely-used benchmark ACE2005. We will
first introduce the experiment settings, then demonstrate the effectiveness of our
model by comparing with several baselines, and finally investigate whether the
model successfully addresses the data sparsity problem.

4.1 Experimental Settings

Datasets. For our mainline task Chinese event detection task, we use ACE2005,
which has 33 predefined event types respectively. Following [21], we split
ACE2005 into training, validate and test sets with each having 569/64/64 arti-
cles. We utilize NLTK to separate articles into sentences. For auxiliary task NER,
we adopt MSRA as benchmark dataset, which contains 39.0k Chinese annotated
sentences. For auxiliary task MWP, we build the training corpus from Chinese
Wikipedia2. We want masked words to be meaningful. Therefore, instead of
random choice, we only mask words with outer links in Wikipedia. We filter
the corpus w.r.t masked words frequency, and finally obtain 135.9k annotated
sentences.

Experiment Detail. All of the three tasks share the same Chinese charac-
ter and word dictionary. The dimension of character, word and LSTM hidden
embedding are 50/50/200. Stochastic gradient descent (SGD) is used for opti-
mization with learning rate as 1.5e-2, decay rate as 5e-2 and momentum as
0.9. The training is conducted on a TitanX GPU. The regularization weight λ
and lattice dropout are set to 1e-8 and 0.5 respectively. For comparison, we use
precision, recall and F1 score as evaluation metrics following [21].

Baselines. We compare our model with feature-based, word-based and
character-based models. Rich-C [1] utilizes rich knowledge sources from char-
acter to discourse level to detect Chinese event from sentences. DMCNN [2]
splits the max-pooling layer into two parts according to event trigger position.

2 https://dumps.wikimedia.org.

https://dumps.wikimedia.org
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Table 1. Overall Performance. The first model is the best feature-based model for
ACE2005. C-BiLSTM and HNN are the best character/word-based models. NPN is
the current state-of-the-art model. We directly cite the best experiment results from
the original papers.

Model Trigger identification Trigger classification

P R F P R F

Rich-C 58.9 68.1 63.2 58.9 68.1 63.2

DMCNN-C 60.1 61.6 60.9 57.1 58.5 57.8

C-BiLSTM 65.6 66.7 66.1 60.0 60.9 60.4

DMCNN-W 64.1 63.7 63.9 59.9 59.6 59.7

HNN 74.2 63.1 68.2 77.1 53.1 63.0

NPN 64.8 73.8 69.0 60.9 69.3 64.8

MLL (our) 74.2 69.9 72.0 68.7 64.8 66.7

The inputs to DMCNN-W and DMCNN-C are word sequences and charac-
ter sequences respectively. C-BiLSTM [21] simultaneously considers n-gram
information and sequence information at the character level. HNN [4] com-
bines Bi-directional LSTM and convolutional neural networks to learn language-
independent features for event detection task. NPN [8] proposes a nugget pro-
posal network to deal with the word-trigger mismatch problem.

4.2 Overall Performance

Table 1 presents the overall results. We have the following observations. 1) MLL
sets a new performance on benchmark ACE2005. Compared with baselines, MLL
improves the F1 score by 1.9% on ACE2005 which proves the effectiveness of our
model to handle labeled data sparsity issue of Chinese event detection. 2) MLL
is consistently superior to feature-based models. Feature-based methods have
pipeline error propaganda issue. Their accuracy is limited by the performance of
word segmentation and feature extraction tools. 3) MLL significantly increases
the recall comparing with character-based and word-based models, proving that
jointly considering character, word, named entity and general language infor-
mation can make MLL (our) more robust in semantic understanding. 4) MLL
outperforms strong baseline NPN. NPN adopts two separate dynamic multi-
pooling CNN to respectively encode character and word, and then integrates
them via attention mechanism. We argue that our model combines character
and word information at earlier stage, thus is more powerful in capturing sen-
tences semantics of various granularity.

It would be interesting to see the improvement on each type and show which
type benefits more from these auxiliary tasks. Compared with traditional LSTM
(as shown in Fig. 4), MLL (ours) gains benefits on most of the event types in
ACE2005. Among them, MLL achieves the most improvement on Charge-Indict,
Meet and Transfer-Owner. We find that large proportion of the triggers in these
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Fig. 4. Analysis from the event type: how and when MLL(ours) helps CED.

event types are unseen during training. We analyse the radio of unseen trig-
gers in these event type, which shows that 38.7%/30.0%/30.0% of the triggers
in Transfer-Owner/Charge-Indict/Meet are invisible during training. The dis-
crepancy between training and test data leads to the inferior performance of
the data-driven baseline. Our model surpasses the baseline by incorporating
the entity information and general language information. Specifically, the entity
information brings the co-occurrence and exclusion constraints between entity
type and event type, which provides more insight for trigger disambiguation.
The general language information prevents the model from overfitting the trig-
ger word, and thus enhance unseen trigger detection.

4.3 Effectiveness of Multi-granularity Word Information

We remove the multi-task learning part of our model to analyze the effectiveness
of Lattice LSTM. We compare our model with character-based model C-BiLSTM
(character), word-based model C-BiLSTM (word) [21].

As illustrated in Fig. 5, Lattice LSTM outperforms character-based, word-
based C-LSTM, which proves the effectiveness of multi-granularity word infor-
mation in event detection. Specifically, 1) Lattice LSTM is superior to character-
based model by significantly improving the precision (from 60.0% to 71.4%).
Without multi-granularity word information, character-based model has limited
ability to disambiguate the event trigger. For instance, without understanding
that the word “ ” (dead end) means “ ” (no roads), “ ” (dead) can
easily be mistaken for the trigger of a “Die” event. 2) Lattice LSTM outper-
forms word-based model by significantly improving the recall (from 54.2% to
57.7%). Word-based model regards coarse-grained word as basic labeling units,
and thus cannot detect event trigger within a word. For instance, since the word
“ ” (homicide case) is fed into word-based model as a whole, word-based
model cannot mark sub-word “ ” (homicide) as the trigger of “Kill” event.
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Fig. 5. Multi-granularity word enhance-
ment.

Methods P R F

LSTM 69.9 50.6 58.7
LSTM+NER 71.3 52.6 60.5
LSTM+NER+MWP 69.0 57.0 62.4

lattice 71.4 57.7 63.8
lattice+NER 77.6 57.7 65.8
lattice+NER+MWP 68.7 64.8 66.7

Fig. 6. Enhancement from auxiliary task.

4.4 Effectiveness of Auxiliary Task

We adopt the standard LSTM as task-sharing feature representation layer to
prove that our multi-task learning mechanism is still effective without Lattice
LSTM.

As illustrated in Fig. 6, NER auxiliary task consistently improves the preci-
sion by 1.4% and 6% for LSTM and Lattice LSTM respectively. We argue that
with additional supervision from NER, our model can leverage entity informa-
tion to eliminate the ambiguity of the event trigger. Considering the example
of “ ” (Cameron left Congress in dismay), knowing that
“ ” (Cameron) is a politician, we will have more confidence that “ ”
(left) is the event trigger for Resign rather than Transport. Besides, both LSTM
+ NER + MWP and lattice + NER + MWP are superior to LSTM + NER and
lattice + NER by significantly increasing the recall (+1.9/+0.9), which proves
the effectiveness of MWP task. A possible reason is that both NER and CED are
human-labeled corpus, containing noise patterns that mislead the training. With
the aid of MWP, the model is able to learn general language information from
large-scale plain corpus, resulting in more robust in semantic understanding.

If we combine the results from Fig. 5 and Fig. 6, we have an interesting dis-
covery: with much higher level semantic meaning captured by model (from char-
acter, word to named entity), the precision gradually increases (from 60.0, 69.8
to 77.6). This is consistent with human cognition: higher level of semantic knowl-
edge improves the understanding of the text.

5 Related Work

Event Detection. Numerous methods have been adopted to handle Chinese
event detection. We divide them into two categories: feature-based model and
neural-based model. Feature-based models adopt manually constructed fea-
tures to classify the event triggers. These features include lexical features [1]
(such as n-gram sequence, part-of-speech tags, named entity), sentence-level fea-
tures [14] (such as syntactic feature, semantic role labeling, event argument label-
ing) and document-level features [7]. Neural-based models exploit end-to-end
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neural networks to improve CED. DMCNN adopts a dynamically multi-pooling
CNN [2,13] and others employ the hybrid CNN/LSTM model to leverage n-
gram and sequential information to detect event [4,9,21]. [23] improves event
detection via document information. However, previous approaches suffer from
data sparsity issue. We address it via Multi-task Learning model. Our model
MLL jointly exploits rich NER resources and abundant unlabeled resources to
improve CED.

Multi-task Learning. Multi-task learning has achieved remarkable results on
widely NLP tasks such as domain-specific NER [17] and machine translation of
low-resource language [19]. [12] is the most relevant work, which adopts Word
Sense Disambiguation(WSD) as auxiliary task to improve event detection. How-
ever, WSD has two drawbacks. Firstly, the training corpus of WSD is hard to
obtain, while our auxiliary tasks NER and MWP either have a large number
of existing annotation corpora or do not need manual annotation. Secondly, it
does not employ language model task, so general language information cannot
be utilized.

6 Conclusion

We propose a Lattice-LSTM based Multi-task Learning model to address the
data sparsity issue of Chinese event detection. Specifically, we employ Lat-
tice LSTM to capture multi-granularity word information to fully exploit exit-
ing datasets, and leverage two auxiliary tasks NER and MWP to capture
named entity and general language information to utilize datasets from other
tasks. Experiment demonstrates that MLL outperforms traditional methods and
achieves state-of-the-art performance on benchmark ACE2005.
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Abstract. Twin support vector machine (TSVM) has been widely
applied to classification problems. But TSVM is sensitive to outliers
and is not efficient enough to realize feature selection. To overcome the
shortcomings of TSVM, we propose a novel sparse twin support vector
machine with the correntropy-induced loss (C-STSVM), which is inspired
by the robustness of the correntropy-induced loss and the sparsity of the
�1-norm regularization. The objective function of C-STSVM includes the
correntropy-induced loss that replaces the hinge loss, and the �1-norm
regularization that can make the decision model sparse to realize fea-
ture selection. Experiments on real-world datasets with label noise and
noise features demonstrate the effectiveness of C-STSVM in classification
accuracy and confirm the above conclusion further.

Keywords: Twin support vector machine · Feature selection ·
Sparsity · Correntropy-induced loss

1 Introduction

Recently, feature selection has been a hot area of research to address the curse of
dimensionality. Feature selection refers to select an optimal subset of original fea-
tures, which retains valuable features and eliminates redundant features [14]. This
procedure can reduce the complexity of processing data and improve the prediction
performance [2]. Many methods about feature selection have been proposed, which
can be broadly classified into three types: filter, wrapper, and embedded methods
[6,17,29]. In this paper, we focus on feature selection using support vector machine
(SVM) that is the most representative one of embedded methods.
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SVM, based on the principle of structural risk minimization and the theory of
VC dimension, has been used to solve classification and regression problems and
has a broad variety of application in real-word tasks [1,3,13,16,19,24,27]. For a
binary classification problems, SVM aims at seeking a separating hyperplane to
maximize the margin between positive and negative samples, which has excellent
generalization performance [10]. Unfortunately, SVM has a high-computational
complexity because it needs to solve an entire quadratic programming problem
(QPP).

Lately, twin support vector machine (TSVM) has been proposed inspired by
the idea of SVM [15]. Compared to SVM, TSVM attempts to find two hyper-
planes by solving a pair of smaller QPPs for a binary classification task. Thus,
TSVM works faster than SVM in theory and becomes a popular classifier. Many
variants of TSVM have been proposed, such as twin bounded support vector
machine (TBSVM) [20], least squares twin support vector machine (LSTSVM)
[18], v-projection twin support vector machien (v-PTSVM) [9], locality preserv-
ing projection least squares twin support vector machine (LPPLSTSVM) [8], and
new fuzzy twin support vector machine (NFTSVM) [7]. However, these methods
do not have sparse representative models or cannot implement feature selection.

In order to improve the feature selection ability or the sparseness perfor-
mance of TSVM-like methods, many scholars have proposed same improved
methods. For example, �p-norm least square twin support vector machine (�p-
LSTSVM) was proposed by Zhang et al. [30], which can realize feature selection
by introducing an adaptive learning procedure with the �p-norm (0 < p < 1).
Sparse non-parallel support vector machine (SNSVM) was proposed in [23]. By
replacing the hinge loss with both the ε-insensitive quadratic loss and the soft
margin quadratic loss, SNSVM has better sparseness performance than TSVM.
Tanveer [22] proposed a new linear programming twin support vector machines
(NLPTSVM) that uses the �1-norm regularization, distance and loss term, which
causes the robustness and sparsity of NLPTSVM.

In real applications, data often contains noises or outliers, which would have
a negative effect on the generalization performance of the learned model. To
remedy it, Xu et al. [26] proposed a novel twin support vector machine (Pin-
TSVM) inspired by the pinball loss. Pin-TSVM has favorable noise insensitivity,
but it does not consider the sparseness of model. That is to say, the feature
selection performance of Pin-TSVM is poor.

In this paper, we propose a novel sparse twin support vector machine with the
correntropy-induced loss, called C-STSVM. The correntropy-induced loss func-
tion is a smooth, nonconvex and bounded loss, which was designed for both clas-
sification and regression tasks in [21]. For a classification task, the correntropy-
induced loss measures the similarity between the prediction value and the true
value from the perspective of correntropy. In addition, we know that the �1-norm
regularization can induce a sparse model from [28] and [31]. C-STSVM is to min-
imize three terms: the distance term, the correntropy-induced loss term and the
�1-norm regularization term. In doing so, we expect that C-STSVM have the
ability to perform feature selection and the robustness to outliers. To find the
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solution to C-STSVM in the primal space, we design an alternating iterative
method with the help of the half-quadratic (HQ) optimization. Experimental
results verify the validity of the these theories.

The paper is organized as follows. Section 2 dwells on the proposed C-STSVM,
including the introduction of the correntropy-induced loss and the description
of the optimization problems and the solutions of C-STSVM. Section 3 discusses
experimental results. The last section contains the conclusions.

2 Sparse Twin Support Vector Machine
with Correntropy-Induced Loss

In this paper, we consider a binary classification problem and define a normal
training set X = {(x1, y1), · · · , (xn1 , y1), (xn1+1, y2), · · · , (xn1+n2 , y2)} where
y1 = 1 and y2 = −1 are the positive and negative labels, respectively.
Let X1 = [x1, · · · ,xn1 ]

T ∈ R
n1×m be the positive sample matrix, X2 =

[xn1+1, · · · ,xn1+n2 ] ∈ R
n2×m be the negative sample matrix, e1 and e2 be vec-

tors of all ones with appropriate size.

2.1 Correntropy-Induced Loss

For any sample (xi, yi) in the given training set X, the predicted value of xi is
defined as f(xi). A loss function can be used to measure the difference between
the predicted value f(xi) and the true value yi. Different loss functions would
result in various learners.

Here, we introduce the correntropy-induced loss function. Correntropy is a
nonlinear measure of the similarity between two random variables. Inspired by
that, Singh [21] presented the correntropy-induced loss function that is to max-
imize the similarity between the predicted values and the true values for classi-
fication tasks. The correntropy-induced loss function has the form:

LC(yif(xi)) = β

[
1 − exp

(
− (1 − yif(xi))2

2σ2

)]
(1)

where β = [1 − exp(− 1
2σ2 )]−1 and σ > 0 is the parameter. Note that LC(0) = 1

when yif(xi) = 0.
As an mean square error in reproducing kernel Hilbert space, the correntropy-

induced loss can further approximate a transition from like the �2-norm to like
the �0-norm. The curve of the correntropy-induced loss is shown in Fig. 1. We
can see that the correntropy-induced loss is smooth, non-convex and bounded.
For its boundedness, the correntropy-induced loss is robust to outliers.

2.2 Optimization Problems

Similar to TSVM [15], the aim of C-STSBM is to seek two optimal hyperplanes:
positive and negative ones, where the positive hyperplane is closer to the positive
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Fig. 1. Curve of correntropy-induced loss with σ = 0.5.

samples and as far as possible from the negative samples, and the same goes
for the negative hyperplane. The two optimal hyperplanes are defined by the
following discrimination functions:

{
f1(x) = xTw1 + b1

f2(x) = xTw2 + b2
(2)

where w1 and w2 are the weight vectors for positive and negative classes, respec-
tively, b1 and b2 are the thresholds for two classes, respectively. To represent these
weight vectors and thresholds, we construct four non-negative vectors and four
non-negative variables, which is β∗

+, β+, β∗
−, β−, γ∗

+, γ+, γ∗
− and γ−, and let

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

w1 = β∗
+ − β+ with β∗

+ ≥ 0 and β+ ≥ 0
w2 = β∗

− − β− with β∗
− ≥ 0 and β− ≥ 0

b1 = γ∗
+ − γ+ with γ∗

+ ≥ 0 and γ+ ≥ 0
b2 = γ∗

− − γ− with γ∗
− ≥ 0 and γ− ≥ 0

(3)

Then, (2) can be rewritten as
{

f1(x) = xT (β∗
+ − β+) + (γ∗

+ − γ+)
f2(x) = xT (β∗

− − β−) + (γ∗
− − γ−)

(4)

C-STSVM can be described as the following pair of QPPs:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

minβ∗
+,β+,γ∗

+,γ+

1
2‖X1(β∗

+ − β+) + (γ∗
+ − γ+)‖22

+C1

(‖β∗
+‖1 + ‖β+‖1 + γ∗

+ + γ+
)

+ C2
n2

∑n2
i=1 LC(−f1(x2i))

minβ∗
−,β−,γ∗

−,γ−
1
2‖X2(β∗T

− − βT
−) + (γ∗

− − γ−)‖22
+C3

(‖β∗
−‖1 + ‖β−‖1 + γ∗

− + γ−
)

+ C4
n1

∑n1
i=1 LC(f2(x1i))

(5)
where Ci > 0, i = 1, 2, 3, 4 are parameters chosen a priori and || · ||i, i = 1, 2 is
the �i-norm. The first term of the first QPP in (5) is to minimize the distance
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between the outputs of positive samples and the hyperplane f1(x) = 0. The
second term is the �1-norm regularization term that can reduce a sparseness
solution of C-STSVM. The third term is to minimize the sum of correntropy-
induced loss function, which makes the negative samples as far as from the
positive hyperplane. Note that QPPs in (5) are similar to each other in form.
Thus, for the second QPP in (5), we have a similar explanation.

We denote the first two terms of QPPs in (5) by
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

H1(β∗
+,β+, γ∗

+, γ+)

=
1
2
||X1(β∗

+ − β+) + e1(γ∗
+ − γ+)||22 + C1

(‖β∗
+‖1 + ‖β+‖1 + γ∗

+ + γ+
)

H2(β∗
−,β−, γ∗

−, γ−)

=
1
2
‖X2(β∗T

− − βT
−) + (γ∗

− − γ−)‖22 + C3

(‖β∗
−‖1 + ‖β−‖1 + γ∗

− + γ−
)

(6)
The third term in the first QPP of (5) can be expressed as:

C2

n2

n2∑

i=1

Lc(−f1(x2i)) =
C2

n2

n2∑

i=1

[
1− exp

(
−

(
1 + (β∗

+ − β+)Tx2i + (γ∗
+ − γ+)

)2

2σ2

)]
(7)

Let

L1(β∗
+,β+, γ∗

+, γ+) =
C2

n2

n2∑
i=1

exp

(
−

(
1 + (β∗

+ − β+)Tx2i + (γ∗
+ − γ+)

)2
2σ2

)

Then minimizing (7) is identical to maximizing L1(β∗
+,β+, γ∗

+, γ+).
Thus, we can represent the first QPP in (5) as

max
β∗

+,β+,γ∗
+,γ+

− H1(β∗
+,β+, γ∗

+, γ+) + L1(β∗
+,β+, γ∗

+, γ+) (8)

Similarly, the second QPP in (5) can be rewritten as follows:

max
β∗

−,β−,γ∗
−,γ−

− H2(β∗
−,β−, γ∗

−, γ−) + L2(β∗
−,β−, γ∗

−, γ−) (9)

where

L2(β∗
−,β−, γ∗

−, γ−) =
C4

n1

n1∑
i=1

exp

(
−

(
1 − (β∗

− − β−)Tx1i − (γ∗
− − γ−)

)2
2σ2

)
.

2.3 Solutions

In this subsection, we turn the optimization problems (8) and (9) into two HQ
optimization ones and use the alternating iterative method to find their solutions.

We first define two auxiliary variables v = [v1, · · · , vn2 ]
T and v′ =

[v′
1, · · · , v′

n1
]T , where vi < 0 and v′

i < 0, and then construct two convex functions{
G1(v) = C2

n2

∑n2
i=1 g(vi) = C2

n2

∑n2
i=1(−vilog(−vi) + vi)

G2(v′) = C4
n1

∑n1
i=1 g(v′

i) = C4
n1

∑n1
i=1(−v′

ilog(−v′
i) + v′

i)
(10)
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Because each g(vi), i = 1, · · · , n2 and g(v′
i), i = 1, · · · , n1 is independent of

others, we analyze each g(vi) and g(v′
i) separately.

Based on [4,5], we can derive the conjugate function g∗(ui) and g∗(u′
i) of

g(vi) and g(v′
i) respectively:

{
g∗(ui) = supvi<0{uivi − g(vi)}
g∗(ui) = supv′

i<0{u′
iv

′
i − g(v′

i)}
(11)

where vi and v′
i are the optimization variables of the right hand of (11)

respectively, and the supremums can be achieved at vi = −exp(−ui) and
v′

i = −exp(−u′
i) respectively. Substituting vi = −exp(−ui) and v′

i = −exp(−u′
i)

into (11), we have {
g∗(ui) = exp(−ui)
g∗(u′

i) = exp(−u′
i)

(12)

Hence, we have the conjugate function G∗
1(u) and G∗

2(u
′) of G1(v) and G2(v′)

respectively, their forms as
{

G∗
1(u) = C2

n2

∑n2
i=1 exp(−ui) = C2

n2

∑n2
i=1 supvi<0{uivi − g(vi)}

G∗
2(u

′) = C4
n1

∑n1
i=1 exp(−u′

i) = C4
n1

∑n1
i=1 supv′

i<0{u′
iv

′
i − g(v′

i)}
(13)

where sup{·} represents the upper bounded of a variable.

Let ui = (1+(β∗
+−β+)T x2i+(γ∗

+−γ+))2
2σ2 , u′

i = (1−(β∗
−−β−)T x1i−(γ∗

+−γ+))2
2σ2 , (13)

can be described as
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

G∗
1(u) =

C2
n2

∑n2
i=1 exp

⎛

⎝−
(

1+(β ∗
+−β +)T x2i+(γ∗

+−γ+)
)2

2σ2

⎞

⎠ = supv<0

{
C2
n2

∑n2
i=1 h(vi|β ∗

+, β +, γ∗
+, γ+)

}

G∗
2(u′) =

C4
n1

∑n1
i=1 exp

⎛

⎝−
(

1−(β ∗−−β −)T x1i−(γ∗
+−γ+)

)2

2σ2

⎞

⎠ = sup
v′<0

{
C4
n1

∑n1
i=1 h(v′

i|β ∗
−, β −, γ∗

−, γ−)
}

(14)

where h(vi|β∗
+,β+, γ∗

+, γ+) =
(

vi
(1+(β∗

+−β+)T x2i+(γ∗
+−γ+))2

2σ2 − g(vi)
)

, i =

1, · · · , n2 and h(v′
i|β∗

−,β−, γ∗
−, γ−) =

(
v′

i
(1−(β∗

−−β−)T x1i−(γ∗
+−γ+))2

2σ2 − g(v′
i)

)
,

i = 1, · · · , n1.
Obviously, we have
⎧⎨
⎩

L1(β∗
+,β+, γ∗

+, γ+) = supv<0

{
C2
n2

∑n2
i=1 h(vi|β∗

+,β+, γ∗
+, γ+)

}
L2(β∗

−,β−, γ∗
−, γ−) = supv′<0

{
C4
n1

∑n1
i=1 h(v′

i|β∗
−,β−, γ∗

−, γ−)
} (15)

where the supremums of L1(β∗
+,β+, γ∗

+, γ+) and L2(β∗
−,β−, γ∗

−, γ−) are achieved
at ⎧⎪⎪⎨

⎪⎪⎩
vi = − exp

(
− (1+(β∗

+−β+)T x2i+(γ∗
+−γ+))2

2σ2

)
, i = 1, · · · , n2

v′
i = − exp

(
− (1−(β∗

−−β−)T x1i−(γ∗
−−γ−))2

2σ2

)
, i = 1, · · · , n1

(16)
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respectively. Thus, the optimization problems (8) and (9) with four variables can
be turned to a HQ optimization problem with five variables:{

maxβ ∗
+,β+,γ∗

+,γ+,v<0 − H1(β
∗
+, β+, γ∗

+, γ+) + C2
n2

∑n2
i=1 h(vi|β∗

+, β+, γ∗
+, γ+)

maxβ ∗
−,β−,γ∗

−,γ−,v′<0 − H2(β
∗
−, β−, γ∗

−, γ−) + C4
n1

∑n1
i=1 h(v′

i|β∗
−, β−, γ∗

−, γ−)

(17)
From (17), we use the alternating iterative method to solve the optimization

problem (17).
First, given (β∗

+,β+, γ∗
+, γ+) and (β∗

−,β−, γ∗
−, γ−) to optimize v and v′

respectively. So that, (17) can be reduced to two independent functions with
only respect to vi or v′

i:{
maxv<0

C2
n2

∑n2
i=1 h(vi|β∗

+,β+, γ∗
+, γ+)

maxv′<0
C4
n1

∑n1
i=1 h(vi|β∗

−,β−, γ∗
−, γ−)

(18)

Second, given v and v′ to optimize (β∗
+,β+, γ∗

+, γ+) and (β∗
−,β−, γ∗

−, γ−)
respectively. The optimization problems (17) can be rewritten as:⎧⎨
⎩ maxβ ∗

+,β+,γ∗
+,γ+

− H1(β
∗
+, β+, γ∗

+, γ+) + C2
n2

∑n2
i=1

vi(1+(β ∗
+−β+)T x2i+(γ∗

+−γ+))2

2σ2

maxβ ∗
−,β−,γ∗

−,γ− − H2(β
∗
−, β−, γ∗

−, γ−) + C4
n1

∑n1
i=1

v′
i(1−(β ∗

−−β−)T x1i+(γ∗
−−γ−))2

2σ2

(19)
To solve the optimization problem (19) easily, we rewrite it as follows:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

min
β∗

+,β+,γ∗
+,γ+,ξ

H1(β∗
+,β+, γ∗

+, γ+) + C ′
2ξ

T Ωξ

s.t. − (X2(β∗
+ − β+) + (γ∗

+ − γ+)) = 1 − ξ

min
β∗

−,β−,γ∗
−,γ−,ξ′

H2(β∗
−,β−, γ∗

−, γ−) + C ′
4ξ

′T Ω′ξ′

s.t. (X1(β∗
− − β−) + (γ∗

− − γ−)) = 1 − ξ′

(20)

where ξ = [ξ1, · · · , ξn2 ]
T and ξ′ = [ξ′

1, · · · , ξ′
n1

]T are the slack variables, ξi =
1+(β∗

+−β+)Tx2i+(γ∗
+−γ+), i = 1, · · · , n2, ξ′

i = 1−(β∗
−−β−)Tx1i−(γ∗

−−γ−),
i = 1, · · · , n1, C ′

2 = C2/
(
2n2σ

2
)
, C ′

4 = C4/
(
2n1σ

2
)

and Ω = 1
n2

diag(−v) ∈
R

n2×n2 , Ω′ = 1
n1

diag(−v′) ∈ R
n1×n1 .

Further, let α1 =
[
β∗T
+ , βT

+, γ∗
+, γ+

]T , α2 =
[
β∗T

− , βT
−, γ∗

−, γ−
]T ,

ζ1 =
[
C11T

m, C11T
m, C1, C1

]T , ζ2 =
[
C31T

m, C31T
m, C3, C3

]T , M1 =
[X2,−X2, 1,−1] , M2 = [−X1,X1,−1, 1] , and

Q1 =

⎡
⎢⎢⎣

XT
1 X1 −XT

1 X1 0.5XT
1 e1 −0.5XT

1 e1
−XT

1 X1 XT
1 X1 −0.5XT

1 e1 0.5XT
1 e1

0.5eT
1 X1 −0.5eT

1 X1 eT
1 e1 −eT

1 e1
−0.5eT

1 X1 0.5eT
1 X1 −eT

1 e1 eT
1 e1

⎤
⎥⎥⎦

Q2 =

⎡
⎢⎢⎣

XT
2 X2 −XT

2 X2 0.5XT
2 e2 −0.5XT

2 e2
−XT

2 X2 XT
2 X2 −0.5XT

2 e2 0.5XT
2 e2

0.5eT
2 X2 −0.5eT

2 X2 eT
2 e2 −eT

2 e2
−0.5eT

2 X2 0.5eT
2 X2 −eT

2 e2 eT
2 e2

⎤
⎥⎥⎦
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Then substitute the equality constraints into the objective function in (20), we
can derive that {

minα1
1
2αT

1 H1α1 + fT
1 α1

minα2
1
2αT

2 H2α2 + fT
2 α2

(21)

where H1 = 2λ′
1M1ΩM1 +Q1, H2 = (2λ′

2M
T
2 Ω′M2 +G), fT

1 = 2C ′
21

T ΩM1 +
ζT
1 , and fT

2 = 2C ′
41

T Ω′M2 + ζT
2 .

Once we have the values of α1 and α2, the hyperplanes f1(x) = 0 and f2(x) =
0 can be obtained. Hence, given a new sample x, its class i(i = 1, 2) is

class i =

{
+1, |f2(x)| − |f1(x)| > 0
−1, otherwise

(22)

3 Numerical Experiments

In this section, we carry out experiments to testify the validity of the novel
algorithm C-STSVM. We compare C-STSVM with the state-of-the-art meth-
ods, including SVM [10], TSVM [15], TBSVM [20], KCC [25], Pin-TSVM [26],
LSTSVM [18], �pLSTSVM [30], NLPTSVM [22] and SNSVM [23], where SVM,
TSVM, and TBSVM are three traditional algorithms, KCC is a linear classi-
fier with the correntropy-induced loss, Pin-TSVM and LSTSVM introduce the
pinball loss and the square loss into TSVM, respectively, and the others were
proposed for obtaining sparse models.

For all SVM-like methods, the linear kernel or the linear version is adopted.
All experiments are implemented in MATLAB R2016a on Windows 10 running
on a PC with a 3.0 GHz Intel Core and 8 GB of memory.

3.1 Data Description and Experimental Setting

We carry out experiments on nine UCI datasets [11]: Australian (690 samples and
14 features), Breast (288 samples and 9 features), German (1000 samples and 24
features), Heart (270 samples and 13 features), Pima (768 samples and 8 features),
Sonar (208 samples and 60 features), Tic tac toe (958 samples and 9 features),
Vote (435 samples and 16 features) and Wdbc (569 samples and 30 features).

The repeated double cross validation [12] was used to select parameters and
give the final average result. The five-fold cross validation method is used in twice.
First, each dataset is randomly divided into five parts, where one part is taken
as the test set at a time and the remaining four parts are used as the calibration
set. Next, each calibration set is randomly split into five parts, where we take four
parts as training set and the rest part as the validation set. In this process, we
train models on the training set using the regularization parameters in the range
of {2−3, · · · , 23} one by one, and apply the trained-model to the validation set to
select optimal parameters. Then we train a model on the calibration set using the
optimal parameters and apply the trained-model to the test set to obtain the result.

This process is repeated five times, and the average results of five trials are
reported. In addition, the parameter σ in both KCC and C-STSVM is fixed at
σ = 0.5 empirically.
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3.2 Robustness to Outliers

In order to demonstrate the robustness to outlier of C-STSVM clearly, we test
our method C-STSVM and the other comparison methods on the nine UCI
datasets with 0% and 10% label noise.

Table 1. Accuracy obtained on original UCI datasets

Table 1 shows the results for the original UCI datasets and the best classifica-
tion accuracy is highlighted in bold. It can be seen that C-TSVM has satisfying
results. The C-TSVM method obtains the highest classification accuracy on five
out of nine datasets, while SVM obtain the best classification accuracy on Heart
and Wdbc dataset, and �pLSTSVM and Pin-TSVM has the best performance on
Tic tac toe and Sonar dataset respectively. Then, we corrupt the label of each
calibration set. For each calibration set, the ratio of label noise is 10%. In this
case, the average accuracy and standard deviation are presented on Table 2. As
shown in Table 2, C-TSVM has the best performance on six out of nine datasets
in terms of classification accuracy. TSVM and Pin-TSVM has the best accuracy
on Australian and Sonar dataset respectively.

From the comparison between Table 1 and 2, we can state the following
points: (1) The accuracy of C-STSVM has a small change by increasing the
number of label noise and has the best classification accuracy on the most of
datasets; (2) The accuracy of Pin-TSVM on German and Pima dataset have
a substantial reduction by increasing the number of label noise; (3) SVM has
the best accuracy on two out of original nine datasets. However, as the number
of label noise increases, its classification advantage does not seem to be main-
tained. (4) The performances of TSVM, TBSVM, KCC, LSTSVM, �pLSTSVM,
NLPTSVM and SNSVM method are average. In summary, C-STSVM has the
better robustness and classification accuracy to outlier.

Table 2. Accuracy obtained on UCI datasets with 10% label noise
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3.3 The Ability of Feature Selection

We add 50 noise features to each UCI dataset to validate the ability of feature
selection of these methods, where the last 50 features are noise features and
the others are valid features. These noise features are drawn from the Gaus-
sian distribution with 0 mean and 0.01 variance. Table 3 summarizes the results
of numerical experiments. It is easy to see that the accuracy of C-STSVM is
significantly better than other methods on most of datasets. Pin-TSVM and
NLPTSVM algorithm has the best on Sonar and Wdbc dataset respectively, fol-
lowed by C-STSVM. Compare Table 1 and Table 3, we can find that the increase
in noise features does not negatively affect classification accuracy of C-STSVM,
and it still maintains better classification performance than other methods.

In order to clearly show the feature selection performance, we calculated the
ratio of sum of the absolute values of the w1 (w2) corresponding to the valid
features to the sum of the absolute values of total w1 (w2) and Table 4 shows the
results of some TSVM-like methods. In theory, the greater the contribution of a
feature to the classification result, the greater the weight value corresponding to
this feature. Hence, for a weight value obtained by training some algorithm, the
greater the proportion of weight values corresponding to the valid features, the
better the feature selection performance of this algorithm. In Table 4, the highest
proportion is shown in bold figures. Table 4 depicts NLPTSVM and C-STSVM
has the best feature selection performance on the most of datasets, followed
by Pin-TSVM. But the accuracy of C-STSVM is higher than NLPTSVM and
Pin-TSVM. The feature selection performance of TSVM, TBSVM, LSTSVM,
�pLSTSVM, and SNSVM are unsatisfactory. The results in Table 3 and Table 4

Table 3. Accuracy obtained on UCI datasets with 50 noise features

Table 4. The proportions of w1 and w2 corresponding to valid features
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undoubtedly prove that C-STSVM is significantly better than other compared
methods in feature selection performance and the classification accuracy.

4 Conclusion

This paper proposes a novel sparse twin support vector machine with the
correntropy-induced loss (C-STSVM). Because the correntropy-induced loss has
favorable robustness to outliers and the �1-norm regularization can induce a
sparse model, we expect that C-STSVM has a satisfactory robustness to out-
liers and a sparseness solution to implement feature selection. To validate the
robustness of C-STSVM, we carry out experiments on nine UCI datasets with
0% and 10% label noise. To validate the performance of C-STSVM to select
features, we conduct experiments on nine UCI datasets with 50 noise features.
Experiments results confirm that C-STSVM is significantly better than other
compared methods in robustness to outliers, feature selection performance, and
classification accuracy.

Since C-STSVM achieves a good performance in the binary classification
tasks, we plan to extend C-STSVM to regression estimation and multi-class
classification tasks in future.
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Abstract. Given the advancement in algorithmic trading, the needs
for real-time monitoring of patterns and execution of trades in stock
exchanges become increasing important for investors. However, real-time
monitoring of patterns from a vast number of markets become inefficient
when tens of thousands of time series are required to be processed. In
order to alleviate these problems, we propose a novel approach called
Multi-resolution Chart Patterns Classification (FMCPC) based on a
decision tree. In the proposed approach, a Customized Decision Tree
(CDT) is built for pattern matching. CDT starts with a detailed analy-
sis of known patterns. CDT then forms generalizations of these examples
by identifying commonalities for designing decision rules. To evaluate
our approach, experiments are conducted on the real datasets contain-
ing 2,527,800 data points from 19,150 stocks across top 10 Exchanges
in the world. Our results reveal that FMCPC with CDT can effectively
identify the chart patterns within 1 min.

Keywords: Financial time series · Multi-resolution chart patterns ·
Customized decision tree

1 Introduction

According to statistics of World Federation of Exchange (WFE) [4], 70.2 trillion
dollars worth of shares are traded on the world markets till March 2019. Finan-
cial chart patterns are one of the important trading signals adopted by investors
for predicting market trends and making the trading decisions. Therefore, find-
ing the most recent occurrence of patterns in a timely manner is crucial for
stock market analysts. However, there are 250 market infrastructure providers
and 48,000 listed companies and approximately 12 million data points (closing
price) are generated in a year on WFE exchanges [4]. These markets are dis-
tributed around the world and their trading hours are different. Besides, some of
the stocks could be listed on multiple markets simultaneously and existence of
interdependency among markets is a subject of extensive investigation in finance
area [11]. It also implies that stock markets can certainly affect each other and
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trading decisions should only be made after simultaneous observation of indi-
cators from different stock markets. Therefore, it is crucial to find an effective
way for fund managers and investors to constantly monitor stock market data
for appearance of chart patterns in a highly efficient manner.

In addition, chart patterns classified from a time series can be multi-resolution
patterns meaning that they could be formed with varying scales (length and
height) and they can also be nested among each other. For example, two different
sized and nested “Head and Shoulder” (Fig. 1(1) Top) can be identified from the
blue input time series (Fig. 1(1) Bottom). In this diagram, a smaller “Head and
Shoulder” is nested in a bigger “Head and Shoulder”. Besides, smaller patterns
could also be embedded in longer patterns of different types. For example, in
Fig. 1(2), a “Head and Shoulder” is embedded in a “Triangle Symmetrical”.

Current 
day

(1) (2)

SW_width=minmum length
SW_width=i

SW_width=i+1
SW_width=time series length

Current 
day

(3)

Fig. 1. (1) Two Head and Shoulders patterns segmented from the blue input time
series. (2) a. Green line: Head and Shoulder pattern b. Green + blue line: Triangle
Symmetrical pattern (3) A time series with different widths of the sliding window
(SW) (Color figure online)

In order to find the most recent patterns, a common approach is to use a
sliding window to extract subsequences from the input time series by gradually
extending the left border while keeping the right border fixed to an anchor point
(i.e. current day). This situation is shown in the right hand corner of Fig. 1(1).
To extract the subsequences, the size of the sliding window is firstly set to the
minimum length of the target pattern. Next, the left border is gradually extended
until the window size is equal to the maximum monitoring period.

After the subsequences are extracted, they are segmented for pattern classi-
fication. These segmentation approaches include Perceptually Important Points
(PIP) [2], PLA [8], PAA [9], and TP [16]. PIP is one of the most popular seg-
mentation approaches adopted by the time series researchers [17]. During the
segmentation step, the size of the subsequence is reduced/compressed to match
the number of points from the target pattern. For example, in Fig. 1(1), the sub-
sequence from May to current day depicted in blue line is reduced into 7 points
for the small “Head and Shoulder” and the subsequence from December to cur-
rent day is also reduced into 7 points for larger “Head and Shoulder”. After the
segmentation, the subsequence is ready to be processed by a suitable pattern
matching method such as Rule-based (RB), Template-based (TB), Hybrid and
Euclidean distance (ED) approaches. For the case of pattern discovery, segmen-
tation and pattern matching can be performed in pair for the chart patterns
reported in literature [1].
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However, the above pattern matching is computationally expensive and does
not scale up to the situation where tens of thousands of times series need to
be scanned and classified on a daily or hourly basis. To alleviate this problem,
we propose a novel approach called Customized Decision Tree (CDT) For Fast
Multi-resolution Chart Patterns Classification (FMCPC).

In traditional rule-based (RB) classification approach, each rule defined for
a chart pattern is examined one after another until all the rules have been pro-
cessed. Rules checking are commonly performed in a sequential manner and in
most of the cases, the same rules are examined repeatedly several times for
reaching a conclusion. Therefore, this sequential approach to rule-based classifi-
cation is highly inefficient. In order to alleviate this problem, we extract three
attributes of the top trend and bottom trend lines of chart patterns and aggre-
gate the common rules identified from [18] as the classification attributes to
construct a customized decision tree for speeding up the pattern classification.
The resulted tree (CDT) is able to effectively reduce the repeated comparison
during the classification of 37 chart patterns.

In the experiments, we evaluated FMCPC on real datasets from 19,150 stocks
across top 10 Exchanges. Experiment results show that FMCPC can find all
charts patterns from 1 day to 1 year in length on a single stock in less than 1
second. It also can find the chart patterns of one to six months in length from
19,150 stocks within 1 min. The contributions of this paper are as follows:

1. A novel customized decision tree (CDT) built from the rules of 37 chart
patterns is introduced.

2. A fast multi-resolution chart pattern classification (FMCPC) approach for
efficient pattern classification is proposed.

The rest of this paper is organized as follows. Section 2 is the related work.
In Sect. 3, we describe the trend line extraction and construction of customized
decision tree. The proposed FMCPC algorithm is detailed in Sect. 4. The experi-
ment results and performance are given in Sect. 5. Finally, we conclude our work
in Sect. 6 with future work.

2 Related Work

In order to classify chart patterns, a time series should be first segmented to
reduce the noise and less important data points. After that, the result is pro-
cessed by a pattern matching algorithm. The existing segmentation algorithms
include PIP, PLA, PAA, and TP. The pseudo code of PIP is detailed in Algo-
rithm 1. The distance in Algorithm 1 includes Vertical Distance (VD), Euclidean
Distance (ED) and Perpendicular Distance (PD) of [6].

In [16], Si and Yin proposed an approach called optimal binary search
tree (OBST) by assigning a particular distance to the turning point (TP) and
storing them into a heap according to their distance. In other word, OBST
exploits the advantages of the heap data structure. In [7], Hu et al. proposed
an approach called multi-resolution piecewise linear representation-important
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data point (MPLR-IDP). However, MPLR-IDP is essentially a variant of PIP
by improving the specialized binary tree (SB-tree) proposed in [6].

As for pattern matching methods, Fu et al. compared template-based (TB) and
rule-based (RB) approaches in [5]. Wan et al. [18] have formally defined a set of
comprehensive rules for classification of 53 chart patterns. Based on the extensive
analysis of rules given in [18], CDT proposed in this paper utilizes the attributes of
top and bottom trend lines. It also aggregates most prominent rules shared among
chart patterns as discriminants for achieving a fast classification result.

Algorithm 1: The pseudo code of PIP algorithm
Input: A time series T , n of PIP
Output: n PIPs

1 Initialize a point list S with the start point and end point of T ;
2 for S.length < n do
3 foreach Two neighbored points (Pleft,Pright) in S do
4 for Point P between Pleft and Pright in T do
5 if P has maximum distance to Pleft and Pright then
6 Insert P between Pleft and Pright in S.
7 end

8 end

9 end

10 end

3 Customized Decision Tree

In “CBR decision tree for the stock selection” [19], Wang et al. use the technical
indicators to build a decision tree for stock selection. Inspired by their work,
in this paper we propose a Customized Decision Tree (CDT) for reducing the
number of the comparisons for classification. CDT proposed in this paper utilizes
top and bottom trend lines and the attributes aggregated from the common
rules of chart patterns defined in [18]. In other words, CDT was built from the
generalization of the formal definitions given in [18].

To construct CDT, we analyzed the formal specifications of the chart patterns
compiled in [18]. From our analysis, we found that trend lines are one of the most
common attributes used for identifying a pattern. Since trend lines are one of
the most important features of chart patterns, they should be first extracted
and identified prior to other attributes. Therefore, trend lines are adopted as
one the most discriminating attributes in CDT for classification. The trend lines
extraction is described in the following paragraphs.

Definition 1. A Time Series is T = {t1, t2, ..., ti, ..., tm}, where 1 ≤ i ≤
m, 2 ≤ m.

Definition 2. A PIP list of T is S = {s1, s2, ..., sj , ..., sn}, where 1 ≤ j ≤ n ≤
m, 2 ≤ n, sj ∈ T, s1 = t1, sn = tm.1

1 j is determined when S is generated by Algorithm 1.
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Definition 3. Minor High (MH) is the salient point which is larger than its two
nearest neighbors in S.

Definition 4. Minor Low (ML) is the salient point which is lower than its two
nearest neighbors in S.

Function 1. Tindex(s) returns the corresponding data point index in T for the
salient point (s) of S.

Trend analysis is one of the important steps in technical analysis [1,12,13].
Basically, trends can be classified as up trend, down trend and horizontal. Their
corresponding slopes are positive, negative and zero. In this paper, we focus on
the top and bottom trends of the chart patterns. An example of top and bottom
trends are shown in Fig. 2. In this pattern, top trend is formed by at least two
MH points and bottom trend is formed by at least two ML points.

Fig. 2. Top trend and bottom trend

The least squares regression is adopted for calculating the a line (y = βx+α)
based on MHs (or MLs) in Fig. 3. V D and ED of P to this line satisfies Eq. 1.
If ∀P ∈ MHs (or MLs), and dED < dlimit, this line can be considered as a
trend line. dlimit is the distance of tolerance which can be defined by users. The
slope of this trend line is β.

Fig. 3. Linear regression for the trend line

dED =
dV D√
1 + β2

(1)

Moreover, patterns from “Head and Shoulders” category are frequently used as
a reversal pattern for signaling a change in price direction. Trend line attribute
can be extended to cover more chart patterns by combining basic trend lines.
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Fig. 4. Complex trend lines (1) up-down, (2) down-up, (3) horizontal-up-down-
horizontal, (4) horizontal-down-up-horizontal and (5) up-horizontal-down

Figure 4 shows the complex trend lines which are from “Head and Shoulders”
category.

In the above analysis of the trend line extraction, each trend line requires at
least two MHs (or MLs). The lengths of MHs (or MLs) can also be used to
classify other chart patterns when it is lower than 2 (See Table 1). As a result,
three attributes are considered in the trend line extraction: type of trend line,
slope and the lengths of MHs and MLs for chart pattern classification.

Rule Aggregation: Once the trends are extracted, they are used in rules for
pattern classification. According to [18], lengths of MHs and MLs can be used
to distinguish 37 chart patterns. The type of the trend lines can be used to
distinguish 21 patterns. Slope can be used for classifying 6 patterns. From this
observation, we list all the rules used for classification in Table 1. Columns in
the table represent the attributes used for classification and each row represents
pattern considered.

Based on Table 1, we have generated two decision trees based on C4.5 and
CART algorithms. The resulted decision trees are depicted in Fig. 52 and 6 (see
footnote 2). In these trees, we can observe that the maximum depth of the trees
generated by C4.5 and CART are 7 and 15. This also highlight the fact that the

Fig. 5. The decision tree generated by C4.5.

Fig. 6. The decision tree generated by CART.

2 Due to the space limitation, they cannot be enlarged. The main purpose of including
these figures is to highlight the differences in tree structure.
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Table 1. Attributes and rules of chart patterns

ID MHL length S FL S length Fixed position MHL FS Trend Slope MHL parti length S FS SM F Patterns

1
MHs.length=0
MLs.length=1 s1 = sn - - - - - - - - Rounding Bottoms

2
MHs.length=0
MLs.length=1 s1 < sn - - - - - - - - Scallops Ascending

3
MHs.length=0
MLs.length=1 s1 > sn - - - - - - - - Scallops Descending

4
MHs.length=1
MLs.length=0 s1 = sn - - - - - - - - Rounding Tops

5
MHs.length=1
MLs.length=0 s0 < sn - - - - - - - -

Scallops Ascending
and Inverted

6
MHs.length=1
MLs.length=0 s0 > sn - - - - - - - -

Scallops Descending
and Inverted

7
MHs.length=1
MLs.length=2 - S.length=5 - - - - - - -

Double Bottom
Adam & Adam

8
MHs.length=1
MLs.length=2 - S.length=7

MHs[1] is s3
MLs[1] is s2
MLs[2] is s5

- - - - - -
Double Bottom
Adam & Eve

9
MHs.length=1
MLs.length=2 - S.length=7

MHs[1] is s4
MLs[1] is s3
MLs[2] is s6

MLs[1]=MLs[2] - - - - -
Double Bottom
Eve & Adam

10
MHs.length=1
MLs.length=2 - S.length=7

MHs[1] is s4
MLs[1] is s3
MLs[2] is s6

MLs[2]<MLs[3] - - - - - Cup with handle

11
MHs.length=1
MLs.length=2 - S.length=9 - - - - - - -

Double Bottom
Eve & Eve

12
MHs.length=2
MLs.length=1 - S.length=5 - - - - - - -

Double Tops
Adam & Adam

13
MHs.length=2
MLs.length=1 - S.length=7

MLs[1] is s3
MHs[1] is s2
MHs[2] is s5

- - - - - -
Double Tops
Adam & Eve

14
MHs.length=2
MLs.length=1 - S.length=7

MLs[1] is s4
MHs[1] is s3
MHs[2] is s6

MHs[0]=MHs[1] - - - - -
Double Tops
Eve & Adam

15
MHs.length=2
MLs.length=1 - S.length=7

MLs[1] is s4
MHs[1] is s3
MHs[2] is s6

MHs[1]>MHs[2] - - - - -
Cup with handle

Inverted

16
MHs.length=2
MLs.length=1 - S.length=9 - - - - - - -

Double Tops
Eve & Eve

17
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=up
MLs.trend=up MHs.slope> MLs.slope - - -

Broadening Wedges
Ascending

18
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=up
MLs.trend=up MHs.slope=MLs.slope - - - Three Rising Vallys

19
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=up
MLs.trend=up MHs.slope< MLs.slope - - - Wedges,Rising

20
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=up
MLs.trend=down - - - s1 >MHs[1] Broading bottoms

21
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=up
MLs.trend=down - - - s1 <MLs[1] Broadening Tops

22
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=down
MLs.trend=up - - - Triangle Symetrical

23
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=down
MLs.trend=down MHs.slope>MLs.slope - - -

Broadening Wedges
Descending

24
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=down
MLs.trend=down MHs.slope<MLs.slope - - - Wedges,Falling

25
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=down
MLs.trend=down MHs.slope=MLs.slope - - - Three Falling Peaks

26
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=up
MLs.trend=horizontal - - - -

Broadening Formation,
Right-angled and Ascending

27
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=down
MLs.trend=horizontal - - - - Triangles,Descending

28
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=horizontal
MLs.trend=down - - - -

Broadening Formation
Right-angled and Descending

29
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=horizontal
MLs.trend=up - - - - Triangle,Ascending

30
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=horizontal
MLs.trend=horizontal - MHs.length=MLs.length s1>s2 - Rectangle Bottoms

31
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=horizontal
MLs.trend=horizontal - MHs.length=MLs.length s1<s2 - Rectangle Tops

32
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=horizontal
MLs.trend=horizontal - MLs.length=3 s1>s2 - Triple Bottoms

33
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=horizontal
MLs.trend=horizontal - MHs.length=3 s1<s2 - Triple Tops

34
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=up-down
MLs.trend=horizontal - - - - Head and Shoulder,Tops

35
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=horizontal
MLs.trend=down-up - - - - Head and Shoulder,Bottoms

36
MHs.length≥2
MLs.length≥2 - - - -

MLs.trend=horizontal-
down-up-horizontal - - - -

Head and Shoulders
Bottoms,Complex

37
MHs.length≥2
MLs.length≥2 - - - -

MHs.trend=up-
horizontal-down/
horizontal-up-
down-horizontal

- - - -
Head and Shoulders,

Tops,Complex
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generated trees are inefficient for classifying chart patterns from large volume of
time series data.

In order to alleviate this problem, we aggregate the attributes from Table 1,
as tree nodes to build a Customized Decision Tree (CDT) (See Fig. 8). The
attributes of CDT include ID, length of MHs|MLs (MHL length), comparison
between first and last points of S (S FL), length of S (S length), Fixed position,
comparison between first and second points of MHs|MLs (MHL FS), Trend,
Slope, first point comparison between S and MHs|MLs (SM F), fixed length of
MHs|MLs (MHL fixed length), comparison between first and second points of S
(S FS), and Patterns. The main criteria in building the CDT is to choose the
attributes which can differentiate the highest number of chart patterns and use
these attributes in the highest levels of the tree. Fig. 8 shows the CDT with 4
levels for classifying 37 chart patterns. According to this CDT, minimum and
maximum number of comparison required for classifying a pattern is 2 and 4.

4 Fast Multi-resolution Chart Pattern Classification

In this section, we describe how PIP segmentation and Customized Decision Tree
(CDT) can be integrated for realizing fast multi-resolution chart pattern classi-
fication (FMCPC). The main process of FMCPC is depicted in Fig. 7. FMCPC
first accepts a time series T with length m. Next, a subsequence is selected with

A time series T with length m from 
top 10 world exchanges

Select a subsequence with sliding 
window(SW) of width n (n≤ m)

Examine the sequence of k PIPs 
with CDT

If it is a chart pattern, record it; k
increases

Extract k PIPs form the 
subsequence

k≤n-2

Output  the number of chart 
patterns

n≤m

width n of  SW increases

Fig. 7. Fast multi-resolution chart pattern classification
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Fig. 8. CDT for classifying chart patterns. The eclipses are attributes and the number
in rectangle represents the unique ID of the chart patterns. These IDs are listed in
Table 1.

a sliding window of width n. Then, k PIPs are extracted from the classifica-
tion process. The minimum numbers of PIPs required for each chart pattern are
defined in [18]. The inner loop (See Fig. 7) examines all the PIP lists of different
number ranging from minimum number to n. Finally, the resulted PIP list is
passed to CDT for classification. If the given PIP list is correctly classified as a
pattern, it will be recorded. The outer loop is used to repeat the processing of
the whole time series T for the multi-resolution classification. Finally, FMCPC
outputs all the classified chart patterns.

5 Experiments

In this section, we design two experiments to examine the efficiency of FMCPC
and one experiment for the accuracy of CDT. All the experiments were con-
ducted on the DELL Precision T7610 server with Intel (R) Xeon (R) CPU
E5-2670 v2@2.50 GHz Memory 8G and Windows 7 Professional Service Pack 1.
The program is written in Python and runs on Python 3.6.3 environment. The
datasets used for the experiments are based on the top 10 world exchanges listed
in [3].

The proposed FMCPC is evaluated on two cases: the efficiency in processing a
single time series as well as in processing high volume of time series. We compare
the proposed FMCPC with PIP+SPM (PIP segmentation with sequential rule-
based pattern matching). To achieve fair comparison, we use the same set of
rules for all pattern matching approaches considered in this paper.

Efficiency in Processing a Single Time Series: In this experiment, one-year stock
data (from 2018-4-1 to 2019-3-31) of five companies (Apple (AAPL), Baidu
(BIDU), Microsoft (MSFT), Cisco (CSCO) and Sina (SINA)) is used for the
execution time comparison. In this experiment, 2 different approaches are evalu-
ated: PIP+SPM and FMCPC. The width of the sliding window is incrementally
increased by 1 day as illustrated in Fig. 1(3) to extract the subsequences from
the time series. The total execution time of each approach and number of chart
patterns (NCPs) found are listed in Table 2. From Table 2, we can observe that
FMCPC is 4 times faster than PIP+SPM when the stocks of one year in length
is tested for pattern classification. Besides, FMCPC is able to find the patterns
in less than 1 s.
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Table 2. Result statistics of five stocks on 2 approaches

Ticker PIP+ SPM FMCPC NCPs

AAPL 3.5568 s 0.9048 s 1016

BIDU 3.8844 s 0.8112 s 655

MSFT 3.9 s 0.936 s 423

CSCO 3.728 s 0.948 s 458

SINA 3.6345 s 0.8736 s 285

Table 3. Result statistics with SW of 1 and 6 months

Exchanges NoS Trading days PIP+SPM1 FMCPC1 NCPs1 PIP+SPM6 FMCPC6 NCPs6

NYSE 2057 45,254 22.99 s 4.3 s 4765 25.54 s 7.45 s 4860

NASDAQ 3095 68090 27.32 s 5.13 s 6102 30.97 s 9.96 s 5859

London 1830 40,260 15.43 s 4.29 s 2863 17.53 s 5.05 s 3314

Tokyo 3822 84,084 33.69 s 6.27 s 7377 39.73 s 11.15 s 8001

Shanghai 1394 30,668 11.18 s 2.07 s 2576 14.18 s 4.38 s 3099

Hongkong 2115 46,530 17.19 s 2.82 s 3610 20.7 s 6.02 s 3778

Euronext 1009 22,198 8.58 s 1.7 s 1597 9.33 s 3.02 s 1901

Toronto 1297 28,534 10.7 s 2.4 s 2247 13.1 s 3.88 s 2918

Shenzhen 2027 44,594 17.44 s 3.35 s 4168 20.25 s 5.89 s 4409

Frankfurt 504 11,088 4.45 s 1.03 s 845 5.1 s 1.37 s 954

Total 19,150 421,300 168.97 s 33.36 s 36150 178.4 s 37.08 s 37,949

Efficiency in Processing High Volume Time Series Dataset: In this experi-
ment, we compare the efficiency of the proposed approach (FMCPC) with the
PIP+SPM approach. We collected the price data of 19,150 stocks which are
listed in the top 10 exchanges of the world [3]. According to the analysis pre-
sented in [1], the average length of chart pattern is usually 1 and 6 months long.
Based on this analysis, we conduct the multi-resolution chart pattern classifi-
cation for patterns with 1 and 6 months in length. In the experiment, we set
the current day to “2019-3-31”. The experiment results for each sliding window
width is summarized in Table 3. The columns of the tables represent the name of
exchanges, number of stocks (NoS), trading days, execution time of PIP+SPM,
execution time of FMCPC, and number of chart patterns (NCPs) found. From
Table 3, we can observe that FMCPC can classify chart patterns of six months
in length in 1 min from 19,150 time series.

The Accuracy of FMCPC: In this experiment, we compare FMCPC with
Dynamic Time Warping (DTW) algorithm [10,14] in the chart pattern clas-
sification. DTW is the simplest and effective method in the single word voice
recognition. We apply DTW to calculate the similarity between the reference
chart pattern time series (R = {r1, r2, ..., rk, ..., rl}) and the target time series
(T) through Eq. 2.
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Table 4. Accuracy of FMCPC

Confusion matrix FMCPC DTW

P N Acc Acc

Head and Shoulders, Tops T 42 6 94% 60%

F 0 52

Three Falling Peaks T 73 3 95% 56%

F 2 22

Head and Shoulders, Bottoms T 37 6 94% 61%

F 0 57

Triangles, Symmetrical T 74 0 100% 45%

F 0 26

Broadening Formations, Right-Angled and Ascending T 25 3 96% 67%

F 1 71

Broadening Wedges, Ascending T 44 4 96% 41%

F 0 52

Triangles, Descending T 33 0 100% 55%

F 0 67

Broadening Formations, right-angled and descending T 27 5 95% 59%

F 0 68

Wedges, rising T 42 0 100% 59%

F 0 58

Boradening Tops T 50 1 99% 49%

F 0 49

D = min

∑l
p=1 d(rk(p), ti(p))Wp

∑l
p=1 Wp

(2)

d(rk(p), ti(p)) is the locally shortest distance. Wp is the weight of each shortest
distance. In this section, we set Wp = 1. Besides, the restrictions (k(p)−k(p−1) ≤
1, i(p) − i(p − 1) ≤ 1) keep the monotonicity and continuity of DTW. Here, we
select 10 chart patterns for evaluation. Since there is no benchmark datasets
available for testing, we generate 100 synthetic patterns for each selected chart
pattern. A time series can be represented as Eq. 3 in [15].

Y = WX + ε (3)

where X is an non-stationary series. W is the coefficient matrix. ε is the Gaussian
white noise. Y is the real time series. The process of synthetic patterns generation
is as follows:

1. Design the templates of time series for each pattern.
2. Increase the lengths of pattern templates into 1, 2, ... ,10 months length.
3. Add the different Gaussian white noise to templates from the previous step.
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Table 5. The execution time comparison between FMCPC and DTW (seconds)

Nos 44 66 88 110 132 154 176 198 220

FMCPC 0.1 0.17 0.25 0.31 0.51 0.4 0.51 0.52 0.7

DTW 1.02 2.54 4.15 6.24 8.64 11.84 15.44 19.04 23.28

For instance, we design the template of “Head and shoulders, Top” as [0.1,
0.6, 0.3, 0.9, 0.3, 0.6, 0.1]. Next, 15 points are added into this template series
linearly in each segment to form a referenced chart pattern. Finally, 15 Gaussian
white noises (μ = 0, σ = 1) are added evenly. After these steps, each instance
is labeled as true (T) or false (F) pattern by comparing with the chart pattern
definitions given in [1]. In order to find a threhold (D) for DTW classification,
we select 15% true time series and 15% false time series. Finally, the confusion
matrix and the accuracy (Acc) of 10 chart patterns are given in Table 4. The
execution speed of comparison is listed in Table 5 for classifying out 10 selected
chart patterns. From these results, we can observe that the proposed FMCPC
is superior than the DTW approach.

6 Conclusion

In this paper, we proposed a novel approach for fast classification of multi-
resolution chart patterns. The advantages obtained from the proposed CDT are
two folds. First, CDT allows transparent examination the rules used in the classi-
fication of patterns compared to other classification approaches such as artificial
neural networks and support vector machines. Therefore, the CDT provides an
explainable model for pattern classification. Second, since CDT was built with
the aim of reducing fruitless comparisons in rule matching, it can be used for
ultra-fast pattern matching applications from streaming time series in financial
markets. This capability is crucial in real-time monitoring of huge volume of
time series for pattern identification. To evaluate our approach, experiments are
conducted on the real datasets containing 2,527,800 data points from 19,150
stocks across top 10 Exchanges in the world. In addition, 1000 synthetic time
series are generated for evaluating the accuracy of FMCPC. Experiment results
reveal that FMCPC achieves higher accuracy than DTW method. In addition,
experiment results also reveal that FMCPC with CDT can efficiently and effec-
tively identify the chart patterns when it is compared to PIP with rule-based
pattern matching method. In addition, FMCPC is able to classify patterns with
varying lengths (1 and 6 months) from time series of 10 stock exchanges within
1 min. As for the future work, we are planning to integrate the proposed model
with trading strategies for testing in algorithmic trading platforms.

Acknowledgment. This research was funded by University of Macau (File No.
MYRG2019-00136-FST).
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Abstract. With the advances of information technology, the Internet
has become an indispensable part of life. At the same time, toxic Infor-
mation has become virulent and common on the Internet. Such infor-
mation propagation can have a negative impact on individuals, organi-
sations and the society. Traditional approaches, such as detecting texts
and posts with toxic Information will eventually generate ‘dark pools in
which the online propagation of toxic information will flourish. In this
study, we pay attention to influential users who evidently affect others
in the activities related to toxic information. A method of predicting
user influence was proposed. Compared to the existing literature, user
influence is assessed on the basis of users’ text-based and behaviors-
based characteristics rather than the network structures only. Moreover,
whether the influential users have always been those with strong connec-
tions on the social networking site is also discussed. The effectiveness of
the proposed method is demonstrated in two real-world datasets.

Keywords: Toxic information · User influence · User propagation
ability

1 Introduction

The Internet provides the convenience of communication, transaction, enter-
tainment for the Internet users. However, it also becomes the hotbed of toxic
information. There have been increasingly instances of toxic information propa-
gation, such as hate speech, cyberbullying, pornography, violence crisis, racism,
anti-social behaviours and other cases online [5,16,17]. On the one hand, the
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G. Li et al. (Eds.): KSEM 2020, LNAI 12274, pp. 459–470, 2020.
https://doi.org/10.1007/978-3-030-55130-8_40

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55130-8_40&domain=pdf
http://orcid.org/0000-0002-7445-7455
http://orcid.org/0000-0001-6033-5679
https://doi.org/10.1007/978-3-030-55130-8_40


460 S. Li et al.

characteristics of the network, such as the assumed anonymity and the freedom
of speech, indulge the Internet users to freely disclose their ideologies or adopt an
online aggression without considering the consequences of their behaviours. On
the other hand, more seriously, some evil-minded people even utilized the Inter-
net to disseminate violence, terrorism, or anti-social speech [1,25]. In 2009, [11]
reported that terrorists used the Internet for fundraising, recruitment, and cyber
attacks. In the annual report of Australian Institute of Criminology, an 18-year-
old Australian teenager was lured into joining ISIS by their propaganda in the
social networking site [3]. Importantly, such information have almost swept all
mainstream social networking sites, including Twitter [19–21], Instagram [13],
Facebook [22], Whisper [24], and YouTube [1]. This propagation of toxic infor-
mation can mislead and provoke the hatred among innocent people, contribute
to the crime against humanity, and further lead to social instability [1,25].

The wide propagation of toxic information on the Internet cannot be ignored
because of its virulence to the public and society. Effective measures for counter-
ing toxic information have increasingly drawn attentions from the governments,
companies, and researchers. In the spring of 2017, leading social networking sites
including Twitter, Facebook, and YouTube were strongly criticised by the par-
liamentary committees in Germany and the UK for failing to take sufficient
and effective measures against hate-speech. An Australian Harm Prevention
Charity, Online Hate Prevention Institute (OHPI),1 was created in 2012 as a
dedicated institute for addressing online hate. Timothy Quinn and the Sentinel
Project, a Canadian non-profit organization, co-founded the Hatebase2, which
is the world’s largest structured repository of multilingual hate speech. Hate-
base aims to reduce incidents of hate speech, to lessen the acceptability of hate
speech, and to prevent violence which is predicated by hate speech.

Even though many research efforts have been devoted to building a healthy
and clean virtual community for online users to obtain information or inter-
act with others. The detection and prevention of toxic information propagation
remains a significant and technically challenging task. Deleting and blocking
posts, comments or other forms of content with toxic information has always
been a feasible and preferred way to prevent their propagation on the Internet.
However, the latest research published on Nature in 2019 studied online hate
and predicted that traditional policing methods, such as deleting posts in an
single platform is relatively coarse, can make matter worse, and will eventu-
ally generate global dark pools in which online propagation of toxic information
will flourish [14]. [14] proposed that one strategy for combating online hate is
to cultivate users as the “immune system” on the network. These users can
announce the neutral speech, and then dilute the connection between users with
different pole speech. Another strategy is to reduce the influence of toxic infor-
mation on users by exposing contradictory words to them at the same time [14].
From two strategies of this latest research, we can see that users play more and
more important roles and they deserve more concerns in the prevention of toxic

1 https://ohpi.org.au/.
2 https://hatebase.org/.

https://ohpi.org.au/
https://hatebase.org/
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information propagation. Identifying these users and making full use of their roles
and influence on information propagation is a promising method to defeat toxic
information propagation. Therefore, in this study, instead of detecting whether
textual content contains toxic information or not, we pay attention to those users
who evidently affect others in the activities related to toxic information. These
users are regarded as influential users in this study.

Identifying influential users on online social networking sites has been studied
in existing literatures [2,7]. However, to our knowledge, most previous studies are
limited to network structures to analyse user influence, such as degree measure,
core, betweenness, overlapped community bridges, and separated community
bridges [31]. In this work, we firstly assess users influence based on users’ text and
behaviour characteristics, rather than the network structures. We then analyse
the user propagation ability by visualizing community-based information on the
social networking site.

The rest of the paper is organised as follows. Section 2 reviews related work
on the detection of toxic information and the identification of influential user.
Section 3 formalises the research problem. Section 4 presents the proposed meth-
ods for analysing the user influence and propagation ability. Section 5 demon-
strates the effectiveness of the approach. Finally, Sect. 6 concludes our work.

2 Related Work

2.1 Toxic Information Detection

The Internet is flooded with a large number of user-generated data, and those user-
generated data have been one of the important parts of the Internet content and
drawn attentions as popular research topics [26,28]. [27] used large-scale online
reviews to explore dining preferences of tourists. [17] assessed self-report racism
on the basis of routinely collected reviews available on tourism websites. Several
researchers attempted to detect hate speech from the reviews on the social network-
ing sites, including Twitter [20,21,30], Instagram [13], Facebook [15,22], Whis-
per [24], and YouTube [1,20]. Online reviews provide better insights and oppor-
tunities for text analysis task, also for toxic information detection.

Most of the previous studies on the detection of toxic information formu-
lated it as a text classification task [8,9,29]. With the development of artificial
intelligence, sophisticated models from machine Learning to deep learning, have
been adopted to improve the performance of the detection of toxic informa-
tion [4,8,9,23,29]. SVM, Decision Trees, and Random Forests are among the
most popular algorithms in this context [12]. In this study, we not only used
reviews-based, but also behaviours-base characteristics to represent users related
online toxic information.

2.2 Influential User Identification

Influential users play significant roles in information propagation. Research has
attempted to identify influential user along underlying social connection graphs,
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and analysed the propagation influence [10]. [31] verified the importance of
highly-connected users by investigating the dissemination scale, the dissem-
ination speed, and the controllability online social networks. They identified
influential user according to core, betweenness, adn community bridges [31]. [6]
measured social influence on the basis of indegree, retweets, and mentions, sug-
gesting that network graph alone, such as indegree, revealed very little about
user influence. Growing social networks and user generated content make it com-
plicated and challenging to identify influential users. More factors, such as topic,
time, social topology, play important roles in determining the user influence in
the propagation of information. In this study, we attempted to assess influen-
tial users on the basis of users’ text-based and behaviours-based characteristics
rather than the network structures only.

3 Preliminaries

Toxic information is a collective concept, including hate speech, cyberbullying,
abusive words, racism, terrorism, violent and pornographic content, anti-social
behaviours and so forth [12]. In the propagation of toxic information, both user
influence and user propagation ability are important. User influence is described
as the ability of attracting attentions from other users. For example, users on
the Youtube can leave their reviews after watching the video. The users can
be regarded as influential users if their reviews get likes or dislikes exceeding
certain thresholds. User propagation ability is to describe whether they have
higher possibility to propagate their opinions to others. If users have strong
social relationships or they are highly-connected users on the social networking
site, their opinions are more likely to be distributed to the mass, which means
that those users have a high propagation ability.

In our study, terrorism-related information and hate speech are demonstrated
for research, and we predict user influence based on their reviews, behaviours
and community attributes when they are involved in the propagation of toxic
information. Let us formalise the research problem. Given the dataset D with U
users and T texts in total, D = (U, T ). Let UM = {u1, u2, ..., um} denote a set
of users, and for each user ui, TR

i = {t1, t2, ..., tr} is their text content. Suppose
LP = {l1, l2, ..., lp} represents the level of user influence, and then the research
problem is to predict the lp ∈ LP for each user ui to represent their influence in
the propagation of toxic information.

4 Method

Figure 1 presents the framework, and it consists of two components, user influ-
ence and user propagation ability. A new method, PUI, was proposed for predict-
ing user influence in the propagation of toxic information context. Text-based
and behaviours-based features are incorporated to represent users in PUI. More-
over, How to analyse user propagation ability is also described in this section.



Predicting User Influence in the Propagation of Toxic Information 463

Fig. 1. The framework of user influence

4.1 Data Acquisition

Youtube3 as a video sharing site and Twitter4 as a microblog site are two repre-
sentatives of today’s social networking sites, where people around the world can
obtain information and give their opinions. Therefore, in this study, experimental
data are collected from these two platforms.

For Youtube dataset, we pay attention to videos related a terrorist organ-
isation. Youtube provides video search function based on the specific hashtag.
We selected hashtag #hamas to filter videos, then crawled descriptions of those
videos, and further collected all reviews of each video. As such, we can obtain
a comprehensive dataset related with one terrorist organisation as a reference
for further analysis, marked as Dataset(A). In this dataset, the description of
one video consists of VideoID, Publisher, Title, Introduction, and Views. A
typical review for each video includes Reviewer, Date, Likes, and Review text
as listed in Table 1. Moreover, the subscription relationship between Reviewer
and Publisher are collected.

Another dataset is about hate speech from Twitter. Waseem et al. collected
online tweets over a period of two months and recruited experts to annotate
these tweets as sexism, racism, both or neither [29]. The dataset was published
as a list of 16, 907 tweet IDs and their labels5. By using the Tweepy library,
we retrieved the tweets and also collected community-based information for the
users who posts those tweets. Since some users have now been suspended, not all
tweets in [29] were acquired. Table 2 presented the information of this dataset,
expressed as Dataset(B).

3 https://www.youtube.com/.
4 https://twitter.com/.
5 https://github.com/ZeerakW/hatespeech/blob/master/NAACL SRW 2016.csv.

https://www.youtube.com/
https://twitter.com/
https://github.com/ZeerakW/hatespeech/blob/master/NAACL_SRW_2016.csv
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Table 1. Description of Youtube dataset

Metadata Description

VideoID The unique identification of video

Publisher Publisher of the video

Title Title of the video

Introduction Introduction of the video

Views The number of watching the video

Reviewer The user who make a comment on the video

Date Date of review

Likes The number of likes for this review

Review text Content of the review

Table 2. Description of Twitter dataset

Metadata Description

TweetID The unique identification of the tweet

Tweet Content of the tweet

Tweet label The corresponding annotations of the tweet, racism,
sexism or neither

Author The user who post the tweet

AuthorID The unique identification of the author

4.2 PUI: Predicting User Influence

User Text-Based Analysis. The Internet, as a global and virtual network,
provides a setting within which people around the world can announce any
speech or comment on any content online. Within a domain, users’ standpoints
are characterised by their speech or reviews, and users will show their more
important and powerful influence if their opinions are accepted or even rejected
by more people. Therefore, in this part, we pay attention to users’ speech on one
specific topic, and use text features to represent users.

Firstly, since text from the Internet can be noisy, we performed several steps
to normalised these texts. Cleaning data was performed first, including expand-
ing the abbreviations, deleting numbers and punctuations, removing stop words,
converting characters to lower case, and replacing several special characters, such
as “#” and “*”. Moreover, we corrected some misspelled words; e.g., the word
isreal was converted to israel. On the text topics, high-frequency terms are usu-
ally informative. Therefore, in this process, we also used the term frequency
Cinverse document frequency (TF-IDF) technique to find the most frequently
used terms and these terms were adopted to conduct word embedding.

Secondly, we represented the most frequently used terms as vectors by word
embedding which is a method to convert the text data into numerical data, which
means a word in the text space is map or embed to another numerical vector
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space. We selected GloVe6 as the algorithm for word embedding. After that,
each user was represented by aggregating the words of their texts, expressed
as Eq. (1):

U t
i = AV ERAGE({Wj |j = 1, ..., Ni}) (1)

where Ni denotes the number of words of the texts for user Ui.

User Behaviours-Based Feature. When some users often view posts or watch
videos on one specific topic or openly express their opinions frequently, they show
their interest and activity on the information. This phenomenon can implicitly
reflect or improve their influence to some extent. In this work, user behaviours
features is based on such an assumption. In addition, the time attribute, the
length of text, the number of notional words, the language, and the number
of social connections are also featured as user characteristics. As such, the
behaviours-based features for each user can be represented as Eq. (2):

U b
i = (Bt ⊕ Bl ⊕ Bw ⊕ Bg ⊕ Bs ⊕ Bf ) (2)

Bf = {Rratio, forDataset(A)
Pprop, forDataset(B)} (3)

where Rt, Rl, Rw, Rg and Rs are the vectors of the attribute of time, the
text length, the words numbers, the language, and the social connection degree,
respectively. Rratio denotes the ratio of videos commented by the user to all
videos collected, and Pfreq indicates the proportion of containing hate speech
terms defined by the public Hatebase repository for one user.

Predicting User Influence. For two different types of datasets, we selected
review likes and frequency of publishing hate speech to represent user influence in
Dataset(A) and Dataset(B), respectively. We analysed the distribution of these
two indicators and divided into two levels, influential users and normal users. We
then trained a gradient boosted decision tree (GBDT) classifier to classify users
based on users’ text-based and behaviours-based features, represented as Eq. (4).

Li = GBDT (U t
i ⊕ U b

i ) (4)

4.3 Analysing User Propagation Ability

After identifying the influential users in the propagation of toxic information,
the analysis of user propagation ability is also important. Users with high prop-
agation ability can distribute toxic information to wider population and reach
the receivers more swiftly, which means that those users deserve most of the
attention when authorities want to curb information dissemination.

6 https://nlp.stanford.edu/projects/glove/.

https://nlp.stanford.edu/projects/glove/
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Intuitively, users with high propagation ability are those who are highly-
connected in the online social network. However, in the propagation of toxic
information, are the influential users always those with high propagation ability?
In this study, we investigated and analysed user propagation ability with graph
visualization platform Gephi7.

5 Experiments and Analysis

5.1 Datasets

The first dataset employed in this study was collected from Youtube by adopt-
ing developed web-scraping and information extraction method as described
in Sect. 4.1. We collected 583 videos related the “hamas” organisation in total,
and ended up with 52, 558 reviews, as shown in Table 3. Among those reviews,
not all of them got likes, and we ended up with 37, 596 liked reviews, accounting
for about %71.53.

We also conducted the experiment on Twitter dataset as described
in Sect. 4.1. 16, 907 tweet IDs and their corresponding annotations was released
in this dataset. However, we only retrieved 9, 593 of the tweets and their authors
because of accounts being suspended. We also collected social connections (e.g.
followed) of those authors, and got a total of 1, 477 nodes and 3, 676 edges, as
shown in Table 4.

Table 3. Youtube dataset

Count

Videos 583

Reviews 52,558

Users 38,047

Table 4. Twitter dataset

Count

Tweets 9,593

Authors 1,477

Followees 3,676

5.2 Predicting User Influence

To represent the influence of users, we classified users based on their text-based
and behaviours-based features as described in Sect. 4.2.

For Youtube Dataset(A), we compared our method with three baseline meth-
ods, Linear regression (LR), Support Vector Machine (SVM), and a fully con-
nected neural network (NN). The precision, recall, and F1 scores for all the
methods are presented in Table 5, in which the best results are highlighted in
bold. PUI performed better than other three classifiers.

7 https://gephi.org/.

https://gephi.org/
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For the Twitter Dataset(B), we adopted the method LR+AUTH proposed
by [18] as our baseline wherein they utilised both character n-grams and the
author profiles to train the LR classifier and achieved better performance
than the existing state-of-the-art. In Table 6, we compared LR+AUTH with
our method, showing that our method outperformed LR+AUTH in recall and
F1-score.

Although our method is more effective than other approaches in terms of the
accuracy in predicting user influence, it performs differently on two datasets.
After some analysis and comparison on the two datasets, we inferred that the
distribution of users has an impact on the results.

Table 5. Performance on Youtube dataset

Method Precision Recall F1

LR 59.07% 61.61% 60.08%

SVM 62.10% 67.08% 63.89%

NN 72.39% 71.23% 71.15%

PUI (Our method) 79.22% 81.92% 80.54%

Table 6. Performance on Twitter dataset

Method Precision Recall F1

LR+AUTH 87.57% 87.66% 87.57%

PUI (Our method) 83.89% 95.79% 89.69%

5.3 The Effects of Behaviours-Based Features

In the proposed PUI method, user influence is predicted based on the text and
behaviours features. In the section, we also tested the effect of the behaviours-
based features. A variant of PUI was created by only considering text-based
features. The results show that considering users’ behaviours can gain the per-
formance of predicting user influence, as shown in Table 7.

Table 7. The effects of behaviours-based feature on Youtube dataset

Method Precision Recall F1

PUI 79.22% 81.92% 80.54%

PUI (no behaviours-based feature) 69.34% 72.16% 71.99%
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5.4 User Propagation Ability Analysis

As there is no social relationship available in Youtube, we only analysed the user
propagation ability in Twitter Dataset. Figure 2 gives the social graph, in which
greener nodes represent users who are highly-connected in the online social net-
work. In order to have a clearer comparison, the users with top three high level
influence are also marked as red in this graph. We can see that users with strong
connections in social networks may not always be the influential ones in the context
of toxic information propagation. Moreover, we classified all users into two cate-
gories and utilised Force Atlas algorithm to layout the graph, as shown in Fig. 3.
Red nodes represent users who have ever posted hate speech, and green ones indi-
cate users without any hate speech. It can been seen that hate-users are more likely
to be closely connected with other hate-users in the social networking site.

Fig. 2. The social graph of authors Fig. 3. User classification (Color
figure online)

6 Conclusions

Although the rise and advance of the Internet platforms provide great conve-
nience in communication, transaction, entertainment for the Internet users, there
have been increasingly substantial cases of negative and toxic information, such
as hate speech, cyberbullying, pornography, violence crisis, racism, anti-social
behaviours and other instances online. Unfortunately, detecting posts with toxic
information has some difficulties in achieving more effective performance.

Inspired by the research [14] on Nature in 2019, this study focused on
users rather than text detection in traditional methods. In this paper, we
present PUI, a method that identifying influential users based on users’ text
and behaviours characteristics instead of the analysis on their network struc-
tures. Taking terrorism-related videos on Youtube and hate speech on Twitter
as examples, the effectiveness of the proposed method is demonstrated. In addi-
tion, it is also discussed that the influential users have not always been those
with strong connections on the social networking site, which is important in
countering today’s online propagation of toxic information.
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22. Rodŕıguez, A., Argueta, C., Chen, Y.L.: Automatic detection of hate speech on
Facebook using sentiment and emotion analysis. In: 2019 International Conference
on Artificial Intelligence in Information and Communication (ICAIIC), pp. 169–
174. IEEE (2019)

23. Salawu, S., He, Y., Lumsden, J.: Approaches to automated detection of cyberbully-
ing: a survey. IEEE Trans. Affect. Comput. 1–25 (2017). https://doi.org/10.1109/
TAFFC.2017.2761757

24. Silva, L., Mondal, M., Correa, D., Benevenuto, F., Weber, I.: Analyzing the targets
of hate in online social media. In: Tenth International AAAI Conference on Web
and Social Media (2016)

25. Subramani, S., Wang, H., Vu, H.Q., Li, G.: Domestic violence crisis identification
from Facebook posts based on deep learning. IEEE Access 6, 54075–54085 (2018)

26. Vu, H.Q., Li, G., Law, R., Zhang, Y.: Travel diaries analysis by sequential rule
mining. J. Travel Res. 57(3), 399–413 (2018)

27. Vu, H.Q., Li, G., Law, R., Zhang, Y.: Exploring tourist dining preferences based
on restaurant reviews. J. Travel Res. 58(1), 149–167 (2019)

28. Wang, X., Li, G., Jiang, G., Shi, Z.: Semantic trajectory-based event detection and
event pattern mining. Knowl. Inf. Syst. 37(2), 305–329 (2011). https://doi.org/10.
1007/s10115-011-0471-8

29. Waseem, Z., Hovy, D.: Hateful Symbols or Hateful People? Predictive Features for
Hate Speech Detection on Twitter, pp. 88–93 (2016). https://doi.org/10.18653/
v1/n16-2013

30. Watanabe, H., Bouazizi, M., Ohtsuki, T.: Hate speech on Twitter: a pragmatic app-
roach to collect hateful and offensive expressions and perform hate speech detec-
tion. IEEE Access 6, 13825–13835 (2018). https://doi.org/10.1109/ACCESS.2018.
2806394

31. Wen, S., Jiang, J., Xiang, Y., Yu, S., Zhou, W.: Are the popular users always
important for information dissemination in online social networks? IEEE Netw.
28(5), 64–67 (2014). https://doi.org/10.1109/MNET.2014.6915441

https://www.ditchthelabel.org/wp-content/uploads/2016/07/cyberbullying2013.pdf
https://www.ditchthelabel.org/wp-content/uploads/2016/07/cyberbullying2013.pdf
https://www.aclweb.org/anthology/C18-1093
https://www.aclweb.org/anthology/C18-1093
https://doi.org/10.1080/13614568.2018.1489001
https://doi.org/10.1109/INNOVATIONS.2018.8606030
http://arxiv.org/abs/1706.01206
https://doi.org/10.1109/TAFFC.2017.2761757
https://doi.org/10.1109/TAFFC.2017.2761757
https://doi.org/10.1007/s10115-011-0471-8
https://doi.org/10.1007/s10115-011-0471-8
https://doi.org/10.18653/v1/n16-2013
https://doi.org/10.18653/v1/n16-2013
https://doi.org/10.1109/ACCESS.2018.2806394
https://doi.org/10.1109/ACCESS.2018.2806394
https://doi.org/10.1109/MNET.2014.6915441


Extracting Distinctive Shapelets with
Random Selection for Early Classification

Guiling Li1,2(B) and Wenhe Yan1

1 School of Computer Science, China University of Geosciences,
Wuhan 430074, China

guiling@cug.edu.cn, cugywh@163.com
2 Hubei Key Laboratory of Intelligent Geo-Information Processing,

China University of Geosciences, Wuhan 430074, China

Abstract. Early classification on time series has attracted much atten-
tion in time-sensitive domains. The goal of early classification on time
series is to achieve better classification accuracy, and meanwhile to make
prediction as early as possible. Shapelets are local features of time series
and have high discriminability. In shapelet-based early classification, due
to the large number of shapelet candidates, it is challenging to discover
shapelets more effectively. In this paper, we propose Early Random Selec-
tion Shapelet Classification on Time Series (EARSC). Firstly, we iden-
tify the representative time series for each class. Secondly, we extract
shapelet candidates for the representative time series and then evaluate
them to obtain prior knowledge. Thirdly, we design random selection
strategy with prior knowledge to select the better shapelet and make
early classification. Experimental results on 14 real datasets have shown
the effectiveness of the proposed method.

Keywords: Time series · Early classification · Shapelets · Random
selection

1 Introduction

Time series classification is one of the most important tasks in time series data
mining. Especially in recent years, time series early classification has attracted
much attention from the research community. Early classification can be used for
some time-sensitive domains, such as medical early diagnosis, video surveillance,
earthquake early-warning, network intrusion detection. For example, in early
diagnosis for heart disease, abnormal ECG signals may indicate a specific heart
disease that requires immediate treatment, so early diagnosis is very important
in emergency health care area. An early classification model can make diagnosis
when part of ECG time series data are obtained, ensuring that patients with
heart disease receive early treatment.

The goal of early classification on time series is to make accurate prediction
earlier, so there are two requirements for the early classification model of time
c© Springer Nature Switzerland AG 2020
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series. On one hand, the model can make prediction as early as possible, but it
needs to ensure that the prediction results are credible simultaneously. On the
other hand, the accuracy of the model in classifying time series when obtaining
part of the data should be comparable to that of the model with full data.

How to construct a good classifier for early classification on time series is
challenging. For complete time series classification, we can extract specific fea-
tures from full time series and then use the obtained features to construct a
classifier. This method always aims to achieve high accuracy without taking into
account the special requirements of early characteristics, so it is not suitable
for early classification. Xing et al. [8,9] proposed ECTS (Early Classification
on Time Series) method. ECTS is based on 1-nearest neighbor classification
method, however, the method does not have interpretability. Ye et al. [4] pro-
posed a new data mining primitive, called time series shapelets. Shapelets are
the subsequences which could be the maximal representative of a class in time
series, thus shapelets are suitable for time series classification. Xing et al. [10]
proposed Early Distinctive Shapelet Classification (EDSC). EDSC constructed
an early classification classifier by extracting shapelets for the first time, which
made the classification results more accurate and interpretable.

The quality of shapelet determines the classification effect. Some methods
first extract all shapelet candidates, then evaluate these candidates, and finally
select the optimal shapelets. However, these methods generate a lot of redundant
shapelets with more computation cost. In addition, the methods reduce the
discriminability of shapelets affecting the classification accuracy.

In order to extract distinctive time series shapelets for early classification,
we propose Early Random Selection Shapelet Classification on Time Series
(EARSC), and conduct early classification experiments on real datasets to eval-
uate EARSC. The main contributions of this paper are summarized as follows.

(1) The representative time series for each class are first identified by distance
calculation, then the shapelet candidates of the representative time series
are evaluated to obtain the optimal shapelet length as prior knowledge.

(2) Random Selection with prior knowledge is proposed to extract shapelets,
and then shapelets are selected for early classification.

(3) Experiments on real datasets demonstrate the effectiveness of the proposed
method.

2 Related Work

The related work of this paper includes the following two research directions.

Shapelet Discovery. Ye et al. [4] first proposed the concept of shapelet.
Shapelets are local features in time series which can maximally represent a class
in time series. Therefore, shapelets have good interpretability. Ye et al. first
adopted brute force search to find shapelets, and then designed two speedup
techniques, i.e., early abandon and entropy pruning. However, the method is not
efficient since it is based on brute force algorithm. Subsequently, some improved
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methods have been proposed. With dimensionality reduction technique such as
symbolization, shapelets could be selected from symbolized sequences [18,23].
Subsequences containing key points could be considered as shapelet candidates,
so shapelet candidates could be pruned with key points [5–7]. Mathematical
optimization also was proposed to evaluate shapelet candidates [11,12]. Ran-
dom selection strategy was also used for shapelet extraction [15].

Early Classification on Time Series. Early classification on time series is
an important sub-problem in time series classification, and has attracted much
attention of researchers recently [13,14]. Time series data have a temporary order
increasing with time, thus early classification on time series is different from the
traditional data classification. Xing et al. [8,9] proposed an early classification
method ECTS (Early Classification on Time Series). ECTS is an 1-nearest neigh-
bor classification method based on Minimum Prediction Length (MPL).

Some early classification models establish certain criteria to judge the credi-
bility of classification result. Ghalwash et al. [3] proposed the Early Classification
Model (ECM) algorithm by using HMM and SVM for early classification. Later,
Mori et al. [20] proposed an early classification framework based on class discrim-
inativeness and reliability of predictions (ECDIRE). Parrish et al. [22] proposed
decision rules for incomplete data classification. Morid et al. [19] proposed an
early classification method based on probabilistic classifiers and stopping rules.
Multi-objective optimization methods [1,17,24] and deep learning [25–27] also
have been proposed for early classification.

Due to good interpretability of shapelet, shapelet-based early classification
methods have been proposed. Xing et al. [10] proposed an early classification
algorithm Early Distinctive Shapelet Classification (EDSC). EDSC added early
property to shapelets and selected shapelets according to the evaluation score.
Ghalwash et al. [2] proposed the Modified EDSC with Uncertainty estimates
(MEDSC-U). MEDSC-U added uncertainty parameters and evaluated the classi-
fication results through the uncertainty parameters. Karlsson et al. [16] proposed
an early classification method based on random shapelet forest [15] and formu-
lated two different decision tree traversal strategies, but the random shapelet
could not explain the classification results well.

3 Preliminaries

In this section, we give some basic definitions used for shapelet discovery.

Definition 1. Time Series. Time series is a set of real-valued variables with
time order, represented by T = {t1, t2, t3, . . . , tm}. Wherein, m is the length of
time series T , and ti is the data element at time stamp i of T .

Definition 2. Time Series Subsequence. Given a time series T with length m,
a subsequence S is a sampling from contiguous positions with length l in time
series T , represented by S = {tp, . . . , tp+l−1}, 1 ≤ p ≤ m − l + 1.
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Definition 3. Distance Between Two Time Series. Given two time series T and
R with the same length m, the distance between T and R is denoted by Dist(T,R).
When using euclidean distance, Dist(T,R) can be calculated as:

Dist(T,R) =

√
√
√
√

1
m

m∑

i=1

(ti − ri)2 (1)

Definition 4. Shapelet. Shapelet is a time series subsequence which is in some
sense maximally representative of a class, and can be represented by a triple
f = (S, δ, c), where S is a time series subsequence, δ is a distance threshold,
and c is the class label. In this paper, we calculate the value of δ by using KDE
method [10].

Definition 5. Best Match Distance (BMD). The best match distance between
shapelet f = (S, δ, c) and time series T is defined as:

BMD(f, T ) = min(Dist(S′, S)), S′ ∈ S
|S|
T (2)

where, S
|S|
T is a collection of subsequences with length |S| in T.

Definition 6. BMD-list. Given a shapelet f and a training dataset D containing
r time series, BMD-list is a list of the BMDs between f and each time series in
D, sorted in a non-descending order shown as follows:

Vf = {(d1, c1), (d2, c1), . . . , (dr, c2)} (3)

where di = BMD(f, Ti), Ti ∈ D, and di ≤ dj, for i < j, ci is the class label of
Ti.

Definition 7. Earliest Match Length (EML). Given a shapelet f = (S, δ, c) and
a time series T , EML is the minimal identifiable length of T , which means the
shapelet f can classify time series T using its prefix from the beginning to the
position EML(f,T).

EML(f, T ) = min
len(s)≤i≤len(T )

(dist(T [i − len(s) + 1, i], s) ≤ δ) (4)

If f cannot classify time series T, we set EML(f, T ) = ∞.

Definition 8. Earliness. Earliness measures the early feature of shapelet f for
early classification on a training dataset D.

Earliness(f) =
1

‖ D′ ‖
∑

T∈D

(1 − EML(f, T )
length(T )

) (5)

where D′ represents a collection of time series that can be classified by shapelet f .
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Definition 9. Precision. Given a shapelet f = (S, δ, c) and a training dataset
D, precision is defined as the proportion of time series in D that f could classify
correctly.

Precision(f) =
|BMD(f, T ) ≤ δ ∧ C(T ) = c|

|BMD(f, T ) ≤ δ| , T ∈ D (6)

Definition 10. Recall. Given a shapelet f = (S, δ, c) and a training dataset D,
recall is defined as the proportion of time series of class c in D that f could
classify correctly.

Recall(f) =
|BMD(f, T ) ≤ δ ∧ C(T ) = c|

|C(T ) = c| , T ∈ D (7)

4 Shapelet Discovery for Early Classification

Some shapelet-based time series classification algorithms search the feature space
to discover the optimal shapelet, and then use the obtained shapelet for early
classification. However, since any subsequence in time series could be a potential
shapelet candidate, the feature space of shapelet candidates is huge. Moreover,
some shapelet candidates are useless and redundant, so extracting and evaluating
these shapelet candidates will cost a lot of time. If the useless and redundant
shapelet candidates can be effectively filtered, the accuracy would be enhanced
and the calculation cost can also be reduced.

The previous random method to discover shapelet is to randomly select a
time series and then randomly select a subsequence with random starting point
and length. The advantage of this method is its fast speed of extracting shapelet,
but it needs to be combined with an ensemble method [16]. Otherwise, the classi-
fication is not accurate. Besides, the completely random results do not have inter-
pretability. In this paper, we utilize the merit of random selection for shapelet.
More importantly, we add prior knowledge for random shapelet selection with-
out the requirement of ensemble, ensuring the reliability and accuracy of the
classification results. In order to extract distinctive time series shapelets for
early classification, we propose Early Random Selection Shapelet Classification
on Time Series (EARSC). The workflow of EARSC is shown in Fig. 1.

Find representative
time series for 

each class

Random
shapelet

discovery

Early
Classification

Find
best length of

shapelet 

Fig. 1. The workflow of EARSC

As shown in Fig. 1, the proposed method EARSC makes early classification
as follows. Firstly, find representative time series for each class from the training
set. Secondly, extract shapelet candidates in the representative time series and
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evaluate them, and then rank the lengths of shapelet candidates by quality score
to obtain prior knowledge. Thirdly, utilize the prior information for random
shapelet discovery to find the optimal shapelet. Finally, make early classification
based on the selected shapelet.

4.1 Find Representative Time Series

In order to obtain prior knowledge for shapelet discovery, we first obtain the
representative time series for each class in training set by distance calculation,
and further extract shapelet candidates from these representative time series.
There are three specific steps for finding representative time series.

Step 1 For each time series in training set D, calculate the average euclidean
distance avesame between this time series and all other time series with
same class.

Step 2 For each time series in training set D, calculate the average euclidean
distance avensame between this time series and all time series with dif-
ferent classes.

Step 3 Calculate the grade of each time series according to avesame and
avensame. Higher grade indicates that the time series can be a repre-
sentative of the same class, the grade is calculated by Eq. (8).

grade =
avensame

avesame
(8)

Fig. 2. Representative time series

Figure 2 shows the extracted representative time series for SonyAIBORobot-
Surface1 dataset. Figure 2 (1) shows all time series of class 1 in time series
training set, and Fig. 2 (2) shows a representative time series of class 1. Figure 2
(3) shows all time series of class 2 in training set, and Fig. 2 (4) shows the
representative time series of class 2.
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4.2 Find Best Length of Shapelet

We use the obtained representative time series for each class to explore useful
information for shapelet extraction. Since any subsequence in time series can be
regarded as a shapelet candidate, traditional method needs to extract continu-
ous subsequences with each possible length. However, the quality of continuous
subsequences varies. In random shapelet extraction, if a shapelet with better
quality can be randomly selected with a higher probability, the accuracy of clas-
sification will be higher. In order to extract shapelet with better quality, we first
extract and evaluate shapelet candidates in representative time series, and then
sort the lengths of shapelet candidates by quality score defined as Eq. (10). The
sorted array can provide prior knowledge for further random selection method
to improve classification accuracy. The pseudo code of finding best length of
shapelet is shown in Algorithm 1.

fscore =
2 ∗ Precision(f) ∗ Recall(f)
Precision(f) + Recall(f)

(9)

score =
2 ∗ fscore ∗ Earliness(f)
fscore + Earliness(f)

(10)

Algorithm 1. FindBestShapeletLength
Input: dataset of representative time series: Drts

Output: shapelet lengths for each class of time series: lenMatrix
1: lenMatrix ← ∅

2: for each time series T in Drts do
3: Initialize(lenArr)
4: for each shapelet in T do
5: CalculateScore(shapelet)
6: if lenArr[shapelet.length] < shapelet.score then
7: lenArr[shapelet.length] ← shapelet.score
8: end if
9: end for

10: lenMatrix.add(lenArr)
11: end for
12: return lenMatrix

In Algorithm 1, after obtaining the representative time series denoted by
Drts, line 3 initializes a length array lenArr with quality score for each class of
time series. Lines 4–9 extract the shapelet candidates and then evaluate them.
Lines 6–8 compare the length score of the current shapelet with the length score
saved by lenArr and update lenArr. Line 10 stores lenArr into lenMatrix, and
finally line 12 returns lenMatrix which stores the shapelet length array for each
class.
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4.3 Random Shapelet Discovery

In this paper, shapelets are discovered by randomly selecting starting point and
length. Moreover, to ensure the reliability of random selection, we design two
random rules as follows:

Rule 1 The length array obtained from representative time series for each class,
is divided into two parts according to a certain ratio. Specifically, the
first part of length array records the lengths of the better shapelets,
and the second part of length array corresponds to the poor shapelets.
Then the shapelet length is selected from these two parts with a certain
probability.

Rule 2 The next randomly obtained shapelet cannot have overlapping part with
the last shapelet. If there is overlap, perform random selection again by
Rule 1.

Algorithm 2. RandomShapeletDiscovery
Input: training set: D, shapelet length array for each class: lenMatrix, selection

parameter: k
Output: shapelet library:library
1: library ← ∅

2: for each time series T in D do
3: for i = 1 to iterNum do
4: startPos ← RandomSelectStartPosition()
5: length ← RandomSelectLength(lenMatrix)
6: if satisfy Rules 1 and 2 then
7: shapelet ← ExtractAndEstimateShapelet(T, startPos, length)
8: library.Add(shapelet)
9: end if

10: end for
11: end for
12: return library

The pseudo code of random shapelet discovery is shown in Algorithm 2.
Wherein, iterNum controls the number of randomly selected shapelets, and the
value of iterNum is the number of shapelets contained in each time series divided
by selection parameter k. Lines 2–11 extract and evaluate shapelets from each
time series. Lines 4–5 randomly select a starting point and length for shapelets.
Line 6 judges whether the current random starting point and length are close to
the previous random ones according to the rules. If not, lines 7–8 extract and
evaluate the shapelet from the time series. Otherwise, reselect the starting point
and length. Finally, the extracted shapelets are saved to the shapelet candidate
set library and line 12 returns library.
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4.4 Shapelet Selection and Early Classification

When obtaining the shapelet candidate set library, shapelets need to be selected
from library for early classification. We sort all the shapelets by quality score
from highest to lowest.

In shapelet selection, we firstly select the shapelet f = (S, δ, c) with the
highest quality score, and then mark all the samples covered by f in the training
set. Wherein, the coverage condition is dist(S, T ) ≤ δ ∧ C(T ) = c, that is, the
distance between the sample and f is less than δ and the class of sample and
f is the same. Secondly, we select the shapelet f ′ = (S′, δ′, c′) with the second
highest quality score, continue to cover the unlabeled samples in the dataset,
and then mark the samples covered by f ′. Repeat this step until all samples are
marked.

Early classification is to use part of the time series data to make prediction.
First we obtain the selected shapelets and the minimum length l of selected
shapelets. As the data elements of testing sample are read in continuously, use
each shapelet to match the first l data elements of the sample. If the sample is
matched successfully with one of the shapelets, return the class of the matching
shapelet. If there is no match, continue to read the subsequent data elements
of the sample and repeat the prediction process. If the classification cannot be
performed at the end, the sample is unclassifiable.

5 Experiments

5.1 Experimental Setup

UCR time series dataset library [21] is a widely used standard time series clas-
sification archive. In order to verify the performance of the proposed method
EARSC, we use 14 datasets of different categories from UCR time series datasets
to conduct experiments. The information of 14 datasets is described in Table 1.

We select three baselines for comparison, 1NN-ED, ECTS [9] and EDSC
[10], respectively. 1NN-ED is the nearest neighbor method based on Euclidean
distance, applied for full time series classification. ECTS is an 1NN-based early
classification method, which can handle the early classification of time series
well. EDSC is an early classification algorithm based on shapelet, which has
good earliness and interpretability.

We evaluate the effectiveness of early classification in terms of accuracy and
earliness. The accuracy indicates the proportion of samples that can be cor-
rectly classified in testing set. Earliness refers to the average minimum predic-
tion length of the time series for successful classification. The proposed method
is implemented in JAVA language. The experimental results are obtained on the
computer with Intel I5-7400, 3.0 GHz and memory 8G.

5.2 Results and Analysis

In the experiments, we set the minimum length of the shapelet minL = 5 and
the maximum length of the shapelet maxL = L/2, where L is the length of
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Table 1. Description of datasets

Datasets Training Testing Length Class

CBF 30 900 470 5

Coffee 28 28 286 2

DiatomSizeReduction 16 306 345 4

ECG200 100 100 96 2

FaceAll 560 1690 131 14

FaceFour 24 88 350 4

FacesUCR 200 2050 131 14

GunPoint 50 150 150 2

Lightning2 60 61 637 2

SonyAIBORobotSurface1 20 601 70 2

Symbols 25 995 398 6

SyntheticControl 300 300 60 6

Trace 100 100 275 4

TwoLeadECG 23 1139 82 2

a complete time series. In random shapelet discovery, the selection parameter
k is set to 3 and the dividing ratio of length array for Rule 1 is 4:6. When
minL = 5,maxL = L/2, the number of shapelets contained in a single time
series is sum = ((L − minL) + (L − maxL)) ∗ (maxL − minL)/2. So when k is
equal to 3, we only need to extract sum/3 shapelet candidates. The parameter
settings are the same for all the datasets, and the accuracy results are shown in
Table 2.

It can be seen from Table 2, the average rank on accuracy of the proposed
method EARSC is the best among the four methods. EARSC can perform best
on accuracy for six datasets, however, both EDSC and 1NN-ED can only get the
best accuracy on three datasets, while ECTS can only obtain the best accuracy
on two datasets. Moreover, it is worth mentioning that, for the three datasets
Coffee, SonyAIBORobotSurface1 and TwoLeadECG, the accuracy of EARSC is
much improved compared to that of other methods. Especially for TwoLeadECG
dataset, the accuracy of EARSC is 24.45% higher than ECTS, 9.45% higher
than EDSC, and 22.45% higher than 1NN-ED. The reason is that, EARSC is a
random selection shapelet-based early classification method. EARSC first finds
representative time series and then finds the length of shapelets with better
quality, so as to obtain prior knowledge for further random shapelet discovery.
With prior knowledge, two random rules are designed for shapelet extraction.
Therefore, the shapelets are discriminative and can improve the accuracy of
classification.

In time series early classification, earliness is also an important evaluation cri-
teria. Table 3 shows the earliness comparison of three methods in all 14 datasets.
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Table 2. Accuracy values (%) for ECTS, EDSC, 1NN-ED and EARSC

Datasets ECTS EDSC 1NN-ED EARSC

CBF 85 84 85 87.55

Coffee 75 75 75 82.14

DiatomSizeReduction 80 85 93 85.62

ECG200 89 85 88 91

FaceAll 76 66 71 75.98

FaceFour 82 75 78 76.14

FacesUCR 71 63 77 67.32

GunPoint 87 94 91 93.33

Lightning2 70 80 75 78.69

SonyAIBORobotSurface1 69 80 70 85.69

Symbols 81 51 90 51.46

SyntheticControl 88 89 88 89.67

Trace 74 80 76 76

TwoLeadECG 73 88 75 97.45

Average rank 2.928571 2.785714 2.464286 1.821429

Table 3. Earliness values (%) for ECTS, EDSC and EARSC

Datasets ECTS EDSC EARSC

CBF 71.5 31.85 35.68

Coffee 83.94 54.23 33.51

DiatomSizeReduction 14.88 27.04 24.56

ECG200 60.11 23.24 28

FaceAll 63.85 38.94 45.97

FaceFour 72.26 47.98 46.86

FacesUCR 87.21 51.58 59.01

GunPoint 46.92 45.58 46.37

Lightning2 89.01 55.14 63.68

SonyAIBORobotSurface1 68.49 47.03 44.02

Symbols 51.3 60.25 67.15

SyntheticControl 87.88 50.81 50.89

Trace 50.72 38.63 51.60

TwoLeadECG 64.43 46.85 45.90

Average rank 2.642857 1.5 1.857143

It can be seen from Table 3 that, ECTS can only obtain the best earliness on
two datasets, because ECTS is 1NN-based early classification. EDSC can obtain
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the best earliness on eight datasets and EARSC performs best on four datasets.
The reason is that, when selecting shapelets with quality score, EDSC only
considers precision and earliness, while EARSC considers precision, recall and
earliness. From Tables 2 and 3, it is worth pointing out that, both earliness and
accuracy of EARSC are higher than other methods for three datasets Coffee,
SonyAIBORobotSurface1 and TwoLeadECG.

By evaluating accuracy and earliness simultaneously, we observe EARSC
performs better than ECTS and EDSC. Moreover, with less data, EARSC can
obtain the comparable accuracy with using the complete time series. It demon-
strates that EARSC is suitable for early classification on time series.

6 Conclusions

In this paper, we propose Early Random Selection Shapelet Classification on
Time Series (EARSC). Firstly, we identify the representative time series for
each class. Secondly, we extract the shapelet candidates of the representative
time series and make evaluation to obtain prior knowledge. Thirdly, we pro-
pose random selection with prior knowledge to discover shapelets, then select
shapelets for early classification. Experiments on real datasets demonstrate the
effectiveness of the proposed method. In future work, we will extend EARSC to
multivariate time series early classification.
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26. Rußwurm, M., Lefèvre, S., Courty, N., Emonet, R., Körner, M., Tavenard, R.:
End-to-end learning for early classification of time series. CoRR abs/1901.10681
(2019)

27. Hartvigsen, T., Sen, C., Kong, X., Rundensteiner, E.: Adaptive-halting policy net-
work for early classification. In: KDD, New York, USA, pp. 101–110. ACM (2019)



Butterfly-Based Higher-Order Clustering
on Bipartite Networks

Yi Zheng, Hongchao Qin, Jun Zheng(B), Fusheng Jin, and Rong-Hua Li

Beijing Institute of Technology, Beijing, China
zhengjun bit@163.com

Abstract. Higher-order clustering is a hot research topic which searches
higher-order organization of networks at the level of small subgraphs
(motifs). However, in bipartite networks, there are no higher-order struc-
tures such as triangles, quadrangles or cliques. In this paper, we study the
problem of identifying clusters with motif of dense butterflies in bipartite
networks. First, we propose a framework of higher-order clustering algo-
rithm by optimizing motif conductance. Then, we prove that the problem
can be transformed to computing the conductance of a weight graph con-
structed by butterflies, so it can be solved by eigenvalue decomposition
techniques. Next, we analyse the computational complexity of the pro-
posed algorithms and find that it is indeed efficient to cluster motif of
butterflies in bipartite networks. Finally, numerous experiments prove
the effectiveness, efficiency and scalability of the proposed algorithm.

Keywords: Bipartite network · Butterfly · Higher-order clustering

1 Introduction

With the development of artificial intelligence applications, more and more tech-
nologies related to knowledge graphs are applied in the fields of intelligent search,
intelligent question answering, personalized recommendation, etc. In real world
applications, bipartite graph is a common representation for knowledge graph.
For example, a bipartite graph in Fig. 1 can represent the relationship between
research topics and papers, where research topics form a vertex partition, papers
form another vertex partition. Every paper has edges connection with the topic
involved. In addition, the relationship between products and manufacturers,
actors and movies can be expressed through a bipartite graph, like the bipar-
tite network of research topics and papers. Therefore, the bipartite graphs are
hyper-graphs that can represent the one-to-one, one-to-many and many-to-many
relationships between entities [10], and play an irreplaceable role in network
analysis.

Finding the dense interaction structure in the network can reveal the func-
tions and associations between different entities [1,6,8,9,13,17]. High-order clus-
tering can cluster the common structure (motif) which is the basic building block
of complex networks [1,2,6,8–10,12,17]. The previous studies have focused on
c© Springer Nature Switzerland AG 2020
G. Li et al. (Eds.): KSEM 2020, LNAI 12274, pp. 485–497, 2020.
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Fig. 1. Toy example of a bipartite graph

the problems of cluster cutting by edges and motifs. As the edge is not cohe-
sive enough to show the clusters of the network, we often use a higher-order
motif, like triangles, to build the clusters. Figure 1 is a bipartite graph which
shows the relations of papers and research topics. However, it does not have
any triangle (�) in this bipartite graph, so it seems that higher-order clustering
can not be conducted in this graph. Reconsider Fig. 1, we can observe topics
“Semantic primitives” and “Collaborative filtering” are all linked to “paper 1”
and “paper 2”; in contrary, “paper 1” and “paper 2” are all linked to topics
“Semantic primitives” and “Collaborative filtering”. The mentioned four nodes
are densely connected in practice. Therefore, we can cluster bipartite graph by
a common higher-order structure shaped like a butterfly ( ��).

In this work, the problem of clustering bipartite networks by motif of but-
terflies is addressed. Especially, our research have made the following major
contributions.

– We introduce the concept of motif conductance, and propose the framework of
higher-order clustering algorithm by optimizing motif conductance. We prove
that the calculation of motif conductance of butterflies can be transformed to
computing the conductance of a weight graph constructed by the butterfly.
Therefore, we can solve the problem by matrix eigenvalue techniques.

– We analyse the computational complexity of the proposed algorithm. In addi-
tion, we compare the computational efficiency of higher-order clustering algo-
rithm in ordinary and bipartite graphs, and conclude the reasons of why the
algorithm performs faster in the bipartite graph.

– We conducted extensive experiments on five real-world application data
sets. The results mean that our algorithm is highly efficient, efficient, and
extensible.

The main content structure of this article is as follows: The second part
introduces the problem model. The third part proposes the algorithm for finding
higher-order clusters in bipartite graphs. The experimental results will be given
in four parts. The fifth part introduces the relevant work of this article. The
sixth part is the summary of the full text.
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2 Preliminaries

G is an undirected and unweighted graph. In order to reveal the composition of
the network, we defined network motifs.

Definition 1 (Motif). Given graph G = (V,E), a subgraph that appears fre-
quently in G is called a motif M . For one node v ∈ V , Mv is a motif which
contains v. The number of nodes in M is represented by |M |.

One motif M is a triangle (�) if |M | = 3 and the nodes in M are connected
with each other in G. Similarly, one motif M is a butterfly ( ��) if |M | = 4 and
the nodes in M split into two groups of size 2 in which they are not linked inside
each group but fully connected across the groups.

Definition 2 (Conductance). There is a graph G = (V,E) and a node subset
S ⊆ V , the conductance of S, abbreviated as φ(G)(S), is calculated as follows.

φ(G)(S) = cut(G)(S, S)/min(vol(G)(S), vol(G)(S)). (1)

Here, S and S make up the node set V , cut(G)(S, S) represents the number of
edges cut dividing S and S, vol(G)(S) is the number of edges of the nodes in S.

Definition 3 (Conductance on Motif). Given graph G = (V,E) and motif
M , the conductance of M is computed as follows.

φ
(G)
M (S) = cut

(G)
M (S, S)/min(vol

(G)
M (S), vol

(G)
M (S)). (2)

Here, cut
(G)
M (S, S) is the number of motif examples cut, vol

(G)
M (S) is the number

of nodes in S in motif examples.

One motif instance is cut if the nodes in it are distributed in sets S and S.
We can convert the expression to the following form by a motif M :

cut
(G)
M (S, S) =

∑

M

I(∃a, b ∈ M |a ∈ S, b ∈ S), (3)

vol
(G)
M (S) =

∑

M

∑

i∈M

I(i ∈ S), (4)

where I(a) is a judgment function, if the result of statement a is true, the function
value is 1; if the result of statement a is false, the function value is 0.

There is a graph G and one motif set M , one cluster S is a subgraph with
dense M instances, where S should contain more examples of M , and avoid
cutting the examples of M . Based on the motif conductance, the problem of this
article is as follows:

Problem. When there is a bipartite graph G which is undirected and
unweighted, and a motif M of butterfly ( ��), we aim to look for the cluster S that
minimizes the motif conductance ratio: φ

(G)
M (S) = cut

(G)
M (S, S)/min(vol

(G)
M (S),

vol
(G)
M (S)).
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But finding cluster S with the smallest conductance is computationally infea-
sible [2], it is NP-Hard. Therefore, we extend the clustering method of eigenvalues
and eigenvectors of Laplace matrix. Our method retains the characteristics of
traditional spectral clustering: high computational efficiency and easy implemen-
tation. It is mathematically deduced that the obtained clustering is extremely
close to the optimal [2].

3 Algorithms

3.1 Framework of Motif Conductance Optimization

In this section, we describe butterfly-based higher-order clustering algorithm
on bipartite graph. The algorithm finds two sets S and S, because φ

(G)
M (S) =

φ
(G)
M (S), then we use the smaller set of two as our final output target clustering

in the bipartite graph. The algorithm is based on calculating the motif adjacency
matrix. Next is its definition.

Definition 4 (Motif Adjacency Matrix). There is a graph G = (v, e) and
motif M , the motif adjacency matrix WM satisfies (WM )ij = the number of
times that nodes i and j participate in a motif simultaneously.

Based on Definition 4, let GM be the weighted graph which can induce WM .
Similar to Definition 3, the conductance of GM can be calculated by Eq. (1) but
cut(G)(S, S) is the sum of the weights of the cut edges dividing S and S. Further-
more, the motif degree matrix DM satisfies (DM )ii =

∑n
j=1(WM )ij . Therefore,

the motif laplacian matrix can be calculated by LM = DM − WM .

Theorem 1. Given graph G and motif M . If |M | = 3, then the motif con-
ductance equals the edge conductance on GM [2]. If |M | = 4, then the motif
conductance and the edge conductance on GM are approximately equivalent.

Proof. See Lemmas 1–4 and Theorem 2 in next subsection.

Based on the theorem above, Algorithm 1 efficiently finds the cluster S
through the following steps: first of all, given the bipartite graph and motif
M-butterfly, it can form the matrix WM , DM and the LM . Then the eigenvec-
tor z and σi corresponding to the second minimum feature value of L can be
calculated by the framework. The index value σi represents the index of the ith
largest value of z. Finally, by calculating the prefix sequence of σi, we can get
the set Sr with the lowest conductance, where Sr = {σ1, . . . , σr}.

In the next part, we will show that if |M | = 4, φ(GM )(Sr) ≈ φ
(G)
M (Sr).

3.2 Motif Conductance with Butterflies ≈ Conductance of GM

The following Lemma derives the relationship between the motif volume and the
edge volume by the motif adjacency matrix.
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Algorithm 1: Butterfly-based higher-order clustering algorithm on bipar-
tite graph.
Input: (1)Undirected bipartite graph G=(V,E); (2)Motif butterfly M
Output: Butterfly-based cluster S

1 WM ← motif adjacency matrix of G;
2 GM ← a weight graph constructed by butterflies;
3 DM ← motif diagonal matrix of G;
4 z ← a feature vector corresponding to the second smallest feature value of the

Laplace matrix LM = DM − WM ;
5 σi ← the index of z with ith largest value;

6 S ← minφ(GM )(Sr), Sr = {σ1, . . . , σr};

7 return min(|S|, |S|);

Lemma 1. Given graph G and motif M with |M | ≥ 2, and for any S ⊂ V ,
vol

(G)
M (S) = 1

|M |−1vol(GM )(S).

Proof. Take one motif M as an example and {a1, . . . , a|M |} are nodes in
motif. According to the Equation S4, the value of (WM )a1,i is all one, where
i = a2, . . . , a|M |. (DM )a1,a1 is equal to the addition of

∑
i(WM )a1,i, where

i = a2, . . . , a|M |. Then the node a is added |M | − 1 times.

Next, we will be able to combine the different situations of cluster cutting
with the quadratic form in the Lemma 2.

Lemma 2. Let y ∈ {0, 1}n. Define x by xi = 1 when yi = 1 and xi = −1 when
yi = 0. So for any graph laplacian matrix L, 4yTLy = xTLx.

Proof. xTLx =
∑

(i,j)∈E wij(xi − xj)2 =
∑

(i,j)∈E wij4(yi − yj)2 = 4yTLy

The following lemma gives the functional form of the four variables.

Lemma 3. Let xa, xb, xc, xd ∈ {−1, 1}. Then the expression function that four
variables are not exactly the same is

8 · I(xa, xb, xc, xd not all the same)
= (7 − xaxb − xaxc − xaxd − xbxc − xbxd − xcxd − xaxbxcxd).

(5)

We can further organize the above lemma into the following expression:

6 − xaxb − xaxc − xaxd − xbxc − xbxd − xcxd

=

⎧
⎨

⎩

0 xa, xb, xc, xd are the same
6 three of xa, xb, xc, xd are 1 or − 1
8 two of xa, xb, xc, xd are 1 or − 1.

(6)

Next, we can derive the relationship between the motif cut and the edge cut
from this.
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Lemma 4. Given graph G and motif M with |M | = 4, and

cut
(G)
M (S, S) =

1

3
cut(GM )(S, S) −

∑

Ma,b,c,d

1

3
· I(exactly two of a, b, c, d in S), ∀S ⊂ V.

(7)

Proof. If the vector x ∈ {−1, 1}n is in set S that represents the cutting situation.

6 · cut
(G)
M (S, S) +

∑

Ma,b,c,d

2 · I(exactly two of a, b, c, d in S)

=
∑

Ma,b,c,d

6 − xaxb − xaxc − xaxd − xbxc − xbxd − xcxd

=
∑

Ma,b,c,d

3
2
(x2

a + x2
b + x2

c + x2
d) − (xaxb + xaxc + xaxd + xbxc + xbxd + xcxd)

=
1
2
xTDMx − 1

2
xTWMx =

1
2
xTLMx = 2 · cut(GM )(S, S).

Theorem 2. Given graph G and motif M with |M | = 4, and ∀S ⊂ V ,

φ
(G)
M (S) =

cut
(G)
M (S, S)

vol
(G)
M (S)

= φ(GM )(S) −
∑

Ma,b,c,d
I(exactly two of a, b, c, d in S)

vol(GM )(S)
.

Proof. It can be easily proved by Lemmas 1 and 4.

Therefore, when the motif has four nodes, the motif conductance can be
expressed by the conductance of constructed weighted graph and an additional
formula. Next, we will analyze the performance of the additional formula in
ordinary graphs and bipartite graphs.

Theorem 3. Let G1 be an ordinary graph, G2 be a bipartite graph, where V =

R∩L and R∪L = ∅. Let f(G) =
∑

Ma,b,c,d
I(exactly two of a,b,c,d in S)

vol(GM )(S)
. Assuming

that G1 and G2 have the same number of points and specify the same cutting
sequence. Then for any S ⊂ V , in most cases, the value of f(G2) is less than
the value of f(G1).

Proof. Assuming that G1 and G2 are complete graphs with n nodes, the target
cluster S contains nodes i and j, f(G1) and f(G2) are calculated respectively.

For G1, f(G1) = C2
n−2+2·C3

n−2

3(2·C2
n−2+2·C3

n−2)
= 2n−5

6(n−1) . For G2, (i) node i and j are in R, so

f(G2) =
C2

|L|+2·C1
|R|−2·C2

|L|
3(2·C2

|L|+2·C1
|R|−2·C2

|L|)
= 2|R|−3

6|R|−6 . If |R| < n+2
3 , f(G2) < f(G1). (ii) node

i is in R and j is in L, f(G2) =
C1

|R|−1·C1
|L|−1+C1

|R|−1·C2
|L|−1+C2

|R|−1·C1
|L|−1

3(2·C1
|R|−1·C1

|L|−1+C1
|R|−1·C2

|L|−1+C2
|R|−1·C1

|L|−1)
=

|R|+|L|−2
3|R|+3|L| = n−2

3n . If n > 4, then f(G2) < f(G1). Combined with the above, in
most cases, the value of f(G2) is less than the value of f(G1).
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Table 1. The values of φ(GM )(S) and φ
(G)
M (S) during calculation in Fig. 1

S cut
(G)
M (S, S) min(vol) φ

(G)
M (S)

∑
1

vol(GM )(S)
φ(GM )(S)

1 2 2 1 0 1

1, 2 3 4 0.7500 1/12 0.83

1, 2, 6 3 7 0.4286 2/21 0.5238

1, 2, 6, 7 2 10 0.2000 0 0.2000

1, 2, 6, 7, 3 1 7 0.1429 0 0.1429

1, 2, 6, 7, 3, 8 1 6 0.1667 1/42 0.1905

1, 2, 6, 7, 3, 8, 4 2 4 0.5000 0 0.5000

1, 2, 6, 7, 3, 8, 4, 9 1 2 0.5000 1/54 0.5185

1, 2, 6, 7, 3, 8, 4, 9, 5 1 1 1.0000 0 1.0000

Fig. 2. The ordinary graph G1 and the bipartite graph G2

In summary, although φ
(G)
M (S) is not equal to φ(GM )(S), it can be observed

from the Table 1 that the additional plenty is far less than the conductance on
GM , or even 0 in most cases. In practice, the additional formula has almost no
effect on the result in large graph. In most cases, the value of the additional
formula in bipartite graph is smaller than that in ordinary graph. Because of
this, we can use results from GM to cluster the bipartite graph.

3.3 Algorithm Analysis

The most common motifs in an ordinary graphs are small-sized cliques, such
as triangles, but in the bipartite graph, we see that there are no clusters with
more than two vertices, and there are no triangles. The most basic motif in the
bipartite graph is the complete 2×2 biclique, also known as the butterfly. It is the
smallest subgraph in the bipartite graph and the smallest unit of cohesion. It has
been used to define basic metrics, such as clustering coefficients in the bipartite
graph. It is the basic building block of bipartite networks, like a triangle in
ordinary networks. So in this paper, we choose butterfly as the basic motif of
bipartite graph.

Next we observe the computational efficiency in ordinary and bipartite
graphs. There is an ordinary graph G1 with butterflies in Fig. 2. First, to
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1
MW

2
MW

0 6 3 3 3 3 0 0 0 0
6 0 3 3 3 5 2 2 3 0
3 3 0 1 1 1 0 0 0 0
3 3 1 0 1 1 0 0 0 0
3 3 1 1 0 1 0 0 0 0
3 5 1 1 1 0 1 1 2 0
0 2 0 0 0 1 0 1 2 0
0 2 0 0 0 1 1 0 2 0
0 3 0 0 0 2 2 2 0 0
0 0 0 0 0 0 0 0 0 0

0 8 3 3 3 5 1 1 0 0
8 0 3 3 3 8 4 4 3 0
3 3 0 1 1 1 0 0 0 0
3 3 1 0 1 1 0 0 0 0
3 3 1 1 0 1 0 0 0 0
5 0 1 1 1 0 4 5 4 1
1 4 0 0 0 4 0 3 3 0
1 4 0 0 0 5 3 0 4 1
0 3 0 0 0 4 3 4 0 1
0 0 0 0 0 1 0 1 1 0

Fig. 3. Matrix W 1
M for the graph G1 and matrix W 2

M for the graph G2

Table 2. Information of datasets

Dataset |V | = n |E| = m dmax Diameter

email-Eu-core 1004 25571 546 201

ca-HepTh 9877 25998 79 17

ca-CondMat 23133 93497 132 14

facebook 22470 171002 398 152

git-web 37700 289003 1368 106

compare the algorithm applied in different graphs, we constructed a bipartite
graph G2 consistent with the topological structure of G1. Then, we applied
our algorithm to graph G1 and G2, and calculated the matrix WM of the two
graphs. As shown in Fig. 3, we can clearly see that the W 2

M of the bipartite graph
is sparser. Compared with the W 1

M , the sparse matrix W 2
M can greatly save the

calculation time and improve the computational efficiency during the calculation
of eigenvectors.

Next, the computational complexity of the algorithm proposed in this paper
will be analyzed. In general, the calculation of motif adjacency matrix WM

and the eigenvectors of motif laplace matrix LM will affect the computa-
tional complexity of our algorithm. The number of edges is represented by
m. In theory, using Nearly-Linear Time Solvers for Laplacian Systems [11],
the computational complexity of the eigenvectors of motif laplace matrix is
O(m logO(1) m). The calculation time to form WM is equivalent to the time
to identify all butterfly motifs in the bipartite graph and it has the complexity
of O(min(

∑
u∈R(du)2,

∑
v∈L(dv)2)) [10,14]. So, the final computational com-

plexity of our algorithm is O(m logO(1) m + min(
∑

u∈R(du)2,
∑

v∈L(dv)2)).
In an ordinary graph and a bipartite graph, assuming that they have the same

number of nodes n, the maximum number of butterflies in ordinary graph is C4
n,

and the maximum number of butterfly in bipartite graph is C2
|R| ·C2

|L|. Although
the magnitude of both is n4, in practice, the number of butterflies in ordinary
graph is several times or even tens of times in bipartite graph. Therefore, in the
bipartite graph, the speed of generating the matrix WM is much better than that
in the ordinary graph. From this we can see that our framework applied in the
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bipartite graph, has a faster calculation speed than the ordinary graph, reduces
the calculation time, and improves the efficiency of the optimization framework.

4 Experiments

The experimental results on datasets of different sizes will be presented in this
part. Table 2 summarizes the basic information of different datasets. The data
source comes from http://snap.stanford.edu/data/. Except for our proposed
algorithm of butterfly conductance cut (BCC), we consider two other cluster cut-
ting methods: the traditional conductance cut (TCC) and the K-means method
(KMM). The TCC is a cluster method based on finding the minimum conduc-
tance by edges. The KMM is another widely used clustering algorithm. Each test
result is to repeat the experiment more than 5 times, take the average value,
and then record it.

Motif Conductance Results. As shown in Fig. 4, we compared the motif
conductance of the clusters cut by three methods. It can be observed that the
motif conductance of the cluster S in BCC is the lowest. As the dataset increases,
the difference is much more obvious. The small conductance means that the
cluster S contains dense butterflies. The result indicates that our framework can

Fig. 4. Motif conductance of three cluster algorithms

(a) separability (b) density

Fig. 5. Separability and density of three cluster algorithms

http://snap.stanford.edu/data/
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avoid cutting butterfly instances and expose the cluster with dense butterfly
instances in bipartite graphs.

Effectiveness Results. In order to better show the effect of clustering experi-
ments, we have defined the following indicators:

Separability can intuitively show that a good cluster is basically separated
from the rest of the graph, which indicates that the nodes in cluster S and the
nodes in the rest of the graph have almost no connection edges. The ratio of
the number of edges in S to the number of edges in S is Separability: g(S) =

m
number of cut edges , the number of edges in S is denoted by m.

Density can intuitively establish a good cluster connection. It can indicate
the closeness of the connection within the cluster. It measures the ratio of the
number of edges between nodes and nodes in S: g(S) = m

n , where the number
of edges in S is represented by m, and the number of nodes in S is represented
by n.

Figure 5(a) shows the separability statistics of the three algorithms. It can be
found from the data in Fig. 5(a) that the separability of the cluster cut by BCC
is higher than TCC and KMM, and as the scale of the graph increases, the sepa-
rability also increases gradually. This means that in the process of cutting, very
few edges were cut, and a lot of edges were retained in the cluster S. Thus, the

Fig. 6. Running time of three cluster algorithms

(a) percents of nodes (b) percents of edges

Fig. 7. Scalability testing on nodes and edges
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structure of the original graphic was retained to the greatest extent. Similarly,
Fig. 5(b) presents the data about the density of three algorithms. Therefore,
the data suggest that the density of BCC is better than the density of KMM.
This feature is more obvious in some big datasets like git-web. These experimen-
tal results support that our framework shows excellent performance in cluster
cutting in bipartite graphs.

Efficiency Results. Figure 6 lists the running time of BCC, TCC and KMM.
Obviously, the running time of BCC is much lower than the TCC and KMM.
We can see that BCC needs about 11%–50% time of TCC and about 20%–60%
of KMM on all the datasets. The results above indicate that the optimization
framework in our work has better computational efficiency. The data suggest
that our framework can efficiently cut dense clusters in bipartite graphs.

Scalability Results. We use the dataset git-web to analyze the scalability of
algorithms. In the previous experiment, the running time of TCC is higher than
that of the other two methods, so TCC is not considered in this experiment. In
Fig. 7(a), input different percentage nodes of the graph, and record the running
time of the algorithm BCC and KMM at different percentages. It is not difficult
to see that the BCC’s running time will grow steadily as the percentage of input
nodes gradually increases.

The running time of KMM fluctuates greatly and is greater than that of
BCC. In Fig. 7(b), input different percentage edges of the graph, and recorded
the running time. It is not difficult to see that with the increase of the number
of edges, the growth of BCC has a small fluctuation, while the running time of
KMM has a slow increase. Through the above experiments, we analyzed that
the running time of BCC mainly depends on the number of nodes in the input
network, while the influence of the number of edges on the running time is
small. Our algorithms can be shown to be more scalable than other algorithms
and scalable when handling large networks.

5 Related Work

Some scholars have done a few research on clustering algorithms based on motifs.
Jaewon Yang et al. [16] proposed a parameterless cluster recognition method by
improving the spectral clustering algorithm. Hao Yin et al. [18] proposed a more
comprehensive method of clustering at the edge of the network in a complex
network. Jaewon Yang et al. [15] proposed a new paradigm for revealing the clus-
tering of different modules in complex networks. Suraj Jain et al. [7] presented
the approach of Sparse Grassmann Clustering (SGC) for cluster cutting. Hao
Yin et al. [19] developed the Motif-based Approximate Personalized PageRank
(MAPPR) algorithm to find clusters with minimal motif conductance. Previ-
ous studies have proposed many clustering methods, including the personalized
PageRank method, graph diffusions, local spectral methods, modularity maxi-
mization, flow-based algorithms, and minimum degree maximization. The most
relevant to our method are several clustering methods based on triangle motifs,
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but they all perform cluster cutting in ordinary graphs by changing different
triangle motifs.

Higher-order structures (network motifs) are widely used in many fields, such
as medicine, biology, transportation networks, social networks and so on. Hany
Farid et al. [5] proposed a method to detect hidden messages using higher-order
statistical models. Dermot M.F. Cooper et al. [4] studied the regulation of adeny-
late cyclase by studying its higher-order organization. Helmut Cölfen et al. [3]
introduced the interaction between higher-order organizaitons that aggregate
and crystallize in materials. More and more researchers are turning their atten-
tion to the problem of higher-order modes. Many existing researches are based
on small-scale cliques such as triangular motifs, but some cliques with a larger
structure are also crucial for the construction of complex networks, for example,
four-node cliques in protein and protein interaction networks in medicine. How-
ever, clustering based on such high-order structure has not been well understood
and studied.

6 Conclusions

In the work of this paper, we study how to identify higher-order clusters with
motif of dense butterflies in bipartite networks. First, by optimizing the form of
motif conductance, we propose the framework of higher-order clustering algo-
rithm. Then, we prove that the problem can be transformed to computing the
conductance of a weight graph constructed by the butterfly, so it can be solved
by matrix eigenvalue decomposition techniques. Next, through code analysis, we
summarize the computational complexity of the algorithm proposed in this arti-
cle. A large number of experiments have proved the efficiency, robustness and
scalability of the algorithm in our paper.

Acknowledgements. This research was supported by the National Key Research and
Development Program of China (No. 2018YFB1004402).
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Abstract. It is possible and necessary to adjust the flight ticket prices
for each airlines dynamically in order to increase online travel agencies’
revenues. Unfortunately, the demands and the availability of flight tickets
change following very complex patterns so that it is very hard, if not
impossible, to adopt mathematical models to describe them and to derive
analytical solutions. We apply reinforcement learning approach to learn
dynamic pricing rules from a passenger simulator which can generate
passengers’ responses according to flight tickets’ prices. In order to make
passenger simulator more realistic, it adjusts it’s inherent models based
on historical data and up-to-date data continuously. The experimental
results on a real-world data set show that our approach can learn dynamic
pricing rules efficiently.

Keywords: Dynamic pricing · Yield management · Reinforcement
learning · Simulation

1 Introduction

Dynamic pricing is a business strategy that adjusts the product price in a timely
fashion in order to allocate the right service, to the right customer, at the right
time [1]. Many previous researches focused on dynamic pricing problems by
modeling the customers’ demand curves with variety kinds of mathematical for-
mulas [2,3]. However, flight tickets are perishable products which have finite
time horizons and low marginal cost [4]. Especially, the demand curves of per-
ishable products are non-stationary and, it’s difficult to describe the demands
into mathematical functions as the demands of perishable products are affected
by huge amount of factors.

This paper presents a dynamic pricing rule learning method taking advantage
of reinforcement learning, which is a model-free approach [5]. It is not possible
to adjust the prices to observe passengers’ responses in real environment, which
is a necessary for reinforcement learning. We implement a passenger simulator
which can predict whether a simulated passenger will buy a ticket or not in
terms of his preference. Comparing existing passenger simulator platform such
as PODS [6], our passenger simulator can adjust it’s inherent models based on
historical and up-to-date data.
c© Springer Nature Switzerland AG 2020
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2 Related Work

Many researchers have formulated dynamic pricing problem using different mod-
els [7–9]. Unfortunately, providing accurate analytical models to describe the
changing demands and affecting factors is too difficult to make it to fit for the
real situations. The choice behaviors are widely researched. For example, Cao
J. et al. proposed models to describe passenger preferences to flights [10]. [11]
studied the passengers’ choice behaviors under flight delay. In addition, a set of
passenger simulators have developed and the most famous one, PODS needs the
order number as it’s input [6].

Reinforcement Learning (RL), has emerged as a powerful tool for solving
complex sequential decision-making problems. Q-learning [12] has been used
in the flight ticket dynamic pricing problem [13], and other pricing problems
such as cloud service [14]. However, using a look-up table enlarges the training
space and as a result, Q-learning method converges rather slow. What’s more,
the possible sizes of action space and state space are limited. To solve these
problems, Volodymyr Mnih et al. introduced an algorithm using a neural network
instead of the lookup table in Q-learning [15]. Furthermore, in many problems,
actions are made according to not only the current states but also the past
states, thus the Markov decision problems turn into partially observed Markov
decision problems. [16] proposed the method using recurrent network to solve
these problems. We borrow the idea from [16] to implement DRQN model.

3 Passenger Simulator

Passenger simulator is an environment that provides feedback to the reinforce-
ment learning module.Passengers can be divided into five types according to their
attributes and the way they book tickets [17]. Based on the historical orders and
other studies [10], the following three features are the most important ones in
modeling a passenger’s preference for a flight ticket:

1) Airlines: The airline preference is represented as:

Au = [a1, a2, a3, ..., an] s.t. 0 ≤ ai,
n∑

i=1

ai = 1 (1)

where n equals the number of different airlines appearing in the historical orders.

2) Class of Travel: Without loss of generality, in our study, class is divided
into economy, business and commercial. Class preference is defined as:

Cu = [c1, c2, c3, ..., cm] s.t. 0 ≤ vi,
m∑

i=1

ci = 1 (2)

where m equals to the number of different classes appearing in the historical
orders.
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3) Price: For a given pair of departure and arrival cities, the price-sensitivity
equals to:

Psen =
phigh − p

phigh − plow
(3)

where phigh and plow represent the highest and the lowest price for the same
flight, respectively. p denotes the average price of the tickets the passenger
selected.

We use Prfu = <Au, Cu, psenu> to represent preference of passenger u. Sim-
ilarly, a ticket can be represented by Tckt = <At, Ct, pt>. At is an n dimensional
one-hot column vector indicating the airline information in this ticket. Ct is an
m dimensional one-hot column vector indicating class information in this ticket.
pt is the price metrics.

The utility function for passenger u on a flight ticket t is denoted as U t
u,

which is defined as:
U t

u = ω1(Au · At) + ω2(Cu · Ct) + ω3F (pu, pt)

F (x, y) =

⎧
⎨

⎩
1 x ≥ y

2

1+e
2(y−x)

x

x < y

∑

i=1,2,3

ωi = 1

(4)

We define U∗ as the threshold value that decides a passenger is satisfied or not.
In other words, passenger u is satisfied with ticket t if and only if U t

u ≥ U∗.
The buying ratio is the proportion between the number of final orders and

the number of passengers who want to book tickets. Suppose the buying ratio
is BR(qd, i), where qd represents the date to query tickets and i represents the
number of days between query date and flight date. Suppose the buying ratio
will become zero if flight date is later than the query date by MaxConv days.
Therefore, the buying ratio can be estimated using a linear function:

BR(qd, i) = α ∗ MaxConv − i

MaxConv
, i = 0, 1, 2, ...,MaxConv (5)

where α is a decay coefficient, which can be estimated based on actual orders.
Suppose d2 and d1 represents the dates that are two days and one day before

the query date qd respectively. We use Nump(qd, i) to denote the number of
passengers who are satisfied with the ticket and NumO(qd) represents the num-
ber of orders that are really placed on date qd. Since the decay coefficient is
self-correlated, the decay coefficient on date qd can be estimated as follows:

αqd = θαd1 + (1 − θ)αd2 (6)

Where θ is self-correlation coefficient. And after we collect real daily orders whose
number is NumO(qd), we can update the true value of decay coefficient on date
qd since it satisfies:

NumO(qd) =
MaxConv∑

i=0

Nump(sd, i) · (αqd
MaxConv − i

MaxConv
) (7)
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which implies:

αqd =
NumO(qd)

∑MaxConv
i=0 Nump(sd, i) · MaxConv−i

MaxConv

(8)

The simulator will generate a group of passengers with quantity of Sqd,i,
which represents the number of passengers who search for flights on date qd and
flight date is i days later. Each passenger is generated according to passenger
type distribution and his preference model generated randomly in terms of the
historical data. The utility function is applied on each passengers to simulate
the choice process. Each passenger chooses ticket t which maximizes U t

u, if U t
u ≥

U∗, this passenger is called as a satisfied passenger. The number of satisfied
passengers whose query date is qd and their flight date is i days later is denoted
as Nump(sd, i), i = 0, 1, ...MaxConv. Thus the predicted total order number on
query date qd is:

NumOqd =
MaxConv∑

i=0

Nump(sd, i) · (αqd ∗ MaxConv − i

MaxConv
) (9)

Finally, after we obtain real order number after date qd, we can update the decay
coefficient according to Eq. 8.

4 A Reinforcement Learning Model for Learning
Dynamic Pricing Rules

The flight ticket dynamic pricing decision process is characterized by following
elements:

Decision Epoch: The OTA sells tickets over a fixed time horizon of T days.
The days were indexed by t (t = 1, 2, ... T).

Agent: The OTA is the agent in our reinforcement learning problem.

State s: A state St at day t tells the agent what the environment is. The elements
in state should be highly related to the pricing problems. The elements we are
interested in are shown as follows:

Time: Time index t.

Order Quantity Prediction: The order quantity on day t with price adjust Δp is
represented as:

OrdPre(t,Δp) (10)

Specially, when no price adjustment is applied, Δp = 0.

Passenger Feedback: The real order number on query date t with price adjust-
ment Δp is denoted as OrdReal(t,Δp). Passenger feedback on day t − 1 with
price adjust Δp applied is formulated as:

UFBt−1,Δp = OrdReal(t − 1,Δp) − OrdPre(t − 1,Δp) (11)
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Thus the state on day t is represented as:

St = <t,UFBt−1,Δp, OrdPre(t, 0)> (12)

where Δp represents the amount of price adjustment applied on day t − 1.

Action Set A: Action set A is a list of real numbers, standing for how much
the price adjustment will be. All the ticket prices will be changed by at on day t.

Reward: Let R∗ be the revenue OTA can earn by selling one ticket at the
original price. To simplify, we assume R∗ to be a constant. The reward on day
t by taking action at is:

r(t, at) = OrdReal(t, at) ∗ (R∗ + at) (13)

State Transition: State transition problem is rather clear in our model. At the
end of day t, after we collect real order data from the market, the state changes
into:

St+1 = <t + 1, UFBt,Δp, OrdPre(t + 1, 0)> (14)

In most real world environments, it’s unlikely to provide full states to the
agent. As a result, Markov assumption does not hold any more. The Markov
decision problem that traditional DQN can solve falls into a partially observed
Markov decision problem. Besides, flight ticket dynamic pricing problem can be
also regarded as a time series problem since most states varies with time and
are self-correlated to some extent. Recurrent network is a reliable solution to
solve such problems, and as a result the Deep Recurrent Network algorithm,
i.e., a LSTM network, is placed in DQN structure is proposed and applied in the
pricing problem. All reinforcement learning elements discussed above remain the
same except:

State: State model changes in DRQN model:

RecurrentSt =

⎡

⎢⎢⎢⎣

St−nsteps+1

St−nsteps+2

...
St

⎤

⎥⎥⎥⎦ (15)

Where nsteps represents the time steps of LSTM structure used in the model.
The reward and state mentioned above are too large in amount, which

undoubtedly leads to divergence in the reinforcement learning problem. These
features are normalized as follows:

r∗(t, at) =
OrdReal(t, at) ∗ (R∗ + at)

P
(16)

where p represents the average ticket price calculated from historical data.

S∗
t = <

t

T
,
UFBt−1,Δp

Omax
,
OrdPre(t, 0)

Omax
> (17)

where T represents total number of days mentioned in Decision Epoch and
Omax represents the maximum order number in the past historical data.
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5 Experiments

5.1 Dataset

We collected historical orders of flights from Beijing to Los Angeles from 2016 to
2018 from one online travel company. There are total 75238 orders in this period.
Each record includes take off date, purchasing date, airline, seat class, and ticket
price. In addition, the dataset also includes total search volumes, order numbers
and available air ticket information in each day.

5.2 Passenger Choice Simulation

Feature distributions are calculated using the historical data and are provided to
the simulator introduced above. ωi and U∗ are tuned using grid search method
with step size 0.05. The training period starts from July 1st, 2017 till December
31st, 2017 with θ set to be 0.9 and MaxConv set to be 180. For each set of
parameters, a list of predicted order numbers is outputted by the simulator,
which is denoted as Yω,U∗ . At the same time, the real order number list in the
same time period is defined as O. The optimal parameter values are chosen based
on:

ωi, U
∗ = arg max

ωi,U∗
MAPE(Yω,U∗ , O)

MAPE(X,Y ) =
|X|∑

i=1

|Xi − Yi

Xi
| ∗ 100

|X|
(18)

Furthermore, we test the performance of the simulator from Jan 1st, 2018
to May 1st, 2018 and the MAPE is 16.52%. The result shows the accuracy and
robustness of our simulator.

5.3 Performance of DRQN Based Dynamic Pricing Strategy

Total time horizon length T is set to be 90. For reinforcement learning models,
learning rate is set to be 0.01, batch size is set to be 128, memory size is set to
be 400, LSTM time step is set to be 5 with 20 hidden units, and target network’s
parameters are updated every 300 steps. The algorithm is trained from Aug 1st,
2017 for 1000 episodes, and is tested from Dec 1st, 2017. R∗ is chosen every 50
from 50 to 1000, and we repeat the experiments on different R∗.

We also compare DRQN based dynamic pricing strategy with the following
approaches:

– Demand Modeling-based Pricing Strategy (DMPS): This strategy is based on
the relation modeling between numbers of orders and prices. The price can
be decided by maximizing the total revenues.

– Fixed Pricing Strategy (FPS): It adjusts a fixed amount of money to the
original ticket price.
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– Rule-based Pricing Strategy (RPS): It adds 5 yuan to the original price if
yesterday’s real order quantity is larger than the predicted one, vice versa.

– Q-Learning based Pricing Strategy (QLPS) [14]: It is a Q-Leaning based
approach to learn how to adjust prices.

Table 1 lists the revenue gain percentages of different approaches based on
multiple experiments. It lists the average values and the standard deviations. It
also lists the average values which are ranked at the 25% and the 75% position.

Table 1. Performance comparisons of different pricing strategies

Pricing rule Average (%) Std (%) 25th quantile (%) 75th quantile (%)

DMPS −8.43 5.79 −10.02 −4.66

FPS (−15) −3.17 5.41 −6.46 0.11

FPS (−10) 10.04 4.83 6.93 11.89

FPS (−5) −2.02 1.83 −3.03 −0.79

No rule applied 0 – – –

FPS (+5) 2.02 1.83 0.79 3.03

FPS (+10) 2.44 3.25 0.21 4.8

FPS (+15) 2.74 3.65 0.97 3.76

RPS 5.34 5.95 1.16 6.7

QLPS −0.07 6.59 −0.08 0.23

DRQN 10.41 5.15 7.94 14.46

From the Table 1, it can be observed that DRQN achieves the best results
comparing with other strategies. The performance of DRQN is also relative
stable.

6 Conclusions

This paper proposed an approach which provides a real-time, interactive, robust
dynamic pricing strategy using deep recurrent reinforcement learning algorithm
(DRQN). This approach is trained by a passenger choice simulator. The sim-
ulator proposed in this paper shows a new methodology to simulate passenger
actions and predict order quantity based on a passenger preference model, a buy-
ing ratio model and passenger utility functions. The simulator’s performance is
proofed by the experiments. The DRQN method takes advantages of traditional
DQN method and recurrent networks and is able to solve the POMDPs.
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