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Preface

This book presents the most recent research results in the area of mechanism
science, intended to improve a variety of applications in daily life and industry. The
book is published under the Machine and Mechanism Science Series in Springer.
The issues addressed are: computational kinematics, control issues in mechanical
systems, mechanisms for medical rehabilitation, mechanisms for minimally inva-
sive techniques, gears, dynamics of multi-body systems, industrial applications,
cable robots, design issues for mechanisms and robots, teaching and history of
mechanisms.

This book was initially the subject of the European Conference on Mechanism
Science (EUCOMES 2020 Conference) which was supposed to be held in
Cluj-Napoca, Romania between 7–10 September, 2020. Due to the Worldwide
COVID–19 pandemic, we decided to change the schedule of the conference in two
years from now, in 2022. This decision was taken with the approval of the
EUCOMES International Scientific Committee.

The European Conference on Mechanism Science (EUCOMES 2020
Conference) was supposed to be the 8th event of a series that has been started in
2006 under the patronage of IFToMM, the International Federation for the
Promotion of Mechanism and Machine Science. The previous EUCOMES con-
ferences were successfully held in Innsbruck, Austria (2006); Cassino, Italy (2008);
Cluj-Napoca, Romania (2010); Santander, Spain (2012); Guimarães, Portugal
(2014); Nantes, France (2016); Aachen, Germany (2018).

The aim of the conference is to bring together researchers, industry professionals
and students from the broad ranges of disciplines referring to machine and mech-
anism science, in order to stimulate exchange of new and innovative ideas both on
the academic and industrial levels.

In total, we received a number of 65 papers which were carefully reviewed by
two reviewers per paper. Finally, 59 papers were accepted for publication in this
book.

We would like to thank the authors who have contributed excellent papers on
different subjects, covering many fields of machine and mechanism science.
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We want to express our gratitude to the reviewers who contributed to this
process with their experience and scientific background.

We would like to express our gratitude to IFToMM, the members of the
International Scientific Committee for the EUCOMES Conference for their coop-
eration: Marco Ceccarelli (Univ. of Rome Tor Vergata, Italy), Burkhard Corves
(RWTH Aachen Univ., Germany), Manfred Husty (Univ. Innsbruck, Austria),
Philippe Wenger (CNRS, France), Doina Pisla (Tech. Univ. Cluj-Napoca,
Romania), Fernando Viadero (Univ. Cantabria, Spain) and Teresa Zielinska
(Warsaw Tech. Univ., Poland).

We hope that this book contributes to the scientific progress and opens up
discussions in this challenging field of mechanism science.

We also thank the staff of Springer for their excellent editorial support.

Doina Pisla
Burkhard Corves

June 2020

Calin Vaida
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A New 3T Parallel Mechanism: Topological
Design, Analysis and Symbolic Position Solutions

Huiping Shen1(B), Hao Ji1, Jiaming Deng1, and Guanglei Wu2

1 Research Center for Advanced Mechanism Theory,
Changzhou University, Changzhou 213016, People’s Republic of China

shp65@126.com
2 School of Mechanical Engineering,

Dalian University of Technology, Dalian 116024, People’s Republic of China
gwu@dlut.edu.cn

Abstract. According to the topology designmethod of parallel mechanism based
on position and orientation characteristic equations, a new type of three-translation
parallel mechanism with symbolic forward position solution and partial motion
decoupling is designed. Firstly, its topological characteristics such as position and
orientation characteristic, degree of freedomand coupling degree, are analyzed and
obtained. Secondly, using the kinematics modeling principle based on topological
characteristics proposed by the author, the symbolic forward position solutions of
the parallel mechanism are derived.

Keywords: Parallel mechanism · Three-translation · Symbolic forward position
solutions

1 Introduction

In 1988, Clavel [2] designed the famous Delta mechanism. After that, many scholars
carried out the optimization on the Delta mechanism [1] and proposed some meaningful
three-translation (3T) parallel mechanisms (PM) [3–8] respectively.

However most of these 3T PMs mentioned above do not have symbolic forward
position solutions (FPS), which makes the error analysis, dynamic analysis and dimen-
sion synthesis of the PM more complex. While for a PM that has symbolic FPS, these
problems can be carried out easily.

In this paper, a new 3T PMwith symbolic FPS is designed according to the topolog-
ical design method of PMs based on the position and orientation characteristics (POC)
equations. Based on the topological characteristics of the PM obtained [6], such as POC,
degree of freedom (DOF) and coupling degree (κ), a kinematic modeling of the PM is
built to obtain the symbolic forward and inverse solutions in this paper.

2 Topological Design and Analysis

A new 3T PM with symbolic FPS is designed, shown in Fig. 1. The fixed platform 0 is
connected with the moving platform 1 through two hybrid branches I and II.

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
D. Pisla et al. (Eds.): EuCoMeS 2020, MMS 89, pp. 3–10, 2020.
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4 H. Shen et al.

Fig. 1. Diagram of a new 3T PM Fig. 2. The kinematic modeling and
parameters

The hybrid branch I is composed of prismatic joints P1 and P2, parallelogram joint
Pa1, rotating joints R11, R12, R1 and R2. The prismatic joint P1 is connected with the
guide rail on one side of the fixed platform 0, then it is connected with rotating joints
R11 and R12 in parallel axes in series to form the first simple-open-chain (SOC1). The
prismatic joint P2, on the same guide rail with the prismatic joint P1, is connected with
parallelogram joint Pa1 in series to form the second simple-open-chain (SOC2). Then
the SOC1 and SOC2 are connected to form a sub-PM by the coplanarity of joint R12, Rb1
and Rc1 that these three axes are parallel and that they have a common normal parallel to
the prismatic joints P1 and P2. The axes of all rotating joints in the sub-PM are parallel
to the plane of the fixed platform 0. Finally, the rotating joints R1 and R2 whose axes are
parallel to each other are perpendicular to the fixed platform 0. The moving platform 1
is connected by rotating joint R2 of the hybrid branch I.

The hybrid branch II consists of prismatic joint P3, parallelogram joint Pa2, rotating
joints R4 and R3. Among them, the prismatic joint P3 is connected with the guide rail
on the other side of the fixed platform 0 and then connected with the parallelogram joint
Pa2 in series. The rotating joints R4 and R3 are located at the midpoint of two sides of the
parallelogram joint Pa2 respectively. The hybrid branch II is connected with the moving
platform 1 through the rotating joint R3.

2.1 Topology Analysis of the PM

Calculation of POC
➀ The POC equations of the serial and parallel mechanism are as follows,

respectively [7, 8].

Mbi =
m⋃

i= 1

MJi (1)

MPa = n∩
i= 1

Mbi (2)
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Here, MJi represents the POC of the i-th joint. The Mbi represents the POC of the
end of the i-th branch chain; The MPa represents POC of the moving platform of the
PM.

➁ Calculation of POC of the PM
The first hybrid branch (HB1) consists of a sub-PM composed of SOC1

{P1//R11//R12} and SOC2{P2//Pa1}, and then connected with sub-chain {R1//R2} in
series.

The second hybrid branch (HB2) is composed of equivalent branched chain
{P3−Pa2} and sub-chain {R3//R4}.

Firstly, from Eq. (2), the POC of the sub-PM is derived as follows:

MSub−PM = 2∩
i= 1

Msoci = Msoc1 ∩ Msoc2 =
[
t2

r0

]
∩

[
t2

r1(//R11)

]
=

[
t2

r0

]
(3)

From Eq. (3), we can see that the link 2 has output motions of two-translation and
zero rotation, denoted as t2 and r0, respectively. The same denotations are below.

According to Eq. (1), the POC of the HB1 and HB2 are obtained respectively.

MHB1 = MSub−PM ∪ MR1//R2 =
[
t2

r0

]
∪

[
t1(⊥R1)

r1(//R1)

]
∪

[
t1(⊥R2)

r1(//R2)

]
=

[
t3

r1(//R2)

]

MHB2 =
[
t1(//P3)

r0

]
∪

[
t1(//♦Pa2)

r0

]
∪

[
t1(⊥R3)

r1(//R3)

]
∪

[
t1(⊥R4)

r1(//R4)

]
=

[
t3

r1(//R3)

]

Therefore, from Eq. (2), the POC of the PM is calculated as follows.

MPa = MHB1 ∩ MHB2 =
[

t3

r1(//R2)

]
∩

[
t3

r1(//R3)

]
=

[
t3

r0

]
(4)

Equation (4) shows the moving platform 1 of the PM produces a three-translation
motion in space.

Calculation of DOF
➀ The full-cycle degree of freedom of a PM is shown below [7, 8].

ξLj = dim

{(
j∩

i= 1
Mbi

)
∪ Mb(j+1)

}
(5)

F =
m∑

i= 1

fi −
v∑

j= 1

ξLj (6)

Here, F denotes the degree of freedom (DOF) of the PM; f i denotes the DOF of the
i-th joint;m denotes the number of the joint; v denotes the number of independent loops,
and v=m−n+1,n denotes the number of links; ξLj denotes the independent displacement
equation number of the j-th independent loops, i.e., the rank of the velocity equations;
Mbi and Mb(j + 1) denotes the POC of the i-th and the (j + 1)-th chain respectively.
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➁ Calculating the DOF of the PM
The sub-PM in HB1 are selected as the first loop, which is recorded as

Loop
{
P1//R11//R12 − Pa1//P2

}

According to the Eq. (5), the number of independent displacement equation of the
first loop is obtained as follows:

ξL1 = dim

{[
t2

r0

]
∪

[
t2

r1(//R11)

]}
= dim

{[
t2

r1(//R11)

]}
= 3

According to the Eq. (6), the DOF of the sub-PM is obtained as follows:

F1 =
m∑

i= 1

fi−
1∑

j= 1

ξlj = 5 − 3 = 2

The remaining sub-chain {R1//R2} of HB1 and HB2 constitute the second loop, i.e.,

Loop
{
R1//R2 - R3//R4 - Pa2//P3

}

According to Eq. (5), its number of independent displacement equation is gotten:

ξL2 = dim

{[
t2

r0

]
∪

[
t3

r2(//♦(R1,R3))

]}
= 5

According to Eq. (6), the DOF of the PM is obtained as follows:

F(1−2) =
m∑

i= 1

fi−
2∑

j= 1

ξlj = (5 + 6) − (3 + 5) = 3

Therefore, the DOF of the PM is 3. When three inputs on the fixed platform 0 are
provided, the moving platform of the PM has three-translation motion output.

Calculation of Coupling Degree
➀ Constraint degree of SOC and coupling degree of sub-kinematic chain
According to the mechanism composition principle based on SOC units [7, 8], any

PM can be decomposed into three kinds of SOCs whose constraint degree are positive,
zero and negative, respectively. The constraint degree of the j-th SOC are defined by

�j =
mj∑

i= 1

fi − Ij − ξLj =

⎧
⎪⎨

⎪⎩

�−
j = −5,−4,−3,−2,−1

�0
j = 0

�+
j = +1,+2,+3,+4,+5

(7)

In Eq. (7), mj denotes the number of the joint in the j-th SOC. Ij is the actuated joint
of the j-th SOC. The meaning of f i, ξLj are the same as the mentioned in Eq. (6).

Furthermore, the v ordered SOCs can form a sub-kinematic chain (SKC) with v
independent loops. It contains only one Assur Kinematic Chain whose DOF is 0.
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Therefore, the coupling degree of a SKC is defined by [8]:

κ = �+
j =

∣∣∣�−
j

∣∣∣ = 1

2
min

⎧
⎨

⎩

v∑

j= 1

∣∣�j
∣∣

⎫
⎬

⎭ (8)

Equation (8) means that there are many allocation schemes that can decompose the
SKC into v SOC. The smallest value of the (

∑
|Δj |) should be taken into consideration

when calculating the coupling degree of the SKC.
The coupling degree k means the degree of correlation and dependence among the

motion variables of the loops of the PM.When the coupling degree k of the PM is higher,
and the kinematics and dynamics analysis is more complex.

➁ Calculating the coupling degree of the PM
Firstly, the constraint degree of the first and second loop are respectively given by:

�1 =
m∑

i= 1

fi − I1 − ξL1 = 5 − 2 − 3 = 0

�2 =
m∑

i=1

fi − I2 − ξL2 = 6 − 1 − 5 = 0

Therefore, the PM is composed of two SKCs, i.e., SKC1 and SKC2. According to
Eq. (8), the coupling degree of each SKC is calculated respectively by

k1 = k2 = 1

2

v∑

j= 1

∣∣�j
∣∣ = 1

2
(0) = 0

k = 0means that the FPS of the SKC1 and SKC2 can be solved independentlywithout
needing to assign virtual variable.

3 Forward and Inverse Position Solutions

As shown in Fig. 2, the O-XYZ coordinate system is established on the fixed platform
0. O is a point on the guideway. The direction of X-axis is perpendicular to the guide
rail, and the direction of Y-axis coincides with the guide rail.

Theo-xyz coordinate system is establishedon themovingplatform1.o is themidpoint
of the line D3C3. The direction of x-axis coincides with the line D3C3, The direction of
y-axis is perpendicular to the line D3C3.

The interval between the two guide ways on the fixed platform 0 is M, while the
length of D3C3 on the moving platform is m. The length of the link connecting the three
actuated joints is equal, that is A1B1 = A2B2 = A3B3 =l1. The length of long-side and
short-side of parallelogram joint Pa1 is l3 and 2l2. The length of the link B1C1 is l3. The
length of C1D1 and C2D1 are the same and equal to (l2+ l4). The length of the link D1D2
and D2D3 is t and l5 respectively, and the length of the long side of the parallelogram
joint Pa2 is l6 .

Let the distance between the actuated joint P1 (point A1) and the point O be S1, the
actuated joint P2 (point A2) and the point O be S2, and the Y-direction distance between
the actuated joint P3 (A3) and the point O be S3.
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3.1 Solving Symbolic Forward Position

According to the kinematic modeling principle andmethod based on topological charac-
teristics [6], [9] proposed by the author, the symbolic FPS of this PM can be performed
below.

The forward solution of the PM is that the length of travel between the actuated joint
P1, P2, P3 and the point O is known as S1, S2, S3 respectively, the coordinates (x, y, z)
of the moving platform o needs to be solved.

In the fixed coordinate system, the coordinates of A1, A2, A3, B1, B2 and B3 are
easily obtained as follows:

A1 = (0,S1,0), B1 = (0,S1,l1); A2 = (0,S2,0), B2 = (0,S2,l1); A3 = (−M,S3,0), B3
= (−M,S3,l1).

Solution for the Forward Position of SKC1
In the first loop {P1//R11//R12-Pa1//P2}, that is, the loop {A1-B1-C1-D1-C2-B2-A2}

in Fig. 2, it is already proved that the motion of the link C1C2 is a two-translation in
the YOZ-plane. So the coordinates of D1 point can be set as D1 = (0, yD1, zD1), then it
can be deduced that the coordinates of C1 and C2 are C1 = (0, yD1−(l2 + l4), zD1) and
C2 = (0, yD1 + (l2 + l4), zD1) respectively. Two equations are obtained from geometry
constraints B1C1 = B2C2 = l3, and their solutions can be obtained under condition
S1−S2 �= 2 (l2 + l4)

⎧
⎨

⎩

yD1 = S1+S2
2

zD1 = l1 +
√
l23 −

[
S1−S2−2(l2+l4)

2

]2

The other value of ZD1 that causes configuration interference is discarded.

Solution for the Forward Position of SKC2
In the second loop{R1//R2-R3//R4-Pa2//P3}, that is, the loop {D2-D3-C3-B3-A3} in

Fig. 2, it is already proved that the motion of the moving platform 1 is a three-translation.
Let the coordinates of o point at the center of the moving platform be (x, y, z). Then
it can be seen that the coordinates of D3 and C3 are C3 = (x–m, y, z) and D3 = (x +
m, y, z) respectively. The coordinates of D1 points have been obtained above, hence
the coordinates of point D2 are D2 = (0, yD1, zD1 + t). Then constraint equations are
established from constraints D2D3 = l5 and B3C3 = l6, and the coordinates of o point
can be obtained easily as

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

x = F4 − F5H2±F5
√
H2
2 −4H1H3

2H1

y = H2±
√
H2
2 −4H1H3

2H1

z = l1 + t +
√
l23 −

[
S1−S2−2(l2+l4)

2

]2
(9)

Here,

H1 = (F2
5 + 1); H2 = 2F4F5 + 2mF5 + 2yD1; H3 = F2

4 + m2 + 2mF4 + y2D1 − l25 ; F1 = 4m − 2M ;
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F2 = 2(S3 − yD1); F4 = F3
/
F1; F3 = l25 − E + (M − m)2 − m2 − y2D1 + S23 ; F5 = F2

/
F1;

E = l26 − (ZD1 + t − l1)
2,

From Eq. (9), it is readily known that z is determined by only S1 and S2. Therefore,
the input-output motion of the PM is partially decoupled, which is beneficial to the
trajectory planning and motion control of the PM.

3.2 Solving Inverse Positions

The inverse solution of the PM is that when the moving platform o (x, y, z) is known,
the travel S1, S2 and S3 of the actuated joints P1, P2 and P3 needs to be solved.

Due to the limitation of the space, we directly derive the inverse position solutions.
In SKC1,based on the constraint B1C1 = B2C2 = l3, the solutions are as follows:

⎧
⎨

⎩
S1 = ±

√
l23 − (z − t − l1)2 + (l2 + l4) + yD1

S2 = ∓
√
l23 − (z − t − l1)2−(l2 + l4) + yD1

(10)

In SKC2, based on the constraint B3C3 = l6, the travel S3 is obtained as follows:

S3 = y ±
√
l26 − (z − l1)2 − (x − m + M )2 (11)

From the above analysis, it is known that there are two sets of solutions for input S3
of the PM, and two sets solutions also for input S1 and S2 of the PM. Therefore the PM
has four configurations.

3.3 Numerical Validation

Lengths of each link of the PM are set as follows: l1 = 55, l2 = 40, l3 = 160, l4 = 35, l5
= 80, l6 = 200, m = 30,M = 200, t = 20. The inputs of the three actuated joints are set
as S1 = 120, S2 = 100, S3 = 0 (Unit: mm). By substituting the three inputs into Eq. (9),
the forward solution of the PM is obtained, as shown in Table 1, which has been proved
by the inverse solutions in Eqs. (10) and (11).

Table 1. The value of forward solutions of the PM

No x y z

1 −94.5212 57.2971 231.1249

2 −87.1437 −45.9874 231.1249
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4 Conclusions

A new 3T PM with symbolic FPS and partially decoupled input-output motion is pro-
posed. Based on the topological characteristics of the PM such as POC, DOF and cou-
pling degree κ, the symbolic forward and inverse solutions are obtained. This work is the
foundation for the velocity/acceleration, workspace, singularity, error, dynamic analysis
and dimension synthesis of this PM.

Acknowledgement. The support by the National Natural Science Foundation of China (Grant
Nos. 51975062, 51475050, 51375062) is greatly appreciated.
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Abstract. The damping mechanism of damping system using granules—applied
to reduce vibration in structures with high natural frequency and small vibration
displacement—was investigated. A computational model of a single-degree-of-
freedom vibration system with a granular-material damper was constructed and
used to study themechanismof the granular-material damping system.On the basis
of the fundamental idea that the damping effect of the granular-material damper
is governed by the motion of the granules, the granules were classified as the
followingmass components: “relative-motionmass” and “equivalent addedmass”
in the translational motion and “rotational-motion mass” and “non-rotational-
motionmass” in the rotationalmotion. The relationships of thesemass components
with the damping characteristics of the damper were then considered. Moreover,
as for structures with high natural frequency and small vibration displacement,
the relationships between the motion of the granules, “relative-motion mass” and
“rotational-motion mass”, and damping ratio were investigated by experiments
and calculations.

Keywords: Damper · Granular-materials · Single-degree-of-freedom system ·
Damping ratio

1 Introduction

A granular-material damper is a damping element that consists of a container filled
with granules placed on the mass part of the primary vibration system, and it uses the
motion of the granules to produce a damping effect. The damping characteristics of a
granular-material damper are thus governed by the motion of the granules, so they can
be understood by analyzing the motion of the granules.

In previous related studies, a powder-impact damperwas applied to vibration systems
with a single degree of freedom andmultiple degrees of freedom, and the damping effect
due to the powder (whichwas considered as a singlemasswith coefficient of restitution of
zero) was considered [7]. Moreover, the discrete-element method was used to calculate
the motion of individual granules and study the damping characteristics of granules
[5]. In these studies, granules are treated differently, such as a single mass or individual

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
D. Pisla et al. (Eds.): EuCoMeS 2020, MMS 89, pp. 11–18, 2020.
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mass, but the movement of the granules is both greater than the movement of the primary
system. Accordingly, the impact force of the granules on the primary system can be taken
as the basis of the damping mechanism. In addition to the studies cited above, the effects
of size, quantity of granules, and shape and number of granular-material containers on
the damping characteristics have also been studied [3, 4, 6].

In general, previous researches like those described above have mostly assumed
a large movement of granules. Considerable knowledge concerning damping charac-
teristics thus already exists in the case that granular-material dampers are applied to
structures with large displacement amplitude. On the other hand, it is not sufficiently
clear what factors need to be focused on to attain a high degree of damping from a
granular-material damper in a structure with relatively high natural frequency and small
displacement amplitude.

In this study, the damping mechanism of a granular damper (when a structure with
small vibration displacement is used as a damping object) is investigated. In our previous
report [2] concerning a granular damper, on the basis on the most-basic idea that the
motion of a granules can provide a damping effect, the totalmass of the granules enclosed
in a container was classified as “moving mass” and “stationary mass”, and the relation-
ship between these masses and damping characteristics was considered. In this report,
to deepen this consideration, a one-degree-of-freedom vibration model including the
granular container was constructed, and experiments and calculations were performed
by changing the total mass of the granules.

2 Experimental Apparatus and Methods

The experimental apparatus composing the granular-material damper is shown in Fig. 1.
The mass, which also serves as the granular container, is placed at the center, and two
plates (i.e., “beams” acting as spring elements) are attached to the left and right ends
of the container to form the vibration system. The mass of the main system (“granular
container” hereafter) is 16.58 kg, the spring constant is 1845 kN/m, and the natural
frequency of the system is 53.1 Hz. The system is mounted on a hydraulic shaker to give
a horizontal forced displacement to the base.

Multiple granules were placed in the container as shown in the figure. The granules
used in the experiment were cylindrical carbon tool steel with diameter of 25 mm and
length of 17 mm. The mass per granule was about 65.6 g. In the experiment, first, the
natural frequency with the enclosed granules was measured, and then the steady excita-
tion was applied at that frequency. During the steady excitation, two accelerometers (one
attached to the granular container and one attached to the base) measured the horizontal
acceleration at both places simultaneously. From the measurements by these accelera-
tions, the damping ratio was calculated by using the relative-motion mass proposed in
our previous report [2].
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Fig. 1. Experimental apparatus

3 Calculation Model of Granular-Material Damper

3.1 Calculation Model

The calculation model is shown in Fig. 2. The calculation model is a one-degree-of-
freedom vibration system with mass M, spring constant K, and damping coefficient C.
The granules are arranged horizontally and vertically in a container that also serves
as a mass. Forced displacement xb is applied to the base of the vibration system, and
horizontal displacement xm of the container, as well as horizontal displacement zv(i, j),
vertical displacement zv(i, j), and rotation angle zθ (i, j) of the granules at that time are
obtained.

Fig. 2. Granule-damper model used for the numerical simulation

Here, i and j indicate the position of each granule, and i and j are row number
and column number of the granule, respectively. It is assumed that all the granules are
cylindrical with the same size, mass mp, and radius r. Contact between the granules and
contact between the granules and the inner wall of the container are replaced by springs
and dampers on the basis of Hertzian contact [1, 5]. In other words, in the calculation
model shown in Fig. 2, the base and container move only in the horizontal direction,
while the granules move in three directions: horizontal, vertical, and rotational about
their length direction.
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3.2 Equations of Motion for Main System

In this study, a vibration system with natural frequency of about 50 Hz is targeted for
vibration suppression. The displacement of the main system at resonance is several
tens of microns; therefore, as for the granules in the container in the case of both the
experiment and the calculation, it is assumed that the arrangement of left and right
granules and top and bottom granules does not change (i.e., granules do not jump over
each other or change places). According to the models shown in Fig. 2, the equations of
motion of the main system are given below.

M ẍm =− K(xm − xb) − C(ẋm − ẋb)

−
p∑

i=1

NL(i,1)

{
ka

(−zh(i,1) + xm
)1.08

+caa
(−zh(i,1) + xm

)0.04(−żh(i,1) + ẋm
)}

+
p∑

i=1

NR(i,q)

{
ka

(
zh(i,q) + (xm + cle)

)1.08

+caa
(
zh(i,q) − (xm + cle)

)0.04(
żh(i,q) − ẋm

)}

+
q∑

j=1

NB(1,j)sgn
(
żv(1,j) − ẋm − rżθ(1,j)

)
μa

{
ka

(−zv(1,j)
)1.08

+caa
(−zv(1,j)

)0.04(−żv(1,j)
)}

(1)

Here, NL(i, 1) is a constant for judging contact between the left container wall and
the leftmost granule (i,1), and it is 1 in the case of contact; otherwise, it is 0. NR(i, q) is
a constant for determining contact between the right container wall and the rightmost
granule (i, q). NB(1, j) is a constant that determines contact between granule (1, j) in
the bottom row and the bottom of the container. sgn is a function that determines the
direction of frictional force, and it is taken as 1 if the value in the parentheses is positive,
−1 if the value is negative, and zero if it is zero. And μa is the coefficient of friction
between a granule and the bottom of the container.

4 Results of Experiment and Calculation

4.1 Damping Ratio and Relative-Motion Mass

The total mass of the granules enclosed in the container was varied from 1 to 8 kg, and
the acceleration of the base and the main system were measured by experiments and
calculated under the same conditions. Damping ratio and relative-motion mass were cal-
culated by the method described in a previous report [2] on the basis of base acceleration
and acceleration of the main system.

Damping ratio and relative-motionmass for variable totalmass of granules are shown
in Fig. 3. The solid lines show calculated values, and the crosses show values obtained by
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experiment. Although the calculation results and experimental results are not completely
consistent, they show similar tendencies in terms of the following two points (results):

(1) In the range in which total mass of granules is small, relative-motionmass increases
and damping ratio increase with increasing total mass.

(2) When total mass of the granules increases, relative-motion mass changes from
an increasing trend to a decreasing one. Even if relative-motion mass decreases,
damping ratio stays almost constant or increases.
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Fig. 3. Behavior of damping ratio (ζ ) and relative-motion mass

As described above, relative-motion mass represents the mass of granules that move
in the translation direction independently of the main system. In consideration that
damping force is generated by collision of the granules with the container wall, result
(1) listed above (namely, damping ratio increases as relative-motion mass increases) is
considered to be valid.

On the contrary, another explanation must be considered in regard to result (2) listed
above, namely, damping ratio does not decrease even if relative-motion mass decreases.
Motion of the granules includes not only a translational component but also a rotational
component. Therefore, the behavior indicated by result (2) is considered below with a
focus on rotational motion of the granules.

4.2 Consideration of Rotational Motion and Damping Mechanism of Granular
Material

When the time history of the vibration of a system with a granular-material damper is
calculated, it became clear that all the granules rotate, although in the magnitude of
rotation of each granule differs. Some granules have a very small rotation angle, so they
can be regarded as not rotating, while others have a considerable rotation angle.

Translational motion of the granules has been roughly classified as two components:
relative-motion mass and equivalent added mass, and the relationship between the size
and damping characteristics of these components has been studied.

As for rotational movement, a similar idea is introduced as follows. A certain thresh-
old value is set for the rotation angle. The total mass of granules with a larger rotation
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angle than the threshold is called “rotational-motion mass”; conversely, the total mass
of granules with rotation angle smaller than the threshold is defined as “non-rotational
motion mass.”

Note that there is no particular way to determine the rotational-angle threshold. If
the calculation results are considered, it was determined that if rotation angle was about
0.03 radians per second, it can be considered that the granule is not rotating. Accordingly,
a rotation angle of 0.03 rad during the calculation time of 10.0 to 11.0 s was determined
as the threshold.

The results of the calculation are shown in Fig. 4. In this figure, rotation angles
of the granules are divided into values above (black circles) and below (white circles)
the threshold. In addition, the figure shows several results when the total mass of the
granules is changed from 1 to 8 kg. The numbers in the figure indicate the number of
granules that are above the threshold (black circles).

Fig. 4. Distribution of rotational-motion masses at each total mass of granules

For example, when the total mass of granules is 1 kg, the rotation angles of all 16
granules are more than the threshold value (shown by black circles); as a result, the
rotational-motion mass becomes 1 kg, and the non-rotational-motion mass becomes
0 kg. From this viewpoint, when the characteristic of the phenomenon by which total
mass of the granules increases is examined, it can be seen that (i) rotational-motion mass
increases and (ii) the granules near the wall of the container rotate significantly.

Rotational-motionmass plotted over the results for damping ratio and relative-motion
mass shown in Fig. 3 is shown in Fig. 5. Up to a total mass of granules of 6 kg, although
relative-motion mass slightly increases or decreases, it generally tends to increase. In
that region, rotational-motion mass also increases monotonically. On the contrary, when
total mass of granules exceeds 6 kg, relative-motion mass tends to decrease. However, to
compensate for that decrease, rotational-motion mass has a larger increasing tendency
than before.
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Fig. 5. Tendency of damping ratio (ζ ), relative-motion mass, and rotational-motion mass.

Relative-motion mass is the total mass of granules that move differently from the
main system. In other words, it can be interpreted as corresponding to the amount of
granules that collide with the container wall. On the contrary, rotational-motion mass is
considered to correspond to the amount of granules involved in frictional damping due
to rotational motion of the granules.

If the above-described interpretation is supposed, it can be considered that in the
region in which total mass of granules is up to 6 kg, both collision between granules
and the wall and friction due to rotational movement of granules dominate the damping
characteristics of the granular-material damper. Furthermore, it can be interpreted that
when the total mass of granules exceeds 6 kg, the damping effect is produced mainly
by the friction due to rotational motion of the granules, and the damping ratio tends to
increase even if the relative-motion mass decreases.

In summary, when the total mass of the granules increases, the lower granules are
affected by the weight of the upper granules, making it difficult for them to move in the
translation direction; that is, relative-motion mass decreases. However, this effect does
not lead to a decrease in damping ratio because the rotational-motion mass increases.

The force exerted on the mass of the main system (container) is limited to that due
to the granules that contact the container wall and the bottom surface of the container.
Strictly speaking, the damping characteristic of the granular-material damper is deter-
mined by the flow of vibrational energy between those granules and the main system.
However, it can be considered that under the current proposal that the movement of the
granules is the basic principle of the granular-material damper, it is possible to evaluate
the damping mechanism of the granular-material damper on the basis of relative-motion
mass as well as rotational-motion mass.

5 Conclusions

On the basis of the basic idea that the damping effect of a granular-material damper is
governed by the motion of the granules, “relative-motion mass” and “rotational-motion
mass” are respectively proposed for translational motion and rotational motion of the
granules. Experiments and calculations were performed by changing the total mass of
the granules, and the obtained results were compared with the proposed masses and
damping ratio. The damping mechanism was considered, and the following findings
were obtained.
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(1) Damping ratio tends to increase with increasing total mass of granules.
(2) Increasing damping ratio with increasing total mass of granules can be explained

by the fact that relative-motion mass increases in the region in which total mass of
granules is relatively small.

(3) As total mass of granules increases, the trend of relative-motion mass changes
from an increasing one to a decreasing one. However, even if relative-motion mass
decreases, damping ratio tends to stay nearly constant or increase. This result can
be explained by the increase of rotational-motion mass due to the increase of total
mass of granules.
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Abstract. Four link twist angles are the design parameters for spher-
ical 4R linkages: changing the magnitudes of the twist angles changes
the motion characteristics of the linkage. A new quartic algebraic input-
output equation for spherical four-bar linkages, obtained in another
paper, contains four terms which each factor into pairs of distinct cubics
in the link twist parameters. These eight cubic factors possess a sym-
metry that suggest they combine to form a shape that, at least locally,
bears a remarkable resemblance to a pair of dual tetrahedra in the design
parameter space of the link twists. In this paper we show that the location
of points relative to the eight distinct cubic surfaces implies a complete
classification scheme for all possible spherical 4R linkages. Moreover, we
show that the design parameter spaces of both the spherical and planar
4R linkages, with suitable scaling, intersect in 12 lines which form the 12
edges of a pair of dual tetrahedra.

Keywords: Spherical four-bar linkages · Design parameter space ·
Uniform polyhedral compound

1 Introduction

Over the millennia four-bar linkages have become ubiquitous, with applications
ranging from aircraft landing gear deployment systems to beer bottle cap clamps.
One might, however näıvely, be led to the conclusion that all is known. Nonethe-
less, commencing with the ground breaking work of Ferdinand Freudenstein in
the 1950s [5], new discoveries and new insight continue to be obtained, often with
surprising results. See [10] for a comprehensive collection of detailed examples
and results offered by a vast array of investigators over the last 175 years.

The algebraic input-output (IO) equation for any planar four-bar linkage is a
polynomial equation in the variable input link (driver) and output link (follower)
angle parameters expressed in terms of the link lengths. Because the link lengths
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to Springer Nature Switzerland AG 2020
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Table 1. Denavit-Hartenberg parameters for a planar 4R chain.

joint axis i link length ai link angle θi link offset di link twist τi

1 a1 θ1 0 0

2 a2 θ2 0 0

3 a3 θ3 0 0

4 a4 θ4 0 0

impose mobility constraints on the input and output links, they are considered
design parameters. Since the coupler motion is embedded in the polynomial,
the IO equation is well suited to function generation synthesis. Moreover, it is
an algebraic equation so the theory of algebraic geometry [2] can be applied to
reveal characteristics of the IO relationship that may otherwise be occluded by
trigonometry.

Individual link coordinate systems are assigned according to the original
Denavit-Hartenberg (DH) convention [4]. Link parameters of length, ai, joint
angle, θi, link offset, di, and link twist angle, τi, are all defined relative to these
coordinate systems. For a planar 4R linkage the design parameters are the four
link lengths, a1, a2, a3, and a4, see Fig. 1(a), because the relative lengths deter-
mine the mobility capability of the linkage. The relative angles between the links
θ1, θ2, θ3, and θ4, are variables in the IO equation. The link offsets and twist
angles are all identically zero, see Table 1. Note that the base coordinate system
illustrated in Fig. 1(a) is an artifact of the method used to derive the algebraic
IO equation, see [13] for the details. Regardless, only the coincident origins and
directions of the z0/4-axes are fixed by the DH convention while the direction of
the coincident x0/4-axes are rotated by π radians compared to the usual represen-
tation, and the y0/4-axes complete the two coincident right-handed coordinate
systems.

(a)
(b)

Fig. 1. Planar 4R chain and associated design parameter tetrahedra.
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The algebraic IO equation for a planar 4R linkage is a planar quartic curve
in the IO angle parameters v1 = tan θ1/2 and v4 = tan θ4/2 [6]. The design
parameters are embedded in four quadratic terms that are each comprised of
two factors that are linear sums and differences of link lengths. The algebraic
IO equation, as derived in [13], is

Av2
1v

2
4 + Bv2

1 + Cv2
4 − 8a1a3v1v4 + D = 0, (1)

where

A = (a1 − a2 + a3 − a4)(a1 + a2 + a3 − a4) = A1A2,

B = (a1 + a2 − a3 − a4)(a1 − a2 − a3 − a4) = B1B2,

C = (a1 − a2 − a3 + a4)(a1 + a2 − a3 + a4) = C1C2,

D = (a1 + a2 + a3 + a4)(a1 − a2 + a3 + a4) = D1D2.

The overall scale of the linkage is irrelevant since we are dealing with function
generators. Without loss in generality, we can normalise the four link lengths by
a4, the distance between the centres of the two ground fixed R-pairs, thereby
setting a4 = 1. Projected into this hyperplane, the remaining three lengths can be
used to establish three mutually orthogonal basis vectors. The eight symmetric
linear factors, having the form (a1 ± a2 ± a3 ± 1), can be considered as eight
planes in the ai for the eight permutations in sign. These eight planes intersect
in the 12 edges of a pair of dual regular tetrahedra [7] while the plane segments
bounded by the 12 edges are the tetrahedra faces, see Fig. 1(b).

These two tetrahedra belong to the only uniform polyhedral compound,
called the stellated octahedron, which has order 48 octahedral symmetry [3].
This double tetrahedron has a regular octahedron at its core and shares its eight
vertices with the cube [3]. Distinct points in this design parameter space repre-
sent distinct function generators and the locations of the points relative to the
eight planes containing the faces of the double tetrahedron completely determine
the mobility of the input and output links. There are 27 types of mobility con-
ditions, determined using the techniques found in [7,11], which depend on the
signs of the sums of lengths in the three terms A1, B1, and C1 from Eq. (1).

The focus of this paper is the design parameter space corresponding to
spherical 4R linkages. Thus, the quartic algebraic IO equation for spherical 4R
mechanisms, as derived in [13], is manipulated to examine the design parame-
ter space implied by the magnitudes of the link twist angle parameters defined
as αi = tan (τi/2), where τi specifies the twist angles according to the original
Denavit-Hartenberg convention [4]. For a spherical 4R the design parameters are
therefore the four link twist angle parameters, αi, while the relative link angles
are the four variable θi. The link lengths and offsets are identically zero, see
Table 2. In comparison with the design parameter space of planar 4R mecha-
nisms [7] we see some startling similarities. But first, the spherical 4R algebraic
IO equation requires some discussion.
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Table 2. DH parameters a spherical 4R chain.

joint axis i link length ai link angle θi link offset di link twist τi

1 0 θ1 0 τ1

2 0 θ2 0 τ2

3 0 θ3 0 τ3

4 0 θ4 0 τ4

2 The Spherical 4R Algebraic IO Equation

The R-pair axes of a spherical 4R mechanism all intersect at the centre of the
sphere. Those of a planar 4R mechanism are all parallel; they can be thought of
as intersecting in a common point at infinity of the projective extension of the
Euclidean plane of the planar 4R. As shown in [9,13], this means that the planar
4R mechanism is a special case of the spherical 4R. In the limit, as the radius
of the sphere tends towards infinity, the algebraic IO equations of the spherical
and planar 4R mechanisms are projectively equivalent. This suggests that there
should be some similarities between the respective design parameter spaces.

A new and general method for deriving an algebraic form of the spherical
4R mechanism IO equation is presented in [13]. This method, using Study’s
kinematic mapping [1,15], can also be used to derive the algebraic IO equation
for planar 4R mechanisms, and we are working towards applying it to spatial
linkages. Regardless, the algebraic IO equation for spherical 4R’s has the form

Av2
1v

2
4 + Bv2

1 + Cv2
4 + 8α1α3

(
α2
4 + 1

) (
α2
2 + 1

)
v1v4 + D = 0, (2)

where

A = (α1α2α3 − α1α2α4 + α1α3α4 − α2α3α4 + α1 − α2 + α3 − α4)
(α1α2α3 − α1α2α4 − α1α3α4 − α2α3α4 − α1 − α2 − α3 + α4) ,

B = (α1α2α3 + α1α2α4 − α1α3α4 − α2α3α4 + α1 + α2 − α3 − α4)
(α1α2α3 + α1α2α4 + α1α3α4 − α2α3α4 − α1 + α2 + α3 + α4) ,

C = (α1α2α3 − α1α2α4 − α1α3α4 + α2α3α4 − α1 + α2 + α3 − α4)
(α1α2α3 − α1α2α4 + α1α3α4 + α2α3α4 + α1 + α2 − α3 + α4) ,

D = (α1α2α3 + α1α2α4 + α1α3α4 + α2α3α4 − α1 − α2 − α3 − α4)
(α1α2α3 + α1α2α4 − α1α3α4 + α2α3α4 + α1 − α2 + α3 + α4) .

In this equation the joint angle parameters are vi = tan θi/2, where the IO angle
parameter pair are v1 and v4, while the four link twist angle parameters are
αi = tan τi/2. The link twist angles, τi, are defined using the original Denavit-
Hartenberg assignment convention [4]. It can be shown that Eq. (2) is identical
to the corresponding trigonometric IO equation for spherical four-bar linkages
found in [11].
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2.1 Interpreting the Spherical 4R Algebraic IO Equation

Analysing Eq. (2) using the theory of planar algebraic curves [12] one can see that
it has characteristics which are independent of the constant design parameters
αi. Clearly, Eq. (2) is of degree n = 4 in variables v1 and v4. It is also of interest
to determine the planar curve’s double, or singular, points: locations where the
curve self-intersects. To identify the double points of Eq. (2) it must first be
homogenised. We arbitrarily select w to be the homogenising coordinate, which
gives

kh : Av2
1v

2
4 + Bv2

1w
2 + Cv2

4w
2 + 8α1α3(α2

4 + 1)(α2
2 + 1)v1v4w2 + Dw4 = 0. (3)

The double points are revealed by the locations where the Jacobian ideal
vanishes [12]. This ideal is generated by

〈
∂kh
∂v1

,
∂kh
∂v4

,
∂kh
∂w

〉
. (4)

Solving the system of four equations implied by Eqs. (3, 4) for v1, v4, and w
reveals two double points located at infinity along the v1- and v4-axes, which
exactly mirrors the results reported in [8] for planar 4R mechanisms:

(v1 : v4 : w) = (1 : 0 : 0) ; (0 : 1 : 0) . (5)

These two double points are common to all algebraic IO curves for every spherical
4R four-bar mechanism. Each of these double points can have real or complex
tangents depending on the values of the four constant link twist parameters, αi,
which in turn determines the nature of the mobility of the input and output
links.

The discriminant of Eq. (3), evaluated at a double point, reveals whether
that double point has a pair of real or complex conjugate tangents [2] in turn
yielding information about the topology of the mechanism [8]. The discriminant
and the meaning of its value are [2]

Δ =

(
∂2kh
∂vi∂w

)2

− ∂2kh
∂v2i

∂2kh
∂w2

⎧
⎪⎪⎨

⎪⎪⎩

> 0 ⇒ two real distinct tangents (crunode),

= 0 ⇒ two real coincident tangents (cusp),

< 0 ⇒ two complex conjugate tangents (acnode).

For the homogeneous IO equation of an arbitrary spherical 4R linkage, Eq. (3),
the discriminant of the point at infinity (v1 : v4 : w) = (1 : 0 : 0) on the v1-axis
is obtained by setting i = 4 in the discriminant equation, i.e. ∂v4, while the
discriminant of the other point at infinity on the v4-axis is obtained by setting
i = 1 in the discriminant equation, i.e. ∂v1, giving

Δv1 = −4AB, Δv4 = −4AC. (6)

Since the signed numerical values of Eq. (6) depend on the products and sums
of link twist angle parameters their values may be either greater than, less than,
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or identically equal to zero. Certainly, the classification of the mobility of the
input and output links is determined by these values.

Finally, because an equation of degree n = 4 can have a maximum of three
double points, the algebraic IO equation possesses genus 1 since it has only
two. Because of this, it cannot be parameterised by rational functions, and is
defined to be an elliptic curve [12]. Moreover, since the curve has genus 1 for
every spherical 4R linkage, there are, at most, two assembly modes roughly
corresponding to the “elbow-up” and “elbow-down” configurations [8].

3 Spherical 4R Design Parameter Space

The eight factors in the four coefficients A, B, C, and D in Eq. (2) are cubics in
the αi design constant twist angle parameters and have an intoxicating symmet-
ric structure. When α1, α2, and α3 are projected into the hyperplane α4 = 1 for
a spherical 4R function generator, we can treat the three twist angle parameters
α1, α2, and α3 as mutually orthogonal basis vector directions. Figures 2(a) and
(b) illustrate the eight factors in each of the planar and spherical 4R algebraic
IO equations where the surfaces are plotted in the ranges ai = ±1 and αi = ±1
in the respective projections a4 = α4 = 1. The planar 4R surface is a regular
double tetrahedron with the special property of being the only uniform polyhe-
dral compound [3]. The eight spherical 4R cubic surfaces have the appearance
of being a double tetrahedron in the range of αi = ±1 , but they are not planar
and therefore are not tetrahedron faces.

Fig. 2. Design parameter space surfaces: (a) planar 4R; (b) spherical 4R.
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Cubic surfaces have fascinated mathematicians for several centuries. Clearly,
the eight cubic factors in Eq. (2) possess some special properties. The first cubic
factor in coefficient A from Eq. (2), which we will name A1, after normalising
with α4, can be homogenised with coordinate w to reveal

A1,h : α1α2α3 − α1α2w + α1α3w − α2α3w + α1w
2 − α2w

2 + α3w
2 − w3. (7)

The double points for this cubic are revealed by the locations of where the
Jacobian ideal generated by

〈
∂A1,h

∂α1
,

∂A1,h

∂α2
,

∂A1,h

∂α3
,

∂A1,h

∂w

〉
(8)

vanishes. It turns out that all eight cubics share the same three double points,
namely

(α1 : α2 : α3 : w) = (1 : 0 : 0 : 0) ; (0 : 1 : 0 : 0) ; (0 : 0 : 1 : 0) . (9)

The discriminant evaluated at each of the three double points, common to all
eight cubics, is Δ = 4 for each double point. Since this discriminant is always
greater than zero, the double points are all ordinary, or crunodes [2], because
there are two distinct, real tangents at each double point. Alternately, we observe
that each cubic surface meets the plane at infinity in the three lines α1 = α2 =
α3 = 0. The double points are the vertices of this triangle. It can be shown that
the two lines through each vertex are in the tangent singular cone at the vertex,
and because the Hessian of A1,h is non-zero at each vertex then each one is an
ordinary double point.

It is well known that cubic surfaces can contain as many as 27 lines [14].
It is also shown in [14] that a cubic surface possessing three ordinary double
points can have, at most, 12 lines. The procedure for determining the lines is
not particularly germane to this paper, nonetheless it can be shown that of
these 12 lines six are complex and six are real. Of the six real lines three are
at infinity. The remaining three lines on each surface intersect each other in an
equilateral triangle. Moreover, different pairs of the cubics share a line, meaning
that there are only 12 distinct finite lines among the eight cubics. The set of 12
distinct lines on each of the eight surfaces intersect to form the 12 edges of a
double tetrahedron! This double tetrahedron can be regarded as the intersection
of the planar and spherical 4R design parameter spaces. Treating the αi as
directed distances, each distinct point in this space determines a unique function
generator, as well as the mobility of it’s input, and output links (Fig. 3).
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Fig. 3. 12 distinct lines, three on each of eight cubics: (a) zoomed out; (b) zoomed in.

4 Conclusions

In this paper we have shown that there is a profound relationship between the
design parameter spaces of planar and spherical 4R linkages. Indeed, if we ignore
the difference between units of length for the ai and measures of angle for the
αi and simply consider the magnitudes, we see that the design parameter spaces
of planar and spherical 4R linkages intersect in the edges of the only uniform
polyhedral compound. It is called the stellated octahedron, which has order 48
octahedral symmetry: a regular double tetrahedron that intersects itself in a
regular octahedron. We believe that there is something of remarkable beauty in
this new and elegant result: the design parameter spaces of these two classes of
mechanism intersect along the edges of the only uniform polyhedral compound
in the universe of polyhedra!
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Abstract. Two well known graphical methods based on Bobillier’s construction
of the inflection pole andBereis’ construction ofBall’s point on the inflection circle
are used for many decades. In this paper a new general-purpose method of step-by-
stepvectorization of constructions like these is introduced. It is based on symplectic
geometry in its simplest possible 2D case and is making use of loop closure
equations exclusively. The vectorization process is coordinate and trigonometry
free. The formulas found by this method are new and their correctness is easily
verified by comparison with results of the corresponding graphical methods.

Keywords: Vectorization · Bobilllier construction · Inflection circle · Bereis’
construction · Ball’s point

1 Introduction

In the sense “kinematics is the geometry ofmotion” some importantmethods to determine
kinematic points of interest are based on pure geometric constructions. In this paper two
famous constructions are revisited: Bobillier’s construction for finding the inflection
point and circle as well as Bereis’ Ball’s point or undulation point construction, which
is based upon the former, as that point is located on the inflection circle. Bobillier’s
construction is well described by Uicker et al. [1] and an illustrative description of
Bereis’ undulation point construction is given by Modler [2].

In this paper a new method of creating planar vector equations directly from these
constructions by a vectorization of each single construction process step is introduced the
first time. Formally loop closure equations are used and treated according to the rules of
symplectic geometry [3]. The symplectic vector space R2 is equipped with a compatible
complex structure, which in this case is an orthogonal operator [4]. Orthogonal vectors
are indicated here by an overwritten ‘~’-symbol as in ã.

The paper is structured as follows. At first Bobillier’s construction, then Ball’s
point construction is vectorized. A short example shows, how to apply the found vector
equations.

2 Bobillier’s Construction of the Inflection Pole

Two points A and B on the moving plane as well as their center points of curvature A0
and B0 are given. Then Bobillier’s construction process for determining the inflection
pole goes like this [1] (Fig. 1).
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Fig. 1. Bobillier’s construction of inflection pole and circle

1. Get velocity pole P as intersection point of lines A0A and B0B.
2. Get relative pole I as intersection point of lines AB and A0B0.
3. Define collineation axis through points P and I.
4. Get K as intersection point of line AB and parallel line to A0B0 through P.
5. Draw parallel line to PI through K, which intersects A0A in point AW and B0B in

point BW.
6. Perpendicular lines to A0A in AW and to B0B in BW intersect in inflection pole W.

Poles P and W together build the diameter of the inflection circle.

3 Vectorization of Bobillier’s Construction

In order to vectorize Bobillier’s construction we will go through it step-by-step while
formulating loop closure equations – mostly of triangles. We introduce vectors a, b, c, d
such that they conform to loop closure equation (Fig. 2).

Fig. 2. Vectorization of Bobillier’s construction

a + b + c − d = 0. (1)
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Please note that variable τ is used as a temporary variable in different contexts below.
Let’s start with Bobillier’s first step.

1. Get velocity pole P as intersection point of lines A0A and B0B.

Taking triangle ABP we write down its closure equation

b − μc − λa = 0. (2)

Resolving this equation for dimensionless parameters λ and μ via multiplying it by
c̃ and ã respectively, we get

λ = − b̃ c
c̃ a

and μ = − ã b
c̃ a

. (3)

2. Get relative pole I as intersection point of lines AB and A0B0.

Now taking triangle A0AI and its closure equation a − vb + τd = 0 we are able to
resolve it for v, while substituting d = a + b + c and using expressions (3).

v = ã d

b̃ d
= ã b − c̃a

b̃ c − ã b
= 1 + μ

λ − μ
. (4)

3. Define collineation axis through points P and I.

Assuming the collineation axis vector k being directed from P to I, the closure
equation of triangle API reads λa + k + νb = 0. Resolving it for k, while substituting
b via (2) and reusing (3) and (4), delivers the collineation axis formula.

k = −
(
λ2 + λ

)
a + (

μ2 + μ
)
c

λ − μ
. (5)

4. Get K as intersection point of line AB and parallel line to A0B0 through P.

Focusing on triangle PBK in Fig. 2 and its closure equationμc+βb−τd = 0 allows
to resolve for β after multiplication by d.

The substitution d = a + b + cis used again and yields.

β = μ(1 + λ)

λ − μ
. (6)

5. Draw parallel line to PI through K, which intersects A0A in point AW and B0B in
point BW.

Using triangle AKAW and its closure equation (1 + β)b − τk + αa = 0 as well as
triangle BKBW with β b + τ k − γ c = 0 results in two nice simple expressions already
known from Eq. (5).

α = λ2 and γ = μ2. (7)
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6. Perpendicular lines to A0A in AW and to B0B in BW intersect in inflection pole W.

For this last step we are focusing on quadrilateral PBWWAW with its loop closure
equation (μ + γ)c+τc̃+ηã+(α + λ)a = 0.Multiplication by c and reusing expressions
(7) results in

η =
(
λ2 + λ

)
(a c) + (

μ2 + μ
)
c2

c̃ a
.

Now the vector from pole P to inflection pole W can be written as
w = −(

λ2 + λ
)
a − ηã. Inserting expression for η yields

w =
(
λ2 + λ

)[
a(c̃ a) + ã (c a)

] + (
μ2 + μ

)
c2ã

c̃ a
.

Yet applying Grassmann identity a(c̃ a) + ã (c a) − a2c̃ = 0 [3] we finally get the
vector w = PW of the inflection circle’s diameter.

w = −
(
μ2 + μ

)
c2ã + (

λ2 + λ
)
a2c̃

c̃ a
. (8)

Vector Eq. (8) of the inflection pole is identical to that one in [5], where it was derived
by a pure kinematic approach. Please note the symmetry and similarity of inflection pole
Eq. (8) and collineation axis Eq. (5). Also note both variants of vectorial Euler-Savary
formula, which are easily derived from (8).

−w a =
(
λ2 + λ

)
a2 and w c =

(
μ2 + μ

)
c2.

4 Ball’s Point Construction

A particular point of interest on the inflection circle is the so called undulation point or
Ball’s point U [6]. It is a point of intersection of the cubic of stationary curvature and
with the inflection circle. So its path has stationary curvature and as a coupler point it
describes a straight line of higher order. There is also a construction given by Bereis
[2]. It requires having determined the inflection pointW beforehand and works like this
(Fig. 3).

1. Get helper point AH as intersection point of perpendicular line to A0A through A0

and parallel line to A0A through W.
2. Get helper point BH as intersection point of perpendicular line to B0B through B0

and parallel line to B0B through W.
3. Get AU as intersection of AAH and perpendicular line to A0A through P.
4. Get BU as intersection of BBH and perpendicular line to B0B through P.
5. Helper point UH is the intersection of parallel line to A0A through AU and parallel

line to B0B through BU .
6. Undulation point U is the intersection of line UHP with the inflection circle.
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Fig. 3. Ball’s point construction according to Bereis

5 Vectorization of Ball’s Point Construction

In order to vectorize Ball’s point construction we go through it step by step. And again
τ is used as a temporary variable in different contexts below.

1. Get helper point AH as intersection point of perpendicular line to A0A through A0

and parallel line to A0A through W.
2. Get helper point BH as intersection point of perpendicular line to B0B through B0

and parallel line to B0B through W.

Consider the quadrilateral A0PWAH in Fig. 4 with its closure equation (1 + λ)a +
w − τ a + α ã = 0, as well as quadrilateral B0PWBH in Fig. 4 with its closure equation
−(1 + μ)c + w + τ c + γ c̃ = 0, Multiplying them by ã and c̃ respectively we get the
parameters of interest.

α = w̃ a
a2

and γ = w̃ c
c2

. (9)

3. Get AU as intersection of AAH and perpendicular line to A0A through P.
4. Get BU as intersection of BBH and perpendicular line to B0B through P.

A closer look at the similar triangles AA0AH and APAU as well as BB0BH and BPBU

in Fig. 4 leads us to the parameter relations

κ = λα and δ = μγ. (10)

5. Helper point UH is the intersection of parallel line to A0A through AU and parallel
line to B0B through BU .
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Fig. 4. Vectorization of Ball’s point construction

The loop closure equation of the quadrilateral PAUUHBU in Fig. 4 reads κ ã +η a +
τ c − δ c̃ = 0. Multiplication by c̃ yields an expression for parameter η.

η = δ c2 − κ (c a)

c̃ a

Naming the vector from P to UH as v = κ ã + η a and introducing herein η as well
as expressions (9) and (10) delivers

v = 1

c̃ a

[
λ

w̃
a2

[
(c̃ a)ã − (c a)a

] + μ(w̃ c)a
]
.

Applying Grassman identity ã(c̃ a) − a(c a) + a2c = 0 [3] to the term in the inner
brackets results in

v = μ(w̃ c)a − λ(w̃ a)c
c̃ a

. (11)

6. Undulation point U is the intersection of line UHP with the inflection circle.

So we are nearly done in finding the undulation vector u. Observing right triangle
PUW – according to Thales theorem –we formulate the closure equationw+τ ṽ−ξ v =
0. Multiplication by vector v leads to parameter ξ = w v

v2 , which directly yields the
undulation vector u = ξ v from pole P to Ball’s point U.

u = w v
v2

v. (12)

Equation (12) together with expression (11) presents a pure geometric solution for
the Ball’s point location.

Please be aware of the fact, that Eqs. (3), (5), (8) and (11) cannot deal with infinite
radius of curvature of the paths of points A and B, i.e. a → ∞ and/or c → ∞ yet.
As a way out of this dilemma we can make use of polar decompositions a = a eϕ and
c = c eψ, thus introducing unit direction vectors instead.
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6 Example

The four-bar used in all figures in this paper is based on the vectors a =
(

0
2e

)
, b =

(
2e
e

)
, c =

(
6e

−2e

)
. . . with some lenght unit e.

Expressions (3) give us λ = 5
6 and μ = 1

3 . Equations (8), (11) and (12) then yield

the inflection pole w =
(

1.944 e
−3.056 e

)
and Ball’s point u =

(
2.654 e

−2.200 e

)
seen from the

pole P.

7 Conclusions

Two well known graphical methods based on Bobillier’s construction of the inflection
pole and Bereis’ construction of Ball’s point on the inflection circle are used for many
decades. Analytical formulas for determining these points of interest are available and
mostlymakeuse of famousEuler-Savary formula and the knowledgeof the circling-point
curve.

In this paper a new general-purpose method of step-by-step vectorization of con-
structions like these is introduced. It is based on symplectic geometry – equipped with
a compatible complex structure – in its simplest possible 2D case [3] and is making
use of loop closure equations exclusively. The vectorization process is coordinate and
trigonometry free. The formulas found by thismethod are new and characterized through
their areal terms. The correctness of them is easily verified by comparison with results
of the corresponding graphical methods.
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Abstract. This paper has an interesting observation, i.e., the selection of the loop
virtual variable position has an important effect on the direct kinematics analysis
of PMs. The correct selection of the virtual variable position will directly affect
the effectiveness of solving the direct kinematics of a PM and even affect the
form of the direct kinematics. If the virtual variable position is properly selected,
the symbolic solutions can be obtained. Otherwise, only closed-form solutions or
numerical solutions can be obtained. A one-translation and one-rotation PM as an
example is used to derive its symbolic direct kinematics for verification.

Keywords: Parallel mechanisms · Virtual variable · Direct kinematics ·
Coupling degree

1 Introduction

Solving the direct kinematics is one of the most important and basic problems in the
investigation of a parallel mechanism (PM). The direct kinematics of the PMs generally
includes two items, i.e., 1) the establishment of input-output position equations, and
2) the numerical or algebraic solutions of the position equations. At present, there is
a fewer investigation on how to establish input-output position equations with fewer
variables although there are many case studies on the applications of mathematical
methods (numerical method [1], algebra method [2, 3]) to the solution of the position
equations.

While establishing the input-output position equation of the PM involves the kine-
matics modeling principle, which mainly includes the link-joint-based method and the
loop-based method [1–4].

The authors pay attention to the kinematics modeling and solution method based
on the topological characteristics of the PM [5], by which authors recently find that:
1) the correct selection of the virtual variable position will directly affect the efficiency
and even the form of the direct solutions, and 2) the symbolic solutions can be obtained
if the virtual variable position is properly selected. Otherwise, only the closed-form or
numerical solutions can be obtained.
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2 Two Selection Methods for Virtual Variable

Based on the extensive experience on direct kinematics analysis of spatial PMs, the
authors found that the selection of the loop virtual variable position (for PMwith coupling
degree k ≥ 1) has an important impact on the direct kinematics and that the selection
method of the virtual position variable is related to the topology of the loop to be
solved and the pose property of the moving platform. Therefore, the authors propose
two selection methods of the virtual variable.

1) When the loop to be solved contains or passes through the moving platform, it is
preferred to select one of (if k = 1) or κ of the output elements (if k > 1) of the moving
platform as the virtual variable(s). Then, calculations start from the moving platform to
the different input joints at the same time. Since such calculations work simultaneously
in a parallel way, it is called as parallel-way- computing. Its characteristics are: (1)
the calculation path is short, and there are more ways to establish position constraint
equations; (2) the computing way can avoid to take angle(s) as variable(s) but cartesian
coordinate(s) as virtual variable(s), which can reduce the multi-value properties and
more calculation errors caused by trigonometric functions.

2) When the loop to be solved does not contain or pass through the moving platform,
it is generally preferred to select the angle(s) of the joint(s) that is adjacent to the actuated
joint as the virtual variable(s). Then, calculations start from one side of the loop (e.g.,
left side) to the other side of the loop (e.g., right side) in a serial way. Therefore it is
called as serial-way-computing. Its characteristics are: (1) calculation path is relatively
long. For each loop, only one position constraint equation is established. (2) angle virtual
variable(s)will bringmultiple values andmore calculation errors causedby trigonometric
functions.

In the following, a one-translation andone-rotation (1T1R)PMis taken as an example
to illustrate the application of these two computing methods and how they affect on the
solution efficiency and the form of the direct kinematicss (i.e., numerical one or symbolic
one).

3 An Example-Position Analysis of 1T1R PM

3.1 Mechanism Design

The 1T1R PM designed by the authors is shown in Fig. 1. The PM consists of the fixed
platform 0, the moving platform 1 and three chains.

Among them, the first and second chains are denoted as Ri1-Ui2-Si3(i = 1, 2), which
are connected to the fixed platform0 through the revolute jointsR11 andR21, respectively,
and to the moving platform 1 through the spherical joints S13 and S23, respectively. Here
the joint Ui2 can be replaced by spherical joints Si2. The chain III is only one cylindrical
joint C14 that is equivalent to one prismatic joint P14 serially connected with one revolute
joints R14. A chain is also called a single-open-chain(SOC) [6, 7], that is, the serial
connection of links and joints.
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Fig. 1. One-translation and one-rotation PM Fig. 2. Kinematic modeling

3.2 Analysis of Topological Characteristics

Due to the limitation of the space, this section directly gives the analysis results of
topological characteristics of the PM [8] below.

1) The position and orientation characteristics (POC) [6, 7, 9] of the moving platform 1
of the PM is one-translation along the P14 direction and one-rotation around the axis
of the revolute joint R14 that is also the normal direction of the moving platform.

2) The full-cycle DOF of the PMs is two. Therefore, R11 and R21 on the fixed platform
0 are taken as the actuated joints.

3) The PM contains two loops, i.e., Loop1{-R11-U12-S13-C14-} and Loop2{-R21-U22-
S23-}. The coupling degree [6, 7, 9, 10] of the PM is one, therefor only one virtual
variable needs to be assigned when the direct kinematics of the PM is performed.

3.3 Direct Kinematics

The kinematic modeling of the PM is shown in Fig. 2. Let the fixed platform 0 be an
isosceles right triangle with a right-angle side length a. The point O is selected as the
origin of the frame coordinate system, with the x-axis along the OA1 direction and the
y-axis along the OA2 direction. Let moving platform 1 be an isosceles right-angled
triangle with a right-angled side length b. The point O’ is selected as the origin of the
moving coordinate system; the x’ axis is along the O’C1 direction; the y’ axis is along
the O’C2 direction. Let the two actuated input angles of the revolute joints R11, R21 be
θ1 and θ2, respectively, and AiBi = l1, BiCi = l2(i = 1, 2). The rotation angle of the
moving platform is γ that is around the z axis, and the coordinate of the origin O’ is O’
= (0, 0, z).

To solve the direct kinematics, i.e., to compute the position O’(0, 0, z) and attitude
angle γ of the moving platform 1 when assigning the angle θ1 and θ2.

It is easy to know that the coordinates of points A1, A2, B1 and B2 are: A1 = (a, 0, 0),
A2 = (0, a, 0), B1 = (a−l1cosθ1, 0, l1sinθ1), B2 = (0, a−l1cosθ2, l1sinθ2), respectively.
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Serial-way-computing
Due to the coupling degree κ = 1, let the angle α1* be a virtual variable. α1* is defined
a angle between B1C1 and the line B1D2 that is parallel to the line OA1. At the same
time, assign another angle between B1C1 and the line B1D1 that are parallel to the line
OA2 be α2.

(1) Solve the position of the first loop (Loop1: A1-B1-C1-O’) with a positive constraint
degree [7, 9].

It is easy to know that the coordinate of point C1 is given by geometry as,

C1 = (xB1 − l2cosα1∗, l2sinα1 ∗ cosα2, zB1+l2sinα1 ∗ sinα2)
T (1)

The coordinates of points C1 and C2 are also obtained by D-H method below.

C1 = (bcosγ, bsinγ, z)T (2)

C2 = (−bsinγ, bcosγ, z)T (3)

Known from Eqs. (1) and (2),
⎧
⎪⎨

⎪⎩

bcosγ = xB1 − l2cosα1∗
bsinγ = l2sinα1 ∗ cosα2

z = zB1+l2sinα1 ∗ sinα2

(4)

From Eq. (4), we can get,

α2 = arccos

√
2xB1 l2cosα1 ∗ −x2B1 + b2 − (l2cosα1∗)2

l2sinα1∗ (5)

(2) Solve the position of the second loop (Loop2: A2-B2-C2) with a negative constraint
degree [7, 9].

From Eqs. (2) and (3), we can get

xC2 = −yC1 , yC2 = xC1 , zC2 = zC1

C2(−l2sinα1 ∗ cosα2, xB1 − l2cosα1∗, zB1+l2sinα1 ∗ sinα2)
T.

According to the geometric constraint of link length B2C2 = l2, we can get,

f (α1*) = ( − l2sinα1*cosα2)
2 + (xB1 − yB2 − l2cosα1*)

2

+ (zB1 − zB2 + l2sinα1*sinα2)
2 − l22

It can be seen that this is a closed-form non-linear equationwith independent variable
α1*, and then the numerical solutions can be obtained by using the one-dimensional
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search method. That is, changing the assignment of α1* from 0 to 360° until f (α1*) =
0 is satisfied, and then substituting real α1* obtained into Eq. (5), we can obtain real α2.
And then substituting real α1 and α2 into Eq. (4), the numerical values of z and γ can
be easily obtained.

Parallel -way-computing
Since the first loop of the PM passes through the moving platform 1 and the coupling
degree is k = 1, the translation amount z (or rotation angle γ) of the moving platform is
assumed to be the virtual variable.

(1) Solve the position of the first loop (Loop1: A1-B1-C1-O’)

The coordinates of the points C1 and C2 can be obtained from the Eqs. (2) and (3).
According to the geometric constraint of link length B1C1 = l2, we can get,

(xB1 − bcosγ )2 + (−bsinγ )2 + (zB1 − z)2 = l22 (6)

(2) Solving the position of the second loop (Loop2: A2-B2-C2)

According to the geometric constraint of link length B2C2 = l2, we also have,

(bsinγ )2 + (yB2 − bcosγ )2 + (zC2 − z)2 = l22 (7)

From Eqs. (6) and (7), we can directly get the symbolic solutions below.

⎧
⎪⎨

⎪⎩

z =
−B0 ±

√

B2
0 − 4C0

2
γ = arccos(A0z + D0)

(8)

Where,A0 = zB2 − zB1
b(xB1 − yB2)

, D0 = x2B1 + z2B1 − y2B2 − z2B2
2b(xB1 − yB2)

, B0 = −2(zB1 + bxB1A0),

C0 = x2B1 + z2B1 + b2 − l22 − 2bxB1D0.

By comparing the two computingmethods, it is easily found that 1) the parallel-way-
computing method is simpler and more efficient than the serial-way-computing method
does, and 2) the selection of the different virtual variable position not only affects the
efficiency of solving the direct kinematics, but also the form of the direct kinematics,
i.e., the former is closed-form but the later is symbolic. In short, the virtual variable
position has a greater impact on direct kinematics.

Inverse kinematics of the PM is simpler, which is omitted here due to the limitation
of the space.

Let the structural parameters of the PM be: a = 40, b = 30, l1 = 30, l2 = 35 (unit:
mm), and input angles be θ1 = 60°, θ2 = 60°. From Eqs. (1) to (5), or from Eq. (8),
the two direct solutions of the PM are calculated by MATLAB respectively, as shown in
Table 1, which have been verified by the inverse kinematics of the PM.
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Table 1. The values of direct kinematicss of the PM

α1*/° γ /° z/mm

1 −93.9651 23.9350 −6.7455

2 77.9223 53.8982 50.1434

4 Conclusions

The symbolic direct kinematics for the one-translation and one-rotation PM are obtained
by the selection of the virtual variable z rather than α1*, which shows that reasonable
selection of the virtual variable position will directly affect the easiness of solving the
direct kinematics of the PM, and even the forms of the solutions (closed-form one or
symbolic one).

Acknowledgement. The support by the National Natural Science Foundation of China (Grant
Nos. 51975062, 51475050, 51375062) is greatly appreciated.
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Abstract. Function generation for finitelymany positions and dead-center design
problems are generally separately handled in the literature. This paper presents a
mixed formulation for planar slider-crank linkages where three precision points
and a folded or extended dead-center position are to be satisfied. The formulation
results in an 8th degree univariate. Examples show that generally there are four
real solutions, only two of which result in distinct solutions.

Keywords: Function generation synthesis · Slider-crank linkage · Finitely many
positions · Dead-center design

1 Introduction

Designing linkages for given input/output requirements is formulated as a function gen-
eration synthesis problem. In most applications, finitely many desired values for the
input/output joint variables of a linkage are given and link length dimensions are to
be determined accordingly. Many textbooks issue only this type of function generation
problem [1–3]. We shall call this problem as the function generation for finitely many
positions. Another common problem in applications, which can be considered as a spe-
cial case of function generation problem, is the dead-center design, where a desired
limited range of output joint variable is specified for corresponding variation of the
input joint variable. The linkage is designed to be at the dead-center position (DCP) at
the limits of the output joint variable, where the output speed is instantaneously zero,
hence it is dead. Hall [4] and Norton [5] treat the function generation for finitely many
positions and the dead-center design problems as separate problems. The dead-center
problem is even treated as a fourth type of synthesis problem in addition to motion, path
and function generation problems by Mallik et al. [6].

The planar four-bar and the planar slider-crank linkages are the two most commonly
used linkages in applications used as function generators. There are several graphical
and analytical methods for function generation synthesis of the four-bar and the slider-
crank linkage in the literature. The analytical function generation synthesis methods for
the four-bar and the slider-crank linkages for two and three prescribed positions and also

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
D. Pisla et al. (Eds.): EuCoMeS 2020, MMS 89, pp. 41–47, 2020.
https://doi.org/10.1007/978-3-030-55061-5_6
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the dead-center design problems were summarized by Pennestrì and Valentini [7]. The
four-bar and slider-crank function generators can be designed for up to five precision
points [3].

In some applications, it is required to design linkages for some specific values of
the input/output joint variables and also one or more DCPs. Until recently such function
generation synthesis problems formulated as amixture of function generation for finitely
many positions and dead-center design have not been noted in the literature. Although
these problems can rapidly and easily be solved using CAD software, analytical for-
mulations are necessary when these problems are merely a small part of a large design
problem involving linkages with many loops and many link length parameters. Recently
Kiper and Erez [8] formulated the analytical design equations for a planar four-bar
function generator for two specified general positions and a DCP as the third position,
where coupler link is folded upon one of the cranks whereas the other crank angle at this
position is irrelevant. Similar problem for three positions can be addressed for a planar
slider-crank linkage as well. In this paper, we extend our formulation for three general
positions and a (folded or extended) DCP as fourth position for a slider-crank linkage.

2 Design Equations

Figure 1 illustrates a general position and extended/folded DCPs of a planar slider-crank
linkage. Crank length is a, coupler length is b, distance between linear path of joint B
and fixed joint A0 is d and the orientation angle of a fixed reference fromwhich the crank
angle is measured is α. This angular link parameter, α, may correspond to an angular link
parameter connected to the crank or the fixed link, which needs to be designed as well.
These four design parameters, a, b, d and α, are to be determined for 3 given general
positions expressed in terms of pairs (θ1, q1), (θ2, q2) and (θ3, q3), and an extended or
folded DCP, where only the output slider displacement, qe or qf is specified.

For a general position of the slider-crank linkage
∣
∣
∣
−→
AB

∣
∣
∣ =

∣
∣
∣
−−→
A0B − −−→

A0A
∣
∣
∣ ⇒ b2 = [

qi − acos(α + θi)
]2 + [d − asin(α + θi)] (1)

Let ci = cos(α + θi) and si = sin(α + θi). Expanding and rearranging Eq. (1):

b2 − a2 − d2 + 2aqi ci + 2ad si = q2i (2)

Let P1 = b2 – a2 – d2, P2 = 2a and P3 = 2ad. Equation (2) is linear in P1, P2 and
P3. For given (θ1, q1), (θ2, q2) and (θ3, q3), P1, P2 and P3 can be linearly solved from
Eq. (2) as function of α:

P1 + q1c1P2 + s1P3 = q21
P1 + q2c2P2 + s2P3 = q22
P1 + q3c3P2 + s3P3 = q23

⇒
⎡

⎣

P1
P2
P3

⎤

⎦ =
⎡

⎣

1 q1c1 s1
1 q2c2 s2
1 q3c3 s3

⎤

⎦

−1⎡

⎣

q21
q22
q23

⎤

⎦ (3)
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a 
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d 
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qi 

Positions #1,2,3

Extended DCP Folded DCP

A0

BA

θi 

b
d

qe 
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B
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b-a

d 

qfA 

B

a 
A0

A0

Fig. 1. A general position, extended and folded DCP of a slider-crank linkage

Using Cramer’s rule:

P1 = q1
2
(

q2c2s3 − q3c3s2
) − q2

2
(

q1c1s3 − q3c3s1
) + q3

2
(

q1c1s2 − q2c2s1
)

q2c2s3 − q3c3s2 − q1c1s3 + q3c3s1 + q1c1s2 − q2c2s1

P2 =
(

q3
2 − q2

2
)

s1 + (

q1
2 − q3

2
)

s2 + (

q2
2 − q1

2
)

s3
q2c2s3 − q3c3s2 − q1c1s3 + q3c3s1 + q1c1s2 − q2c2s1

P3 =
(

q2
2 − q3

2
)

q1c1 + (

q3
2 − q1

2
)

q2c2 + (

q1
2 − q2

2
)

q3c3
q2c2s3 − q3c3s2 − q1c1s3 + q3c3s1 + q1c1s2 − q2c2s1

(4)

Solving for a, d, b2 (expressed as a function of α):

a = P2/2, d = P3/P2, b
2 = P1 + a2 + d2 or b =

√

P1 + a2 + d2 (5)

For the extended/folded DCPs

(a + b)2 = q2e + d2 ⇒ a2 + b2 − d2 − q2e = −2ab

(b − a)2 = q2f + d2 ⇒ a2 + b2 − d2 − q2f = 2ab (6)

In order not to have a square root expression (b2 is given in Eq. (5)), taking square
of Eq. (6):

(

a2 + b2 − d2 − qdc
2
)2 = 4a2b2 (7)

where qdc is either qe or qf. By taking square of Eq. (6), the solution formulation for the
extended DCP and folded DCP problems becomes identical. Writing Eq. (7) terms of
P1, P2, P3 and rearranging:

(

P1 − qdc
2
)2 − P3

2 − qdc
2P2

2 = 0 (8)
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Equation (8) is an equation in terms of α and can be numerically solved using a root
finding algorithm. Then the corresponding a, b and d values can be determined using
Eq. (5). In order to find an upper bound for the number of roots let t = tan α

2 so that

ci = 1 − t2

1 + t2
cos θi − 2t

1 + t2
sin θi and si = 1 − t2

1 + t2
sin θi + 2t

1 + t2
cos θi (9)

Substituting Eq. (9) into Eq. (4) and substituting Eq. (4) into Eq. (8) results in an 8th

degree polynomial in t. So there are at most 8 real solutions.

3 Computer Implementation

The formulations in Sect. 2 were implemented in Excel (Fig. 2). The design inputs θ1, θ2,
θ3, q1, q2, q3, qdc can be altered with the associated spin buttons. The matrix inversion in
Eq. (3) for evaluating P1, P2, P3 is performed in cells A6:F8 for an assumedα value in cell
H1. Equation (8) is in cell F5. All spin buttons for the design inputs are associated with
a single line code, which runs a Newton-Raphson method based goal-seek algorithm
which seeks a suitable α value in cell H1 in order to make the cell F5 value equal to zero.
That is, the equation is instantaneously solved when the design inputs are altered. In
order to fasten the numerical solution, the slider displacement values are normalized to
be around 1. The analysis of the resulting mechanism is performed and the mechanism
can be animated.

Fig. 2. Excel model

In order to see the number of roots of Eq. (8), the left hand side of the equation is
plotted for 0° ≤ α < 360°. For several examples that were worked out, it is seen that
generically there are 4 real roots. We observed that two of the solutions result in positive
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values of crank length a and the other two result in a negative a. Indeed the α solutions
can be listed as α1, α2, α1 + 180° and α2 + 180°. The 180° angle difference results in
positive or negative value of a. Also it can be noticed that the curve in Fig. 2 is 180°-
periodic. Therefore, actually there are two solutions. Note that Eq. (8) holds for both
folded and extended dead-center position problems. For the specific numerical example
in Fig. 2, two solutions are found as α = 31° and α = 338.8° (or equivalently −21.2°)
result in feasible solutions. The linkage for α = 31° can be seen in Fig. 2, whereas the
linkage for α = 338.8° is given in Fig. 3. The corresponding link lengths are listed in
Table 1.

Fig. 3. Second solution for example 1

Table 1. Computed link length values for two examples

Several examples for 3 general positions and a folded DCP (qcd should be less than
q1, q2, q3) are also worked out. In order to have a comparable example with the one in
Fig. 2, consider the case where θ1 = 110°, θ2 = 60°, θ3 = 40°, q1 = 0.5, q2 = 1, q3 = 1.2
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as in Fig. 2, but qcd = 0.2. Again two solutions for α are obtained as α = 179.36° and α

= 294.15°. Corresponding link lengths are listed in Table 1. The resulting linkages are
depicted in Fig. 4.

Fig. 4. First solution for example 2

Fig. 5. Second solution for example 2

4 Conclusions and Discussions

In this paper, function generation problem for three precision points and a DCP is for-
mulated for a slider-crank linkage. Similar formulations may be derived for other single
loop linkages such as the four-bar and the inverted slider-crank. Also two precision
points and two (folded and extended) DCPs can be considered. Such mixed function
generation problems can also be handled for optimum transmission angle as well.
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Multidual Algebra and Higher-Order
Kinematics
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Abstract. In this paper, using the vector and tensor calculus and the
multidual algebra, a new computing method for studying the higher-
order acceleration field properties in the case of the general rigid body
motion is proposed. The results are coordinate-free and in a closed-form.
Higher-order kinematics analysis of lower-pair serial chains with multid-
ual algebra will be done. In particular cases, the properties for velocity,
acceleration, jerk and jounce fields are given. This approach uses the
morphism between the Lie group of the rigid displacements and the Lie
group of the orthogonal multidual tensors.

Keywords: Multidual algebra · Higher-order kinematics · Lie group
SE3

1 Introduction

Let be R the set of real numbers and n ∈ N a natural number. We will introduce
the set of multidual number [4] by R̂ = R + εR + ... + εn

R; ε �= 0, εn+1 = 0.
Two generic elements x̂, ŷ ∈ R̂ will be written as following:

x̂ = x + x1ε + ... + xnεn;x, xk ∈ R, k = 1, n (1)

ŷ = y + y1ε + ... + ynεn; y, yk ∈ R, k = 1, n (2)

We will denote by x = Rex̂ and Mux̂ =
∑n

k=1 xkεk the real parts and
respectively, multidual parts of the multidual number x̂. Also, we will denote by
xk = dx̂

dεk ; k = 1, n, the k order multidual component of the multidual number x̂
(1).

We will define the operations of additions and, respectively, multiplication of
two multidual number by

x̂ + ŷ =
n∑

k=0

(xk + yk) εk (3)

x̂ŷ =
n∑

k=0

(
k∑

p=0

xpyk−p

)

εk (4)

c© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
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In order to simplify the writing, in Eqs. (3) and (4), we will denote by ε0 = 1,
x0 = x, y0 = y.

It can be easily proved that the set R̂ with the addition operation (3) and
multiplication operation (4) is a commutative ring with unit. An element x̂ ∈ R̂

is invertible if and only if Rex̂ �= 0. The zero divisor in the ring R̂ is characterized
by Rex̂ = 0. An element from R̂ is either invertible or zero divisor.

Let be f : I ⊆ R → R, f = f (x) a n-times differentiable real function. We
will define the multidual function f̂ of multidual variable x̂ by equation:

f (x̂) = f (x) +
n∑

k=1

Δk

k!
f (k) (x) (5)

where we denoted by Δ: Δ = x̂ − x =
∑n

k=1 xkεk.
Due to multinomial formula:

Δk =
∑

k1+k2+...+kn=k

k!
k1!k2!...kn!

xk1
1 xk2

2 ...xkn
n εk1+2k2+...+nkn (6)

and Δp = 0, p ≥ n + 1, the Eq. (5) becomes:

f (x̂) = f (x) +
n∑

k=1

ϕk (x, x1, ..., xk) εk (7)

where the functions with real variables ϕk have the following form:

ϕk = g1f
′
(x) + g2f

′′
(x) + ... + gkf (k) (x) (8)

where gk, k = 1, n are the k-th degree homogeneous functions with
x1, x2, ..., xk.

Regarding the Eq. (7), we will denote ϕk = df(x̂)
dεk , k = 1, n.

Using the Eq. (5), we will define the following multidual functions:

sin x̂ = sinx +
n∑

k=1

Δk

k!
sin

(
x + k

π

2

)
(9)

cos x̂ = cos x +
n∑

k=1

Δk

k!
cos

(
x + k

π

2

)
(10)

x̂−1 =
1
x

+
n∑

k=1

(−1)k Δk 1
xk+1

;Rex̂ �= 0 (11)

1.1 Multidual Vectors

Let be V3 the set of free vectors from three-dimensional Euclidean space. We
will introduce the set of multidual vectors by: V̂3 = V3 + εV3 + ...+ εn

Vn; ε �= 0,
εn+1 = 0.
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Two generic vectors from V̂3 will be written as below:

â = a + a1ε + ... + anεn;a,ak ∈ V3

b̂ = b + b1ε + ... + bnεn;b,bk ∈ V3
(12)

The addition of two multidual vectors is defined by

â + b̂ = a + b + (a1 + b1) ε + ... + (an + bn) εn (13)

The multiplication of a multidual vector by a scalar x̂ ∈ R̂ is defined by:

x̂â =
n∑

k=0

k∑

p=0

(xpak−p) εk (14)

It can be easily proven that the set of vectors V̂3 is a free module of rank 3
over the multidual number ring R̂.

We will define the scalar product respectively the vector product of two
vectors from V̂3 by:

â · b̂ =
n∑

k=0

k∑

p=0

(ap · bk−p) εk (15)

â × b̂ =
n∑

k=0

k∑

p=0

(ap × bk−p) εk (16)

The triple vector product of three multidual vectors â, b̂, ĉ is defined by:
〈
â, b̂, ĉ

〉
= â ·

(
b̂ × ĉ

)
.

All three multidual vectors ê1, ê2, ê3 represent a basis in the free module V̂3

if and only if Re (ê1, ê2, ê3) �= 0.

1.2 Multidual Tensors

An R̂ - linear application of V̂3 into V̂3 is called a Euclidean multidual tensor:

T
(
λ̂1v̂1 + λ̂2v̂2

)
= λ̂1T (v̂1) + λ̂2T (v̂2) ; λ̂1, λ̂2 ∈ R̂; ∀v̂1, v̂2 ∈ V̂3. (17)

Let L
(
V̂3, V̂3

)
be the set of tensors, then any T̂ ∈ L

(
V̂3, V̂3

)
, the mul-

tidual transposed tensor denoted by T̂
T

is defined by v̂1 ·
(
T̂v̂2

)
= v̂2 ·

(
T̂

T
v̂1

)
;∀v̂1, v̂2 ∈ V̂3.

While ∀v̂1, v̂2, v̂3 ∈ V̂3, Re (〈v̂1, v̂2, v̂3〉) �= 0, the determinant is:
〈
T̂v̂1, T̂v̂2, T̂v̂3

〉
= det T̂ 〈v̂1, v̂2, v̂3〉 . (18)
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For any dual vector â ∈ V̂3, the associated skew-symmetric dual tensor will
be denoted by â× and will be defined (â×) b̂= â × b̂,∀b̂ ∈ V̂3.

The previous definition can be directly transposed into the following result:
for any skew-symmetric multidual tensor Â ∈ L

(
V̂3, V̂3

)
, Â = −Â

T
, a

uniquely defined multidual vector â = vect
(
Â

)
, â ∈ V̂3 exists in order to

have Âb̂ = â × b̂,∀b̂ ∈ V̂3. The set of skew-symmetric multidual tensors is
structured as a free R̂ - module of rank 3 and is isomorphic with V̂3.

1.3 Multidual Differential Transform

In this section will introduce a transformation that associates a hypercomplex
function of a real variable to a real function of a real variable. This transforma-
tion permits a simultaneous determination of vector fields of the higher – order
acceleration for a given rigid body motion.

So, being f : I ⊆ R → R, f = f (t), a real function of real variable, n-
th differentiable, n ∈ N. To this function, it will be associated the multidual

function of real variable
�

f given by the following equation:

�

f = f + εḟ + ... +
εn

n!
f (n) (19)

The properties of this transformation are given by the following theorem.

Theorem 1. Being f and g two real function of class Cn (I). The following
properties take place:

Őf + g =
�

f +
�
g (20)

Ňfg =
�

f
�
g (21)

Ňλf = λ
�

f ,∀λ ∈ R (22)

Őf (α) = f
(

�
α

)
, α ∈ Cn (I) (23)

�̇

f =
�

ḟ (24)

Proof: The properties of the multidual algebra and the below relation are
used:

�

f = eεDf (25)

where eεD = 1 + εD + ... + εn

n! D
n with D = d

dt the derivative operator with
respect to time.
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2 Higher-Order Kinematics with Multidual Transform

Let be a rigid motion given by a curve in Lie group of the rigid displacements

SE3 given by the homogeneous matrix g =
[
R ρ
0 1

]

where R ∈ SO3 is a proper

orthogonal tensor [2,3,5], R = R (t), and ρ = ρ (t) a vector function of a time
variable. As shown in [1–3], the vector field of the higher-order accelerations is
given by the below matrix:

Ψn =
[
Φn an

0 0

]

(26)

where the tensor Φn and the vector an are given by the below equations:

Φn = R(n)RT (27)

an = ρ(n) − Φnρ. (28)

The n-th order acceleration of a point of the rigid body given by the position
vector r can be computed with the following relation:

a[n]
r = an + Φnr;n ∈ N (29)

In [1–3], is described an iterative procedure used to determine the instan-
taneous tensor Φn using the time derivative of the spatial twist of rigid body
motion. Next, a new non-iterative procedure that permits the determination of
the higher-order acceleration field using the multidual differential transformation
will be presented.

So, for R = R (t) ∈ SO3 and ρ = ρ (t) ∈ V3;∀t ∈ I ⊆ R, can be defined:

�

R= R + Ṙε + ... +
R(n)

n!
εn (30)

�
ρ = ρ + ρ̇ε + ... +

ρ(n)

n!
εn (31)

Theorem 2. For any R = R (t) ∈ SO3, a n-th order differentiable function,
the below relation takes place:

�

R
�

R
T

=
�

R
T �

R=
�

I (32)

det
�

R= 1 (33)

If R = R (α,u) where the angle α and the unit vector u are the natural
invariants of the orthogonal tensor R, takes place a Rodrigues-like formula:

�

R= I + sin
�
α

�
u × +

(
1 − cos

�
α

)(
�
u ×

)2

(34)
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where
�
α = α + α̇ε + ... +

α(n)

n!
εn (35)

�
u = u + u̇ε + ... +

u(n)

n!
εn (36)

Proof. The proof of this theorem uses Rodrigues’ formula for the tensors in
SO3 and the results of Theorem 1.

Let be the following multidual matrix:

�
g =

[
�

R
�
ρ

0 1

]

(37)

and
�

Ψ=

[
�

R
�
ρ

0 1

] [
RT −RT ρ
0 1

]

. (38)

After some algebra in Eq. (38), results:

�

Ψ=

[
�

Φ
�
a

0 1

]

(39)

with
�

Φ=
�

R RT (40)
�
a =

�
ρ − �

R RT ρ. (41)

From (27), (28), (30), (31), results:

�

Φ= I + Φ1ε + ... +
Φn

n!
εn (42)

�
a = a1ε +

a2

2
ε2 + ... +

an

n!
εn (43)

If R ∈ SO3 models a spherical motion around a fixed axis, than
�
u = u and

the relation (34) become:

�

R= I + sin
�
αu × +

(
1 − cos

�
α

)
(u×)2 (44)

with sin
�
α and cos

�
α given in Eqs. (9) and (10).

In the case of helical rigid body motion (u = const.), from Eqs. (40), (41)
and (44) and Theorem 2, after some algebra, results that:

⎧
⎨

⎩

�

Φ= I + sin Δ
�
α u × +

(
1 − cos Δ

�
α

)
(u×)2

�
a = Δ

�
ρ − sin Δ

�
α u × ρ −

(
1 − cos Δ

�
α

)
u × (u × ρ)

(45)

where with Δ
�
x was denoted the multidual part of the number

�
x .
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Thus, it results the possibility of the derivative of the matrices Ψk, with
k = 1, n from the equation Ψk = k! d

�
Ψ

dεk .

The multidual vector
�
a r =

�

Ψ

[
r
1

]

contains all information regarding the

position and the high-order acceleration:
�
a r = r + vrε + ar

ε2

2 + ... + a[n]
r

n! εn.

Thus, a[k]
r = k!d

�
a r

dεk , k = 1, n. For n = 4
(
ε5 = 0

)
, the velocity, accelera-

tion, jerk and jounce vector fields of rigid body motion will be simultaneously
described.

3 Higher-Order Kinematics of Lower-Pair Chains
with Multidual Algebra

Let be a lower-pair chain described by kinematic mapping [5]:

g = fi (q) = exp (Y1q1) exp (Y2q2) . . . exp (Yiqi) , i ∈ N (46)

known also as Brockett formula.
In Eq. (46), Yj , j = 1, i denotes the screw coordinate vectors and qj , j = 1, i

denotes the joint variable [5].
The results proven in Sect. 2 allow us to determine simultaneously the vector

fields of higher – order acceleration for terminal body of kinematic chain given
by the kinematic equation (46).

The result is given by:
Theorem 3. The vector field of higher-order acceleration on terminal body of
kinematic chain given by the kinematic mapping (1) it results from multidual
matrix:

�

Ψ = exp
(
S1Δ

�
q1

)
exp

(
S2Δ

�
q2

)
. . . exp

(
SiΔ

�
qi

)
(47)

where
Sj = Adfj−1Yj , j = 1, i (48)

is instantaneous joint screw coordinate of joint j and Δ
�
q j denote the mul-

tidual part of multidual variable
�
q j , j = 1, i.

Proof. Applying to the Eq. (46) the multidual differential transform presented
in Sect. 2 and the properties from Theorem 1 and Theorem 2, we will obtain:

�
g = exp

(
Y1

�
q1

)
exp

(
Y2

�
q2

)
...exp

(
Yi

�
qi

)
(49)

Also, from (46) it follows:

g−1 = exp (−Yiqi) ...exp (−Y2q2) exp (−Y1q1) (50)

Taking into account that the multidual matrix
�

Ψ is defined by equation:
�

Ψ =
�
gg−1 (51)

with Eqs. (49) and (50), the Eqs. (47) and (48) are obtained.
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4 Conclusions

Using the morphism between the Lie group of the rigid displacements SE3 and
the Lie group of the orthogonal multidual tensors, a general method for the
study of the vector field of arbitrary higher-order accelerations is described. It is
proved that all information regarding the properties of the distribution of high-
order accelerations are contained in the specified multidual tensor. In particular
cases the properties for velocity, acceleration, jerk, hyper-jerk (jounce) fields
are given. Higher-order kinematics properties of lower-pair serial chains with
multidual algebra is proposed. The results interest the theoretical kinematics,
higher-order kinematics analysis in the case of serial manipulator, control theory
and multibody kinematics.
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Abstract. It is known that parallel manipulators suffer from singular
configurations. Evaluating the distance between a given configuration
to the closest singular one is of interest for industrial applications (e.g.
singularity-free path planning). For parallel manipulators of Stewart-
Gough type, geometric meaningful distance measures are known, which
are used for the computation of the singularity distance as the global
minimizer of an optimization problem. In the case of hexapods and
linear pentapods the critical points of the corresponding polynomial
Lagrange function cannot be found by the Gröbner basis method due
to the degree and number of unknowns. But this polynomial system of
equations can be solved by software tools of numerical algebraic geome-
try relying on homotopy continuation. To gain experiences for the treat-
ment of the mentioned spatial manipulators, this paper attempts to find
minimal multi-homogeneous Bézout numbers for the homotopy contin-
uation based singularity distance computation with respect to various
algebraic motion representations of planar Euclidean/equiform kinemat-
ics. The homogenous and non-homogenous representations under study
are compared and discussed based on the 3-RPR manipulator.

Keywords: 3-RPR manipulator · Singularity distance · Homotopy
continuation · Bézout number

1 Introduction

A 3-RPR manipulator (cf. Fig. 1) is a three degree-of-freedom (dof) planar par-
allel manipulator (two translational and one rotational dof) where each leg is
composed of a revolute joint (R)1, a prismatic joint (P) and a further R-joint.
The manipulator is actuated by changing the three lengths of the prismatic
joints.

According to [11], the distance between two poses of the moving platform
can be computed as:

1 We consider R-joints as points and refer them as base/platform anchor points.
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Fig. 1. 3-RPR manipulator: The results obtained in this paper are based on the illus-
trated example taken from [11, Section 3] for φ = π

2
. The given configuration is illus-

trated in black and the closest singular one under Euclidean/equiform transformations
of the platform is displayed in green/blue.

d3 :=

√
√
√
√

1
3

3∑

i=1

〈Pα
i − Pγ

i ,Pα
i − Pγ

i 〉 (1)

where Pγ
i = (xγ

i , yγ
i )T (resp. Pα

i = (xi
α, yi

α)T ) denotes the ith platform anchor
point in the given (resp. α-transformed) manipulator configuration for i = 1, 2, 3.
Both coordinate vectors Pγ

i and Pα
i are computed with respect to the fixed

frame and 〈 , 〉 denotes the standard scalar product. The coordinate vectors
of the platform anchor points with respect to the moving frame are given by
Pi = (xi, yi)T . Moreover it was mentioned in [11] that α has not to be restricted
to the planar Euclidean motion group SE(2), but it can also be an element of
the planar equiform motion group S(2) or an affine motion.

It is well known that the α-transformed configuration is singular if and only
if the carrier lines of three legs intersect in a common point or are parallel. This
line-geometric characterization is equivalent to the algebraic condition V3 = 0
with

V3 = det
(

Pα
1 − B1 Pα

2 − B2 Pα
3 − B3

det (B1,Pα
1 − B1) det (B2,Pα

2 − B2) det (B3,Pα
3 − B3)

)

(2)

where Bi denotes the coordinate vector of the ith base anchor point with respect
to the fixed system. For determining the singularity distance one has to find the
transformation α that minimizes Eq. (1) under the side condition that V3 = 0
holds. For α ∈ SE(2) we denote the singularity distance by s3 and for α ∈ S(2)
by e3, respectively. For the determination of s3 and e3 we compute the critical
points of the corresponding polynomial Lagrange function L, i.e. the zero set
of the polynomial system of equations arising from the partial derivatives of L.
Finally, one only has to pick out the solution which yields the global minimum.
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Commonly, Newton’s method is simple and quick to solve a polynomial sys-
tem. However, in general it only converges when a good initial guess is used, and
even then this only yields one solution. In contrast, the homotopy continuation
method allows an efficient and reliable computation of all solutions to polyno-
mial systems. The newest open-source numerical continuation software packages
are HomotopyContinuation.jl [3] and Bertini 1.6v [1]. These packages and other
available software and their performances are compared in [3]. We have chosen
Bertini 1.6v for computing the singularity distance of parallel manipulators due
to (a) its exceptional features mentioned in [13, p. 156] which will be useful for
our future research and (b) the longevity of the Bertini software.

Under the default settings, declaration of all unknown variables n of the
polynomial system into a single variable group causes Bertini to form a total-
degree homotopy, which in general does not result in a minimal Bézout number.
The partition of the variables into multiple groups lead to a multi-homogeneous
homotopy. The grouping of the n unknown variables affects the resulting mini-
mal multi-homogeneous Bézout number2 (Bmin). As Bertini does not group the
variables automatically, the user is responsible for choosing the variable groups
in a way that a minimal multi-homogeneous Bézout number (Bmin) is obtained,
which improves the computational costs/time. For this purpose, attempts have
been made on search algorithms (e.g. [7,12]) to find the optimal partition of
variables groups, but in [2, p. 72] it is stated that “there does not yet exist a
truly efficient algorithm for finding optimal groupings, and the combinatorics are
such that an exhaustive examination of all possible groupings becomes imprac-
tical as the number of variables grows much larger than 10”. Investigating the
optimal variable group search algorithms is out of the scope of the paper, but
as mentioned in [2, p. 73], “with a little practice, a user can identify and check
the most promising candidates” resulting in Bmin.

According to [2, p. 96] the “use of isotropic coordinates is advantageous when
applying multi-homogeneous homotopy, since it converts many of the quadratic
expressions that appear in planar kinematics into bilinear expressions” but no
attempts have been made so far to compare this approach with other alge-
braic motion representations. Hence, we determine Bmin for the singularity dis-
tance computation of 3-RPR manipulators based on homotopy continuation with
respect to various algebraic motion representations of SE(2) and S(2). In addi-
tion this study is useful to gain experience for the spatial case.

The rest of the paper is organized as follows: We divide the investigated
algebraic motion representations into two classes, namely the non-homogenous
ones (Sect. 2) and the homogenous ones (Sect. 3). In both of these two sections
we give a brief introduction of the representations followed by the discussion of
the results. Finally, Sect. 4 concludes the paper.

2 The Bézout number of a system of multi-homogeneous polynomial equations is the
largest number of non-singular solutions such a system can have, and it is also the
number of solution paths used to compute all geometrically isolated solutions of the
system using multi-homogeneous polynomial continuation [12].
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2 Non-homogeneous Representations

In this section, we present three non-homogeneous algebraic representations for
each of the motion groups SE(2) and S(2), respectively.
Point Based Representation (PBR): We call the approach given in [11] point
based representation as the transformation is formulated in terms of the first and
second platform anchor points. For the third platform point the transformation
reads as

Pα
3 = 1√

(x2−x1)2+(y2−y1)2

(

xα
2 − xα

1 yα
1 − yα

2

yα
2 − yα

1 xα
2 − xα

1

) (

x3 − x1

y3 − y1

)

+ Pα
1 . (3)

Then the Lagrange function L for the computation of e3 can be written as

L : d23 − λV3 = 0. (4)

The additional constraint M = 0 with M := Pα
1P

α
2

2 − P1P2
2

results in the
computation of s3 from the Lagrange function

L : d23 − λV3 − μM = 0. (5)

Planar Euler-Rodrigues Representation (PERR): Using this representa-
tion the transformation α : R

2 → R
2 can be written as

α : Pi �→ Pα
i :=

(

a2
1 − a2

2 − 2a1a2

2a1a2 a2
1 − a2

2

)

Pi +
(

a3

a4

)

with a1, . . . , a4 ∈ R. (6)

The computation of e3 and s3 is based on the same Lagrange function as for the
PBR with the sole difference that M is given by M := a2

1 + a2
2 − 1.

Isotropic Coordinates Representation (ICR): Using this approach the
point Pi is represented by the pair (zi, zi) of conjugate complex numbers with
zi = xi + iyi. This isotropic coordinates are transformed by α : C

2 → C
2 as

follows (e.g. [10]):

α : (zi, zi) �→ (zα
i , z̃α

i ) := (κzi + τ, κ̃zi + τ̃) with κ, τ, κ̃, τ̃ ∈ C. (7)

Note that (zα
i , z̃α

i ) is a real point if and only if z̃α
i = zα

i holds; i.e. κ̃ = κ and
τ̃ = τ . Again the computation of e3 and s3 is based on the same Lagrange
function as for the PBR with the sole difference that M is given by M := κκ̃−1.

In summary the transformation α is given by the non-homogenous 4-
tuple (xα

1 , yα
1 , xα

2 , yα
2 ) in PBR, (a1, a2, a3, a4) in PERR and (κ, τ, κ̃, τ̃) in ICR,

respectively.

2.1 Results

The results are based on the example illustrated in Fig. 1. The system of n partial
derivatives Lj (j = 1, . . . , n) of L results in all cases in a non-homogenous system
of equations. The number n of unknown variables in this polynomial system is
5 for α ∈ S(2) and 6 for α ∈ SE(2). The total number of all possible groupings
of the n variables is given by the so-called Bell number3 B(n) with B(5) = 52
3 In case if n > 6 the Bell number B(n) increases very quickly (see [2, p. 72, Table 5.1]).
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Table 1. Comparison of Bézout numbers for all studied representations of SE(2)

Method Best groupings Bmin Tavg Worst groupings Bmax DOL

PBR {(xα
1 , yα

1 , xα
2 , yα

2 ), (λ, μ)} 144 1 800 {(xα
1 ), (x

α
2 , μ), (yα

1 , λ), (yα
2 )} 8 448 4

{(xα
1 , μ), (yα

2 , λ), (xα
2 ), (y

α
1 )} 8 448

PERR {(a1, a2), (a3, a4), (λ, μ)} 360 45 920 {(a1, λ, a3), (a2, μ, a4)} 50 992 6

{(a1, a2, a4), (a3), (λ, μ)} 360 35 640 {(a1, μ, a4), (a2, λ, a3)} 50 992

ICR {(κ), (κ̃), (λ), (μ), (τ, τ̃)} 136 249 880 {(κ, τ̃), (κ̃, μ, τ, λ)} 2 187 4

{(κ, μ, λ, τ̃), (κ̃, τ)} 2 187

BGR {(e0, e3, t1, t2)h, (λ)} 300 122 180 – – 5
4

DCKR {(θ, θ̃, σ, σ̃)h, (λ)} 300 115 283 – – 5
4

Table 2. Comparison of Bézout numbers for all studied representations of S(2)

Method Best groupings Bmin Tavg Worst groupings Bmax DOL

PBR {(xα
1 , yα

1 , xα
2 , yα

2 ), (λ)} 96 970 {(xα
1 , yα

1 ), (x
α
2 , yα

2 , λ)} 1 296 4

{(xα
1 , yα

2 ), (y
α
1 , xα

2 , λ)} 1 296

PERR {(a1, a2), (a3, a4), (λ)} 828 73 000 {(a1, a2), (a3, a4, λ)} 14 025 6

{(a2, a3), (a1, a3, λ)} 14 025

ICR {(κ, κ̃, τ, τ̃), (λ)} 96 61 870 {(κ̃, τ), (κ, τ̃ , λ)} 1 296 4

{(κ, τ̃), (τ, κ̃, λ)} 1 296

DHR {(e0, . . . , t3)h, (λ, μ)} 165 240 – {(e0, . . . , t3)h, (λ), (μ)} 194 400 11
10

QBR {(e0, . . . , t2)h, (λ, μ)} 41 160 – {(e0, . . . , t2)h, (λ), (μ)} 82 320 7
6

and B(6) = 203. For every representation all the possible groupings are tested
by using default settings in Bertini 1.6v with a multi-homogeneous homotopy
continuation method. We used Linux OS (Ubuntu 18.04) with a 1.80 GHz Intel
i5-6260U CPU. Comparison of Bézout numbers and degree of the Lagrange func-
tion (DOL) for all the presented representations are summarized in the Tables 1
and 2, where Bmin and Bmax indicates the Bézout number for best and worst
groupings of unknown variables. We are also interested in average total tracking
time Tavg in Milliseconds for Bmin. We took Tavg because there will be variations
in total tracking time for each run, depending upon the random seed chosen by
Bertini.

To verify the solutions obtained by Bertini, we solved the polynomial system
also in Maple 2018 using Gröbner basis method. In all cases the Maple solutions
matched with those received from Bertini. The total number of solutions for
all three representations are summarized in Table 3. For α ∈ SE(2) we get for
PERR double the solutions of PBR and ICR as ±(a1, a2) describe the same
rotation. For α ∈ S(2) we obtain for PERR 86 solutions, where 76 correspond
to the 19 solutions of PBR and ICR as ±(a1, a2) and ±(−a2i, a1i) result in the
same rotation matrix. The remaining 10 solutions (given in [6, App. A]) lie on
the quadric a2

1 + a2
2 = 0 rendering this matrix singular.
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Table 3. Total number of solutions (counted including multiplicity) for studied repre-
sentations

Motion group PBR and ICR PERR BGR and
DCKR
(Bertini)

BGR and
DCKR
(Maple)

SE(2) 32 64 162 32 & 1-dim set
& 2-dim set

S(2) 19 86

3 Homogeneous Representations

In this section, we present two homogeneous algebraic representations for each
of the motion groups SE(2) and S(2), respectively. Two of them are based on
Study’s kinematic mapping (e.g. [5, p. 86]), where each element of SE(3) is
represented by a point (e0 : e1 : e2 : e3 : t0 : t1 : t2 : t3) in the projective
7-dimensional space P 7 located on the so-called Study quadric given by

e0t0 + e1t1 + e2t2 + e3t3 = 0 (8)

sliced along the 3-dimensional generator space e0 = e1 = e2 = e3 = 0.

Blaschke-Grünwald Representation (BGR): This representation is
obtained by restricting Study’s parametrization to the planar case i.e. e1 =
e2 = t0 = t3 = 0. According to [5, p. 91] the transformation α : R

2 → R
2 can

be written as:

α : Pi �→ Pα
i :=

1
Δ

[(

e20 − e23 −2e0e3
2e0e3 e20 − e23

)

Pi + t
]

(9)

with t := [−2(e0t1 − e3t2),−2(e0t2 + e3t1)]T , Δ := e20 + e23 and e0, e3, t1, t2 ∈ R.
The computation of e3 is based on the Lagrange function L given in Eq. (4).

Davidson-Hunt Representation (DHR): Based on the analogy of the Study
parameters to homogenous screw coordinates (for details see e.g. [9, Section 1.1])
Davidson and Hunt [4, p. 409] suggested to interpret the points in the ambient
space P 7 of the Study quadric as spatial similarity transformations. Following
this idea and restricting it to S(2) we end up with the following representation
of α : R

2 → R
2:

α : Pi �→ Pα
i :=

1
Δ2

[

(Δ + e0t0 + e3t3)
(

e20 − e23 −2e0e3
2e0e3 e20 − e23

)

Pi + Δt
]

(10)

with e0, e3, t0, t1, t2, t3 ∈ R. The computation of s3 is based on the Lagrange
function (5) with the constraint M := e0t3 − e3t0.

Quaternion Based Representation (QBR): In [8, Section 2] a quaternionic
formulation of S(4) and S(3) is given, which can also be restricted to S(2). Within
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this approach the transformation α : R
2 → R

2 reads as:

α : Pi �→ Pα
i :=

1
Δ

[(

e0f0 − e3f3 −e0f3 − e3f0
e0f3 + e3f0 e0f0 − e3f3

)

Pi + t
]

(11)

with e0, e3, f0, f3, t1, t2 ∈ R. The computation of s3 is based on the Lagrange
function (5) where the constraint M is given by M := e0f3 − e3f0.

Dual Cayley-Klein Representation (DCKR): By using the dual Cayley-
Klein parameters of SE(2), which are introduced in [10], the isotropic point
coordinates (zi, zi) are transformed by α : C

2 → C
2 as follows:

α : (zi, zi) �→ (zα
i , z̃α

i ) := 1
θθ̃

(

θ(θzi + 2σ), θ̃(θ̃zi + 2σ̃)
)

(12)

with θ, σ, θ̃, σ̃ ∈ C. The homogenous 4-tuple (θ : σ : θ̃ : σ̃) corresponds to a
real displacement α if and only if there exists a value c ∈ C \ {0} such that
θc = θ̃c and σc = σ̃c hold, which is equivalent to the condition θ̃σ = σ̃θ. The
computation of e3 is based on the Lagrange function L given in Eq. (4).

Remark 1. Note that according to [10], BGR and DCKR are linked by the rela-
tion: e0 = (θ + θ̃)/2, e3 = −i(θ − θ̃)/2, t1 = (σ + σ̃)/2 and t2 = −i(σ − σ̃)/2. �

In summary, α ∈ SE(2) is given by homogenous 4-tuples (e0 : e3 : t1 : t2)
in BGR and (θ : σ : θ̃ : σ̃) in DCKR. In contrast, α ∈ S(2) is determined by
homogenous 6-tuple (e0 : e3 : t0 : t1 : t2 : t3) in DHR and (e0 : e3 : f0 : f3 : t1 : t2)
in QBR.

3.1 Results

The following results are again based on the example illustrated in Fig. 1. In all
cases the Lagrange function is rational4 where the polynomials in the numerator
and denominator are homogenous and of the same degree with respect to to the
motion parameters m1, . . . ,mk, where k = 4 holds for BGR and DCKR and
k = 6 holds for DHR and QBR. Therefore the system of n partial derivatives
Lj (j = 1, . . . , n) of L results in a homogenous system of equations with respect
to m1, . . . ,mk. Due to the homogeneity this polynomial system is overdetermined
but it can easily be checked that the relation

∑k
j=1 mj

∂L
∂mj

= 0 holds. Bertini
cannot handle overdetermined systems5 without the following user interaction:
One has to square up the system [2, p. 14] by replacing the k equations ∂L

∂mj
= 0

for j = 1, . . . , k by k − 1 linear combinations of the form
∑k

j=1 � ∂L
∂mj

where
each � indicates a randomly chosen complex number. The resulting system can
then be passed on to Bertini by using the command hom variable group for
4 The degrees of the polynomials in the numerator and denominator with respect to all

n unknowns are given as fraction (deg numerator)/(deg denominator) in the column
DOL of Tables 1 and 2.

5 In contrast to the software package HomotopyContinuation.jl [3].
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grouping the homogenous variables m1, . . . ,mk into one group, which is indicated
in Tables 1 and 2 by the notation (m1, . . . ,mk)h. Therefore there is only one
possible grouping for BGR and DCKR and two possible groupings for DHR and
QBR. For both of these groupings the resulting Bézout numbers are too large
(cf. Table 2) to expect reasonable computation times thus we abstained from
tracking the paths.

All additional 130 solutions received by Bertini based on BGR and DCKR (cf.
Table 3) fulfill Δ = 0 resp. θθ̃ = 0 implying a division by zero in Eq. (9) resp. (12).
But it turns out that 128 of these solutions either result from squaring up the
system [2, p. 15] (cf. [6, Apps. B & C]) or belong to the 2-dimensional solution
set6 e0 = e3 = 0 resp. θ = θ̃ = 0. There also exists a 1-dimensional solution set
(see footnote 6) (cf. [6, Apps. B & C]), which corresponds to two conics on the
hyperquadric Δ = 0 resp. θθ̃ = 0. The remaining two solutions represent a point
on each of these two curves.

4 Conclusions

It can be observed (cf. Table 1) that the Bmin value obtained for ICR is the best
one of all SE(2) representations as suggested in [2, p. 96]. For S(2) the lowest
number of tracked paths is obtained by ICR and PBR (cf. Table 2). Surprisingly
the PBR has in both motion groups by far the best computational performance
with respect to Tavg. It can also be seen by Bmax that the grouping has huge
effects on the number of tracked paths and therefore on the computation time.
Moreover, due to the large Bézout numbers of DHR and QBR the question
arises whether a computationally more efficient homogenous representation of
S(2) exists.

All in all, this study suggests the usage of PBR for the future research on the
spatial case (i.e. hexapods and linear pentapods) due to the good Bmin values
and the best results for Tavg.
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Assistive Handwriting Haptic Mechanism
Using Deep Learning Speech Recognition

Erdi Sayar(B)

RWTH Aachen University, Aachen, Germany
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Abstract. Haptic devices become widespread in education and train-
ing. Learning to handwrite for visually impaired people is a difficult task.
Using assistive haptic device during handwriting learning for people hav-
ing a visual impairment is the objective of this work. They don’t need
anyone to help them in this process. By giving speech command, they can
make the mechanism draw the number between any 0–9. Convolutional
Neural Network (CNN) is used for speech recognition. Speech recognition
for this study is limited only in numbers (0–9)and “unknown” which may
occur due to network’s inability or given speech command except for a
trained number. This paper focuses on dynamic analysis and control of
5R mechanism by using deep learning for speech recognition.

Keywords: Planer 5R mechanism · Convolutional Neural Network ·
Haptic assitive device · Speech recognition · Learning handwriting

1 Introduction

The word haptic stems from Ancient Greek (haptikós, “able to come in contact
with”) and (háptō, “to touch”). In other words, haptics is anything involving
touch1. Haptics technology emerges as different applications such as alleviation
problem for blind people [8], education [5], training [1], medical field [4], computer-
aided design [7]. This study deals with the application of assistive handwriting
for visually impaired people. Since many years, visually impaired people cannot
reach educational opportunities as much as normal people. This study enables
them to learn how to write on their own by using a speech recognition command.
An example prototype of handwriting assistive haptic 5R device is taken from the
work (Dede & Kiper) and illustrated in Fig. 1. In dynamic analysis and control
part for the sake of simplicity, the gripper is not taken into consideration in the
calculations. Calculations are based on the model shown in Fig. 2.

For the speech recognition part, Convolutional Neural Network (CNN) is
used and trained in Matlab and connected to Simulink to provide 5R with the
desired trajectory based on speech command.

1 https://en.wiktionary.org/wiki/haptic.

c© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
D. Pisla et al. (Eds.): EuCoMeS 2020, MMS 89, pp. 67–77, 2020.
https://doi.org/10.1007/978-3-030-55061-5_9
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Fig. 1. Handwriting assistive haptic
device

Fig. 2. 5R model

2 Kinematic Analysis

Each link of 5R can be defined by a fixed vector as shown in Fig. 2. Let us define
vector

#       »

OAA for link2,
#    »

AP for link3,
#    »

EP for link4,
#        »

OEE for link5 and
#            »

OAOE

for link1. Except
#            »

OAOE , the other vectors will be the function of time since the
mechanism contains only revolute joints.

2.1 Position Analysis

For position analysis, loop closure equations of vectors on Fig. 2 can be written
by using Euler equations as below.

−a1

2
+ a2 · eiθ2 + a3 · eiθ3 =

a1

2
+ a5 · eiθ15 + a4 · eiθ14 (1)

Reel part �{Eq.(1)} and imaginary part �{Eq.(1)}
−a1

2
+ a2 · cos(θ2) + a3 · cos(θ3) =

a1

2
+ a5 · cos(θ5) + a4 · cos(θ4)

a2 · sin(θ2) + a3 · sin(θ3) = a5 · sin(θ5) + a4 · sin(θ4)
(2)

Equation 2 is arranged as below and taking square of both side gives us the
form shown in Eq. 3.

(a4 · cos(θ4))
2 = (a2 · cos(θ2) + a3 · cos(θ3) − a5 · cos(θ5) − a1)

2

(a4 · sin(θ4))
2 = (a2 · sin(θ2) + a3 · sin(θ3) − a5 · sin(θ5))

2

A · cos(θ) + B · sin(θ) = C (3)
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A = 2a2a3 cos(θ2) − 2a3a5 cos(θ5) − 2a3a1

B = 2a2a3 sin(θ2) − 2a3a5 sin(θ5)
C = −a2

1 − a2
2 − a2

3 − a2
5 + a2

4 + 2a2a5 cos(θ5) cos(θ2) + 2a1a2 cos(θ2)
+ 2a2a5 sin(θ2) sin(θ5) − 2a1a5 cos(θ5)

Solution of Eq.(3) is given in Eq.(4).

t1,2 =
B ± √

A2 + B2 − C2

A + C

θ3 = 2atan(t1) or θ3 = 2atan(t2)

θ4 = atan2(a2 sin(θ2 + a2 sin(θ3) − a5 sin(θ5), −a1 + a2 cos(θ2) + a3 cos(θ3) − a5 cos(θ5))

(4)
End Effector position can be expressed 2 different ways shown in Eq. (5).

x =
−a1

2
+ a2 cos(θ2) + a3 cos(θ3) or x =

a1

2
+ a5 cos(θ5) + a4 cos(θ4)

y = a2sin(θ2) + a3 cos(θ3) or y = a5 sin(θ5) + a4 sin(θ4)
(5)

2.2 Velocity Analysis

As an initial value, θ̇2 and θ̇5 are given.
Taking derivative both Eq. (2) with respect to time, we can obtain Eq. (6).

− a2 sin(θ2)θ̇2 + a5 sin(θ5)θ̇5 − a3 sin(θ3)θ̇3 + a4 sin(θ4)θ̇4 = 0

a2 cos(θ2)θ̇2 − a5 cos(θ5)θ̇5 + a3 cos(θ3)θ̇3 − a4cos(θ4)θ̇4 = 0
(6)

The matrix form is given in Eq. 7.[−a3 sin(θ3) a4 sin(θ4)
a3 cos(θ3) −a4 cos(θ4)

]
·
[
θ̇3
θ̇4

]
=

[
a2 sin(θ2)θ̇2 − a5 sin(θ5)θ̇5

−a2 cos(θ2)θ̇2 + a5 cos(θ5)θ̇5

]
(7)

2.3 Acceleration Analysis

As an initial value, θ̈2 and θ̈5 are given.
Taking derivative both Eq. (6) with respect to time, we can obtain Eq. (8).

− a2 sin(θ2)θ̈2 + a2 cos(θ2)θ̇2
2

+ a5 sin(θ5)θ̈5 + a5 cos(θ5)θ̈5 − a3 sin(θ3)θ̈3

− a3 cos(θ3)θ̇3
2

+ a4 sin(θ4)θ̈4 + a4 cos(θ4)θ̇4
2

= 0

a2 cos(θ2)θ̈2 − a2 sin(θ2)θ̇2
2 − a5 cos(θ5)θ̈5 + a5 sin(θ5)θ̈5 + a3 cos(θ3)θ̈3

− a3 sin(θ3)θ̇3
2 − a4 cos(θ4)θ̈4 + a4 sin(θ4)θ̇4

2
= 0

(8)

The matrix form is given in Eq. 9.[−a3 sin(θ3) a4 sin(θ4)
a3 cos(θ3) −a4 cos(θ4)

]
·
[
θ̈3
θ̈4

]
=

[
A1

A2

]
(9)
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where

A1 = a2 sin(θ2)θ̈2 − a2 cos(θ2)θ̇2
2 − a5 sin(θ5)θ̈5 − a5 cos(θ5)θ̈5 + a3 cos(θ3)θ̇3

2 −
a4 cos(θ4)θ̇4

2

A2 = −a2 cos(θ2)θ̈2 + a2 sin(θ2)θ̇2
2

+ a5 cos(θ5)θ̈5 − a5 sin(θ5)θ̈5 + a3 sin(θ3)θ̇3
2 −

a4 sin(θ4)θ̇4
2

3 Dynamic Analysis

For Dynamic Analysis, Lagrange method is used [6]. In total there are 4 angles
θ1, θ2, θ3, θ4 and θ3, θ4 are the functions of θ2, θ5 as shown in Eq. (10).

θ3 = f(θ2, θ5)
θ4 = g(θ2, θ3, θ5) = g(θ2, f(θ2, θ5), θ5)

(10)

Position vectors of tip points of each link are given in Eq. (11).

r2 =

⎡
⎣

−a1
2 + a2 cos(θ2)

2
a2 sin(θ2)

2
0

⎤
⎦ r3 =

⎡
⎣

−a1
2 + a2 cos(θ2) + a3 sin(θ3)

2

a2sin(θ2) + a3 sin(θ3)
2

0

⎤
⎦

r5 =

⎡
⎣

a1
2 + a5 cos(θ5)

2
a5 sin(θ5)

2
0

⎤
⎦ r4 =

⎡
⎣

a1
2 + a5 cos(θ5) + a4 cos(θ4)

2

a5 cos(θ5) + a4 sin(θ4)
2

0

⎤
⎦

(11)

We can substitute θ3 and θ4 from Eq. (10) as a function of θ2 and θ5 for θ3
and θ4 in Eq. (11).

Thus, Eq. (12) is obtained as showned below. All position vectors of links
depend on the variable θ2 and θ5.

r2 =

⎡
⎣

−a1
2 + a2 cos(θ2)

2
a2 sin(θ2)

2
0

⎤
⎦ r3 =

⎡
⎣

−a1
2 + a2 cos(θ2) + a3 sin(f(θ2,θ5))

2

a2sin(θ2) + a3 sin(f(θ2,θ5))
2

0

⎤
⎦

r5 =

⎡
⎣

a1
2 + a5 cos(θ5)

2
a5 sin(θ5)

2
0

⎤
⎦ r4 =

⎡
⎣

a1
2 + a5 cos(θ5) + a4 cos(g(θ2,f(θ2,θ5),θ5))

2

a5 cos(θ5) + a4 sin(g(θ2,f(θ2,θ5),θ5))
2

0

⎤
⎦

(12)

As a next step, Positional jacobian matrices are calculated.

Jplinki
=

[
∂ri

∂θ2

∂ri

∂θ5

]
(13)

Jplink2
=

⎡
⎣

−a2 sin(θ2)
2 0

a2 cos(θ2)
2 0
0 0

⎤
⎦ (14)
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Jplink3
=

⎡
⎢⎣

−a2 sin(θ2) − a3
2 sin(f(θ2, θ5))

∂f(θ2,θ5)
∂θ2

−a3
2 sin(f(θ2, θ5))

∂f(θ2,θ5)
∂θ5

a2 cos(θ2) + a3
2 cos(f(θ2, θ5))

∂f(θ2,θ5)
∂θ2

a3
2 cos(f(θ2, θ5))

∂f(θ2,θ5)
∂θ5

0 0

⎤
⎥⎦

(15)

Jplink4
=

⎡
⎣

−a4
2 sin(σ) ∂σ

∂θ2
−a5 sin(θ5) + −a4

2 sin(σ)) ∂σ
∂θ5

a4
2 cos(σ) ∂σ

∂θ2
a5 cos(θ5) + a4

2 cos(σ) ∂σ
∂θ5

0 0

⎤
⎦ (16)

where σ = g(θ2, f(θ2, θ5), θ5)

Jplink5
=

⎡
⎣0 −a5

2 sin(θ5)
0 a5

2 cos(θ5)
0 0

⎤
⎦ (17)

Calculation of rotation matrices for each link is given in Eq. (19). All links
rotate about its own z axis. Equation (18) demonstrates the rotation matrix
about z axis by θ.

Rz(θ) =

⎡
⎣cos(θ) − sin(θ) 0

sin(θ) cos(θ) 0
0 0 1

⎤
⎦ (18)

Rlink2,z(θ) =

⎡
⎣cos(θ2) − sin(θ2) 0

sin(θ2) cos(θ2) 0

0 0 1

⎤
⎦Rlink3,z(θ) =

⎡
⎣cos(f(θ2, θ5)) − sin(f(θ2, θ5)) 0

sin(f(θ2, θ5)) cos(f(θ2, θ5)) 0

0 0 1

⎤
⎦

Rlink4,z(θ) =

⎡
⎣cos(θ4) − sin(θ4) 0

sin(θ4) cos(θ4) 0

0 0 1

⎤
⎦Rlink5,z(θ) =

⎡
⎣cos(σ) − sin(σ) 0

sin(σ) cos(σ) 0

0 0 1

⎤
⎦

(19)
where σ = g(θ2, f(θ2, θ5), θ5)

Orientational Jacobian matrix for each link is calculated using Eq. (20).

JOlinki
=

[
col[∂Rlinki,z

(θi)

∂θ2
· RT

linki,z
(θi)] col[∂Rlinki,z

(θi)

∂θ5
· RT

linki,z
(θi)]

]
(20)

where col2

⎡
⎣

⎡
⎣ 0 −wz wy

wz 0 −wx

−wy wx 0

⎤
⎦

⎤
⎦ =

⎡
⎣wx

wy

wz

⎤
⎦

JOlink2
=

⎡
⎣0 0

0 0
1 0

⎤
⎦ JOlink3

=

⎡
⎣ 0 0

0 0
∂f(θ2,θ5)

∂θ2

∂f(θ2,θ5)
∂θ5

⎤
⎦

JOlink4
=

⎡
⎣ 0 0

0 0
∂g(θ2,f(θ2,θ5),θ5)

∂θ2

∂g(θ2,f(θ2,θ5),θ5)
∂θ5

⎤
⎦ JOlink5

=

⎡
⎣0 0

0 0
0 1

⎤
⎦

(21)

2 Column operator.
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Dynamic Equation of Motion

M(q)q̈ + G(q, q̇) = τ (22)

where Intertia Ilinki
, Mass M(q) ,Gyroscope G(q, q̇)

Ilinki
=

⎡
⎣ Ixxlinki

−Ixylinki
−Ixzlinki−Ixylinki

Iyylinki
−Iyzlinki−Ixzlinki

−Iyzlinki
Izzlinki

⎤
⎦ (23)

M(q) =
N∑

n=1

mlinki
JT

plinki
Jplinki

+ JT
Olinki

Rlinki
Ilinki

RT
linki

JOlinki
(24)

G =
[
g11 g12
g21 g22

]
where gij =

N∑
k=1

gijk q̇k gijk =
1
2

(
∂mij

∂qk
+

∂mik

∂qj
+

∂mjk

∂qi

)

(25)

4 Dynamic Control

x = f(q) x ∈ R
n and f : Rn → R

n

Differentiation Forward Kinematic yields ẋ = Jq̇ where J(q) ∈ R
nxn is the

Jacobian matrix. x(t), ẋ(t), q(t), q̇(t) are available for control design and M(q),
G(q, q̇), J(q) are known. Let’s define e(t) ∈ R

n task space tracking error e =
xd − x where xd ∈ R

n is the desired end effector trajectory.
Differentiation velocity kinematic yields ẍ = J̇ q̇ + Jq̈ so q̈ = J−1

(
ẍ − J̇ q̇

)
Design Controller [3]

τ = M(q)J(q)−1
(
ẍd + Kv ė + Kpe − J̇ q̇

)
+ G(q, q̇) (26)

where Kp, Kn ∈ R
nxn are diagonal, positive definite control gain matrices.

4.1 Speech Command Recognition Using Deep Learning

This part shows how to create a simple deep learning model and recog-
nize the speech command. Labelled dataset is downloaded from TensorFlow3.
The dataset includes recorded wav files which is recorded from various peo-
ple. Recorded speeches are labelled as [“zero”, “one”, “two”, “three”, “four”,
“five”, “six”, “seven”, “eight”, “nine”, “background noise”]. So the neural net-
work is trained to recognize only these speech commands. Speeches except for
specified given as a speech command will be recognized as “unknown” command
by the trained network. Before speech signals are given to the neural work, they
3 http://download.tensorflow.org/data/speech commands v0.01.tar.gz.

http://download.tensorflow.org/data/speech_commands_v0.01.tar.gz
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are converted into log-mel spectrogram. Since records are one-channel audio and
their duration and magnitude do not exceed 40 and 98, the input size for the neu-
ral network is chosen as 40× 98× 1. Output size of the neural network is chosen
as 12 because it classifies input as numbers from zero to nine, background noise
and unknown.

Fully simplified used architecture are listed below.

Fig. 3. Wave-forms and spectrogram of my own voices for in recognition process. The
word “one” is given as a speech and network recognized successfully. Any word except
for trained word is given as a speech. Since the network was not trained by this labeled
word, It gives a message as “unknown” to indicate that the given speech could not be
recognized.

[40x98x1] INPUT
[40x98x12] CONV1: 12 3x3 filters
at stride 1, pad 0
[40x98x12] NORM1
[40x98x12] RELU1
[20x49x12] MAXPOOL1: 3x3 filters
at stride 2, pad 0
[20x49x24] CONV2: 24 3x3 filters
at stride 1, pad 0
[20x49x24] NORM2
[20x49x24] RELU2
[10x25x24] MAXPOOL2: 12 3x3
filters at stride 2, pad 0
[10x25x48] CONV3: 48 3x3 filters
at stride 1, pad 0
[10x25x48] NORM3
[10x25x48] RELU3

[5x13x48] MAXPOOL3: 12 3x3
filters at stride 2, pad 0
[5x13x48] CONV4: 48 3x3 filters at
stride 1, pad 0
[5x13x48] NORM4
[5x13x48] RELU4
[5x13x48] CONV5: 48 3x3 filters at
stride 1, pad 0
[5x13x48] NORM5
[5x13x48] RELU5
[5x1x48] MAXPOOL4: 1x13 filters
at stride 1, pad 0
[5x1x48] DROPOUT: 20 %
[1x1x12] FC: 12 fully connected
layer
[1x1x12] SOFTMAX
[1x12] OUTPUT
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Results of trained network
About 32000 data is used. 80% (25000) of it is used for training, 10% of it is
used for validation and the rest is used for test.
Training error: 1.3632% and Validation error: 3.885%
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Fig. 4. Confusion Matrix

Confusion Matrix is shown in Fig. 4, which is also known as error matrix.

5 Simulation

Simulation is run in Matlab/Simulink environment. Controller gain matrices Kp

and Kd are selected
[
7 0
0 7

]
,
[
7 0
0 7

]
respectively.

Link lengths are taken from the paper (Dede & Kiper) [2] and are shown in the
Table 1. For links, hollow carbon fiber links are taken into account. Determined
mass and inertia tensors are illustrated in Table 1.

Table 1. Designed link lengths

a1 a2 a3 a4 a5

250mm 250 mm 250 mm 250mm 200 mm

m1 m2 m3 m4 m5

0.85 kg 0.85 kg 0.85 kg 0.85 kg 0.75 kg

Ilink2 = Ilink3 = Ilink4 =

⎡
⎣2 0 0

0 2 0
0 0 2

⎤
⎦ kgm2, Ilink5 =

⎡
⎣1.3 0 0

0 1.3 0
0 0 1.3

⎤
⎦ kgm2

The desired trajectory followed by the mechanism is given as input and
depends on the recognized speech command. For example, desired input in the
case for recognized number 2 is demonstrated in Fig. 7.
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5.1 Results

After the simulation is executed, the acquired results are given below. Because
actuators cannot provide unlimited torque, torque is limited between +3Nm
and −3Nm. Torque with saturation block and without saturation block are
shown in the Fig. 5 and Fig. 6. Since results aren’t much different between Torque
with saturation and without saturation, results shown below are calculated with
regard to Torque without saturation.
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Fig. 5. Torque with saturation ±3 Nm
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Fig. 6. Torque without saturation
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Fig. 7. Desired trajectory for #2 Fig. 8. Trajectory of end-effector

The curve over number 2 in Fig. 8 is due to initial conditions of the mecha-
nism.

It can be seen from Fig. 9 that the error value fluctuates between −0.01 and
0.01. In other words, given the desired trajectory in Fig. 7 is followed by the end
effector of 5R mechanism deviating given trajectory with the amount of error
shown in Fig. 9.

Figure 10 shows that changing angles of each links while the 5R mechanism
follows the given trajectory. Figure 11 supports that the mechanism does not
step in singularity configuration while following the desired trajectory because
the determinant of the Jacobian Matrix does not equal to the zero.
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Fig. 9. Task space tracking error e = xd − x. As the mechanism operates in 2D plane,
xerror and yerror mean the error in x axis and y axis.
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Fig. 10. Changing angles of each links
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Matrix

6 Conclusions

The idea of using handwriting haptic device with deep learning proposed suc-
cessfully. The proposed model with deep learning has been performed within
simulation environment in Matlab/Simulink. Obtained results have been indi-
cated. Based on the results, the idea can be actualized in real life application
and it will give great benefit to the people and make their life easier.
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Abstract. This paper presents a complete mechatronic approach in design and
development of a mobile robot equipped with perception systems for autonomous
navigation. The mechanical design, system and control architecture are presented
in detail, followed by a description of the locomotion mechanism and the sensory
system of the mobile robot. The developed robot has two degrees of freedom
(DOF), eight revolute joints (8R) with parallel leg structure using 3D printed parts,
commercially available embedded microcontrollers and sensors. The autonomous
robotic system was controlled and managed by ROS packages. The experimental
results are presented to validate robot functionalities.

Keywords: Mobile robot · ROS control architecture · 3D printed structure ·
Kinect sensorial system

1 Introduction

Nowadays, mobile robots are used in many applications, from domestic activities to
military surveillance [1], form industry actions to security missions [2]. Mobile robots
usually can carry out their tasks without the continuous guidance and supervising by
human beings [5]. Developing a mobile robot equipped with perception systems for
autonomous navigation is a very complex approach involving integration of different
technologies and equipment and entail challenges which require significant research
and development process.

The research conducted on mobile robots can be separated into three categories:
kinematic control, the dynamic control and the navigation of mobile robots. Mobile
robot’s navigation has been investigated in many researches, but reference [5] is using an
inference system based on fuzzy logic adaptive network. The applied approach requires
a lot of training and, thus, needs rich training data. Another drawback of the presented
approach is the large number of fuzzy rules required. Most of the developed controllers
in the scientific literature have been designed based on the kinematic model only [3].
The model-based prediction control [8] and kinematic control using the Lyapunov [4]
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are presented for various mobile robots. In reference [6] a PID controller is used for
path tracking. Regarding the dynamic control researches we can point several: double
Q-PID algorithm [12], disturbance observer based [16], robust NN–based tracking [7],
nonlinear control based on optimization in [15], feedforward NNs [17], a non-linear
adaptive controller for NNs [13] and adaptive control [14], to name just a few.

In this paper, by using a complete mechatronic [10] approach we deal with design-
ing and developing a mobile robot equipped with perception systems for autonomous
navigation. The structure of this paper is as follows: Sect. 1 makes the introduction and
highlights several researches in developingmobile robots, then Sect. 2 presents the prob-
lem statement, preliminaries, and the design concept of the proposed mobile robot with
a novel shape. Section 3 describes the experimental results: the developed prototype,
functional simulation, test results and limitations. Section 4 highlights the conclusions
and discussions.

2 Overall Design

The objective of this paper is to highlight the development of a mobile robot capable
of autonomous navigation integrating visual and functional characteristics that will lead
humans to find similarities with a dog. Some researches, [11, 12], highlighted that the
humans can attribute a sort of individuality and personality to their dogs what determines
them to love them and accept their faults. But, at the same time a dog tends to misbehave
and not always respond promptly or correctly to the commands coming from the owner.
This fact goes to strengthen the need for an autonomous behaviour in the case of a
robot. The ability to handle unknow environments and the high level of complexity
needed by a robot can raise the interest of the users and instil a sense of curiosity by
the fact that they cannot fully predict the behaviour of the robot. All these factors are
contributing to the robot “personality”. Having these in mind, the design of the robot
was concentrated on the following assumptions: a) Providing a familiar shape of the
robot – four legs attached by a torso; b) Using ROS (Robot Operating System) nodes for
complete control and full flexibility of the robot; c) Use of 3D printing technology for
most of the robot parts; d) Provide the ability to transport various objects of max. 5 kg;
e) Reliability, time durability, and energy efficiency are not considered; f) The robot will
not interact directly with the individuals.

2.1 Mechanical Design of the Main Parts of the Robot

The designed robot consists of four tracks, four legs, a torso and a Kinect sensor.
The main components of the robot are made by 3D printed using Polylactic Acid

(PLA) and Acrylonitrile Butadiene Styrene (ABS). The four tracks are powered by DC
motors in order to provide good mobility over a great variety of surfaces and to ease the
steering process. The torso contains all the controllers, battery and power circuits while
the perception system is placed on top of the torso, resembling the head of the robot,
and providing a clear field of view for the vision system.

The robot measures 520 × 570 [mm] in length × width and a height of 550 [mm].
The tracks integrate three wheels with a diameter of 60 [mm].



80 R. Patcas et al.

2.2 Locomotive Mechanism

The locomotion mechanism of the robot consists of four levers, parallels two by two,
compounded by a set of tubes and fittings. The track assembly components (1 ÷ 6) are
highlighted in Fig. 1. The tubes are hollow inside and the cables from the motors are led
through the tubes and connected to the controller board in the torso of the robot.

Fig. 1. Exploded view of the track assembly

The four tracks are comprised (Fig. 1) of one driving wheel (1) and two driven
wheels (2) coupled to a rubber track (3). The wheels are mounted on the shafts with
ZZ809 bearings (4) in order to reduce the load on the motors and to maximize battery
life. The track can rotate around the shaft of the middle wheel (5) in order to allow the
robot to overcome obstacles. The back driven wheel can slide inside the small channel
of the side plates (6), in order to ease the process of fitting the rubber track properly. The
other end of each leg is mounted on the torso using two radial ZZ809 ball bearings which
allow the legs to work as a passive cylindrical joint that is useful while maneuvering
over rough terrain, acting like a suspension.

2.3 Sensors, Interfaces and Micro-controllers Used for Control and Navigation

In order to provide full-autonomous navigation, it is crucial to have information regarding
the objects that are in the surrounding environment and their position relative to the robot
[9].

Regarding the developed robot, there were some limitations concerning the size
and cost of the sensors as well as the availability of support and guidelines from the
robotics community that led to the decision of using a Kinect sensor from Microsoft
which consists of a RGB and infrared cameras, an infrared dot projector for depth
measurement and four microphones [16].

The data from camera and the depth sensor were used to identify objects and retrieve
their relative position to the sensor, which made the Kinect sensor suitable for this
application [16]. In tandem with the Kinect system, an ultrasonic sensor mounted on
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Fig. 2. Robot hardware connections diagram

the front side of the robot’s torso was used to detect any obstacle that could be in the
direction of the robot movement. For localization and tracking, additional sensors were
used, such as Hall Effect speed encoders mounted on the back shaft of each of the four
DC motors and an IMU (Inertial Measurement Unit) on six axes.

An overview diagram (Fig. 2) of all the hardware connections between the sensors,
boards, motors and controllers. Figure 2 turns out that four 12 V brushed DC motors
were used to operate the robot. The data acquisition process was done on the Arduino
board for the motor speed encoders, IMU and the ultrasonic sensor, and then sent to the
laptop via serial USB communication, while the data coming from the Kinect sensor
was sent directly to the laptop. In order to get the data on the Arduino board, a source
code was developed. The code for the ultrasonic sensor data acquisition have used the
function Update_Ultra_Sonic() that programs the board to send small triggers to the
sensor and the function microsecondsToCentimeters (duration) that converts the time of
the echo into distance up to the obstacle. The speed encoders were determined a rise and
fall in the output current when the motor rotates. The functions do_Left_Encoder and
do_Right_Encoder read a digital signal on the B channels of the encoders and increment
or decrement the value of the Encoder_Ticks variables according to the speed and sense
of rotation. In order to get the data from theKinect we had to install the OpenNI packages
and drivers. The packages containing ROS nodes that acquired the data from the Kinect
and publish them onto dedicated topics for depth, RGB data, Laser data, etc. was also
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developed. Regarding the differential control of the four motors an algorithm has been
developed based on ROS nodes, using guidance from reference [17].

3 Experimental Results

3.1 Prototype and Functional Simulation

The distinctive shape of the robot required that many components had to be fabricated
(Fig. 3). In order to be able to transpose into practice the design recommendation, most
of the robot parts had been fabricated from PLA and ABS plastic through a Fused
Deposition Modelling process executed on the Anet A8 3D printer, one of the most
popular 3D printers available on the market [13, 18].

Fig. 3. The prototype of the robot.

To realize this robot, we printed 57 individual parts (Fig. 3), ranging from 10 g
to 150 g with a total printing time of 273.5 h. As for the robot hardware control a
microcontroller board Arduino Mega 2560 has been used to control four 12 V Brushed
DC motors which powered the tracks of the robot.

Behavioral simulations are a crucial element in the development of a robotic system.
Since the robot hardware is often expensive and not available due to the long time needed
for development, assembly and implementation, a simulation provides a convenient and
fast way to test and develop robot software for a specific hardware without the need to
build it. For the simulation of the developed robot we used the Gazebo simulator based
on two ROS packages containing the 3D model of the developed robot, the 3D models
for the simulation environments and the files defining the kinematic joints of the robot,
the sensors and their parameters.

The simulation environment allowed driving the robot manually from the keyboard,
using the keyboard_teleoperation package and with the help of the Kinect sensor the
simulated environment could be scanned/mapped and a topological map was gener-
ated using SLAM (Simultaneous Localization andMapping) infrastructure. The rotating
joints were connected to robot model and for differential control the Kobuki controller
was used.
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3.2 Tests and Results

In the testing phase, the focus was not concentrated on the quality of the topological
map developed from the data points scanned by the Kinect sensor but rather on the
performance of the SLAM algorithm in reaching the desired pose. For this, we used a
variety of locations in order to establish the test benchmark: outside scenario on a surface
covered in grass and stone pavement, inside scenario in a laboratory with a laminated
floor, inside scenario in an office space with chairs and tables and floor covered with
carpet.

Test environment
surface

Test speed
average [km/h]

Average
rotational
deviation
[degrees]

Average
longitudinal
deviation [mm]

Track length
[mm]

Indoors laminated 2.1 12.3 853 17000

Indoors laminated 1.3 6.4 164 5000

Indoors carpet 1.8 7.9 549 18000

Indoors carpet 1.2 5.2 128 6200

Fig. 4. Deviation from the poses estimated by the SLAM algorithm

In the process of scanning the map for the SLAM algorithm, we eliminated the
outside scenario test because the scanned points presented and excessive noise level.
The errors were caused by the vibrations and movement transmitted to the Kinect sensor
due to the roughness of the terrain and lack of rigidity and cushioning of the robot
structure. For the inside scenarios, the performance assessment was done by comparing
the deviation from the poses estimated by the SLAM algorithm ax to the final poses
reached by the robot ax + � as presented in Fig. 4.

The results show greater deviation from the estimated pose on slippery surfaces due
to wheel slip and overall poor performance of the robot structure and locomotive system.
On longer paths, the error induced a deviation from the clear path towards an obstacle.
This caused the robot to stop due to the obstacle being detected by the ultrasonic sensors
and interrupted the navigation task.

3.3 Discussion and Limitations

The designed and developed mobile robot had some drawbacks that are highlighted
hereinafter. The 3D printed robot’s mechanical structure had reduced rigidity and certain
printed parts did not comply with the prescribed geometrical tolerances which led to a
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decrease in robot performance. The reduced rigidity of the robot structure induces in the
Kinectic sensor a lot of noise, due to the frequent vibrations during the robot movements,
which makes the navigation very difficult and sometimes impossible if the surface is not
perfectly smooth.

In terms of maneuverability the robot can make turns easily and all the motion
commands could be submitted successfully from the laptop keyboard. The selected
motors provided enough torque and speed, robot being able to move with the max.
speed of 3 km/h while it has been driving with a mass of 5 kg on its torso.

4 Conclusions

Our experimental result shows that through the proposed approach we have managed to
design and control a mobile robot that is capable of autonomous navigation, while using
ROS packages, a set of sensors and Kinect system.

By developing this mobile robot and testing it, the technical feasibility of integrating
the highlighted sensors and Kinect system together with the ROS packages was demon-
strated. Generally, the robot has performed as expected on a very smooth surfaces, but
on the other types of surfaces failed. There were two types of problems: the rigidity of
the legs and torso which induces a lot of noise in the sensory system and the tracks that
suffered modifications from the initial design, due to the poor dimensional and geomet-
rical precision of the 3D printed wheels that guide the track belt which caused the belt
to slip off over the wheels in rotation. Improvements will have to be made in the future
in order to improve the dynamic performance of the robot, some parts will be machined
from aluminum for the next robot iteration.
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Abstract. Flatness-based feedforward trajectory control is experimen-
tally validated for a crane manipulator that suspends a flexible metal
sheet by four chain hoists each positioned by an overhead crane gear.
For a desired spatial trajectory of the sheet the control inputs of the
individual drives are calculated by an inverse dynamics model that takes
the load sway dynamics, an approximated dynamic transfer behaviour
of the controlled drive axes and the stiffness of the payload into account.
A forward kinematics measurement model enables an estimation of the
actual pose of the platform from measured drive positions and chain
inclinations. Experimental results show the effect of the control concept.

Keywords: Crane manipulator · Parallel kinematics · Flatness-based
feedforward control · Trajectory tracking · Flexible crane payload

1 Introduction

Metal sheets can be formed by a three-point bending process with a sword and
a pair of dies as forming tool [2]. The metal sheet is suspended by four chain
hoists that are mounted on trolleys of an overhead crane with two bridges each
with two trolleys as shown in Fig. 1. Due to the heavy payloads two-strand chain
hoists are provided. The lower pulley blocks include springs in order to isolate
the crane gear from excessive process forces especially in off-nominal situations.
To estimate the actual position of the sheet, the fixed chain strands bear two-axis
inertial inclination sensors (Sick TMM88B-ACC090).

A desired sheet motion is achieved by coordinated control of bridges, trolleys
and chain hoists, whereby the flexibility of the workpiece is also to be taken into
account. By this, the system represents an underconstrained 4-4 cable-driven
parallel manipulator (CDPM) with movable winch mounts [4]. After a forming
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tool engagement the sheet is moved by the crane system from the actual into the
desired subsequent equilibrium position without residual sway. There, the next
tool engagement takes place. In each step a desired spatial trajectory between the
rest positions is planned by the process scheduler [3]. For tracking these trajecto-
ries flatness-based feedforward control based on nonlinear and linearised control
design models of the crane system has been described in [6] and [5], respectively.
The present contribution extends these results by a description of experimen-
tal validations on the actual crane system shown in Fig. 1. This includes (1)
the enhancement of the control design model by a simplified dynamic transfer
behaviour of the individual drive axis controllers, (2) a forward kinematics mea-
surement model to estimate the actual platform position from measured bridge
and trolley positions, chain lengths and load chain inclinations and (3) presen-
tation of some experimental results showing the effect of the control.

The paper is organised as follows. In Sects. 2 and 3 the control design model
of the crane system and flatness-based feedforward control from [6] are briefly
summarised. The forward kinematics measurement model is described in Sect. 4
followed by experimental results shown in Sect. 5.

Fig. 1. Four-chain crane manipulator for positioning metal sheets under a forming tool.

2 Nonlinear Dynamics of the Crane Manipulator

As described in more detail in [6] the control design model of the crane manipu-
lator is formulated in the absolute position coordinates of the flexible plate. The
masses of the chains are neglected. The displacements of the bridges, trolleys
and chain lengths are treated as kinematic inputs for the individual axis drive
controllers.
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Coordinates. According to Fig. 2 the independently controllable actuator coor-
dinates p ∈ R

10 include the two bridge positions pb = [pb1 pb2]T, the
four trolley positions pt = [pt11 pt12 pt21 pt22]T and the four chain lengths
pl = [pl11 pl12 pl21 pl22]T,

p =
[
pT
b pT

t pT
l

]T
. (1)

The spatial pose of the flexible sheet with respect to the fixed coordinate system
C0 is described by the platform coordinates y ∈ R

7. They comprise the three
Cartesian coordinates r = [rx ry rz]T of O1, the three Cardan angles ϑ =
[ϑ1 ϑ2 ϑ3]T of a payload-fixed coordinate system C1 and a coordinate to describe
the elastic deformation of the plate η,

y =
[
rT ϑT η

]T
. (2)

The spatial velocity z ∈ R
7 of the sheet is described by the coordinates of

the velocity v of the origin O1, the platform-fixed coordinates of the angular
velocity ω of C1 relative to C0 and the time derivative of the deformation η̇.
The relation between ẏ and z is given by a kinematic differential equations of
the form [8]

ẏ = H(y) z. (3)

Fig. 2. Coordinates of the chain-suspended manipulator with a flexible payload.

Flexible Platform Dynamics. The sheet is modelled by a rectangular Kirch-
hoff plate (mass m, edge length a, b, torsional stiffness cf) suspended at its corner
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points. Compared to the other flexible modes of the sheet, the torsion dominates
the distribution of forces over the four load chains and is therefore considered
only. The displacement of the plate in z1-direction is modelled by the shape
function φ(x, y) and the elastic coordinate η(t) which describes the torsion [1],

W (x, y, t) = φ(x, y) η(t) with φ(x, y) = 4
x

a

y

b
. (4)

The vectors from O1 to the suspension points Qij then are

dij = T(ϑ)dij,0 + φij ez1η (5)

with the rotation matrix T(ϑ) from O1 to O0, the constant coordinates dij,0 of
the flat plate in O1 as well as φij = 1 for i = j and φij = −1 for i �= j.

The dynamic equations for the flexible payload in the coordinates y comprise
the kinematic differential Eq. (3) and the kinetic differential Eq. [6]

⎡

⎣
mI 0 0
0 Θ 0
0 0 1

9m

⎤

⎦

⎡

⎣
v̇
ω̇
η̈

⎤

⎦+

⎡

⎣
0

ω̃Θω
0

⎤

⎦+

⎡

⎣
0
0

cfη

⎤

⎦ =

⎡

⎣
fg + f11 + f12 + f21 + f22

d̃11f11 + d̃12f12 + d̃21f21 + d̃22f22
eTz1(f11 − f12 − f21 + f22)

⎤

⎦

M z̈ + kc(ż) +kel(y) = ke(y,p)
(6)

with the constant mass matrix M ∈ R
7×7 (inertia tensor of the platform relative

to its center of mass Θ = diag{ 1
12mb2, 1

12ma2, 1
12m(a2 + b2)}), the generalised

centrifugal and Coriolis forces kc ∈ R
7, the generalised elastic force kel ∈ R

7

and the applied generalised forces ke ∈ R
7. Applied forces are the gravity force

fg = mg ez0 and, considering linear attachment springs (stiffness c), the chain
forces

fij = c (lij − plij) with eij =
lij
lij

, li = rPij − rQij , lij = |lij | (7)

with the position vector rPij = ex0 ptij +ey0 pbi of Pij and rQij = r+dij of Qij .

Dynamics of the Independent Axis Controllers. The independent drives
of the bridges, trolleys and hoists of the prototype system are controlled by
underlying speed controllers. Therefore, a reactionless dynamic behaviour of the
drives is assumed as a simple first-order transfer function. The equations of
motion of the controlled drives then have the form

Tp̈ + ṗ = Ku (8)

with time constants T = diag{T1, . . . , T10} and gains K = diag{K1, . . . ,K10}.
The control inputs u ∈ R

10 of the system then are the desired speeds of the
bridge, trolley and hoist actuators. The parameters in T,K were identified from
recorded measurement data by least-squares optimisation.
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3 Flatness-Based Feedforward Control

The objective of the feedforward control is to move the payload along desired
spatial trajectories y̌(t). By exploiting the flatness property of the system, the
required control inputs u can be calculated in two consecutive steps, the so-called
generalised inverse kinematics and the inverse dynamics, refer also to [7].

Generalised Inverse Kinematics. In the first step the actuator coordinates p̌
are calculated in terms of the desired outputs y̌ following the outline of [6].
According to (6) there are seven nonlinear equations for the ten actuator coor-
dinates. Thus, the problem is kinematically triple redundant which means that
a certain platform position can be realised by a wide variety of actuator coordi-
nates. Technically appropriate solutions can be found by optimisation. A useful
criterion proved to be minimisation of the chain lengths lij , coming along with
small inclination angles of the load chains. The constrained optimisation problem
then is

minimise
p̌

Z(p̌, y̌) =
2∑

i=1

2∑

j=1

l2ij

subject to Γ (p̌, y̌, ˙̌y, ¨̌y) ≡ M ¨̌z + kc + kel − ke = 0,

(9)

whereby the nonlinear equation constraint Γ = 0 from (6) ensures that for a
desired motion the payload platform is continuously in dynamic equilibrium in
terms of d’Alembert’s principle.

Inverse Dynamics. The second step is the calculation of the control inputs u
in terms of p̌. They are obtained directly by solving (8) with respect to u, leading
to

u = K−1 (T ¨̌p + ˙̌p). (10)

Thus, in addition to the actuator coordinates p̌, their speeds ˙̌p and accelera-
tions ¨̌p are needed. The total time derivatives can be obtained numerically by
forward difference quotients or analytically by using the linearised equations
of motion derived in [5]. Altogether a feedforward control law is received that
calculates the control inputs u for the desired coordinates y̌ specified up to
fourth-order time derivatives,

u = Ψ(y̌, ˙̌y, ¨̌y, y̌(3), y̌(4)). (11)

The inverse system model (11) moves the flexible sheet along desired spatial
trajectories y̌ under ideal conditions, thus sufficient accuracy of the feedforward
control model, no unmodelled disturbances and consistent initial conditions.

4 Kinematic Measurement Model

To evaluate accuracies achievable with the flatness-based feedforward control
during a controlled motion, the actual position of the payload has to be esti-
mated. Assuming the chains between the suspension and attachment points
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Pij , Qij to be rigid links, the position of the payload can be calculated by means
of a forward kinematic transformation from the ten measured actuator coordi-
nates p and the eight measured chain inclination angles (two inclination angles
per chain)

ϕ =
[
ϕ11 ϕ̄11 ϕ12 ϕ̄12 ϕ21 ϕ̄21 ϕ22 ϕ̄22

]T
, ϕ ∈ R

8, (12)

similar to the procedure described in [7]. In the kinematic measurement model
shown in Fig. 3 the measurement axes of the chain inclinometers are modelled
by revolute joints. The four kinematic loops are cut at the spherical joints at the
sheet attachment points leading to four nonlinear loop closure conditions with
three equations each,

hij ≡ rQij(pbi, ptij , plij , ϕij , ϕ̄ij) − rQ′ij(y) = 0, i = 1, 2, j = 1, 2,

⇒ h(p,ϕ,y) = 0.
(13)

The Eqs. (13) ensure the kinematic compatibility in the four kinematic loops and
are fulfilled when the distance between the cut points Qij , Q′

ij disappears. They
are a set of twelve non-linear equations to calculate the seven unknown platform
coordinates y from the eighteen measured quantities p, ϕ. The overdetermined
set of Eqs. (13) is solved numerically with the Levenberg-Marquardt algorithm.

Fig. 3. Kinematic measurement model to calculate the platform coordinates y.

5 Simulation and Experimental Results

The effect of the feedforward control on the prototype system is exemplarily
illustrated in Fig. 4 by a translational movement of the sheet between given rest
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positions in the time interval between t0 = 0 s and t1 = 18 s with a sufficiently
steady reference trajectory. Subfigures 4a–c show the time histories of the bridge
displacements Δpb(t) = pb(t) − pb(t0), the trolley displacements Δpt(t) =
pt(t)−pt(t0) and the chain lengths Δpl(t) = pl(t)−pl(t0) from the generalised
inverse kinematics calculation and from measurements. Subfigure 4d represents
the time histories of the trajectories of the platform center Δr(t) = r(t) −
r(t0). The corresponding tracking errors erx , ery and erz in Subfigures 4e–g
show how the flatness-based feedforward control moves the platform to a desired
end position with small residual oscillation at the time t ≈ 15 s.

Fig. 4. Translational movement of the payload in space ( measurement, refer-
ence).

As another example, Fig. 5 illustrates the results for the rotation of the pay-
load around a fixed vertical axis over a rotation angle Δϑ3 = 30◦. The move-
ment is primarily achieved by moving the bridges and trolleys in opposite direc-
tions, whereby the chain lengths are adjusted accordingly as shown in Subfigures
5a–c. The comparison of the Cardan angles in Subfigure 5d demonstrate how
the desired end position is reached without load sway at the time t ≈ 15s.
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Fig. 5. Rotation of the payload around a fixed vertical axis ( measurement,
reference).

6 Conclusions

For the four-chain suspension manipulator with kinematically indeterminate
payload position, a non-linear feedforward control was presented, utilising the
flatness property of the system model. The feedforward control considers the
kinematic nonlinear parallel structure of the four-chain suspension as well as an
approximated dynamics of the underlying velocity controllers of the drives. For
estimation of the platform pose a kinematical measurement model is presented.
Experimental results confirm the effectiveness of the chosen approach.

Under ideal conditions the presented feedforward control moves the flexi-
ble payload platform along desired trajectories. If the idealised conditions are
not given, tracking errors occur. Therefore, ongoing research is devoted to the
design of a suitable feedback controller that reduces tracking errors and actively
dampens load swings.
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C.: Concept of an Automated Framework for Sheet Metal Cold Forming.In:
Tagungsband des 4. Kongresses Montage HandhabungIndustrieroboter, pp. 117–
127. Springer, Heidelberg (2019)

https://doi.org/10.1007/s12289-019-01529-9


94 E. Hildebrandt et al.

4. Pott, A.: Cable-Driven Parallel Robots. Springer, Heidelberg (2018)
5. Stoltmann, M., Froitzheim, P., Fuchs, N., Flügge, W., Woernle, C.: Linearised feed-
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of an Air-Jet Loom Shedding Mechanism
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Abstract. The aim of the paper is to provide information about a simulatedmodel
creation of the shedding mechanism of an air-jet weaving machine. The loom is
meant for production of leno weave fabrics. The loom is characterized with the
system of the adaptive change of beating-up and shed mechanisms function with
picking angle maximization, direct drive of mechanisms and energy recuperation.
The possibilities of modern commercial software systems are used to create a
computational model of the mentioned mechanism. The main subject of the com-
putations is the estimation of the dynamic properties and behavior of the shedding
mechanism, including its drive and control structure.

Keywords: Computational model · Weaving machine · Shedding mechanism ·
Energy recuperation

1 Introduction

With the increasing pressure on the size and quality of weaving machine production, the
demand for its increased performance, reliability and service life is growing. This fact
is closely related to the detailed knowledge of the dynamic properties and behavior of
this machinery during its operation. In this context, the importance to its quality design
is attached which is supported by computational simulations and experiments. For the
objective description of the mentioned system, it is necessary that it is mathematically
modeled and solved as a whole, including its individual subsystems, i.e. a so-called
controlled mechanical system is created. This requirement results from the fact that,
in practical implementation, all subsystems work together and interact with each other.
In the case of the shedding mechanism, we will consider as the individual systems the
respectivemechanical system of the sheddingmechanism, its drive and control structure.
With the development of numerical mathematics, informatics and computer technology
there has been a rapid growth of various expert-computing systems to solve a wide range
of technical problems that could not be solved beforehand or very difficult without their
contribution.
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to Springer Nature Switzerland AG 2020
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2 Controlled Mechanical System

The computation model of a controlled mechanical system consists mainly of abstract
systems, which describe a multibody mechanical system, its drive and control by math-
ematical equations. One possible method of creating the computation model of the men-
tioned system is the process of composing abstract dynamic systems with causal input -
output orientation. Individual abstract dynamic systems are most often described either
by state or transmission descriptions. This combination is simple because the outputs of
one model are inputs of the other model, as is shown in Fig. 1. In this figure, the Con-
trol block represents the mathematical description of the control structure, the Electric
Motor block represents themathematical model of the electricmotor and theMechanical
Subsystem block represents the mathematical model of a multibody mechanical system.
Electric current I, voltage U, electromagnetic torque MElMg and mechanical variable s
and its time derivative ṡ are input and output signals. The main objective of creating the
model is to determine the time course of the dynamic behavior of the system, which
consists in the numerical solution of the resulting system of differential equations or
system of algebraic-differential equations. We can find detailed knowledge of this issue
for example in [1, 2] and [3].

Fig. 1. Block diagram of a controlled mechanical system

Provided that a multibody mechanical system with flexible members is described by
redundant physical coordinates s(t) in the number of m, they are constrained by a set of
implicit functions (constraints) in the number of r

fV (s(t), t) = 0 (1)

The vector si(t) of the physical coordinates of ithe-flexible bodymay be expressed by
the form si(t)= [ri(t), pi(t), qei(t)]T where the vector of the coordinates ri(t) determines
the position of the given member in the basic space. The body orientation in the basic
space is given by Euler parameters pi(t). The elastic deformations of the flexible member
are expressed by the vector qei(t) of the elastic coordinates. The motion equations of
such a mechanical system are derived based on the Langrangian equations of a mixed
type – LEMT [1] in the form

Ms̈ + Ṁṡ − 1

2

[
∂M
∂s

ṡ
]T

ṡ + Dṡ + Ks + fg = Q + JTλ (2)

In Eq. (2), the time-varying mass matrix M and time-varying the center of grav-
ity position are taken into consideration in the case of flexible bodies. Matrices K a
D represent the stiffness and damping matrix of the mechanical system as a whole.
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The vector Q expresses the vector of generalized forces, whose components associate
with relevant coordinates sj and vector fg is the gravity forces vector. The vector of
Lagrange multipliers λ relates to the forces and moments required to maintain the con-
straints. The matrix J = ∂fV/∂sT expresses the Jacobi matrix of constraint equations
set. In the case of Eq. (2), it is a set of (m + r) differential/algebraic equations for the (m
+ r) unknown variables – the generally dependent physical coordinates s in the number
of m and the Lagrange multipliers λ in the number of r. The constrained multibody
mechanical system is characterized by (i = m–r) degrees of freedom. We can currently
use commercially available expert systems to set and numerically solve the motion
equations of the described mechanical system, for example MSC.ADAMS.

In the case of the shedding mechanism, its drive is implemented by a three-phase
permanent magnet synchronous electric motor – PMSM. For simulations, the common
description of this motor type is the so-called idealized DQ-model, which consists in
converting a three-phase machine to an equivalent two-phase machine using complex
space phasors [2]. Using a 2-phase motor model reduces the number of equations and
simplifies the control design. Essentially, variables (current, voltage, or flux linkage)
associated with the stator windings of a synchronous machine are transformed to a
synchronously rotating reference frame (d, q) fixed in the rotor at speed ω0. The voltage
equations of the synchronous servomotor expressed in the component shape in rotor
reference frame (d, q) [4] are given in Laplace transform by equations

Ud = RsId + sLdId − ω0ψq, Uq = RsIq + sLqIq + ω0ψd (3)

where s is a complex number. The equation of electromagnetic torque on the rotor is
expressed as

MElMg = 3

2
pp

[
ψdIq − ψqId

]
, ψd = LdId + ψm, ψq = LqIq (4)

where the relation of current to flux linkage is expressed through inductances. In Eq. (3)
and Eq. (4), quantities Id and Iq are current components expressed in the rotor reference
frame (d,q) and Rs denotes electrical resistance of a stator coil. Ld and Lq are stator
winding inductances in the direct (d) and quadrature (q) axis, ψm = const represents
the flux linkage due to a permanent magnet and pp is the number of pole pairs.

The vector control of the three-phase permanent magnet synchronous electric motor
described using idealized DQ-model is given by the condition Id = 0 A. In this case,
the stator current vector i is perpendicular to the flux linkage vector ψ and the stator
electromagnetic torque MElMg reaches maximum [4]. During the vector control of this
electric motor type, its control structure is almost exclusively made up of a cascade
control loop with three hierarchically arranged feedbacks: current, speed, and position,
as it is shown in Fig. 3. Compliance the desired values of position ϕ*, speed ω* and the
components of the electric current vector i* is ensured by PID linear controllers. The
control action is thus the sum of the three terms: proportional feedback, the integral term
and derivative action. The relation between the output value – the control value u(t) and
the input value – the tracking error e(t) is given by equation [3]

u(t) = K

⎛
⎝e(t) + 1

Ti

t∫
0

e(τ )dτ + Td
de(t)

dt

⎞
⎠ + uf (t), e(t) = w(t) − y(t) (5)
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The controller parameters are the proportional gain r0 = K, the integral gain r-1
= K /Ti and the derivative gain r1 = K · Td . The time constants Ti and Td are called
integral time constant and derivative time constant. The tracking error e(t) expresses the
difference between the desired input value (w(t) = {ϕ*

21, ω*
21, I

*
d , I

*
q}) and the actual

output (y(t)= {ϕ21, ω21, Id , Iq}) of the controlled system according to Fig. 2. In Eq. (5),
uf (t) expresses a feedforward term that is adjusted to give the desired value. Figure 3
shows the block diagram of the cascade control loop with ideal P and PI controllers
and speed ω*

21,f and current I*q,f feedforward which is formed on the basis of Laplace
transform of Eq. (5).

Fig. 2. Block diagram of the cascade control loop with P and PI controllers and feedforwards

3 Shedding Mechanism Model

The working cycle of a weaving machine consists of 4 phases: shed opening, weft
insertion, shed closing, and weft beat-up. The shed opening and the shed closing are
ensuredby a sheddingmechanism.Aspart of the development of a newweavingmachine,
its novelty sheddingmechanismwas also developed. The sheddingmechanism is a crank
mechanism,which is primarily composed of 2-Crank, 3-Connecting Rod and 4-Shedding
Beam according to Fig. 3. It is characterized by the individual drive with the centrally
placed servomotor with a continuous rotor shaft and recuperation of kinetic energy of
the given mechanism and deformation energy of four pairs of leaf springs, which are
made of C/E composite material.

The shedding mechanism drive has to satisfy such a movement function to reach
the maximum picking angle the during non-uniform rotation of the servomotor stator
depending on the operating frequencyΩ of theweavingmachinewith optimal utilization
of the dynamic properties of the devised mechanism. The movement function is in this
form

ϕ∗
21(t) = Ωt + A sin(Ωt) + A sin[Ωt + A sin(Ωt)] , Ω = 2π

60
· n (6)

where A is a parameter which expresses the irregularity level of the shedding mechanism
running and n denotes the working revolutions of the machine. This function is also the
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Fig. 3. Shedding mechanism model

desired movement function of the control system, witch is shown in Fig. 4 for n =
600 rpm and A = 0.47.

In the case of the mathematical model of the shedding mechanism, this is a dynamic
analysis of a spatial multi-body systemwith flexible elements – the crank shafts aremade
of steel, the leaf springs are made of C/E composite material, the blades are made of
steel and the shedding beam is made of C/E composite material. C/E composite material
is the orthogonal anisotropic material and its material properties differ at each point of
the body in three orthogonal directions [5]. The compliance matrix S is determined by
nine independent elastic constants expressed by engineering constants such as a tensile
elasticity modulus, shear modulus and Poisson’s ratios and is in this form

S =
[
E 0
0 G

]
, E =

⎡
⎢⎣

1
Ex

− νyx
Ey

− νzx
Ez

− νxy
Ex

1
Ey

− νzy
Ez

− νxz
Ex

− νyz
Ey

1
Ez

⎤
⎥⎦, G =

⎡
⎢⎣

1
Gyz

0 0

0 1
Gzx

0

0 0 1
Gyx

⎤
⎥⎦, 0 =

⎡
⎣0 0 0
0 0 0
0 0 0

⎤
⎦ (7)

The elastic constants were determined based on an appropriate method and they are
given in Table 1. The elastic properties of the flexible bodies were determined using the
finite element method, which is part of the Siemens NX CAD system.

Table 1. The elastic constants of C/E composite material

Ex [GPa] Ey [GPa] Ez [GPa] Gyz [GPa] Gzx [GPa] Gyx [GPa] νyz [−] νzx [−] νyx [−]

108 18 18 6 13 13 0.5 0.1 0.62

The desired driving torque used in the control structure is determined based on the
quasi-dynamic solution. It is given by the equation

M ∗ = −I2ϕ̈21 − l2
(
kpx41 + m4ẍ41

) · (sin ϕ21 − cosϕ21 tan ϕ31) (8)
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Fig. 4. Desired control signals

where ϕ21 is rotor angular displacement, ϕ31 is connecting rod angular displacement
and x41 is shedding beam displacement, l2= 0.029 m is crank length, I2= 0.01057 kgm2

is the moment of inertia of rotating masses, m4= 6.43 kg is the mass of moving masses
and kp= 51000 Nm−1 is the total stiffness of the four pairs of leaf springs. The time
course of torque M* is shown in Fig. 4 for working revolutions n = 600 rpm and A
= 0.47, when the RMS value of the torque time course is minimal in the steady state
of the weaving machine running. The value of the current feedforward constant kMf

of the control structure is determined based on the electromagnetic moment MElMg of
the 3-phase permanent magnet synchronous electric motor. For rotor pole with saliency
ratio Ld /Lq≈ 1, the electromagnetic moment is [2]

MElMg = 3

2
ppψmIq = 1

kMf
Iq, kMf = 2

3ppψm
, ψm = kE

60

2π1000
√
3

(10)

where kE = 183 V1000−1rpm expresses electromotor voltage constant, which is from
the data sheet provided by the manufacturer.

With the use of knowledge included in paragraph 2, the mathematical models of the
drive and its control system were created. The appropriate parameters of PID controllers
were tuned on the basis of the Ziegler–Nichols tuning rules [3], see Table 2. The motion
equations of the controlled mechanical system of the shedding mechanism were set
and numerically computed by MSC.ADAMS. The main aim of the calculations was to
determine the control accuracy and the dynamic behavior and properties of the whole
system dependent on the operating frequency and the irregularity level of the shedding
mechanism running. Figure 5 shows the time course of the speed tracking error of the
shedding mechanism control system as an example of one of the possible simulation
results.
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Table 2. Drive and control system parameters

Description Symbol Servomotor TGN5-2400-15-560

Number of pole pairs pp [−] 5

Rated speed nn [rpm] 1500

Rated torque Mn [Nm] 21.0

Peak torque MMax [Nm] 63.0

Stator coil electrical resistance Rs [Ω] 0.85

D-axis stator inductance Ld [mH] 5.1

Q-axis stator inductance Lq [mH] 5.1

Rotor permanent magnetic flux
linkage

ψm [NmA−1] 1.008932

Current controller proportional
component

KI [VA−1] 5

Current controller time integration
constant

TI [s] 0.0005

Speed controller proportional
component

Kω [As/rad] 2

Speed controller time integration
constant

Tω [s] 0.08

Position controller proportional
component

Kϕ [s−1] 5

Speed feedforward constant Kvf [−] 1

Current feedforward constant KMf [A/Nm] 0.132

Fig. 5. Speed tracking error of the control system

4 Conclusions

The novelty machine is equipped with the system of an adaptive change of beating-
up and shedding mechanisms functions with picking angle maximization. Traditional
shedding and slay mechanisms mounting on the machine frame by means of bearings
has been substituted by an originality system of leaf springs. This solution leads to
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the recuperation of kinetic energy of mechanisms and deformation energy of springs,
which are made from C/E composite material. The results of the innovation process
are a significant increasing of machine performance, lower energy consumption and
reduced noise level and vibrations of the machine. Patent applications have been filed
for some innovative solutions of parts of the air-jet weavingmachine, which also includes
a shedding mechanism.

Acknowledgments. This paper was created within the work on the TRIO-FV10215 project –
Project supported by the Ministry of Industry and Trade of the Czech Republic.
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Abstract. This work focuses on the dynamic modelling and motion con-
trol scheme of a parallel manipulator which has three legs of prismatic-
revolute-revolute-revolute joint setup. In each of the legs, the prismatic
(P)-joint is active and the rotary (R)-joints are passive. The three legs
further join into an end-effector in a right-angled triangle shape. The
Euler-Lagrangian approach is followed to achieve the dynamics of the
manipulator. The formulations are detailed and simulated. This paper
also presents an augmented proportional-derivative (PD) controller along
with gravity compensation for the motion control. This control method
transforms the closed-loop dynamics of the manipulator into decoupled,
and thus it becomes easier to quantify the motion performance. The
trajectory tracking performance and its accompanying errors are also
discussed.

Keywords: Parallel manipulator · Motion control · Inverse dynamics ·
Cartesian manipulator · Proportional derivative control

1 Introduction

Parallel manipulators are mechanisms forming closed loops which connect the
fixed base to the moving platform with the help of independent serial chains.
They have a robust construction as they consist of revolute and prismatic actua-
tors. They are capable to move large bodies at high velocities and accelerations.
One such example is the motion platforms which are based on parallel manipu-
lators. They can perform tasks at high velocities with very less effort and they
have varying applications. Parallel manipulators are studied vastly in the recent
decades [1,2]. Parallel manipulators attained prominence amongst researchers
c© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
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and industries worldwide due to their grade of accuracy and precision in per-
forming tasks [2,6,8,9]. When compared to serial manipulators, they exhibit
increased payload capacity, greater stiffness and improved precision [3]. Theo-
retically, this is said so because there is no error accumulation in case of parallel
manipulators [2]. In contrast to their serial counterparts, parallel manipulators
possess lower inertia of moving parts, more speed and more accuracy [2]. Parallel
manipulators exhibit confined workspace and complex singularities [2,3,5,6,8,9].
From the literature study, it can be seen that there is a need of a sturdy control
scheme for motion mechanisms to smoothly execute tasks. Various challenges
have to be faced while developing such controllers, which are not usually coming
across for serial manipulators [7,9]. Major hindrance is the nonlinear dynamics
and the coupled system parameters that determines the dynamics of the manip-
ulator [6,8,9]. The parallel manipulator dynamic analysis becomes a challenging
task due to the domination of gravitational, inertial and frictional factors. The
behaviour of these mechanisms are governed by nonlinear dynamic models and
these mechanisms may not follow the desired trajectory due to uncertainties
in their link lengths, masses and inertia, and other undesired effects like fric-
tion, backlash, etc. Hence the feedback control is necessary leading to achieve
closed-loop tracking.

The objective of this paper is to study the dynamics of the 3-PRRR manip-
ulator (commonly known as “Tripteron”) [8] and to develop a simple motion
control for the lower limb rehabilitation mechanisms. The lower limb rehabilita-
tion therapies involved motion of hip, knee and ankle joints [4,10], however, for
providing better motion of the hip and knee in three dimensional space as per
the clinical studies [4], one of the Cartesian manipulators is required, therefore,
in this paper, the 3-PRRR spatial parallel manipulator is considered. In order to
execute this manipulator as a lower limb rehabilitation robot, the behaviour of
the manipulator in both open and closed loops should be known [10]. Hence, the
dynamic analysis is carried out by Euler-Lagrange method and an augmented
proportional derivative controller is used for the motion control.

The following portion of the paper is systemized as: Sect. 2, 3 and 4 discuss
the conceptual design, kinematic model and dynamic model of the system pro-
posed. The control scheme designs are described in Sect. 5. The performance
analysis along with how the model tracks a complex trajectory is depicted in
Sect. 6. Lastly, Sect. 7 sums up the concluding remarks of the paper.

2 Conceptual Design

The suggested 3-PRRR spatial parallel manipulator’s conceptual design is shown
in Fig. 1. It includes three kinematic legs. Each leg consists of a single active
prismatic joint (P) and three revolute joints (R). The active linear (prismatic)
joints are connected with linear actuators driven by a direct current (DC) motor.
The linear actuator is placed on a guide rail which tends to constitute the active
prismatic joint. To this a passive RRR-chain is attached and the ends are con-
nected to the vertex of the right-angled triangle (mobile platform) which act as
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Fig. 1. Conceptual design of a 3-PRRR manipulator

the end-effector. In total, the manipulator consists of ten links (including the
end-effector), three prismatic joints and nine revolute joints. Based on this, the
movement of the parallel manipulator is three, that is, the suggested mecha-
nism has three DOF. The beauty of the 3-PRRR manipulator or Tripteron is
that it provides the Cartesian motion in space and it is completely decoupled,
which results in simple kinematic relationships and eventually the Jacobian of
the mechanism forms an identity matrix.

3 Kinematic Model

The kinematic configuration with the joints and links of the proposed driv-
ing mechanism is depicted in Fig. 2. This 3-PRRR motion mechanism consists

Fig. 2. Kinematic configuration of the 3-PRRR manipulator
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of three active prismatic joints and the corresponding joint displacements are
denoted as r1, r2 and r3, respectively. The three active prismatic joints are placed
along the three mutually perpendicular axes as given in Fig. 2. The proposed
driving mechanism has three PRRR (prismatic-revolute-revolute-revolute) legs
namely A1B1C1, A2B2C2 and A3B3C3 which connect the end-effector (mobile
stage) D1D2D3 with the fixed base as given in Fig. 2.

The inverse (indirect) kinematics of the parallel mechanism gives the linear
displacements which are the inputs as given in equation 1. ζ gives the linear
displacement of the active prismatic joint. Px, Py and Pz are the task space
coordinates of the end-effector point from the origin (base frame) in the Carte-
sian coordinate system. The kinematic arrangement of each leg along with their
locations of center of masses are given in Fig. 3.

ζ =

⎡
⎣

r1
r2
r3

⎤
⎦ =

⎡
⎣

Px − ax + cx
Py − ay + cy

Pz

⎤
⎦ (1)

Fig. 3. Locations of center of masses of the manipulator
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where C3 = (D1y−B1y)
2+(D1z−B1z)

2−L2
2−L2

3
2L2L3

, S3 =
√

1 − C2
3 , C6 =

(D2x−B2x)
2+(D2z−B2z)

2−L2
5−L2

6
2L5L6

,

S6 =
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1 − C2
6 , C9 = (D3x−B3x)

2+(D3y−B3y)
2−L2

8−L2
9

2L8L9
, S9 =

√
1 − C2

9 , B1y =
0, B1z = bx,
D1y = r2 − ay,D1z = r3, B2x = 0, B2z = by,D2x = r1 − ax,D2z = r3, B3x = 0,
B3y = bz,D3x = r1 − ax,D3y = r2 − ay.

4 Dynamic Formulation

This section describes the Euler-Lagrangian based dynamic formulation of the
suggested 3-PRRR parallel mechanism. The Euler-Lagrange has been used
because of its simplicity, iterative structure and accuracy in predicting the rela-
tionship between joint forces and mechanism motion. This method gives the for-
mulation depending on the energy difference of the system. It means, Lagrangian
(L) is the difference between the total kinetic (KE) and potential (PE) ener-
gies of the system. Total kinetic and potential energies of the mechanism is the
summation of the kinetic energy along with potential energy of each component
of the mechanism. The suggested manipulator has 3-legs, each having one slider
i.e. prismatic (P) joint and two links are connected through 3-rotary (R) joints.
It is assumed that the mass of the link is concentrated at the centre of each link.
So there are totally ten bodies including the end-effector (mobile platform).
Equation 5 present the total kinetic energy as well as total potential energy and
the Lagrangian of the proposed parallel manipulator.

KE =
1
2

10∑
i=1

(
mi

[
u̇2
i + v̇2

i + ẇ2
i

]
+ Izziω

2
i

)

PE =
10∑
i=1

migwi

L =KE − PE

(5)

where mi is the mass of the ith link respectively. Izzi is the rotational inertia of
the ith link. ui, vi and wi are the positions of the center of masses of the individual
link. u̇i, v̇i and ẇi are the translational velocities and ωi is the angular velocity of
the center of mass of each link. L is the Lagrangian of the proposed manipulator
and g is the acceleration due to gravity.

The joint forces are evaluated and expressed in Eq. 6.

fi =
d
dt

∂L

∂ṙi
− ∂L

∂ri
(6)

On the basis of Euler-Lagrange dynamic formulation, the dynamic motion
equation of the parallel mechanism is expressed in state-space form as given in
Eq. 7.

D (ζ) ζ̈ + C
(
ζ, ζ̇

)
ζ̇ + h (ζ) + q

(
ζ̇
)

= f (7)
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where D (ζ) represents the inertial matrix of the manipulator, ζ̈ represents the
linear acceleration of the translational joint or the vector task space acceleration,
C

(
ζ, ζ̇

)
gives the centripetal and Coriolis matrix of the parallel mechanism,

h (ζ) is the gravitational force vector and q
(
ζ̇
)

is the friction vector. In this
paper, the viscous frictional effects only considered, however, the model is not
restricted to only this kind of effect.

5 Motion Control Scheme

The proposed close loop tracking of the driving mechanism is controlled with the
aid of augmented proportional-derivative (PD) controller. The PD controller is
used because it can calculate the joint space positions and velocities using inverse
kinematic relations along with positions and velocities of end-effector. The known
inertia matrix D (ζ), is multiplied to the error vector to obtain better tuning and
accuracy. The known gravity vector h (ζ), should be added to the input vector
f to have better control of the manipulator. The suggested PD with gravity
compensation control strategy to capture the targeted profile positions is shown
in Eq. 8.

f =D (ζ)
[
Γpζ̃ + Γd

˙̃
ζ
]

+ h (ζ) (8)

where f is the vector giving input to the manipulator through the control scheme,
Γd and Γp are the derivative control gain and proportional gain values respec-
tively. ζ̃ = ζd − ζ gives the position error vector, ζd represents the vector of the
desired position of the joints in work space and ζ gives the position of the joints
in work space achieved by the dynamic model. ˙̃

ζ represents the error derivatives
vector.

6 Results and Discussion

The performance analysis of the proposed model is done by executing the simu-
lation of the dynamic analysis using MATLAB under standard parameters. The
link length and mass of first link are taken as 0.6 m and 10.5 kg respectively and
those of the second link are taken as 0.55 m and 2.1 kg respectively, in each leg.
The mass at each of the prismatic joint is taken to be 1 kg. The end-effector has a
mass of 2.8 kg. The value of controller gains Γd and Γp are 2δ and δ2, respectively
chosen to provide an approximate critical damping (ideal) performance, where
δ = 2 is the required or designed output frequency. By increasing the value of
δ, the rise time and the tracking errors can be reduced, however, the required
control activity (rate of control activity) would be increased. The overall perfor-
mance and the choice of the control parameters would be affected based on the
actuator characteristics. In this paper, the actuator dynamics is considered as a
first order system with a time constant of unity. The input is given at the three
active joints, say r1, r2, r3. For the profile shown in Fig. 4, sinusoidal input is
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Fig. 4. Desired end-effector profile used for the simulation along with manipulator
configuration

Fig. 5. Time histories of the desired positions and tracking position errors of the linear
joints

given at the three P joints. The given (desired) required profile is achieved with
the help of the proposed motion control scheme as shown in the Fig. 4. The time
histories of the required profile and the tracking results are shown in Fig. 5.
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The proposed dynamic model follows the desired trajectory. It can be seen
that r1, r2, r3 comfortably following their corresponding desired values through
the help of the proposed motion control scheme. It was also observed that the
dynamic model and the performance of controller is sound in tracking and the
errors of tracking are within the limits of the design. The closed-loop system’s
stability can be proved easily with the help of Lyapunov’s direct method [7]
and the control parameters can be optimized by considering actual actuator
and sensor characteristics through the help of one of the optimization methods.
However, these are left for future work.

7 Conclusions

The dynamic analysis and the motion control scheme of a 3-PRRR parallel
mechanism is discussed in this research paper. The prime motive of this con-
figuration is to propose a manipulator for the lower limb rehabilitation robot
wherein different forms of strategies for lower limb therapy can be imposed in
three dimensional space or in real-time. The numerical simulations show that
the augmented proportional derivative controller enables to obtain a reliable
control strategy. Although, if an advanced controller is used, the error would
have been further decreased, the proposed controller gives advantage of being
simple to use with the help of low-cost micro-controllers. There is future scope in
performing complex operations in the real-time along with advanced controllers
for providing finite time stability and better results.
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Abstract. This paper addresses the numerical and experimental validation of a
finger exoskeleton exercising device. The exoskeleton device is analyzed from a
kinematic and dynamic viewpoint. Experimental tests are carried outwith different
users to demonstrate the adaptability and effectiveness of the proposed device in
finger exercising and motor rehabilitation tasks.

Keywords: Finger exoskeleton ·Motion assistance · Performance evaluation ·
Experimental robotics

1 Introduction

Nowadays the design of exoskeletons focuses on solving the principal challenges of the
following three applications: rehabilitation, exercising, and assistance. The main prob-
lemwith existing exoskeletons is that they often are not usable for the fingers of different
subjects as in [1], bulky such as in [2], with overall equipment not easily transportable
such as in [3] or heavy such as in [4]. A specific research line has been addressing
the development of exoskeletons for motion assistance, as reported, for example, in
[5, 6]. Moreover, [7, 8] focus on fundamental grasping mechanics as well as at the
design and validation of anthropomorphic robotic hands. The LARM robotic hands are
based on a driving mechanism with linkages that remains within the finger body during
its operation, as reported in [9]. The design of such a drivingmechanism is the conceptual
reference for the exoskeleton solution that is reported in [6] and preliminary exoskele-
ton designs, as reported in [10–12]. This paper aims to report experiences and results
for validating the primary operating characteristics from different users and operation
conditions of the exoskeleton device, named as ExoFing.
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2 The ExoFing Finger Exoskeleton

TheExoFing device is designed and prototyped byLARM2 inRome.The parameters and
the configuration of the proposed eight-bar mechanism for mimicking the human finger
motion are part of an Italian patent [12]. The system consists of two interconnected four-
barmechanisms of 2Degrees-Of-Freedom (DOF) that are driven using two servomotors.
The performance acquisition of the system is carried out using four different types of
sensors as in Fig. 1. A temperature sensor (1) is located on the metacarpus phalange to
identify the change of temperature during the moving process. A bio-electrical activity
sensor (2) is installed to determine the electrical response of the finger. A current sensor
(3) is used to estimate the energy consumption of the device. Two IMU sensors (4) are
set up on the metacarpus and distal phalanges to identify the angle displacements and
angular velocities of the finger joints. Figure 1 shows a conceptual design of ExoFing,
where the inputs, sensors, and outputs are described in detail according to a human
finger.

Fig. 1. A conceptual and kinematic scheme of ExoFing exoskeleton device

ExoFing is designed with features of portability and adaptability for a wide range
of users. In fact, the design considers possible attachment regions where the attachment
points could fix the device to the finger for different subjects. Figure 2 shows a kinematic
design with motors to drive each DOF in a general position to be installed on the human
hand and finger. The input angle for the first four-bar mechanism is labeled as δ, and the
input angle for the second mechanism is marked as β. The device uses four attachment
points namely, one for the palm and the back of the hand (A1), two for the metacarpus
phalange (A2, A3), and the last one for distal phalange (A4). These four points give
the device the possibility to be fixed for different anthropomorphic sizes. Therefore the
behavior of the system could differ from one to another user since the distances between
the MCP, PIP, and DIP joints can be different.
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Fig. 2. A kinematic design of ExoFing

3 Numerical Evaluation of Operation Performance

The behavior of the prototyped device is compared with a numerical solution using the
kinematic configuration in a numerical simulator. Figure 3 shows the CAD of ExoFing
where Fig. 3a is the frontal view indicating the position of the inputs δ and β. In Fig. 2, the
point A4 stands for the attachment point of the exoskeleton with the fingertip while A1 is
the attachment point between second servo housing and finger. The kinematic analysis
aims to obtain the angular position of the DIP joint to be compared with the angular
displacement measured with the prototype in laboratory tests. The spatial position of
the fingertip vary according to the finger size of each patient. However, the change of
behavior in each joint should not be important and is verified by comparing the behavior
of multiple subjects.

Fig. 3. CAD of ExoFing: a) Frontal view, b) Isometric view

A simulation using Working Model estimates fingertip position, velocity, accelera-
tion, and input torques for a specific size of a finger whose numerical results are reported
in Sect. 5. Especially a simulation of the second four-bar linkage is computed by model-
ing links attached to the second servo housing. The simulation time is 2 s for a complete
flexion of the finger and other 2 s for its extension, considering a task of finger motion
assistance. For the purpose of the simulation and experimental comparison, the simula-
tion uses an input velocity of β= 3 deg/sec. Figure 4 shows a scheme of the configuration
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used in a simulation in Working Model. In Fig. 4a for the extended position and Fig. 4b
for the complete flexion position.

Fig. 4. Configuration of the second four-bar mechanism in the physics engine: a) Complete
extension, b) Complete flexion

4 Experimental Setup and Tests

Aprototype solution is implemented for laboratory testingwith the fourmentioned types
of sensors, the motors, and one Arduino control board. Figure 5 shows the architecture
of the electronic hardware and its implementation in ExoFing when it is attached to
a human finger. Figure 5a shows the details of the connections for each element. The
location of the motors and the sensors in the prototype can be seen in Fig. 5b. with: 1)
thermometer attached to the metacarpus phalanx; 2) electrodes for the EMG sensor. 4);
one IMU on the metacarpus phalanx to measure the angular displacement a velocity of
θM and the second IMU attached to the distal phalanx for θD; 5) one servo motor drives
the first four-bar mechanism with input mentioned before as δ, and the other servo motor
drives the second linkage with input labeled as β.

The experiments are carried out using two testing modes. For the first mode, the
completemotion is considered bydriving the twomotors. The second testmode considers
only the activation of the second motor to drive the second linkage and consequently,
only the motions of the proximal (PIP) and distal (DIP) phalanx are activated.

Fig. 5. Design of experimental setup: a) A scheme, b) A laboratory setup. (1: Thermometer, 2:
EMG, 3: Current sensor, 4: IMU’s, 5: Motors, and 6: Arduino)



EuCoMeS 2020 119

5 Experimental Results

The laboratory prototype has been tested experimentally to drive the motion of the
finger and the information collected with the four types of sensors is used to determine
the effectiveness of the device when used by different subjects. The resulting motion
produced by the prototype attached to the finger is shown in Fig. 6 with a complete
extension in Fig. 6a, partial flexion in Fig. 6b and c, and a complete flexion in Fig. 6d.

Fig. 6. Snapshots of the exoskeleton motion during a test with sensors

The results are reported in Fig. 7, and Fig. 8. The Figs. 7a and 8a show the angular
displacement and angular velocity of the metacarpus joint for the complete motion test,
and Figs. 7b and 8b show the angle and velocity of the distal joint. From the plots, it
can be verified that the device motion occurs according to the modeling of the system.
Despite the different sizes of fingers among different subjects, themotion remains within
a margin similar to the desired motion.

On the other hand, the behavior of the input angles driven by the motors is reported
in Fig. 9a. The power consumption of the device considering the motors and sensors is
given in Fig. 9b. The electrical activity in the finger of the subject is reported in Fig. 10a
and the temperature measured in in the metacarpus phalanx is showed in Fig. 10b.

From Fig. 9b the maximum power consumption when doing the flexion motion is
around 3.5 W, and the maximum value for the extension motion is around 1 W.

The electrical activity of the finger is not significant but had to be verified by measur-
ing the finger and the change of the temperature describes that the finger is incrementing
the activity and the use of energy when exercising. Temperature suggests that tissue on
the finger is actually working and receiving assistance.
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Fig. 7. Results for the simulated and measured motion in terms of orientation of: a) MCP angle;
b) DIP angle

Fig. 8. Results for the simulated and measured motion in terms of angular velocity of: a) MCP;
b) DIP

Fig. 9. Test results in terms of: a) Angular inputs for motors and b) Power consumption
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Fig. 10. Test results in terms of: a) Finger electrical activity and b) Temperature

6 Conclusions

This paper introduces the validation of ExoFing exoskeleton finger device using different
types of sensors tomeasure its behavior and to compare it with design simulations results.
The results show that the system moves according to expected motions. The exercising
task for the finger is performed properly by ExoFing and the results show that it stands
as a good alternative for developing this task instead of the medical staff. The prototype
design fulfil the requirements of adaptability to different subjects, portability to use
the device in a convenient place for the final user, and affordability to increase the
accessibility for hospitals and patients.
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Abstract. This paper presents a system developed by the authors that makes use
of a new trend in rehabilitation, serious gaming. Short introduction and state of the
art is presented in the first part of the paper, after which the main design steps are
given and explained. Finally, the testing of the prototype aswell as the lesson learnt
from building it are discussed in the last part of the paper. The aim of the research
was to create an equipment that might be further developed into a fully-fledged
rehabilitation device that uses the serious gaming paradigm.

Keywords: Serious gaming · Upper-limb exerciser · Rehabilitation equipment ·
Rehabilitation robot

1 Introduction

It is well known that the humanmind is geared toward games, engaging in such activities
activates the reward pathways and pleasure centers of the brain; computer games, due
to their capacity of generating captivating scenarios, are especially prone to stimulate
said centers of the brain, a fact proven by the $119.6 billion in revenue generated by the
video game industry in the year 2018 alone [1].

There are many working definitions for serious games, but every actor involved
agrees to the core concept that a serious game must serve a purpose of more than mere
entertainment [2]. This concept is used in many fields, but important to the present
paper is the fact that gaming provides a motivational tool for better patient engagement
in the rehabilitation session, as these are usually long and the progress is more often
than not tedious and hard to ascertain by the untrained eye of the subject, which leads
to a sharp decline in interest after a few number of sessions. It is presumed that the
nature of a gaming environment has the potential of making the rehabilitation exercises
more appealing and the concept of in-game scoring might provide to the patient a quick
self-assessment tool for his/her progress.

Current paper focuses on the design and prototyping of a 1 degree-of-freedom (DOF)
upper-limb active and passive rehabilitation device that is connected to a computer on
which runs a custom-made serious game build in Unity3D; the upper-limb rehabilitation
device is used as an input computer peripheral when in active mode, respectively as
an output peripheral when in passive mode. Before further description of the system, a
summary for the current state of the art is made in the following chapter.
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2 State of the Art

Serious games used in health care sciences is a fairly new concept, as revealed by the
relatively low number of articles (a number of 1005 indexed by PubMed) that deal with
this subject, as well as the fact that more than half of them were published after the year
2016. The same trend is true also for other popular indexing services (e.g. SpringerLink:
as of today, out of 257 of English sources related to serious gaming in medicine and
public health, 70% of them were submitted starting with the year 2016). Figure 1 is
illustrative to the general trend of the interest generated by this particular field of study;
in this chapter of the paper, several research articles considered relevant to the current
state of the art were selected and shortly discussed.

Fig. 1. Yearly number of publications related to serious gaming

Drumond et al. [3] distinguishes between three main categories of learners: a moti-
vated, extrinsically motivated and intrinsically motivated. While the first category is
interested only in the sensory delight provided by the game, the second and third cate-
gory has a motivation to actually involve themselves in the learning process dictated by
the serious game; the cited paper asserts that for amotivated users, this method yields
no better results than traditional tools, therefore, one might not expect that designing
a serious game represents an all-encompassing solution, and make recommendation to
developers to consider the convergence of extrinsically and intrinsically motivations.
Horne Moyer et al. [4] argues that while therapies based on computer (serious) games
are not superior to traditional ones in terms of results, they are definitely more enjoy-
able; the mechanism of action mentioned are: attention, distraction, problem-solving,
feedback, emotional expression, socialization and exposure.

An obvious choice for serious gaming is themanagement of various psychological or
psychiatric disorders. Serret et al. [5] studied how usable is a game platform dedicated to
patients with Autism SpectrumConditions (ASC) to teach them emotions independently
of their age, intellectual, verbal and academic level. ASC is characterized by a very low
capacity for social interaction, therefore, teaching these persons the basics of emotions
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via a gamified environment is hypothesized to improve these skills. The cited paper
claims that the tested serious game is a promising tool by helping ASC patients to
compensate for their difficulties with intuitive social processing by teaching them to
use a logical model of processing social information and cues. Another similar study
is presented by Derks et al. [6] that investigates how a serious game might change
mentalizing abilities and stress regulation in the case of adults that suffer from mild to
borderline intellectual disabilities. Even at low levels of effectiveness, due to the very
low entry barrier (only a computer with an internet connection is needed) such a method
might prove to be cost effective if deployed on a large scale. By the time of publication,
the cited study claimed that the study is still a work in progress, but the researchers were
very positive about the results. Wijnhoven et al. [7] proposes a study to investigate how a
specifically designed computer gamemight decrease anxiety in children that suffer from
ASC and expects that those included in the clinical trial will show a lower level of anxiety
compared to the control group. Podina et al. [8] proposes a smartphone app designed for
cognitive behavioral therapy (CBT) in the case of maladaptive eating habits; it gamifies
the process of weight and calorie intake monitoring as well as physical activities with a
scoring system and targets food cravings, binge eating and emotional eating.

Thewidespread use ofmobile personalminiature computers (colloquially referred as
smartphones) has led to a previously unimaginable number of applications dedicated to
health; some of them gamify the process, with the hope of increasing user interaction and
involvement. Schoeppe et al. [9] examines the efficacy of such apps by systematic review
of multiple studies published between 2006–2016, and concludes that overall there is
modest evidence that app-based intervention significantly improve diet, physical activity
and sedentary behaviors, but the large demographics provided by the huge smartphone
market makes even minute improvements to have a significant impact regarding public
health. Also, the cited study states that usage of apps in conjunction with other methods
(coaching, motivational e-mails, etc.) improves the overall effect. Hochsmann et al. [10]
investigates whether a smartphone-based game-like app can increase the level of phys-
ical activity in sedentary individuals and hypothesizes that post interventional physical
activity in selected individuals will be greater than in the control group.

Even though computer gaming is an activity rarely associated with elderly, there are
some research initiatives that try to reach this population segment. Wiemeyer et al. [11]
identifies that reasons for insufficient engagement of elderly people in regular exercises is
lack of access to necessary equipment, fear of injury and lack of positive reinforcement;
it identifies the need for appropriate interface design and game demands, but warns that
the positive results of successful implementation of serious games might be transitory,
given by the novelty character and that there are but few studies that address long
term involvement. Money et al. [12] proposes a falls education tool in the form of a
3D exploration game, in order to raise the awareness of fall hazards in one’s home
environment, and reports that the results support the idea that a serious game is a more
engaging tool (compared to leaflets, booklets, etc.) for educating older adults about fall
risk factors and the need for adapting the home to mitigate these factors.

Combining serious gaming with robot assisted rehabilitation therapies are motivated
by the fact that often patients tend to become bored during the session, especially after
the novelty of the procedure wears out, which is detrimental to the rehabilitation process.
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Serious gaming becomes in this case a tool for maintaining a high level of motivation.
Dehem et al. [13] proposes a system designed for children with cerebral palsy composed
of a rehabilitation robot and a serious game that allow continuous adaptation of the
therapy based on measured performances in terms of passive range of motion, isometric
and isokinetic strength and upper limb kinematics. Another research study by the same
first author [14] investigates a similar system dedicated for motor and cognitive post-
stroke rehabilitation; the game provides several targets on a graphical interface and the
patient, assisted by the robot, tries to meet them. The system is also suitable for different
levels of impairment, as the robot is configurable to fully assist or to oppose themovement
in order to train the strength of the subject. The cited study claims that the patients
found the game enjoyable and expressed the desire to play it again. Proenca et al. [15]
synthesizes 38 studies regarding upper limb rehabilitation bymeans of serious games and
concludes that this is a new paradigm in rehabilitation with apparent beneficial results,
but notes that more in-depth clinical evidence is needed in order to fully understand the
limits of this approach.

3 Design and Testing of the System

From the study of the literature it was concluded that a rehabilitation device using a
serious gaming approachmust consider the convergence of extrinsically and intrinsically
motivations, has to provide an enjoyable experience without sacrificing the goals and
guidelines set by the rehabilitation procedures,must captivate the attention of the subject,
motivate him/her through problem-solving scenarios, has to provide constant, easy to
understand feedback and, if possible, provide an outlet for social expression and social
interaction. These aspects were taken into consideration for our design.

Our proposed system consist of a stationary 1-DOF upper-limb exerciser (Fig. 2(a));
this is built around a linear rail system (R) on which a carriage (C) slides between the
limits set by the frame (F); on the carriage various shaped (depending on the subject
pathology) handgrips (H) may be attached. A resistance-based encoder permanently
tracks the linear position of the carriagewith a theoreticalmaximumprecision of 0.5mm,
which is used as input into the serious game for the active exercises. For the passive
exercises, an electrical servomotor (M) moves the carriage with a maximum speed of
0.1 m/s, which is a value in accordance to the general practice as found in the literature;
the motor has an included gearbox (gear ratio 100:1), which transfer a high enough
torque for a seamless operation. Transition between active and passive mode is done by
manually coupling the carriage to the driving cable (not pictured). Amplitude of motion
is 440 mm, which was set in accordance with the mean travel distance for the hand;
there is no need for a larger amplitude as this will make the device cumbersome. It is
important that the device remains easy to set-up and reconfigurable, for the 1-DOFmakes
the equipment quite versatile: it can be repositioned at various vertical and horizontal
angles relative to the patient (Fig. 2(b)).

The control architecture of the device (Fig. 2(d)) consist of a power driver for the
electrical servomotor and an embedded control system build around the well-known
ATmega328Pmicrocontroller; on this, a simple program logic runs indefinitely checking
the position of the carriage: in active mode, this position is reported to the computer via
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Fig. 2. Upper-limb rehabilitation device: (a) 3D model, (b) examples of use cases, (c) prototype
and (d) system architecture

USB (CH340 interface) and is used as input to control the serious game. In passive
mode, the position is used as reference in order to prevent overrunning of the carriage.
The subject interacts both with the equipment as well as with the computer, on which
the serious game is running. Optionally, a physician might monitor the exercise, but as
a general rule the system is designed to run without supervision (however, a physician
is needed for the initial setup of the game variables that dictates the difficulty of the
exercise and for the final assessment of the procedure). The assembled device is pictured
in Fig. 2(c).

In this stage, the serious gamewas designed only for movements in the sagittal plane;
it used the software package Unity, a very popular game engine for designing electronic
2D and 3D games, virtual reality environments, augmented reality, etc. The game was
devised as a flight simulator, in which the subject controls the pitch axis (nose up, nose
down) of a virtual airship as he/she navigates through a series of circles (Fig. 3). The plane
model was imported from the Unity Store library, and the terrain was generated using
the build-in option, where the width and length dimensions are coded, the topographical
relief manually defined and various textures (grass, stone, etc.) and vegetal elements (e.g.
trees) are added. The sky model was also imported from the library. The scene is viewed
through a third-person view camera, fixed at a certain distance behind the airship.

The main parameters for difficulty setting are (Fig. 3): speed of the airship (v), rel-
ative height difference between consecutive checkpoint circles (hr), horizontal distance
between consecutive circles (d), length of track (l) and height of the circle above the
terrain (h). The speed of the airship correlates to the reaction speed of the patient and
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is the main variable that sets the difficulty of the game. The amplitude of upper-limb
motion correlates with the relative height difference between consecutive circles and
together with the horizontal distance between consecutive circles gives the slope (s) of
the trajectory which is also an important variable that defines the difficulty of the game.
Of secondary importance to the difficulty settings is the height of the circle above the
terrain, as close proximity to it can lead to the airship crash – from a game design per-
spective, it is recommended that only a few of them and evenly spaced out to be near
the terrain, to act as “progress checkpoint”, but this is at the physician’s discretion. The
length of the track defines the length of the exercise and must be chosen in accordance
to the physical capabilities of the subject.

Fig. 3. Serious game: (above) user view, (below) game design parameters

The prototype was preliminary tested by a number of three able-bodied male sub-
jects, with an average age of 25; the aim of this testing was to validate the mechanical
structure, device communication with the computer and interaction with the designed
game. The test protocol consisted of loading of the application, verifying for the correct
communication exerciser/computer and navigating the airship through the circles for a
predetermined speed and track length. The subjects were asked to describe their expe-
rience, general impression and to give suggestions, if they had any. Apart from a slight
communication glitch between the device and the software, the system performed as
expected and the subjects reported a positive experience. They suggested more scenar-
ios, better and more realistically 3D models and redesign of the handgrip. No clinical
testing was yet performed.

4 Conclusions

Serious gaming in rehabilitation is an emerging field of study with great future potential.
As shown, current state of the art propose multiple solutions, most of them strictly
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software-based; as such, the current proposal fills a need for integration between
hardware and software based rehabilitation.

The main advantage of the presented system is the integration with a gaming plat-
form, which opens many possibilities for developing interesting and more engaging
rehabilitation exercises. Its simplicity and robustness make this system easy to use and
understand even by the less technically minded persons, its similar appearance to a
traditional game controller contributing to the self-explanatory character of the device.

There remain several challenges to address before commencing clinical trials: on
the software side, a procedurally generated terrain algorithm is necessary in order to
increase replayability (otherwise, boredom is a real risk, which would defeat the purpose
of integrating a serious game in the first place); in the same idea of replayability is the
procedurally generating of flight trajectory based on difficulty settings defined by the
physician. Another planned improvement is a hybrid mode of operation which would
consist of simultaneous active and passive exercises (as mentioned, the system requires
manual switching between active and passive mode). Also important is establishing
a relationship between a certain set of parameters and the currently used scales for
measuring degree of disability (e.g. Modified Rankin Scale, Barthel Scale, etc.).
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Abstract. The paper presents a Virtual Reality application (VR) related to a
robotic assisted lower limb rehabilitation system. The considered robotic sys-
tem is dedicated to the patient by performing rehabilitation exercises, that vary
in terms of amplitude and duration. The patient performance is measured and the
progress registered. The patient received instructions are via a VR headset. The
robotic system assists a set of pre-defined exercises in parallel with a real-time
control of themotion parameters. TheVR exercises are reproducedwithin inUnity
environment. The robotic structure is also represented in the VR together with the
patient avatar, in order to suggest the type of exercises that must be practiced.

Keywords: Lower limb rehabilitation · Rehabilitation robotic system · Virtual
reality · User interface

1 Introduction

Stroke is the leading cause of disability among adults. After a stroke, disorders such as
loss of motion range, muscular weakness, is affecting the survivor’s ability to have an
independent life-course and may require assistance from other people. To promote func-
tional recovery within rehabilitation process, many traditional therapeutic interventions
have been used and mostly results have been obtained through studies [1]. It has been
shown by evidence that in order to modify the patient neural organization, an intense
practice with different kind of exercises are necessary to recover the functional motor
skills [2, 3]. Virtual reality adds advantages to the traditional therapeutic approaches,
as it can offer people the opportunity to practice daily activities with a virtual assistant
[4]. Modeling and simulation of a new orthotic device has been addressed in [5]. For
example, RehabMaster [6] and YouGrabber [7] are systems based on VR, being used

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
D. Pisla et al. (Eds.): EuCoMeS 2020, MMS 89, pp. 131–137, 2020.
https://doi.org/10.1007/978-3-030-55061-5_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55061-5_16&domain=pdf
https://doi.org/10.1007/978-3-030-55061-5_16


132 F. Covaciu et al.

for the rehabilitation of the upper limbs within stroke patients. For describing the devel-
oped solution, the paper is organized as follows: after Introduction the second section
presents the kinematics of the robotic structure, continuing with its control system and
the user interface in Sect. 3. Section 4 presents development of virtual reality application
followed in Sect. 5 by conclusions, acknowledgments and references.

2 Kinematics of the Robotic Structure

In the following it is presented the kinematic modelling for a new 4-DOF parallel robot
named RECOVER used for lower limb rehabilitation for bedridden patients. The appli-
cation of the inverse kinematics model starts by considering as input the coordinates of
points E and E′, Fig. 1, with the task to determine the active coordinates q1, q2, q3, q4.
The use of the these two points coordinates is difficult during programming rehabili-
tation exercises, and the natural body angles (hip and knee flexion, as well as plantar
flexion-dorsiflexion and eversion/inversion) are more natural and easy to understand.
The kinematic model, presented in [8], supposes that the following angles are given: the
θ4 (the angle between the thigh and the horizontal plane or the patient’s body, actually
the hip flexion), θ5 (the angle between the thigh and leg, the knee flexion), θ

′
3 (the angle

between the plantar and the leg, the flexion flexion-dorsiflexion) and θ
′
4 (rotassstion the

angle the plantar around the OY*’, the plantar eversion-inversion) (Fig. 2).

Fig. 1. Kinematics of the hip/knee rehabilitation
module

Fig. 2. Kinematics of the ankle
rehabilitation module

Starting with the relations:

y1 = l2 · cos(θ4); z1 = l2 · sin(θ4)
y2 = l3 · cos(θ5/2); z2 = l3 · sin(θ5/2) (1)

the coordinates of points E and E’ are computed by:

YE = y1 + z1; ZE = y2 + z2 + tz
XE′ = x1 + y1; YE′ = x2 + y2 + tz; (2)

Mechanical construction imposes that q1 < q2, yielding:

q1 = 1
/
2 · (

YE + y1
/
2 − Rt

); q2 = q1 + 2 ·
√
l21 − (

y1 + tz + y2
/
2
)2
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q3 = a
/
2 · tan

(
θ

′
2

)
; q4 =

√
l2 − (

c + d cos
(
θ ′
4

))2 − q40 + d sin
(
θ ′
4

)
(3)

where:

Rt =
√(−(XE − x1)2 − 2Y 2

E + 4l21 + l23 − 2(tz + y1)2
)

(4)

The direct kinematics supposes that active coordinates are known (q1, q2, q3, q4)
and the natural body angles, θ4, θ5, θ

′
3 and θ

′
4 will be determined. Thus:

YE = YR3 + y2
/
2; ZE = ZR3 − z2

/
2 (5)

where:

YR3 = (q2 − q1)
/
2; ZR3 =

√
l21 − (

(q2 − q1)
/
2
)2

y2 = l3 sin

(
δ + a tan 2

(
(q2 − q1)

/
2,

√
l21 − (

(q2 − q1)
/
2
)2

))
; z2 =

√
l23 − y22

δ = π − γ1 − γ2 − 2a tan 2

(
(q2 − q1)

/
2,

√
l21 − (

(q2 − q1)
/
2
)2

)

(6)

where γ 1 and γ 2 can be obtained from:

t2z + q21 = A2 + l21 − 2A · l1 · cos(γ1); l21 = A2 + l23
/
4 − 2A · l3

/
2 · cos(γ2)

A = q21 + t2z + l21 − 2l1
√
q21 + t2z cos(π − α − β)

α = atan2(tz, q1); β = atan2
(
YR3, q2 − q1

/
2
)

(7)

And finally:

θ4 = atan2(ZR3 − tz,YR3) + acos
((

l23/4 − l22 − A2
)/

(2l2A)
)

θ5 = 2 · atan2(ZR3 − ZE,YE − YR3) (8)

In the case of the ankle module, θ
′
3 and θ

′
4 can be obtained from:

θ
′
2 = atan2(2q3, a)(

c + d cos
(
θ ′
4

))2 + (
q4 + q40 − d cos

(
θ ′
4

))2 = l2
(9)

3 The Control System and User Interface

For the “RECOVER” rehabilitation system [9], in parallel with the mechanical structure
development was also developed the control system and the user interface using the
kinematic model presented in Sect. 2. Figure 3 illustrates the block diagram of the
rehabilitation control system. The components of the rehabilitation robotic system can
be divided on three levels: User level; Command and Control level; Physical level.

A. The User level consists of a computer, the Unity programming environment and
Visual Studio integrated development environment. The Unity development program
was used to develop the VR components and the control interface (Fig. 4) for the robotic
rehabilitation structure manipulation, consisting in the following components:
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• Video cameras: with position selection and changing capacity of the video cameras
viewing angle;

• Keys for the lower limb predefined exercises selection (i.e. Exercise 1, Exercise 2,
Exercise 3). Exercises defined by the clinical doctors;

• Robotic structure manual control, through sliders, as the 3 ones depicted in Fig. 4.
• User graphical interface, with the patient monitoring and patient progress display
(Fig. 4a., group 2).

Using the Visual Studio development environment, in the user interface (Fig. 4b.)
data collected in real time from sensors are connected to the ESP32 microcontroller. The
following functions were developed:

• ConnectESP32: when this button is pressed, the Wi-Fi connection is made between
the computer with the user interface and the ESP32 microcontroller and the implicit
connected sensors.

• Start: is the key that starts displaying the values received from the muscle activity
sensor, the accelerometer and the gyroscope.

• ConnectUnity:with this button pressed, the connection from the Visual Studio inter-
face and the Unity environment is made for sending data from the sensors, using the
TCP/IP protocol.

• Exit: key is closing the user interface.

Fig. 3. Block diagram of the rehabilitation robot control system

• B. TheCommand andControl level integrates two types ofmicrocontrollers, ESP32
and Max33.

• C. The Physical level - contains the following components: Mechanical structure of
the parallel kinematics rehabilitation robot, two servomotors, the HTC Vive Pro VR
headset, the MyoWare Muscle Sensor, an accelerometer and a gyroscope MPU6050.
The latest two displaying the acceleration and position on three axes.
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Fig. 4. User interface: a. VR application; b. Client application

Using the UML (Unified Modeling Language) [10], the computer system analysis
the data within used cases diagram and the activity diagrams generating the correspond-
ing diagrams [11]. Each case describes the user-software interactions. Use case diagram
is presented in Fig. 5, containing an actor, five use cases describing the system function-
alities, the relations between the user and the use cases (five association relations), as
well as relations between the use cases (four dependency relationships).

Fig. 5. Use case diagram

4 Development of the Virtual Reality Application

Virtual reality is one of the state-of-the-art technologies, which has experienced incredi-
ble development and increasing popularity. In a developed virtual reality application, the
RECOVER robotic rehabilitation system is also integrated. A virtual human male avatar
(Fig. 6) was created using the 3D avatar creation program called Make Human. This
program is providing a complete tool that allows managing the components required to
create realistic virtual people. The last step is to put the texture on the avatar through
settings that have been made for this stage. Once that the avatar and the robotic struc-
tures 3D models are imported in the Unity environment, a logical connection is made in
order to “connect” the two 3D models by attaching the avatar to the robotic structure.

Within the virtual reality application, the inserted and coupled 3D models must
interact with the user interface, offering a controlled motion of the robotic rehabilitation
system, a customized task programmed with C# language.

The patient receives the sets of rehabilitation exercises for the lower limb via a VR
headset, “obliged” to perform these exercises, while on the user interface the progress
achieved by the patient is displayed. The robotic structure together with the avatar is
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Fig. 6. Creating the human male avatar: a. setting the number of bones; b. setting the texture

introduced in the VR environment and the patient is suggested to exercise by generating
the avatar motion in the virtual reality, the robotic structure together with the avatar. The
implemented sensors (muscle sensors, gyroscope and accelerometer) are placed on the
patient’s foot and on the robotic structure, offers to the control system a feedback signal
regarding the patient lower limb motion. During exercises, medical therapist can control
manually the robotic rehabilitation structure, or place the structure in an automatic mode
(Fig. 7).

Fig. 7. The virtual reality application

5 Conclusions

The paper presents a robotic rehabilitation system “RECOVER” with integrated visual
stimulation, designed for the lower limb medical rehabilitation. Via the VR headsets the
patient is required to perform different rehabilitation exercises and the level of accom-
plishment (progress) ismeasured and displayed on the user interface. Futurework targets
the implementation of the developed application into a physical robot control system
and the achievement of clinical trials in order to validate the developed solution.



Rehabilitation System with Integrated Visual Stimulation 137

Acknowledgments. The paper presents results from the research activities of the project: “En-
trepreneurial competences and excellence research in doctoral and postdoctoral studies pro-
grams – ANTREDOC”, code: POCU/380/6/13/123927, co-financed by the European Social Fund
through the Human Capital Operational Program 2014–2020, Priority Axis 6: Education and
skills, “Support for post-doctoral students and researchers”. Beneficiary: Technical University of
Cluj-Napoca/Partner: ROBERT BOSCH SRL, and the project ID 37_215, MySMIS code 103415
“Innovative approaches regarding the rehabilitation and assistive robotics for healthy ageing”
co-financed by the European Regional Development Fund through the Competitiveness Oper-
ational Programme 2014–2020, Priority Axis 1, Action 1.1.4, through the financing contract
20/01.09.2016, between the Technical University of Cluj-Napoca and ANCSI as Intermediary
Organism in the name and for the Ministry of European Funds.

References

1. Duncan, P.: Synthesis of intervention trials to improvemotor recovery following stroke. Stroke
Rehab. 3(4), 1–20 (1997)

2. Jenkins,W.,Merzenich,M.: Reorganization of neocortical representations after brain injury: a
neurophysiological model of the bases of recovery from stroke. Prog. Brain Res. 71, 249–266
(1987)

3. Kopp, B., Kunkel, A.,Mühlnickel,W., Villringer, K., Taub, E., Flor, H.: Plasticity in themotor
system related to therapy-induced improvement ofmovement after stroke.NeuroReport 10(4),
807–810 (1999)

4. Laver, K.E., Lange, B., George, S., Deutsch, J.E., Saposnik, G., Crotty, M.: Virtual reality for
stroke rehabilitation. Cochrane Database Syst. Rev. 11(11), CD008349 (2017). https://doi.
org/10.1002/14651858.cd008349.pub4

5. Tarnita, D., Catana,M., Tarnita, D.N.: Design and simulation of an orthotic device for patients
with osteoarthritis. In: New Trends in Medical and Service Robots, pp. 61–77. Springer
Publishing House (2016). ISBN 978-3-319-23832-6

6. Joon, S., Hokyoung, R., Seong, H.: A task-specific interactive game-based virtual reality
rehabilitation system for patients with stroke: a usability test and two clinical experiments. J.
Neuroeng. Rehabil. 11, 32 (2014). https://doi.org/10.1186/1743-0003-11-32

7. Brunner, I., Skouen, J., Hofstad, H., Strand, L., Becker, F., Sanders, A., Pallesen, H., Kris-
tensen, T., Michielsen, M., Verheyden, G.: Virtual reality training for upper extremity in
subacute stroke (VIRTUES): study protocol for a randomized controlled multicenter trial.
BMC Neurol. 14, 186 (2014). https://doi.org/10.1186/s12883-014-0186-z

8. Gherman, B., Birlescu, I., Tucan, P., Vaida, C., Pisla, A., Pisla, D.: Modelling and simulation
of a robotic system for lower limb rehabilitation. In:ASME2018, 26–29August 2018,Quebec
City, Quebec, Canada (2018). ISBN 978-0-7918-5181-4

9. Pisla, D., Gherman, B., Nadas, I., Pop, N., Craciun, F., Tucan, P., Vaida, C., Carbone,
G.: Innovative parallel robot for the rehabilitation of the lower limb, Patent pending no.
A00391/27.06.2019 (2019)

10. Iordan, A.E.: Design with UML of an interactive software for the study of the two surfaces
of revolution. Ann. Fac. Eng. Hunedoara 12, 275–280 (2014)

11. Iordan, A.E., Panoiu, M., Muscalagiu, I., Rob, R.: Using UML diagrams for object oriented
implementation of an interactive software for studying the circle. Int. J. Comput.5(3), 431–439
(2011). ISSN 1998-4308

https://doi.org/10.1002/14651858.cd008349.pub4
https://doi.org/10.1186/1743-0003-11-32
https://doi.org/10.1186/s12883-014-0186-z


A Numerical Method for Determining
the Workspace of a Passive Orthosis Based

on the RRRR Mechanism in the Lower Limb
Rehabilitation System

Dmitry Malyshev1(B), Anna Nozdracheva2, Grigory Dubrovin3, Larisa Rybak1,
and Santhakumar Mohan4

1 Belgorod State Technological University named after V.G. Shukhov, Belgorod, Russia
rlbgtu@gmail.com

2 Gamaleya National Research Center for Epidemiology & Microbiology, Moscow, Russia
nozdracheva0506@gmail.com

3 Kursk State Medical University, Kursk, Russia
grig-d31@yandex.ru

4 Indian Institute of Technology Palakkad, Palakkad, India
santharadha@gmail.com

Abstract. The article describes the structure of the lower limb rehabilitation sys-
tem based on serial RRRR mechanism as a passive orthosis and an active paral-
lel 3-PRRR mechanism. A mathematical model of the kinematics of the RRRR
mechanism is presented. A description of a numerical method for determining
the workspace of the RRRR mechanism based on the approximation of solutions
of nonlinear inequalities systems to provide the required rotation angles in joints
for rehabilitation is considered. A calculation algorithm, a software, and a visu-
alization system for export the three-dimensional workspaces in STL format are
synthesized. The results of mathematical modeling and analysis of the results are
presented.

Keywords: Workspace · Rehabilitation system · Orthosis · Non-uniform
covering

1 Introduction

Robotic mechanotherapy is a new direction in the rehabilitation of patients with lesions
of the musculoskeletal system (MS). Its basis is the use of specialized robotic systems
to restore the functions of the upper and lower limbs through passive and active move-
ments with feedback. Robotic mechanotherapy has significant advantages in restoring
the skills of individual limb movements and generally walking patients with severe
lesions of neurohumoral regulation and MS [1–3]. Recently, in the early rehabilitation,
after injuries and surgical interventions on the musculoskeletal system, CPM therapy
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(Continuous Passive Motion) has become widespread. The basis of this technique is the
implementation of long-repeating movements in the joints with the use of a specialized
robot simulator without the participation of the patient’s muscle strength. The advantage
of robot therapy is a higher quality training compared to classical rehabilitation due to
longer duration, the accuracy of repetitive cyclic movements, a constant training pro-
gram, the availability of tools to evaluate progress with the possibility of demonstration
to the patient [4]. The article proposes a new structure of a robotic system for lower limb
rehabilitation.

2 Formulation of the Problem

The conceptual design of the lower limb rehabilitation system is shown in Fig. 1a, b.
The structure of the rehabilitation system (Fig. 1b) used an active 3-PRRR parallel robot
proposed by Kong and Gosselin [5] and a passive orthosis.

Fig. 1. Lower limb rehabilitation system: a-3D-model of the system; b-design scheme

The platform for fixing the patient’s foot is an equilateral triangleD1D2D3 centered in
the joint P for flexion and extension in the ankle joint. Joints of serial RRRRmechanism
correspond to the patient joints. In the joint E, two movements of the hip joint are
provided: rotation in the sagittal plane with angle α and abduction of the leg with angle
ψ - between the projection of the EF link on the XOY plane and the OY axis. In the
knee joint F, the link FP is rotated relative to EF by an angle θ . During rehabilitation [6],
it is required to provide walking angles of joints: α ∈ [−20◦, 10◦], θ ∈ [120◦, 180◦],
ψ ∈ [0◦, 25◦]. We set the task of determining the workspace of the RRRR mechanism
under the walking clinical data.

3 A Mathematical Model of a Passive RRRR Mechanism

The passive orthosis would benefit the overall rehabilitation system in two ways.
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It acts as a support system or exoskeleton to enhance the limb movements and make
sure the proper joints only actuated, and the second one, that it acts as a feedback
system through the help of the joint sensors (encoders) presented in the orthosis system.
Further, the gravitywould affect the overall performance of the physiotherapist due to too
much manual effort required during the initial therapies set. To reduce and enhance the
physiotherapist efforts, in this proposal, the static balanced passive orthosis is proposed.
This proposed system reduces the therapist effort and the overall power requirement
of the rehabilitation system. The conceptual passive orthosis design based on a serial
RRRR chain is shown in Fig. 2.

Fig. 2. Conceptual design of the proposed passive orthosis system

We compose a system of equations for the connection of the passive mechanism
that describes the position of the point P - the center of the rotational joint of the ankle
joint, depending on the rotation angles ψ and α in the hip joint and the rotation angle
γ = 180 − θ in the knee joint. The coordinates of the center of the P joint:

⎧
⎨

⎩

xP = sinψ
(
Lthigh cosα + Lcrus cosβ

)

yP = − cosψ
(
Lthigh cosα + Lcrus cosβ

)

zP = −Lthigh sin α − Lcrus sin β

(1)

where β = α + γ, Lthigh is the link EF length, Lcrus is the link FP length.
Let LPE = Lthigh cosα + Lcrus cosβ is the EP link projection onto the XOY plane.

4 Method for Determining theWorkspace of the RRRRMechanism

Consider the task of determining the boundaries of the workspace of the RRRR mech-
anism when changing the parameters of the mechanism: rotation angles in the hip joint
in the sagittal plane α, in the knee joint γ, and the angle of leg abduction in the hip
joint ψ. For this purpose, we will use the method of non-uniform coverings, which is
described in detail in [7, 8] for other types of parallel robots. Workspace covering is
a set of n-dimensional boxes bounded by intervals of variable values. In the process
of performing calculations involving these intervals, we will use the interval analysis
methods described in detail in [9].
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Wedefine a set of coordinate values xP , yP , zP when the anglesψ,α,γ change. System
(1) includes six variables,which is a problemof dimension26.To reduce the dimensionof
the problem, we bring it to dimension 24.We set intervals of values that are guaranteed to
include ranges of permissible values ZP := {

ZP ≤ zP ≤ ZP
}
,XP := {

XP ≤ xP ≤ XP
}
,

YP := {
YP ≤ yP ≤ YP

}
and the intervalB according to clinical data. For them, the joint

intervals A′,�′,� ′ are determined and compared with the clinical data - the intervals
A,�,�. The interval L

′
PE is calculated for the intervals XP and YP and the interval L

′′
PE

is calculated for the intervals ZP and B and are compared with each other. In the case of
the intersection of the intervals L

′
PE and L

′′
PE, as well as the intervals of the calculated

and clinically given angles of rotation of the joints, there is a solution to system (1).
The lower boundary of the intervals corresponds to the minimum angles necessary for
rehabilitation, and the upper maximum, that is: for the angle α : A := {

A ≤ α ≤ A
}
; for

the angle γ : � : = [
�,�

] = {
� ≤ γ ≤ �

}
; for the angle ψ : � := {

� ≤ ψ ≤ �
}
; for

the angle β : β = α + γ , that is, B := [
B,B

] = {
A + � ≤ β ≤ A + �

}
. For intervals

XP and YP, we define the interval � ′ of the values of the angle ψ and the interval L′
PE,

which is equal to the length of the projection of the segment EP onto the XY plane:

� ′ :=
[
� ′,� ′

]
(2)

� ′ = min
xP∈XP,yP∈YP

(

tan−1 xP
yP

)

,� ′ = max
xP∈XP,yP∈YP

(

tan−1 xP
yP

)

L′
PE :=

[
L′

PE,L′
PE

]
,where (3)

L′
PE = min

xP∈XP,yP∈YP

(√

x2P + y2P

)

L′
PE = max

xP∈XP,yP∈YP

(√

x2P + y2P

)

We express the angle α taking into account (1): α = sin−1 Lcrus sin β
Lthigh

. For the interval

ZPE and the interval B we define the interval A′ of the values of the angle α:

A′ :=
[
A′,A′

]
,where (4)

A′ = min
zP∈ZP,β∈B

(

sin−1 Lcrus sin β

Lthigh

)

,A′ = min
zP∈ZP,β∈B

(

sin−1 Lcrus sin β

Lthigh

)

For the interval A′ and the interval B we define �′:

�′ = B − A′ (5)

Then, for the intervals A′ and B, we calculate the interval L′′
PE:

L′′
PE :=

[
L′′
PE,L′′

PE

]
,where (6)

L′′
PE = min

a∈A′,β∈B
(
Lthigh cosα + Lcrus cosβ

)
, L′′

PE = max
a∈A′,β∈B

(
Lthigh cosα + Lcrus cosβ

)
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Using Eqs. (2)–(6), we compose a system of inequalities that takes into account the
intersection of intervals in the form

⎧
⎪⎪⎨

⎪⎪⎩

� ∩ � ′ �= ∅

A ∩ A′ �= ∅

� ∩ �′ �= ∅

L′
PE ∩ L′′

PE �= ∅

(7)

If the system (7) is satisfied, then for intervals XP, YP, ZP and B there is at least one
point entering the workspace. Thus, the volume of the workspace is calculated.

Further, to determine the boundary of theworkspace, we introduce an additional con-
dition in the system (7), which takes into account that at the boundary of the workspace,
the intervals of angles A,�,� cannot simultaneously completely include the intervals
A′,�′,� ′, respectively.

⎧
⎨

⎩

(
� ∈ � ′) ∨ (

� ∈ � ′) ∨ (
A ∈ A′) ∨ (

A ∈ A′) ∨ (
� ∈ �′) ∨ (

� ∈ �′)
(
� ∩ � ′ �= ∅

) ∧ (
A ∩ A′ �= ∅

)

(
� ∩ �′ �= ∅

) ∧ (
L′
PE ∩ L′′

PE �= ∅

)
(8)

The interval constraints of the variables is n-dimensional box, where n is the number
of variables, i.e., n= 4. To determine the workspace boundary, the initial and subsequent
boxes, for which (8) holds, are divided into smaller boxes. For each box B obtained as a
result of the partition, the verification is performed similarly. The workspace boundary
is described by the set PI of boxes B, for which d(Pi) ≤ δ, where δ is a given positive
value that determines the accuracy of the approximation. For the subsequent use of the
set of boxes for visualization, the resulting four-dimensional workspace PI is projected
onto the 3D space XYZ . The projection is to exclude all boxes, except for one, having
the same values of the intervals ZP, XP and YP for different values of the interval B.
The resulting set PJ of boxes describes the workspace boundary.

5 Algorithm Synthesis

Synthesizing an algorithm for determining theworkspace boundary based on the approx-
imation of the solutions set of the resulting systems of nonlinear inequalities. The algo-
rithmworkswith two lists of 4-dimensional boxesP, PI and a list of 3-dimensional boxes
PJ . Each of the box dimensions in the list PJ corresponds to the intervals XP, YP and
ZP, the 4th dimension of the lists P and PI corresponds to the interval B. Initally the lists
of internal approximations PI and PJ are empty, the list P consists of box Q, including
the intervals XP, YP, ZP and B: XP = YP = ZP = [−(

Lthigh + Lcrus
)
,Lthigh + Lcrus

]
.

The algorithm works as follows:

1. Set the geometric parameters of the mechanisms, the accuracy of the approximation
δ, and the initial value of the intervals Qi.

2. Extract box B from list P.
3. If d(B) < δ, then add B to the list PI and go to step 6.
4. Calculate � ′, A′, �′,L′

PE and L′′
PE using formulas (2)–(6).
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5. If the system (8) does not hold, then exclude B and go to step 8. Otherwise, divide
B by two equal boxes and add to list P.

6. If P �= ∅, then go to step 2. Otherwise project PI in PJ .

The algorithm is implemented in the C++ programming language using the Snow-
goose interval analysis library [10]. Visualization of the results of modeling the
workspace is done by converting a list of three-dimensional boxes that describe the
workspace into a universal format for 3D models - an STL file.

6 Simulation Results

Geometric parameters of the computational experiment: A = [−20◦, 10◦], � =
[−60◦, 0◦], � = [0◦, 25◦], Lthigh = Lcrus = 450 mm. In Fig. 3 shows the projec-
tions of the boundary of the workspace on the plane: a - on the XOY plane, b - XOZ,
c - YOZ. Maximum dimensions along the X axis - 383 mm, along Y - 450 mm, along
Z - 759 mm. The visualization of the constructed boundary of the three-dimensional
workspace is shown in two projections in Fig. 4. Calculation time for approximation
accuracy δ = 8 mm 19 s.

Fig. 3. Projections of the boundary of the workspace on the plane.

Let us analyze the effect of the size of the patient’s legs on the overall dimensions
of the workspace. The graph (Fig. 5) shows the dependency between the length of a
patient’s legs and the overall dimensions of the workspace.

It can be seen that for the case when Lthigh = Lcrus there is a linear relationship
between the length of a person’s legs and the overall dimensions �x, �y, and �z of the
workspace along each axis. It allows us to quickly determine the overall dimensions of
the passive orthosis workspace, depending on the size of the patient’s legs.
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Fig. 4. Three-dimensional workspace in two projections.

Fig. 5. The effect of the patient’s foot size on the overall dimensions of the workspace.

7 Conclusions

In conclusion, it can be noted that for a passive orthosis in the system of lower limb
rehabilitation, effective numerical methods and algorithms were developed and tested
that made it possible to determine the boundary of the workspace of the RRRR mech-
anism. The calculation time for the approximation accuracy δ = 8 mm on a personal
computer was 19 s. Developed methods and algorithms can be used to determine the
workspace of other mechanisms. The RRRR mechanism workspace boundary will used
for rehabilitation system design. An active 3-PRRR robot must ensure the movement of
a passive orthosis within the workspace defined in this work. The obtained dependences
of the workspace on the size of the patient’s legs allow recounting depending on the
requirements for the designed system.

Acknowledgments. This work was supported by the Russian Science Foundation, the agreement
number 19-19-00692.
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Abstract. The first objective of this paper is to study the influence of a prosthesis
on the maximum values of contact stresses developed in the components of the
virtual model of a prosthetic knee assembly, using Finite element analysis (FEA).
The second objective is to estimate Lyapunov exponents (LEs) in order to quantify
the local dynamic stability of the human knee joint during walking overground for
healthy subjects and for patients suffering of osteoarthritic knee (OAK), before
and after total knee replacement (TKR), using tools of dynamics stability analysis.
The values of the LEs are obtained based on the experimental time series of the
flexion-extension movements in sagittal plane and the rotational movements in
frontal plane for both knees, collected from a sample of healthy subjects and a
sample of patients suffering by OAK before and after TKR. The influence of
prosthesis mounted in OAK is positive, the values of LEs obtained for OAK four
month after TKR are associated with increased stability, being smaller than those
computed for OAK before TKR, and closer than those obtained for healthy knees.

Keywords: Virtual knee prosthesis · Virtual prosthetic knee · Finite element
analysis · Von mises stress · Lyapunov exponent · Phase planes · State space
reconstruction

1 Introduction

The knee joint is a very important and complex human joint, considering the number
of its components, their spatial geometry and their mechanical properties, the complex
contacts between elements as well as the pressures acting on them. Virtual modeling
and finite element analysis (FEA) of human knee joint has been addressed in several
articles [1–13], becoming very important tools in orthopaedic biomechanics. They are
usedmore andmore in order to analyse the tibio–femoral contact geometry, the influence
of the contact force model and contact material properties on the dynamic response of
a human knee joint model, the stresses and displacements developed in the human knee
joint’ components under different solicitations. In [2, 5, 8, 11, 12] different studies
regarding the osteoarthritic knee (OAK), a frequent disease associated with pain and
destroyed cartilages, disease that, finally, leads to TKR, are presented. FEA allows
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researchers to, virtually, test human bones, joint, orthopaedic implants or endoprostheses
and has been used in several biomechanical studies [6–10]. FEmethod is used to evaluate
biomechanical behavior of the knee and of its components, to evaluate the tibio-femoral
contact stress [11, 17]. In these papers the FEA is used in order to simulate the loading
conditions applied to the prosthesis and the contact stress in its components. Many
studies investigate the normal and pathological human movements [12, 18–20] or the
movements of bioinspired robotic structures used especially in the field of rehabilitation,
or minimally invasive surgery [14–20].

The first objective of this paper is to study the influence of a prosthesis mounted on
an OAK on the maximum values of contact stresses, applying FEA on a virtual assembly
prosthesis - OAK joint. The second objective is to estimate LEs in order to quantify the
local dynamic stability of the human knee joint during walking overground for healthy
subjects and for OAK patients, before TKR and 4 month after TKR, by using tools of
dynamics stability analysis.

2 Virtual Modeling of the Prosthetic Knee Joint

We used, as model, Scorpio Stryker type knee prosthesis, a common prosthesis used
by orthopaedic surgeons in the Emergency Hospital of Craiova. It is composed of three
components: the femoral prosthesis (FP), the tibial prosthesis (TP) and the polyethylene
insert (POLI). The real models of the three prosthesis components are presented in
Fig. 1 a). To achieve the virtual knee prosthesis model (Fig. 1 b), the DesignModeler
application, a preprocessor of the ANSYS Workbench 15.07 program, was used. The
developed model is presented in [8].

Fig. 1. a) Physical prosthesis for human knee joint; a) femoral component; b) tibial component
and polyethylene insert; b) Two isometric views of the virtual model of knee prosthesis.

Three virtual 3D models of the prosthetic knee joint assemblies including femur,
tibia, and the three prosthesis components have been developed, based on the 3D virtual
model of human knee joint elaborated by our team [2, 5].

The mesh geometry was realised using Solid186 hexahedral elements and Solid187
tetrahedral elements (Fig. 2). For each of studied cases: OAK and three OAK-prosthesis
assemblies obtained for three FTA angles, each virtual model is discretized individually,
the contact areas are readjusted and the analysis is run. The material properties are
assigned to the different components of the assembly based on previously published
data and they are found in [2, 5, 8].
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Fig. 2. a) Virtual knee-prosthesis assemblies (tibia mechanical axis (TMA)); femur mechanical
axis (FMA); femur-tibia angle (FTA); b) Mesh network of prosthetic knee joint-frontal image; c)
Prosthetic knee joint-back image; d) Prosthesis mesh network-isometric view

3 Results

By using ANSYS Workbench15.07 software, and applying a loading force of 800 N on
the femoral head, the numerical simulations and FEA analyses were processed. For all
studied cases, the maximum von Mises stress maps are obtained, as we can see in Fig. 3
a). In Fig. 3b), the stress map for the OAK with 5o in varus is shown. By comparing
the results obtained in Fig. 3 a) and b) we can see that in the OAK case, the maximum
values of stress are almost double than in the prosthetic knee. In Fig. 3 c) the stress maps
obtained in POLI, FP and TP for 5o in varus are shown.

Von Mises stress maps (top and bottom views) developed in POLI, polyethylene
insert, TP and FP for a FTA angle equal to 182° are shown in Fig. 4, while the maximum
values of von Mises stress for each component of the three studied virtual models of
prosthesis-OAK joint (176°, 179o, 182°) are presented in Table 1.

By analysing the results obtained by numerical simulations presented in Table 1,
it is noticed that, as the angle of inclination in varus (FTA) increases, the values of
von Mises stresses increase in bones and in all prosthesis components. In all cases, the
stress values on components are similar, but we can conclude that the bigger values are
developed on POLI, followed by the values developed on FP and on TP. Increased varus
frontal plane tibio-femoral alignment leads to an increase of the mechanical loading on
the medial compartment of the knee. In all three cases of varus inclinations, the stress
values developed on OAK prosthetic joint assembly are smaller than those developed in
the OAK joint assembly are. The prosthetic joint is more stable and the pain decreases
and, finally, disappears.



Static and Dynamic Analysis of a Prosthetic Human Knee 149

Fig. 3. Von Mises stress maps for: a) prosthetic knee joint assembly- 182o; b) OAK with FTA -
181o; c) tibial cartilage (top and bottom views); femoral cartilage (top and bottom views); menisci.

Fig. 4. Von Mises stress maps (top view-first row and bottom view-second row) obtained for a
loading force equal to 800 N in POLI, TP and FP for 182o.

4 Experimental Measurements

For normal walking experimental study, a Biometrics data acquisition system based on
electrogoniometers and Datalog devices mounted on the human subjects (Fig. 5 a) are
used [18–20]. The tests were performed by a sample of 8 healthy subjects (average data:
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Table 1. Maximum values of von Mises stress developed in the prosthesis components

Cases No. nodes No.
elements

POLI.
stress
[MPa]

TP stress
[MPa]

FP stress
[MPa]

Femur
stress
[MPa]

Tibia
stress
[MPa]

176° 351.324 107.128 18.14 16.82 17.28 10.45 14.08

179° 352.123 106.143 18.65 17.13 17.53 10.89 14.49

182° 347.939 106.853 19.03 17.41 17.92 11.13 14.78

age: 34.6 years, weight: 72.4 kg; height: 174.6 cm) with any musculoskeletal disorders,
and a sample of 3 patients with left OAK (average data: age: 66.7 years, weight: 76.8 kg;
height: 165.3 cm), two days before TKR and 3 month after TKR. The subjects and
patients gave their written consent for performing the tests. Ethics Committee of the
University of Craiova approved the research. The data series collected from both knees
of the subjects and patients (fl-ext in sagittal plane and var-valg in frontal plane) (Fig. 5b)
are used to quantify the dynamic stability of these joints’ movements.

a)                                                               b) 
0:18.000 0:19.000 0:20.000 0:21.000 0:22.000 0:23.000

62.6

-16.1
(deg) 0

20

40

Fig. 5. a) Subject with electrogoniometers and DataLog mounted; b) angular joints diagrams
plotted in Biometrics software

5 Dynamic Analysis

In this paper, a nonlinear analysis approach is applied in order to quantify local dynamic
stability of human OAK and prosthetic knee joints during walking with normal speed,
using LE, which are computed, based on the experimental time series collected for
both knee joints movements: flexion-extension (fl-ext) in sagittal plane and varus-valgus
rotation (var-valg) in frontal plane. In this study, the human knee is considered as a
nonlinear system. The schema of the algorithm used for determining of the LEs and for
estimating the system stability is shown in Fig. 6.

Phase plane portraits are used, in order to characterize the kinematics of the system,
by correlating the knee angular rotations with the knee angular velocities [11, 19, 20].
For all patients, the right knee is the osteoarthritic one. An important step to quantify
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Fig. 6. Algorithm for study the joint stability

the knee stability consists into the state space reconstruction S, by using the method that
consists in to generate the delay coordinates vectors [21]:

xn = [s(t0 + nTs); s(t0 + nTs + T), . . . s(t0 + nTs + (dE − 1)T)] (1)

where the integer dE is the embedding dimension, the notation s(.) is a measured scalar
function, Ts is the sampling time, n= 1, 2,…, dE, while T= kTs is an appropriately time
delay. In [22] is demonstrated that the dynamics in the reconstructed state space and the
original dynamics are equivalent, the two spaces have the same invariants, such as LE.
In Fig. 7 and Fig. 8, state-space reconstruction and phase-plane portraits corresponding
to both movements of Subject 5 and Patient 2 are shown. Similar plots are obtained for
the other subjects and patients. It can be seen that for healthy knee the cycle’s curves
show less divergence in their trajectories, are more compact, the amplitudes tend to be
constant, while the curves traced for OAKs show more divergence and increased spread
in their trajectories.

By using TISEAN software, an appropriate time lag, T, is computed for each time
series, by using the average mutual information (AMI) function [23], which sets the time
lag equal to the value of delay corresponding to the first minimum of the AMI function
(Fig. 9a). A suitable embedding dimension, which is the minimum value that trajectories
of the reconstructed state vector may not cross over each other in state space, was chosen
by using the false nearest neighbour method (FNN) [24].

The LEs are computed using ‘lyap_r’ routine, based on the Rosenstein algorithm
[25] and available in TISEAN package. If LEs increase, then the local dynamic stability
decreases. The LEs calculated for all time series were positive, that means the human
knee joint is a deterministic chaotic system, in accordance with [24]. In Table 2 the
average values of the computed LEs for both knee movements of healthy subjects and
of patients are presented and in Fig. 7 these values are plotted.

The values of LEs obtained for the OAK before TKR are associated with more
divergence and less stability, being generally, larger than those obtained for OAK after
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Fig. 7. State space reconstruction of a Subject’s joints (first row) and a Patient’s joints before
surgery (second row) for normal walking on ground

Fig. 8. Phase planes for right kneemovements (fl-ext on left column and var-valg on right column)
of Subject5 (first row) and of Patient2 before TKR (middle row) and after TKR (third row)

TKR, and larger than LEs computed for healthy knees. Larger values of LEs obtained for
OAKs are explained by the influence of the pain and are associatedwithmore divergence,
more instability and variability, while smaller values obtained for healthy subjects reflect
a stability, less divergence and less variability.



Static and Dynamic Analysis of a Prosthetic Human Knee 153

Fig. 9. a) AMI function diagram for patient 1; b) FNN diagram for patient 1

Table 2. Average values of Lyapunov exponents

Joint movement Patients before TKR Patients after TKR Healthy subjects

Left knee fl-ext 2.109233408 1.686468872 1.774056786

Right knee fl-ext 1.626800786 1.292752718 1.577676677

Left knee var-valg 1.512875858 1.316156738 1.244535068

Right knee var-valg 1.667655977 1.272491764 1.002864274

6 Conclusions

In this paper, starting from the virtual model of the human knee joint and of an existent
knee prosthesis, three virtual models of OAK–prosthesis assemblies are analysed and the
stressmaps are obtained. FEA is used to investigate the contact stresses in the components
of total knee prosthesis. The parameterized virtual models of the knee prosthesis allow
different changes in shape or dimensions, which means an advantage that can lead to
the implant optimization and to the knee biomechanics improvement. The influence of
prosthesis on the OAK stability and on the gait stability is positive, the LEs obtained for
prosthetic OAK being smaller than those computed for OAK before TKR surgery.
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Abstract. Stroke is a serious disabling affecting care problemworldwide. Unfor-
tunately, the incidence of stroke is increasing which causes a growing demand
for alternatives, mainly robotic assisted solutions. The major benefit of using
robotic technologies in post stroke rehabilitation process is the ability to deliver
high intensity customized training which improves motor and locomotor function.
This paper focuses on lower limb rehabilitation and presents a parallel kinematic
robot used for the hip, knee and ankle joints rehabilitation. For the developed
robotic system, a dimensional analysis and synthesis of the robotic key compo-
nents with the increase adaptability to different anthropometric characteristics as
well as the mirroring of the system’s workspace with the lower limb operational
space is presented.

Keywords: Lower limb rehabilitation · Robotic assisted rehabilitation ·
Workspace ·Modeling · Simulation

1 Introduction

According to [1], stroke is one of the main causes of death worldwide and is the leading
cause of disability in the US. Conforming to MAR (Multi Annual Roadmap) the ageing
population will increase from a 17.1% in 2008 to approximate 30% by the year of 2060
in people aged over 65 and similar from 4.4% to 12.1% in people aged over 80 [2].

In Romania, was stated in EHLEIS [3] that healthy ageing around age of 65 has
decreased between 2007 – 2010 for the male gender from 7.7 to 5.9 years and for the
female gender from 7.8 to 5 years.

Moreover, in Romania, the number of stroke patients treated in stroke units is only
1%, positioning the country on the last place among European countries, the first place
being held by Sweden with 88%. In addition, it has been estimated that the number of
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stroke events in Romania will increase from 60000 in 2015 to 80000 in 2035, placing it
on the top 5 EU countries with the largest increase in the number of stroke cases [4].

All the above statistical data reveal several critical conclusions:

• in the next decades the medical system will be unable to treat the increased number
of stroke patients,

• there is a clear need of a change in paradigm, to enable physician to treat more patients
in the same time,

• the need for development of specialized robotic devices.

Many robotic devices that target lower limb rehabilitation are already available such
as cable driven devices [5, 6], orthotic devices [7], exoskeleton based solutions [8],
treadmill based [9] etc. According to [10], in the acute stage of post stroke, patients
may not participate actively in the training therapy and this brings the necessity for the
development of a system capable to rehabilitate the patient at its bed [17]. In the after
stroke acute stage, so far, the development of the used robotic systems has received
limited attention [11].

Based on these factors, there is a strong need for development of systems capable of
performing rehabilitation exercises in the acute phase, offering intense training and for
a large variety of patients. The paper [12] presents RAISE, a stationary training system
used for lower limb rehabilitation for patients in the acute phase.

The paper presents the optimized dimensioning for the key components of theRAISE
[12] system in order to become adaptable for treatment and dedicated to a large anthro-
pomorphic variety of patients. The workspace of the system is also displayed so that the
mirroring of the lower limb segments can be reflected into the robotic structure of the
device.

The paper is structured as follows: Sect. 1 introduces the necessity of develop-
ment for devices capable of robotic assisted acute post stroke assisted rehabilitation.
Section 2 briefly describes the model of an innovative parallel kinematic robotic system,
RAISE, respectively the Sect. 3 presents the anthropometric data of the lower leg and
ankle. Section 4 continues with the dimensional analysis of the relevant robotic ele-
ments. Section 5 illustrates the system workspace of the system. Section 6 describes the
validation of the RAISE system and Sect. 7 contains the preliminary conclusions.

2 RAISE Robotic Model for Lower Limb Rehabilitation

RAISE [16] is an innovative parallel kinematic robotic structure designed for lower limb
robotic assisted rehabilitation, dedicated for patients in an acute post stroke state which
cannot be lifted from bedwithin the rehabilitation process. The robotic system kinematic
model and singularity analysis have been previously presented in [12]. This robotic archi-
tecture is dedicated to hip and knee flexion extension exercises designed for rehabilitation
purposes, as well as ankle plantar flexion/dorsiflexion and the eversion/inversion, a brief
understanding of the mechanism is presented in this section.

The robotic system is composed of two modules: one dedicated for the hip-knee
motions (Fig. 1), and the second one dedicated for the ankle rehabilitation (Fig. 2).
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From the kinematic point of view, the first module (Fig. 1 a), is structured into multiple
kinematic chains [12]. The first two kinematic chains are presented with blue outline
and the third is marked with orange.

Fig. 1. Kinematic scheme of the system and CAD model [11]

1. The PPR type, oneDoF linear chain, parallel toOX represented by q1 and one passive
rotation around OY of the R1 joint – determining the flexion/extension motion of
the hip.

2. The PPR type, also one DoF linear active chain, parallel to OX represented by q2 and
one passive rotation around OY of the R2 joint – determining the flexion/extension
motion of the knee.

3. The RR type with two passive revolutions around OY of the Rh and Rk joints – that
represent the joints of the lower limb mirrored in the robotic structure.

Figure 1 b) represents the robotic system CAD model. The entire structure is
supported by the frame positioned at the end of the therapeutical bed.

The patient’s leg is placed alongside the robotic system. The q1 and q2 joints which
represent the active DoF for the first module, execute a vertical linear motion generation
of resulting the passive rotation of the R1 and R2 joints. This motion is followed up by
the next two passive rotations of the Rh and Rk. that are mirrored with the lower leg
joints (respectively the hip and knee) and therefore the flexion and extension of the leg
from the hip and the knee joints is achieved.
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Fig. 2 Kinematic scheme and CAD of the ankle module [11]

The second module (Fig. 2) is responsible for the ankle rehabilitation. The kinematic
scheme (Fig. 2 a) [12] has attached the coordinate system RaXYZ attached at the ankle’s
center of rotation. In this case, the kinematic chain is of RR type with the active rotations
DoF q3 (around the RaZ axis) and q4 (around the RaY axis) resulting in the plantar
flexion – dorsiflexion and the eversion – inversion rehabilitation motions. The CAD
model is represented in Fig. 2 b). The patient’s feet are attached to the module frame in
an ergonomic position. This module has 2 active DoF composed by the q3 and q4 joints.
The rotational motion of those joints performs the plantar flexion/dorsiflexion and the
eversion/inversion of the ankle.

When leg rehabilitation motions are performed, the ankle module is in a standstill
position, attached to the leg module. While the ankle module coordinate system will
rotate around the RaY axis with the α angle result in a change of direction for the
RaZ axis. The inverse kinematic model uses the medical data motion amplitudes, as
computational input values.

Using the inverse kinematic model [12], the values for the α1, α2, β1, β2 angles
represent the input data of the problem, with the q1 – q4 as actuated DoF, and lf lt, l1, l2
as geometric parameters. Considering the q1, q2 presented in [12], the final Eqs. (1), (2)
of the system model are:

Equations for the hip joint

XRh = 0, YRh = 0, ZRh = 0 (1)

Equations for the knee joint

XRk = Lf · q1
l1

, YRk = 0, Zrk = Lf ·
(
1− q1

l1

)
(2)

Equations for the ankle joint:

XRa = Lf · q1
l1

+ l2 · sin(α1 − α2) (3)
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YRa = 0, ZRa = q2 − cos(α1 − α2)(l1 − l2)

q3 = β1, q4 = β2 (4)

3 Anthropometric Data for the Lower Limb and Motion
Amplitudes

Considering the kinematic model, the geometrical parameters, lf and lt, which represent
the length of the femur and the length of tibia, can be modified in a way that the system
adapts to the different anthropometric characteristics.

Table 1 and Table 2 show the calculated lengths for body segments, such as: upper
leg, lower leg and ankle, using the Contini Model. The limb segment values are based
on patient heights, ranging from 140 cm to 190 cm [13].

Table 1. The length of lower limb segments [13]

Patient’s height [cm] Upper leg
[cm]

Lower leg
[cm]

Female Male Female Male

140 33.32 34.3 39.48 39.9

150 35.7 36.75 42.3 42.75

160 38.08 39.2 45.12 45.6

170 40.46 41.65 47.94 48.45

180 42.84 44.1 50.76 51.3

190 45.22 46.55 53.58 54.15

Table 2. Ankle dimensions [11]

Patient’s height
[cm]

Ankle height [cm] Ankle width [cm]

Female Male Female Male

140 6.72 6.02 7.98 7.7

150 7.2 6.45 8.55 8.25

160 7.68 6.88 9.12 8.8

170 8.16 7.31 9.69 9.35

180 8.64 7.74 10.26 9.9

190 9.12 8.17 10.83 10.45

The motion amplitudes of the lower limb joints representing the maximum angular
ranges that canbe achieved,without causing anyunwantedmuscular strain for the patient,
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are presented inTable 3. The registered values are pivotal for the development of a robotic
rehabilitation device, as these influence themechanical structures, the actuation solutions
and the safety margins within which the device operates.

Table 3. The motion amplitudes of the lower limb for rehabilitation exercises [12.

Joint Rehabilitation motions Angular ranges Corresponding rotation with the
robotic element

Hip Flexion
Extension

0°–80°
0°–5°

Joint Rh along the OY axis

Knee Flexion 0°–80° Joint Rk along the OY axis

Ankle Dorsiflexion
Plantar flexion
Inversion

0°–20°
0°–35°
0°–20°

Joint Ra q4 along the Ra Y axis

Eversion 0°–20° Joint Ra q3 along the Ra Z axis

4 Dimensioning of the Key Components of the RAISE System
Using the Anthropomorphic Data

In order to possess the ability to work with various patients, the system must have the
key components dimensioned so that they fit various anthropometric lower limb data of
the patients. The dimensioning procedure will take place for the first module’s elements,
and for the ankle module. Accordingly to the kinematic model, the constructive elements
Lf and Lt have to be determined for a variety of upper leg patient data whereas ankle_h
and ankle_w are the key components for the ankle module.

The human limb segments have been dimensioned using the standard deviation.
Considering a variable vectorAmade ofN scalar observation, the standard deviation,

σ, may be defined as:

σ =
√√√√ 1

N − 1

N∑
i=1

|Ai − μ|2 (5)

Whereas μ represents the mean value:

μ = 1

N

N∑
i=1

Ai (6)

The upper leg values from (Table 1) have been used to determine the interval of the
element length of Lf. The numerical values were σfemur, μfemur (dimensions in cm). For
the upper segment of the lower limb (femoral part) the extreme values (min/max) of the
considered patient data (Table 1) lie within 2 X σfemur from the mean value (μfemur).
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To ensure a broader group of patients it was decided that the parameters interval was
extended to three standard deviations yielding the interval that can be seen in Table 3,
which also represents the dimensioning interval for Lf.

Considering the lower segment of the lower limb the values from (Table 1) have been
used to determine the interval of the robotic systemconstructive element Lt. The resulting
numerical values were σtibia, μtibia (cm). In the lower segment case, the extremity values
(min/max) of the used group are also within the range of 2 X σtibia from the mean value
μtibia. The same procedure has been used for the case of the lower segment of the limb
and of the upper segment.

For robotic system ankle module, two variable dimensions are used. The respective
segment of the patient is kept fixed and as ergonomic as possible to ensure correct
rehabilitation exercises without damage in any way the patient’s joints. In this case, the
width and the height of the patient’s ankle are considered and the constructive elements
of the robot should be designed in such a manner that the ankle module will be adaptable
to the patient’s ankle dimensions. For these reasons, using the data from Table 2, the
values have been grouped for both female and male subjects for the ankle heights and
separately for ankle widths. The standard deviation of each group has been calculated
σankle_h, σankle_w together with the corresponding mean values. The extremities (min/
max) values were found within 2 X σankle_h/σankle_w and therefore the intervals were
calculated using 3X σankle_h/σankle_w for each of the two individual provided dimensions.

The following table (Table 4) presents a summary of the calculated values and the
resulted intervals for the robot’s constructive elements of interest.

Table 4. Summary of dimensional values for the robotic system.

Lower limb
segments

Standard deviation Mean Value Adjustable robot
dimensions [cm]

Key components

Upper leg 4.35 39.84 25–52 Lf

Lower leg 5.06 46.77 31–61 Lt

Ankle height 0.92 7.50 4–10 Ankle_h

Ankle width 1.01 9.24 6–12 Ankle_w

Besides the above mentioned components, the system elements l1 and l2 of the
system must be considered for dimensioning as well, and for this reason we can take
into account the following cases:

• Case 1: R1-Rk = constant, then l1 < [25-52] cm + ζ(interval of the lf element deter-
mined by the above calculations) where, ζ represents a dimensional tolerance for the
mechanical components

• Case 2: l1 = constant, meaning that Rk-R1 = lf – l1 where lf = [25–52] cm
• Case 3: R2-Ra = constant, then l2 < lt = [31–61] cm + ζ

• Case 4: l2 = constant, meaning that R2-Rk = lt – l1 where lf = [31–61] cm
• Case 5: ankle_h (Fig. 2) = [4–10] cm – this defines the element for the ankle height
values interval
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• Case 6: ankle_w (Fig. 2) = [6–12] cm – this defines the element for the ankle width
values interval

5 Workspace Modeling of RAISE Robot

The RAISE system [16] can mirror the lower limb motions, and therefore the workspace
is important inmotion zones and interference zones identification, as long as is defined as
a no singularities space for safety reasons, as it was demonstrated in [12]. The data flow to
generate the robotic workspace has been obtained using the inverse kinematic model of
the system. The rehabilitation device is capable of moving the limbs beyond their natural
operating ranges leading to unwanted damage [14]. For this reason themotion amplitudes
have been definedwith lower values than those of healthy subjects, the flexibility of a post
stroke patient cannot be achieved equally. With the above considerations, the workspace
of the system for the leg module can be seen in Fig. 3, respectively the ankle module in
Fig. 4.

Rh-Rk = upper leg
Rk-Ra = lower leg

Fig. 3 Workspace for the leg module

The workspace of the leg module has been defined considering 3 cases for the upper
leg (Rh-Rk) position in the following angles: red color (intermediate gray)= horizontal
position of the upper leg, green color (light gray) = 40° angle of the upper leg, and in
blue color (dark grey) = 80° of the upper leg whereas Rk-Ra is the lower leg segment
represented by the flexion extension of the lower leg from the knee joint. The workspace
of the ankle module is represented as 3D plot due to the existence of two rotational
motions from the system active joints q3 and q4 in two different geometrical planes.
The revolute motions are around the RaZ and RaY axis. The red hatch represents the
plantarflexion-dorsiflexion motion and the blue hatch represents the eversion-inversion
one.
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Inversion
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Dorsi-
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Plantar-
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Toe tips

Fig. 4. Workspace for the ankle module

6 Validation of the RAISE Structure

The experimental model of the RAISE robotic device is presented in the figure below.
Figure 5 a) illustrates the experimental model of the hip-knee rehabilitation module,
while Fig. 5 b) presents the experimental model of the ankle rehabilitation module.

a) experimental model of the hip-knee rehabilitation 
module

b) experimental model of the 
ankle rehabilitation mod-
ule

Fig. 5. Experimental model of RAISE robotic system

The proof that validates the RAISE [15] model shows that:

• The limb and the robotic system should be capable of motions below the level of the
therapeutical bed;
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• All the actuation systems are going to be placed towards the exterior of the limb to
allow the development of a solution for both lower limbs;

• The structure will be used for other trauma that lead to the loss of mobility in one or
both limbs.

7 Conclusions

The paper provides a dimensional analysis of the key elements of RAISE an innovative
parallel-kinematic lower limb rehabilitation robot. With the combination of the anthro-
pometric data gathered from the Contini models and the calculated standard deviation
and mean values, the dimensional analysis for the key components of the system has
been achieved. Moreover, the consideration of the workspace of the robotic system illus-
trates the capability of the system to select and apply desired rehabilitation motions and
mirroring the robotic structure with the lower limb segments. Future research work will
include the study of the complex and combined therapeutic exercises and constructive
design.

Acknowledgments. The paper presents results from the research activities of the project ID
37_215, MySMIS code 103415 “Innovative approaches regarding the rehabilitation and assistive
robotics for healthy ageing” co-financed by the European Regional Development Fund through the
Competitiveness Operational Programme 2014-2020, Priority Axis 1, Action 1.1.4, through the
financing contract 20/01.09.2016, between the Technical University of Cluj-Napoca and ANCSI
as Intermediary Organism in the name and for the Ministry of European Funds.

References

1. Lopez-Meyer, P., et al.: Automatic detection of temporal gait parameters in post stroke
individuals. IEEE Trans. Inf. Tech. Biomed. 15, 594–601 (2011)

2. Robotics Multi-Annual Roadmap 2014–2020
3. Steven, E, et al.: The burden of stroke in Europe Report King’s College London for the Stroke

Alliance for Europe (2017)
4. Robine, J.: European Health and Life Expectancy Information System, Issue 6. Health

expectancy in Romania, EHLEIS Country Reports France (2013)
5. Cafolla, D., et al.: CUBE, a Cable-driven Device for Limb Rehabilitation. J. Bionic Eng.

16(3), 492–502 (2019)
6. Cafolla, D., et al.: 3D printing for feasibility check ofmechanism design. Int. J.Mech. Control

17(1), 3–12 (2016)
7. Tarnita, D., Catana, M., Dumitru, N., Tarnita, D.N.: Design and simulation of an orthotic

device for patients with osteoarthritis. In: Bleuler, H., Bouri, M., Mondada, F., Pisla, D.,
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Abstract. We study a model for a multiple-needle robot based on the Fibonacci
sequence scaling. The paper determines the collision-free trajectories of the robot
who is carrying drugs into a tumoral target. The purpose of the paper is to predict
the insertion trajectories for all needles so as the trajectories should avoid the
collisions to ribs, blood vessels and tissues in the abdominal area, the interference
between trajectories and finally, to reach the target. Comparison with genetic
algorithm and the particle swarm optimization algorithm are performed.

Keywords: Fibonacci sequence · Collision-free trajectories · Surgery

1 Introduction

This paper presents a model for a multiple-needle robot whose collision-free trajectories
scale according to the Fibonacci sequence. This robot is designed to carry out drugs
into the tumoral liver target. The trajectories are determined by using the restrictions
of avoiding the collisions with blood vessels, ribs and surrounding tissues, and also the
interference of needles with each other.

The trajectory of each needle j = 1, . . . , n, is defined as a set of segments connecting
the insertion point with the tumor. Two binary control parameters are introduced on
each needle. The first parameter is the length of the k th segment of the jth needle’s
trajectory, lkj = fk/rkj, where fk is the k th Fibonacci number and rkj a scaling number.
The second control parameter is the angleω between the current needle and the previous
one, ω ∈ (0,π) [1, 2].

Fibonacci introduced in 1202 the sequence who received his name, as the following
hypothetical situation: “A man put a pair of rabbits in a place surrounded by a wall. How
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many pairs of rabbits can be produced from that pair in a year, if each month each pair
gives birth to a new pair that becomes productive from the second month?” [3, 4]. When
Fibonacci examines this issue, he discovered a sequence of numbers which involves the
number of pairs of rabbits. The sequence terms in the Fibonacci problem are 1, 1, 2, 3, 5,
8, 13, 21, 34, 55, 89, 144. Based on the Fibonacci’s findings, it is clear that each term is a
sum of two preceding sequence term [4]. In fact, the sequence can be recursively defined
in the form fn = fn−1 + fn−2, f0 = 0, f1 = 1. The limit of the ratio of two consecutive
terms in the Fibonacci string tends to the gold ratio ϕ = (1 + √

5)/2.
The Fibonacci sequence was highlighted in nature for example in the arrangement of

the flower petals, in seeds and in the spiral arrangement of pine cones and pineapple. The
keys on apiano are divided intoFibonacci numbers, andnumerous classical compositions
implement the golden section. Such an example is found in theAlleluia Choir inHandel’s
Messiah and in many of Chopin’s preludes [5].

2 Model

The using of not only a single needle but also of several needles in surgery is analyzed
by many researchers especially for large liver tumor treatment [6, 7]. The needles are
inserted one by one and must avoid the collision with the tissues, blood vessels, ribs and
previously inserted needles.

Development of a target drug delivery technique usually consisted of three steps. In
step 1, a 2D ultrasound image of the tumor is obtained. The size and position of the tumor
are analyzed by the surgeon who decides the number of required needles. In step 2, the
insertion points on the skin of the needles and the positions of the targets in the tumor
are established. In step 3, once the needles are placed at the target points on the skin,
they are guided according to a precise surgical planning based on the optimization of the
collision-free trajectories to avoid the ribs, blood vessels and tissues in the abdominal
area.

Figure 1 shows three needles and the environment containing the organs, ribs, blood
vessels and the target point. The base coordinate frame is established on the first needle
with the vertical axis Oz and the origin in the insertion point (Fig. 2). The workspace
boundary is a 1D curve in each xy- plane, i.e. the zh-plane for z = h, h ∈ [0, hmax] with
a clinical value h = 200mm. The S is the plan of the first needle-insertion trajectory,
(θk ,ϕk) are the rotation angles with respect to y and z axes θmin ≤ θk ≤ θmax,
φmin ≤ ϕk ≤ ϕmax [8]. Related issues can also be found in [9, 10].

The first control parameter is the length of the k th segment of the jth needle, lkj =
fk/rkj, k = 1, . . .mlk , j = 1, . . . , n where fk is the k th Fibonacci number

f0 = f1 = 1, fk+2 = fk+1 + fk , k ≥ 0. (1)

and rkj a scaling number. The second control parameter is the angleϕ between the current
needle and the previous one, ϕ ∈ (0,π) [6].

The kinematic constraint of the jth needle, j = 1, . . . , n, is given by

φ =
[
xj − x0j − δxj − (h − z0j − δzj) tan θj cos ϕj

yj − y0j − yyj − (h − z0j − δzj) tan θj cos ϕj

]
= 0, (2)
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Fig. 1. Diagram of the surgery 3D environment

Fig. 2. The base coordinate frame

where [x0j + δxj, y0j + δyj, z0j + δxj]T is the actual target of the tip of needle (j − 1),
(θj,ϕj) are the rotation angles with respect to y and z axes θmin ≤ θj ≤ θmax, φmin ≤
ϕj ≤ ϕmax and (δxj, δyj, δzj) denote the deformation of the liver.

The choice of the scaling number rkj is done by a binary control

lkj = ‖xk − xk−1‖ = ukjfk
rkj

. (3)
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By introducing the binary control

ωm = vm ω , (4)

the angle between the (m − 1)th and the mth needles is π − ωk .
The geometric relation between the coordinate system of the (m − 1)th and the mth

needles, m = 1, . . . , n, is

Am =

⎛
⎜⎜⎜⎝
cos ωm − sin ωm 0 umfm

rm cos ωm

sin ωm cos ωm 0 − umfm
rm cos ωm

0 0 1 0
0 0 0 1

⎞
⎟⎟⎟⎠. (5)

The relation between the base coordinate frame Oxyz associated to the first needle
and the other coordinate frames associated to the rest of the needles, is

Tm =
m∏
j=0

Aj. (6)

The possible collision point between the needle and the tissue is analyzed by an
identifier to check the minimum distance between needle and the surrounding tissue
[12, 13]. The minimum distance is expressed as

min

(
1

2
(r1 − r2)

T (r1 − r2)

)
, (7)

With g1(r1) ≤ 0, g2(r2) ≤ 0, r1, r2, the position vectors of two points belonging
to the needle and the tissue, respectively, and g1, g2, the surfaces to the needle and the
tissue, respectively. The interference distance or penetration is defined as

min(−d), g1(r1) ≤ −d

2
, g2(r2) ≤ −d

2
, (8)

where d is the penetration. The configuration of the collision-free trajectories of each
needle is defined as a sequence of trajectories corresponding to a particular choice for
the control (u, v). The set of all collision-free trajectories are computed based on the
kinematic constraint (2) as

R =
⎧⎨
⎩

n∑
k=0

uk fk
rk

exp(−iω
k∑

j=0

vj|(vj) ∈ {0, 1}
⎫⎬
⎭. (9)

A collision-free needle trajectory for a certain needle given by (9) can be associated to
a navigation system. In the simulation, three needle-insertion trajectories were obtained.

The optimisation techniques often faces difficulties briefly suggested in Fig. 3. The
small bubbles represent possible solutions, arrowsmean new solutions found by applying
one search operation to the first one. Figure 3a is the best case for optimization. Figure 3b
shows a low total variation, while Fig. 3c and Fig. 3d show a multimodal case with
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multiples local minima and the rugged case, respectively, where there are no useful
gradient information. Figure 3e presents in the middle of the graph surrounded by a
green circle, a region with misleading gradient information, and Fig. 3f shows in the
middle of the graph surrounded by a green circle, a neutral area. Figure 3g shows an
isolated minimum at the green point and a neural area without much information inside
the green circle, the last image being a disaster and a nightmare for optimization [12].

Fig. 3. Different properties of optimization problem

The brute force optimization, the controlled random search optimization, the Culling
algorithm and the differential dynamic logic optimization are themost popular optimiza-
tion techniques [12]. The techniques classified as intelligent such as the genetic algo-
rithms, the particle swarm optimization and the neural networks, significantly reduce
the difficulty of solving the optimization problems.

The genetic algorithms are inspired by the genetics of the mechanisms from the nat-
ural systems. They keep the information regarding the populations in individual encoded
information that evolves in time. The particle swarm optimization is a stochastic opti-
mization technique which simulates the behavior of birds flocking and fish schooling,
while neural networks mimics the computational model of the brain.

In this article, we test the genetic algorithm and the particle swarm optimization,
and beyond these algorithms, another one based on the Fibonacci sequence scaling. The
reason of the choice it consists in the small number of iterations in comparison to the
above-mentioned algorithms.

3 Results

As application, the case of a tumor with a difficult location in the vicinity of the portal
tree of the vascular territory in the liver, is considered (Fig. 4a). The tumor image seen
on the microscope is shown in Fig. 4b. White and grey denote forbidden areas while the
shade of purple are safe regions. The tumor is drawn in red. The genetic algorithm, the
particle swarm optimization and the Fibonacci algorithm are applied to a three-needles
robot with restrictions to avoid the collision with the tissues, blood vessels, ribs and
previously inserted needles.
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Fig. 4. a) Location of the tumor; b) Tumor image seen on the microscope

The task of our simulation is to determine the boundaries of each needle asa collision-
free surfacewhich represents the feasible insertion area based on given constraints. Then,
the optimal trajectory of each needle can be chosen in this surface automatically.

Two simultaneously distinct system of coordinates are introduce for each needle, i.e.
a fixed system with origin O and axes Ox1,Ox2,Ox3. In this system a point belonging
to the collision-free surface is (x1, x2, x3) ≡ (x, y, z). The second system of coordinates
is a current system with origin in an arbitrary centre O′ of coordinates xG, yG, zG of the
needle. In this system a point belonging to the needle is (x′

1, x
′
2, x

′
3) ≡ (x′, y′, z′). The

orientation of the axes x′
1, x

′
2 (usually randomly oriented) is determined by the angle

ψ. The needle rotates about the vertical x′
3-axis. The transformation from (x′, y′, z′) to

(x, y, z) is given by

xi = ui + Rikx
′
k , (10)

where Rij is the rotation matrix

R = R(z,ϕ)R(x, θ)R(z,ψ),

with

R(z,ψ) =
⎡
⎣ cos ψ − sin ψ 0
sin ψ cos ψ 0
0 0 1

⎤
⎦, R(x, θ) =

⎡
⎣1 0 0
0 cos θ − sin θ

0 sin θ cos θ

⎤
⎦,

R(z,ϕ) =
⎡
⎣ cos ϕ − sin ϕ 0
sin ϕ cos ϕ 0
0 0 1

⎤
⎦, (11)

and u the translation vector. The unknown collision-free surface � is defined as a n-
ellipsoid [14–16]. The goal of the optimization problem is to find � such that (8) and
(9) to be fulfilled.

An n-ellipsoid has 10 shape parameters di , i = 1, 2, . . . 10 defined as: arbitrary center
coordinates xG, yG, zG , principal axes a, b, c, the principal directions defined by Euler
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angles ξ,ψ, ζ and the exponent n. The � is the image of the unit n-sphere S of equation

xn + yn + zn = 1, (12)

through the affined transformation

y = (Y1,Y2,Y3) ∈ S → y = (y1, y2, y3) ∈ �, (13)

y1 = xG + r11aY1 + r12bY2 + r13cY3,

y2 = yG + r21aY1 + r22bY2 + r23cY3,

y3 = zG + r31aY1 + r32bY2 + r33cY3, (14)

where rij = rij(ξ,ψ, ζ) are the rotation components which transforms the coordinate
axes into the principal axes of the ellipsoid. These components are given by (11) by
replacing θ with ξ, and ϕ with ζ.

The principle of the optimization problem is: the collision-free surface� is embedded
in a 3D box. Inside this box, a volumetric grid of points is defined, which links the box to
the needle. A function named the deformation function will describe the deformation of
the boxduring the needlemovement in compliancewith all restrictions, and consequently
the modification of � during iterations. In other words, the box is deformed during the
needle motion, and so, the optimum solutions will give the position of each point of �.

This is modeled as X = BP, where B is the deformation matrix ND×NP (ND is the
number of points on the discretised n-ellipsoid and NP is the number of control points
of the grid), P is a matrix NP × 3 which contains coordinates of the control points and
X is a matrix ND × 3 with coordinates of the model points.

The optimization problem is defined as: first compute a displacement field δX
between the n- ellipsoid and 3M point data, and then, after having put the n-ellipsoid
in a 3D box, search for the deformation δP of this box which will best minimize the
displacement field δX [17]

J (�) = min
δP

‖B δP − δX ‖2. (15)

Once all needles are placed at the predetermined epidermis and the ordering of entry
is chosen to be 1, 2 and 3, following the first needle’s insertion, the operation is repeated
for the needles 2 and 3.

Firstly, (15) is solved by using a genetic algorithm. The numerical experiments
show that the solution is obtained after 117 iterations (Fig. 5). Three sets of solutions
are obtained after 51 iterations and two set of solutions after 100 iterations.

Next, the particle swarm optimization algorithm is applied. The � point represents
the solution obtained after 93 iterations (Fig. 6).

The last applied algorithm is the Fibonacci. The insertion scheme is determined by
using the Fibonacci spirals. A set of free-collision trajectories (red) in the immediate
vicinity of the epidermis, is suggested. From these possible collision-free trajectories
(red) the green paths corresponding to the Fibonacci spirals (black) are chosen. These
trajectories avoid the blood vessels (purple) and the coasts (brown) in all directions until
the tumor (Fig. 7).
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Fig. 5. Number of solutions of the genetic algorithm.

Fig. 6. The point � corresponding to the minimum value of the problem
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Fig. 7. Simulation of the collision-free trajectories for a three-needle robot.

The Fibonacci spirals with the centers in ribs (brown) are displayed for needles 1
and 3. For the needle 2, the Fibonacci diagram comes out of the graph and for the sake
of simplicity, it has not been shown. The Fibonacci algorithm reaches the optimum after
50 iterations.

It follows now the comparisons between the results obtained by applied methods.
All the algorithms have led to the same optimal solution with 3 collision-free trajectories
to the target, presented in Fig. 8, as yellow circles. The convergence is very good for
all three methods. The number of iterations for each method is presented in Fig. 9.
We observe that Fibonacci algorithm reaches the optimum after the smallest number of
iterations.

We end with a possible conflict situation in which the trajectories of the needles
can intersect but not at the same time. We simulate this situation with the Fibonacci
algorithm. The algorithm carefully simulates this conflict situation that may occur in the
way of the needle. For example, the sporadic crossing of a needle path may be accepted
only if the surgery conditions are met, but permanent the placement of a needle at same
locationmay not be accepted. Figure 10 presents this critical casewhen the trajectories of
the B and C needles intersect, but without causing the surgical program. If the purpose
of a needle is to reach a certain space, the other needles cannot reach this space. In
the presence of obstacles, the needle sometimes has to move away from goal to finally
achieve it.
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Fig. 8. Optimal solution with 3 collision-free trajectories to the target

Fig. 9. Number of iterations for each method
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Fig. 10. The case when the trajectories intersect

4 Conclusions

To sum up, the paper applied the Fibonacci sequence to predict a model for a multiple-
needle robot whose collision-free trajectories are determined by using the restrictions
of avoiding the collisions with blood vessels, ribs and surrounding tissues, and also the
interference of needles with each other.

We highlighted the results for a three-needles robot whose free-collision trajecto-
ries are induced by the Fibonacci sequence and avoid the difficulties of optimization
algorithms that are frequently used in such problems.

Comparison with genetic algorithm and the particle swarm optimization algorithm
highlighted that the Fibonacci algorithm requires the smallest number of iterations until
the optimal solution is reached.

Acknowledgments. This work was supported by a grant of the Romanian ministry of
Research and Innovation, CCCDI – UEFISCDI, project number PN-III-P1-1.2-PCCDI-2017-
0221/59PCCDI/2018 (IMPROVE), within PNCDI III.

References

1. Lai, A.C., Loreti, P., Velluci, P.: A model for robotic hand based on fibonacci sequence. In:
Proceedings of the 11th International Conference on Informatics in Control, Automation and
Robotics (ICINCO-2014), pp. 577–584 (2014)

2. Aghili, F., Parsa, K.: Design of a reconfigurable space robot with lockable telescopic joints. In:
Conference IEEE/RSJ, International Conference on Intelligent Robots and Systems (2006)

3. Burton, D.M.: Elementary Number Theory, 5th edn. McGraw-Hill, New York (2002)
4. Fox, W.P.: Fibonacci Search in Optimization of Unimodal Functions. Department of

Mathematic Francis Marion University, Florence, SC 29501 (2002)



180 C. Dragne et al.

5. Silverman, J.H.: A friendly introduction to number theory, 3rd edn. Pearson Education, Upper
Saddle River (2006)

6. Liu, S., Xia, Z., Liu, J., Xu, J., Ren, H., Lu, T., Yang, X.: Automatic Multiple-Needle Surgical
Planning of Robotic-Assisted Microwave Coagulation in Large Liver Tumor Therapy, PLOS
ONE, pp. 1–34 (2016)

7. Cristina, S.M., Gorka, G.C., Purificación, G.S., Tomás, G.C., Carlos, P.C.: Personalized sur-
gical planning to support interventions and training of surgeons. In: Drechsler, K., Erdt, M.,
Linguraru, M., Oyarzun, L.C., Sharma, K., Shekhar, R., et al., editors. Clinical Image-Based
Procedures From Planning to Intervention. Lecture Notes in Computer Science, vol. 7761,
pp. 83–90 Springer, Heidelberg (2013)

8. Butnariu, S., Girbacia, F.: Methodology for the identification of needles trajectories in robotic
brachytherapy procedure using VR technology. Appl. Mech. Mater. 332, 503–508 (2013)
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Abstract. This paper deals with the joint space and workspace analysis
of a two degree of freedom spherical parallel mechanism designed to be
used to handle an endoscope. This mechanism is composed of the three
legs (2USP-U) to connect the base to a moving platform. As the manip-
ulator can get up to six solutions to the direct kinematic problem (DKP)
in four aspects, non-singular assembly modes changing trajectories may
exist. The aim of the paper is to check whether a regular workspace cen-
tred on home pose can be defined in such a way that no such trajectory
exists in this workspace.

Keywords: Spherical parallel robot · Singularity · Cusp point ·
Aspect

1 Introduction

In the context of designing a robot to assist the surgeon in otologic surgery, a
spherical robot with a parallel structure associated with a double parallelogram
was studied [1]. This robot can handle a endoscope to increase the efficiency of
the surgeon with compare to classical binocular. The parallel structure should
increase the rigidity compared to the existing solution [2]. Many spherical mech-
anisms exist in the literature and can be divided into two main families (i) those
with a virtual center of rotation and (ii) those constrained by a spherical joint or
a universal joint (three or two DOF) [3–8]. To form an remote center of motion
(RCM), one solution is to use to an universal joint associated with two paral-
lelograms where the motion can be done with prismatic or revolute actuators.
The advantage of prismatic actuators is that there is only one solution to the
inverse geometric model or a single “working mode” [9,10]. In order to give the
surgeon more mobility, it is necessary to have the largest working space without
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singularity. By adding an offset in the classical design, we are able to increase
this workspace but the properties of the robot change [11] ie the number of
aspects and the number of solutions to the DKP increases. In this paper we will
present the robot properties for a given offset that allow non-singular assembly
mode changing trajectories [13]. The SIROPA library written in Maple will be
used to compute the singularity equations using Groebner bases, the cylindrical
algebraic decompositions (CAD) as well as the trajectory planning [14,15]. The
outline of this paper will be the following. We will first introduce the kinematic
equations, then the singularities in the joint space and the workspace to insert
a prescribed regular workspace.

2 Mechanism Under Study

Figure 1 shows an RCM mechanism carrying an endoscope for operations in
the ears made by coupling two DOF spherical mechanism with double parallelo-
grams. This mechanism is coupled to a translation mechanism for positioning in
the middle ear centre. Another mechanism allows translation of the endoscope
for insertion, cleaning and ejection in case the patient wakes up, not addressed
in this article. The spherical parallel mechanism is composed of three limbs and
one moving platform. The two first legs, UPS, are composed of a universal joint,
a prismatic joint and a spherical joint and the last one is made by a single uni-
versal joint and constrains its mobility. The two prismatic joints are actuated.
The double parallelogram is attached to the two axes of this joint. Usually, the
end points of the UPS legs are in the same plane as the axes of rotation of the
universal joint. To increase the orientation range, an offset is added.

a1

o

p

a2

b1 b2

1 2

Fig. 1. RCM Mechanism with spherical parallel mechanism in its home pose where o
and p are the centers of motions

Let a1 and a2 be attached to the base, O the center of the universal joint and
b1 and b2 be attached to the mobile platform in the moving reference frame.
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The coordinates are given by a1 = [1, 0,−1]T , a2 = [0, 1,−1]T , b1 = [1, 0, h]T ,
b2 = [0, 1, h]T . The orientation space of the moving platform is fully represented
with the variables (α, β). The rotation matrix R from the base frame to the
moving frame is expressed as follows:

R = RαRβ =

⎡
⎢⎢⎣

cos (β) 0 sin (β)

sin (α) sin (β) cos (α) − sin (α) cos (β)

− cos (α) sin (β) sin (α) cos (α) cos (β)

⎤
⎥⎥⎦ (1)

The orientation angles are defined in such a way that α = β = 0, which represents
the “home” pose as depicted in Fig. 1. The coordinates of b1 and b2 can be
written in the base frame as

c1 = Rb1 c2 = Rb2 (2)

The distance constraints from the two prismatic joints are

||aici|| = ρi with i = 1, 2 (3)

This leads to the two constraint equations:

− 2 (cos (α) + h) sin (β) + 2 (cos (α) h − 1) cos (β) + h2 + 3 = ρ1
2 (4)

2 (cos (β) h − 1) cos (α) + 2 (cos (β) h + 1) sin (α) + h2 + 3 = ρ2
2 (5)

3 Singularity and Workspace Analysis

The singularity analysis is done by differentiating the two constraint equation
with respect to time that leads the velocity model:

At + Bρ̇ = 0 (6)

where A and B are the parallel and serial Jacobian matrices, respectively, t is
the angular velocity and ρ̇ = [ρ̇1 ρ̇2]T joint velocities [9]. Let set h = 0, then the
singularity locus CW in the worskpace and CQ in the joint space can be written
as follow:

CW : (sin (α) + cos (α)) (− cos (α) cos (β) + sin (β)) = 0 (7)
CQ :

(
ρ42 − 6 ρ22 + 1

)
(
4 ρ81 + ρ82 − 48 ρ61 − 12 ρ62 + 168 ρ41 + 46 ρ42 − 144 ρ21 − 60 ρ22 + 45

)
=0 (8)

Upon factorization of both the equations, there exists four solutions to the DKP
out of which only four aspects, ie the maximum singularity free regions, can be
found which are represented in Fig. 2(a) [9]. In the joint space, Fig. 2(b), there
are regions depicted in green where the DKP admits two real solutions and in
red where there are four real solutions.
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(a) (b)

Fig. 2. Singularity locus in the workspace (a) and the joint space (b) with h = 0

The objective of our study is to use the robot for the largest possible range
of motion, depending on the size of the ear and the placement of the patient in
relation to the robot. The expressed need is a workspace close to ±60 degrees
which we will keep as ±1 radians. Several design parameters can be varied to
increase the workspace without singularity. We have chosen to study variations in
h to keep the mechanism as compact as possible. Unfortunately, the properties
of the robot are not stable when h is different from 0 and the locus of the
singularities changes and the equations cannot be factorized. The singularity as
a function of parameter h can be depicted in Fig. 3. A regular range of [−1 1]
can be observed for α and β. Several values can be considered for h but this
optimization could not be done in this article due to lack of space. Thus, a value
of h = 1 will be considered. This value allows to have well separated curves in
the joint space and workspace as shown in Fig. 4 and also include the regular
workspace α = β = [−1 1].

For h = 1, the singularity locus in the workspace is defined as

2(Cβ + Sβ + 1)C2
α + (2C2

β + (−2Sβ + 2Sα + 2)Cβ + (−2Sα + 2)C2
β

+ (2Sβ − 2)Sα − 2Sβ)Cα + ((2Sβ + 2)Sα + 2Sβ)Cβ − 2SαSβ = 2 (9)

The first analysis that can be done in the joint space will be to evaluate the
number of real solutions to the DKP. In Fig. 4 in the joint space, the green
regions admit two real solutions to the DKP, the red regions admit four solutions
and the yellow regions admit six solutions. Eight cusps exist, (i) C1 is on the
border of the joint space, (ii) C2 and C3 are between the two- and four-solution
regions solutions to the DKP, and (iii) C4, C5, C6, C7 and C8 are between the
four- and six-solution regions. The workspace consists of four colour aspects in
orange, pink, blue and yellow.

To know if the mechanism changes assembly mode in the workspace defined
by α = β ∈ [−1 1], a trajectory is defined along this boundary, through the S1,
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Fig. 3. Singularity locus in the workspace of the spherical joint for h ∈ [0..1.5]

Fig. 4. Joint space with height cusps points, Ci and workspace with four aspects with
h = 1

S2, S3, S4 points, as well as its image in the joint space (Fig. 5). We can notice
that the trajectory surrounds 3 cusp points C4, C5 and C6. Indeed, knowing that
the trajectory is inscribed in an aspect, it does not allow to know if it is in the
same uniqueness domain i.e. there is no change in the assembly mode.

To investigate the properties of the workspace, the characteristic surface must
be studied. This notion was introduced in [16] to define the uniqueness domains
for serial robots and was extended to parallel robots with one inverse kinematic
solution in [13], several inverse kinematic solutions in [12] and several operation
modes [17]. These characteristic surfaces (or curve in 2D) are the images in the
workspace of the singularity surfaces. By using the singularity and characteristic
surfaces, we can compute the basic regions as defined in [13]. The joint space is
divided by the singularity surfaces in regions where the number of solutions for
the DKP is a constant. These regions can also be named as the basic components
as in [13]. The existence of cusp points could be noticed in Fig. 5. Thus, it is
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Fig. 5. Regular trajectory in the workspace and its image in the joint space

very easy to recognize images of cusp points in the workspace, either it is a
point on a tangent between a singularity curve and characteristic curve or it is
a cusp point and it has no influence on the trajectories [18]. In the joint space,
this trajectory encircles three cusp points. A similar behaviour as described in
[19] can be obtained. The image in the workspace of a loop in the joint space
can be (i) the loop in the same aspect with the same starting and target point,
(ii) a trajectory where the starting point and target point are in two aspects
(a singular trajectory), or (iii) a trajectory where the starting point and target
point are in the same aspect (a non-singular mode assembly trajectory).

In Fig. 6, a joint trajectory is defined to encircle a cusp point. The starting
point, Q, is located in the yellow region where the DKP admits six real solutions
Pi, depicted in the workspace. The images of this trajectory in the workspace are
located in basic regions depicted in yellow and blue regions where det(A) > 0
and in basic region depicted in red and green where det(A) < 0. In Fig. 7,
we can observe from any stating point Pi (i) two singular trajectories between
two aspects (P4 − P6 and P5 − P6) and meet singular positions in S1 and S2,
respectively, (ii) one non-singular changing trajectory in the same aspect (P4 −
P5), and (iii) three loops in the workspace located in the same aspect (P1 −
P1, P2 − P2, P3 − P3). Only the trajectory (P1 − P1) is located in the regular
workspace. So we can conclude that even if this trajectory surrounds a cup point
in the joint space, it is not a non-singular changing assembly mode trajectory.
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Fig. 6. Trajectory that encircles a cusp point in the joint space and its image in the
workspace

Fig. 7. Zoom on the trajectories in the workspace

4 Conclusions

The properties of a 2-DOF spherical parallel mechanism were studied in this
article. The increasing size of the workspace yields to several changes as the
increasing number of solutions to the direct kinematics problem. Four aspects
were described by using cylindrical algebraic decomposition. A regular workspace
is inscribed around the home pose. Joint limits on the passive joint α and β
guarantees that non-singular assembly mode trajectory may appear. Additional
research shall be conducted to verify the collision between the legs and the limits
of the passive joints and to investigate variations in other design parameters.
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Abstract. The paper presents the kinematic analysis of two medical instruments
to be used in a robotic system designed for the minimally invasive treatment of
non-resectable liver tumors. The instruments will be attached to a parallel robotic
system having two modules, one for guiding each instrument. The first one targets
the multiple needle insertion for brachytherapy procedures, while the other one
is used for guiding a intra-operatory ultrasound probe used for the visual control
of the trajectory of the brachytherapy needles. The paper analyses the constraint
equations of the two robotic instruments and their integration into the robotic
system, using an algebraic method based on the Study parameters of the special
Euclidean transformation Lie group SE(3).

Keywords: Medical robotics · Kinematics · Robotic instruments · Minimally
invasive treatment of non-resectable liver tumors

1 Introduction

Liver cancer is the fifth common type of cancer, with the vast majority (75–90%)
being hepatocellular carcinomas (HCCs), while intrahepatic cholangiocarcinoma (ICC)
accounting for most of the other cancer subtypes [1]. Some of the most used treat-
ment methods are: radiofrequency ablation and high-dose rate brachytherapy (HDRBT).
Robotic assisted HDRBT has been subject of research in many research centers, with
mixed results [2]. Systems like MrBot [3] or Euclidean [4] are considered as very good
for prostate cancer treatment using brachytherapy, used in conjunction with the MRI.
TheMIRAB [5] is another robotic system developed for prostate cancer, but as the other
systems, these are used in safer conditions and in areas of the body where the risk of hit-
ting unwanted organs or large blood vessels is practicallymissing. Pro-Hep-LCT [6–8] is
a parallel robotic system designed for the percutaneous treatment of non-resectable liver
tumors (using HDRBT or targeted chemotherapy) guided by intra-operatory ultrasonog-
raphy. To achieve the medical task the robotic system consists of two identical parallel
modules: one for guiding the ultrasound probe (USP) and the other the brachytherapy
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needles (BTN). In [6] the mechanism analysis for the Pro-Hep-LCT was achieved using
the Study parameters of SE(3) showing the constraints, singularities and the operational
workspace of the robotic system. However, the authors considered only one DOF for
the medical instrument attached to the mobile platform, namely the linear insertion
(for USP or BTN). The medical procedure however, requires more complex automated
instruments, with the following distinct characteristics: the needle insertion instrument
[9] must insert multiple needles on parallel trajectories; the USP guiding instrument
[10], must manipulate an USP (such as [11]) by inserting and changing the orientation
of the probe transductor to accurately determine the needle position in the target tissue.

In this paper the constraints of the two medical instruments [9, 10] (designed as
the Pro-Hep-LCT end effectors) are derived using the Study parameters of SE(3). The
resulted constraints can be used together with the Pro-Hep-LCT constraints (derived in
[6]) to enable the kinematic description of the hybrid system (composed of Pro-Hep-
LCT and the instruments). Sections 2 and 3 present the multiple needles brachytherapy
medical instrument and the ultra sound guiding instrument respectively and derives
their constraints using the Study parameters. Section 4 presents numerical examples for
the inverse kinematics where the targeted points for the needles are given. Finally the
conclusions are presented in Sect. 5.

2 The Multiple Needles Insertion Brachytherapy Robotic
Instrument

During the procedure treatment, the brachytherapy seeds are inserted (after a pre-
planning in which the precise location of the tumor(s) inside the liver are determined)
using the catheters of specific brachytherapy needles,which are inserted using the robotic
instrument presented in this paper and attached to one of the Pro-Hep-LCT parallel
robotic modules.

Figure 1 presents the kinematic scheme of the brachytherapy needle insertion robotic
instrument [9]. It has 3 degrees of freedom (DoF) and usesGantry architecture to position
the brachytherapy needle in the XOY plane, using the q6n and q7n actuators. The coordi-
nate system attached to the instrument (OXYZ) matches the one attached to the mobile
platform of Pro-Hep-LCT. Usually, the treatment procedure requires up to 6 brachyther-
apy needles which are percutaneously inserted (from the outside of the patient’s body)
in a matrix form (which is a positive aspect from the mechanical point of view, since
the needles collision is automatically avoided), using the actuator q8n at a distance of
10 mm from each other (both on OX and OY axes). The number of needles is limited
since the dimensions of the tumors that can be treated this way are also limited. The
needles are taken from the needles rack, which is attached to the robotic instrument, one
by one using the needle gripper, which is designed specifically for this application. The
first needle is placed in the middle of the tumor (approximately), followed by the others,
using the pre-planned trajectories. Thus, the needle insertion BT instrument has a very
simple structure, having a serial kinematic chain of type PPP and a specially designed
BT needles gripper.



Kinematic Analysis of Two Innovative Medical Instruments 191

Fig. 1. Themultiple needles insertion BT robotic instrument: a. kinematic scheme; b. CADmodel

The instrument kinematics is achieved using the Study parameters of SE(3) (Eq. (1))
and it offers the mathematical connection between the Pro-Hep-LCT mobile platform
and the target points (i.e. Eq. (1) represent the inputs for both inverse and forward
kinematics).

MBTN = MTinsP · MRx1 · MRy1 · MTInstr

MBTN (xi, yi) → [
x0 : x1 : x2 : x3 : y0 : y1 : y2 : y3

]
,

x0 = 1, x1 = t1, x2 = t2, x3 = −t1t2,
y0 = 1

/
2
(
t1((q8n − zT )t2 − q7n + xT − lx1 − lx2) + t2

(
q6n − yT + ly1 + ly2

))
,

y1 = 1
/
2
(
t2

((
q6n + yT + ly1 + ly2

)
t1 − q8n − zT

) + q7n − xT + lx1 + lx2
)
,

y2 = 1
/
2
(
t1((−q7n − xT − lx1 − lx2)t2 − q8n − zT ) + q6n − yT + ly1 + ly2

)
,

y3 = 1
/
2
((
q6n + yT + ly1 + ly2

)
t1 + (−q7n + xT + lx1 + lx2)t2 + q8n − zT

)
,

(1)

where t1 and t2 are the half tangent angles of rotations representing the orientation of
the instrument given by the Pro-Hep-LCT robotic module. The dual quaternions used
in obtaining the MBTN are detailed in Table 1, where the orientation (Rx1 and Ry1) is
achieved by Pro-Hep-LCT.
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Table 1. The dual quaternions used in defining the multiple BTNs insertion instrument

Symbol Dual quaternion Description

MTinsP [1:0:0:0:0:−xT /2: −yT /2: −zT /2] Translation at the target point (inside the
tumor)

MRx1 [1:t1:0:0:0:0:0:0] Rotation around the OX axis

MRy1 [1:0:t2:0:0:0:0:0] Rotation around the OY axis

MTInstr [1:0:0:0:0:1/2(q7n+ lx1 + lx2):
1/2(q6n+ ly1 + ly2):q8n/2]

Conjugate dual quaternion for active
positioning along the OZ, OY and OX axes
(in reverse order than in Eq. (1)) using the
q6n, q7n, q8n

3 The Ultrasound Probe Manipulation Robotic Instrument (USP)

The USP manipulation robotic instrument (Fig. 2) [10] is attached to the other robotic
module of the Pro-Hep-LCT parallel robot [6], having the task to position and orient the
distal head of the USP (namely the transducer).

Fig. 2. The USP robotic instrument: a. kinematic scheme; b. CAD model

In order to see the needle on the USP screen, the transducer and the BTNs have
to be located in the same plane. The instrument has 4 DoF (being of type PRRR):
one translation along the instrument’s OZ axis (q6p) and three rotations: one around
the OZ axis (q7p), one around the OX axis (q8p) and one around the OY axis (q9p).
As opposed to the needle insertion brachytherapy robotic instrument, which inserts the
needles percutaneously, the USP instrument is constrained by the insertion point into
the patient’s body, namely the Remote Center of Motion (RCM).
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Regarding the kinematics of the USP instrument, the algorithm is similar, leading to
the following dual quaternion that describes the instrument:

MUSP = MTz1 · MRz · MRx · MTz2 · MRy · MTz3

MUSP(xi, yi) → [
x0 : x1 : x2 : x3 : y0 : y1 : y2 : y3

]
,

x0 = 1 − t7t8t9, x1 = t8 − t7t9, x2 = t9 + t7t8, x3 = t7 + t8t9,
y0 = 1

/
2
(
t7

(
q6p + l1p + l2p + l3p

) + t8t9
(
q6p + l1p − l2p + l3p

))
,

y1 = 1
/
2
(
t7t8

(
q6p + l1p − l2p − l3p

) + t9
(
q6p + l1p + l2p − l3p

))
,

y2 = 1
/
2
(
t7t9

(
q6p + l1p + l2p − l3p

) + t8
(
q6p + l1p − l2p − l3p

))
,

y3 = 1
/
2
(
t8t9

(
q6p + l1p − l2p + l3p

) + (
q6p − l1p − l2p − l3p

))
,

(2)

where t7, t8, t9 represent the half tangent of the respective active rotation joint. The dual
quaternions used in obtaining the MUSP are detailed in Table 2.

Table 2. The dual quaternions used in defining the USP instrument

Symbol Dual quaternion Description

MTz1 [1:0:0:0:0:0:0:−1/2(q6p+ l1p)] Translation along the OZ axis of the
instrument. l1p- inserted by the robot, q6p
q6p instrument active joint

MRz [1:0:0:t7:0:0:0:0] Active rotation around the OZ axis (actuated
by q7p)

MRx [1:t8:0:0:0:0:0:0] Active rotation around the OX axis (actuated
by q8p)

MTz2 [1:0:0:0:0:0:0:−l2p/2] Passive translation along the OZ axis

Mry [1:0:t9:0:0:0:0:0] Active rotation around the OY axis (actuated
by qpp)

MTz3 [1:0:0:0:0:0:0:−l3p/2] Passive translation along the OZ axis

The obtained dual quaternion shown in Eq. (2) will be used in the kinematic model
developed in [6] in conjunctionwith the orientation of the instrument, and the coordinates
of the RCM point (as in [6]) and the active coordinates of the Pro-Hep-LCT robotic
module will be determined.

4 Numerical Examples

This section illustrates a scenario where the two medical instruments are mounted on
the Pro-Hep-LCT parallel robotic system to achieve the medical task (percutaneous
needle insertion guided by real time intra-operatory US). Since the tumor position and
the target points inside it are difficult to define in the robot coordinate system before
the intervention, their exact position is determined using the UPS module and visual
confirmation using the US screen and laparoscopic imaging. That is why for the UPS
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module, only direct kinematics is used. The inverse kinematics would yield multiple
solutions and it would be difficult to apply in practice. Three target points are assumed
to be located within a tumor of size 4 cm, with the distance between each pair of points
being of about 10 mm (constraint imposed by the brachytherapy protocol as pointed
out by oncologists), 3 needles being appropriate for the tumor volume. Furthermore,
the needle insertion linear trajectory should be included in the transducer imaging plane
(to confirm the position of the needle and make adjustments if necessary). Figure 3
presents a working scenario and Table 3 details the quaternions associated with the target
points (the insertion trajectories must be parallel due to the brachytherapy protocol and
the instrument design), obtained using the inverse kinematics of the BTNs insertion
instrument.

Table 3. Defined target points for the needle insertion

BTN Dual quaternion (target point) Target point description Active joints
(instrument)

BT0 [1:1/10:0:0:7:
−70:−485/11:97/22]

T0[xT = 200 mm, yT =
200 mm,
zT = −200 mm]T

Cartesian coord.;
orientation – 11.42° (about
X axis), 0° (about Y axis)

q6n = 30 mm,
q7n = 30 mm,
q8n = −
218.18 mm

BT1 [1:1/10:0:0:15/2:−75:−1068989/22000
:−2411/2200]

T1[xT = 210 mm, yT =
209.8 mm,
zT = −198.01 mm]T

Cartesian coord.;
orientation – 11.42° (about
X axis), 0° (about Y axis)

q6n = 40 mm,
q7n = 40 mm,
q8n = −
228.18 mm

BT2 [1:1/10:0:0:13/2:−65:−54432/1375
:217989/2200]

T2[xT = 190 mm, yT =
190.19 mm, zT = −
201.98 mm]T Cartesian
coord.;
orientation - Nr ° (about Z
axis), 0° (about X axis)

q6n = 20 mm,
q7n = 20 mm,
q8n = −
208.18 mm

Fig. 3. A possible working scenario: tumor with defined initial target point trajectory
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The active joints q6n and q7n are given for each needle (to determine the needle
path through the instrument matrix) whereas the value for q8n is determined using the
constraints of Pro-Hep-LCT in order to not over-constrain the mechanism. Multiplying
each dual quaternion representing the target point from Table 3 with the dual quater-
nion describing the BTN instrument (Eq. 1 yields the numerical solutions for the Study
parameters describing the mobile platform of Pro-Hep-LCT. Using the inverse kine-
matic model presented in [6], the solutions for the active joints of the robot are: q4 =
117.5201609 mm, q5 = 47.77 mm, t3 = −0.063 (as the half tangent of the q3 active
joint), w1 = −0.82 (as the half tangent of the q4 active joint), q1 = 200 mm. The solu-
tions for the active joints of Pro-Hep-LCT are the same for all target points since the
simulation was designed such that the needles are inserted at the target points while the
position of the insertion instrument is not changing (the robot is stiff). The numerical
results describe the medical procedure in the correct way (as it was defined by engineers
and medical experts) [12, 13].

The relative displacement between the US probe tip (the mobile) platform and the
robot base, while maintaining a given RCM point, was described in [6] and it is not
considered in the numerical simulation presented in this paper. However, the US probe
instrument presented in this paper has 4 DOF (in contrast to the 1 DOF instrument
assumed in [6]), therefore the numerical simulation will account for the constraints of
the US probe guiding instrument (Eq. 2). Moreover, since Pro-Hep-LCT consists of
twin modules which operate in opposite sides of the patient (Fig. 4), a dual quaternion
pre-multiplication is required for the forward kinematic models derived in [6] with
[0:0:0:1:0:−300:250:0] (to account for the displacement between the bases of the two
robotic modules, displaced with 500 mm on OX, 600 mm on OY and rotated around OZ
by π). The imaging plane of the transductor is considered to be X’Z’ and one simulated
pose (since there are infinitely many) of the US probe that has the needle path (e.g.
BT0) entirely in the imaging plane is given by the numerical values: l1p = 30 mm, l2p
= 100 mm, l3p = 10 mm, l4p = 20 mm for the geometric parameters of the US probe
and q6p = 104.53 mm, q7p = 0, q8p ≡ t1 = 0.44 and q9p ≡ t2 = 0 for the active joints
of the US probe guiding instrument.

Fig. 4. The Pro-Hep-LCT robotic system with the two medical instruments attached
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5 Conclusions

The paper presents the constraint analysis and describes the proper ways of connecting
the twodeveloped innovative instruments to thePro-Hep-LCTrobotic system.Thegeom-
etry of the BTNs insertion instrument shows that the system has the ability to achieve
its task, once the main BTN is defined (in the middle of the tumor). The redundancies
of the USP instrument become helpful, since the control system has to be adaptive and
once the RCM point is defined, finding the right planes to get a clear image of the nee-
dles is difficult. The achievement of the control system for both instruments and their
integration into the robotic system is a matter of future work.
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Abstract. Using different imaging techniques (primarily, magnetic resonance
imaging or MRI) as guidance in robotic-assisted brain surgery becomes more and
morewide-spread. One of important issues in this area is using these imaging tech-
nologies in online mode. For that, robotic devices that are compatible with MRI
systems are required. In particular, conventional electric drives are not suitable;
some alternatives should be used, such as piezoelectric drives (PED). In this paper,
a robotic system is described intended to deliver a needle (cannula) to a given point
by means of a PED. Dependence of the driving force generated by PED upon the
needle speed is studied. In order to describe the contact interaction between the
cannula and the soft tissue, a mathematical model of their interaction is developed
based on modified Kelvin-Voigt approach. A phantom of porcine brain is man-
ufactured. Experiments are carried out where the cannula was indented into the
phantom. Based on the obtained experimental data, parameters of the mathemati-
cal model are identified. Numerical simulation of the insertion of the cannula into
the soft tissue is performed, and the effect of parameters of the feedback control
loop upon the cannula dynamics is analysed.

Keywords: Piezoelectric actuator · Mathematical model · Contact
characteristics · Control algorithm

1 Introduction

One of the modern areas of minimally invasive medicine is stereotactic surgery, in which
a flexible needle is inserted into the internal organs for medical procedures (for example,
deep brain stimulation in the treatment of diseases such as Parkinson’s disease). Special
robotic systems designed for such operations are being created and improved. The main
objective of such a system is to ensure accurate positioning of the needle tip at the target
point. Many modern works (for example [1, 2]) in biomechanics and biomedicine have
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been devoted to solving this problem. The most promising way to visualize a position
of a needle relative to a target point in the human body is magnetic resonance imaging
(MRI) [3], giving an error of up to 1 mm. One type of motors that are compatible with
MRI is piezoelectric drive (PED) [4]. Due to its advantages, such as quick response,
sufficiency of effort, safety of friction transmission, in recent years, PED have been
increasingly offered as engines for various biomedical devices [5, 6]. Simultaneously,
methods for modeling piezoelectric motors are being developed. Wurpts and Twifel [7]
proposed simulating PED actuator using an oscillator with two degrees of freedom. A
similar approach was developed in [8].

When controlling the needle, many factors must be taken into account: the rigidity of
the needle, the mechanical properties of biological tissues, various medical aspects, such
as, for example, the permissible speed of insertion of the needle, at which unacceptable
damage will not occur in the tissue, etc. The introduction of new devices into clinical
practice requires lengthy preliminary tests. One of the recognized methods for testing
innovative methods and mechanisms is an experimental study of the use of such tools
on phantoms of biological tissues [9].

In a number of works (in particular, [10]), the process of introducing a needle into
soft tissues is modeled using the finite element method. However, this method does not
allow you to effectively build an algorithm for controlling the movement of the needle.
It is advisable to develop a phenomenological model in which the interaction of tissue
with a needle would be described by a dynamic system (if possible, of a low order).
To create a model for the interaction of a needle with a phantom of biological tissue, a
contact problem should be solved that describes two processes: a penetration of a rigid
indenter into the base and its detention at a certain depth. In this case, it is necessary to
take into account the relaxation properties of the phantom. In [11], a simplified model of
the mechanical behavior of the viscoelastic base was used for analysis of the hysteretic
loop area at different values of the material relaxation time, and the applicability of the
offered analytical model was discussed.

In this study, we developed a simplified one-dimensional model of the mechanical
behavior of the phantom, which makes it possible to analyze the experimentally investi-
gated process of introducing a needle into a phantom of biological tissue. We propose a
novel finite-dimensional mathematical model of a robotic system that moves a cannula
along a given straight line and uses PED as a drive. A porcine brain phantom was made.
Experiments with indentation of the cannula into the phantom body were carried out.
Based on the experiments, the procedure for identifying the parameters of the contact
model is performed. An algorithm is proposed for controlling the frequency of the PED,
which ensures an insertion of the cannula into the phantom at a given depth. A numerical
simulation of the cannula insertion into a soft tissue using the algorithm was carried out
aimed to evaluate influence of feedback coefficients.

2 Description of the Model

The mechanical system under consideration consists of a thin indenter (cannula), which
is installed in the guides and can perform translational motion along the longitudinal
axis (see Fig. 1). The cannula motion is provided by piezoelectric actuator that pressed
against the cannula with some force N (Fig. 1b).
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a) b)

Fig. 1. Mechanical system. a. setup side view; b. indentation scheme.

We introduce a fixed coordinate system Oxy, the abscissa of which is directed along
the direction of indentermotion. Friction in the indenter guides is neglected. The equation
of dynamics of the indenter in the projection onto the Ox axis looks like following:

mẍ = F − P (1)

Herem is the mass of the indenter, P is the force acting on the indenter from the side
of a tissue, F is the force acting on the indenter from the side of the actuator head.

Wemodel the dynamics of PEDusing the empirical approach described, in particular,
in [8]. Under the action of an alternating electric voltage with a frequency applied to
the actuator, the drive head oscillates at which the trajectories of its points are close to
ellipses. We assume that the coordinates, the middle of the base of the head depend on
time as follows:

xb = Ax sin 2πωt, yb = Ay0 + Ay sin(2πωt + �).

Within the framework of the phenomenological approach used, the dynamics of the
drive head is described using an oscillator with two degrees of freedom (see Fig. 2).

Fig. 2. Piezoelectric drive model

Denote the corresponding generalized coordinates by xa, ya. We compose the
equations of motion of this oscillator:

maẍa = −kx(xa − xb) − hx(ẋa − ẋb) − F
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maÿa = −ky(ya − yb) − hy(ẏa − ẏb) − kcya − hcẏa (2)

Here ma is the mass of the oscillator, kx, ky, kc are the stiffness coefficients of the
oscillator springs, hx, hy, hc are the damping coefficients. The force F developed by
PED, is determined by the following ratio:

F = μsgn(ẋa − V )(kcxa + hcẋa)

Here V is the speed of the surface point with which the drive head is in contact (in
this case V = ẋ).

We find the average displacement Ay0 from the equilibrium conditions:

0 = −ky
(
ya0 − Ay0

) − kcya0; ky
(
ya0 − Ay0

) = N .

Here ya0 is the position of the oscillator in equilibrium. So, ya0 = −N
/
kc, Ay0 =

−N
(
1
/
ky + 1

/
kc

)
.

Since the frequency ω that is needed to be applied to the PED is high enough, the
numerical integration of system (2) takes a relatively long time. On the other hand, the
characteristic timeof the indentermovement is significantly longer than the characteristic
period of oscillation of the oscillator. Therefore, when analyzing the dynamics of the
PED head, we can assume that the indenter speed V does not change during the period.
Accordingly, when modeling the dynamics of indenter penetration into the control loop,
it is advisable to use the results of preliminary calculation of the average value of the
force developed by the drive at various values of the excitation frequency.

When indented into a sufficiently “soft” and/or sensitive tissue, the force developed
by the drive should be small (otherwise the indenter will be too fast, which can lead to
tissue damage). In this situation, it becomes significant that this force depends not only
on the excitation frequency, but also on the magnitude of the indenter speed V.

We carry out a numerical simulation of the dynamics of system (2) at different values
V and ω, using the following values of the model parameters:

ma = 0.4 · 10−3 kg, kx = ky = 107 N/m, hx = hy = 0.6 Ns/m, kc = 106 N/m,
hc = 2 Ns/m, μ = 0.28, N = 4 N, Ax = 0.41µm, Ay = 0.76µm, � = 0.

Figure 3 shows the dependences of the period average value of the force F (solid
grey lines). It can be seen that at low speeds, the force F (at a fixed frequency) decreases
almost linearly with growing V. This effect is described, in particular, in [12]. Note that
the rate of this decrease increases (in absolute value) with increasing frequency ω.

The maximum force Fmax developed by PED for these parameter values is
approximately equal 0.56 N (achieved at ω = ω∗ ≈ 26400 Hz and V = 0).

The following approximation can be used to describe the dependence of the force F
upon the frequency and the speed:

Fa =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1

1.77 + 2.7 · 10−6|ω − ω∗| − 0.48 + 0.8(ω − ω∗)2

|ω − ω∗| + 500
V , ω ≤ 27.2 kHz

1

1.2 + 2.9 · 10−3(ω − ω∗)2
− 0.48 + 0.8(ω − ω∗)2

|ω − ω∗| + 500
V , ω > 27.2 kHz

These dependences are shown in Fig. 3 with dotted lines. One can readily see that
the quality of the approximation is good enough in the considered range ω of and V.
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Fig. 3. Dependence of the force developed by PED on the excitation frequency and the indenter
speed.

In what follows, we will use these simulation results in order to determine the
excitation frequency necessary to realize the required value of the force developed by
PED.

Now we need to study, how the process of introducing an indenter into a viscoelastic
tissue at a fixed frequency of external voltage applied to the PED will occur. To do this,
it is necessary to build a model describing an interaction of tissue with the indenter.

3 Verification of Contact Model

The axisymmetric contact problem of the interaction of a rigid indenter is considered,
the contact surface of which is described by a function f (r) with a viscoelastic layer
of thickness h lying on a rigid base. The layer material is assumed to be homogeneous
isotropic linearly viscoelastic. The speed V1 of loading is constant. When introducing a
spherical or cylindrical indenter, the contact area will be a circle of radius a. To describe
the behavior of the viscoelastic layer, we choose the generalized Kelvin – Voigt model.
For the force acting from the tissue side on the indenter during loading, we obtain the
following expression:

T (i)
σ ṗi = −pi + Ei

(
x + T (i)

ε ẋ
)/

h(1 − ν2), i = 1, 2; P = πR2(p1 + p2) (3)

Here, Ei are the elastic moduli, ν is Poisson ratio, T (i)
σ and T (i)

ε are the relaxation and
creep times.

To identify the parameters of the contact model, a phantom of porcine brain was
made at the National Chen Kung University, The phantom has shape of a hemisphere
with a radius of h = 0.065m. It is made from agar-agar of a certain concentration. During
the experiment, a cannula with a radius of R = 0.9 mm was indented into the phantom
lying on a rigid surface along its axis of symmetry with a given constant speed. After
reaching a predetermined penetration depth, the cannula position was fixed. During the
experiment, the axial force of tissue resistance was recorded using a force sensor. An
example of experimental time dependences of the axial force is presented in Fig. 4 by
blue and green curves.
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Fig. 4. Identification of the parameters of the contact interaction model.

The following parameters of the proposed contact interaction model (N = 2) were
selected using the expert assessment method (similar to [13]):

E1 = 5000 Pa, E2 = 23000 Pa, T (1)
σ = 9 s, T (2)

σ = 0.7 s, T (2)
ε = 5T (1)

σ , T (2)
ε =

15T (2)
σ

The black line in Fig. 4 shows the result of the axial load calculation for the selected
set of parameters. It can be seen that, at the selected parameter values, the calculation
results are in fairly good agreement with the experimental data.

4 Numerical Simulation

We carry out a numerical simulation of the indentation process into a soft tissue. The
goal of indentation is the achievement of a certain given depth x∗ of insertion of the
indenter to the tissue.

We choose the frequency ω providing the necessary value of the control force F
created by PED. We set it in the form of feedback on the current immersion depth and
speed of the indenter, given that the force developed by PEDcannot exceed themaximum
value Fmax indicated earlier:

F =
⎧
⎨

⎩

−Fmax, F∗ − K(x − x∗) − Hẋ < −Fmax
F∗ − K(x − x∗) − Hẋ, −Fmax < F∗ − K(x − x∗) − Hẋ < Fmax
Fmax, F∗ − K(x − x∗) − Hẋ < −Fmax

(4)

HereF∗ = πR2(E1 + E2)x∗
/
h(1 − ν2) is the force value corresponding to the target

depth penetration.
The dynamics of the “indenter + viscoelastic tissue” system is described by Eqs. (1,

3) and the relation (4).We study the influence of feedback coefficients K and H on the
process of reaching the target immersion depth.

The examples of the time dependences of the penetration depth are shown in Figs. 5,
6 for different values of the target depth and different values of feedback coefficients K
and H.

It can be seen that increasing K leads to an acceleration of the process of reaching
the target value x∗. However, fluctuations occur in this case, so that even the opposite
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Fig. 5. Time dependences of penetration depth for different values of K (1: K = 100 N/m; 2:
K = 250 N/m; 3: K = 500 N/m; 4: K = 1000 N/m; 5: K = 5000 N/m).

direction of the indenter movement can be observed in certain sections of the trajectory.
The amplitude of these oscillations grows with increasing x∗. In addition, overshoot may
occur when the indenter penetrates to a depth exceeding the target. In actual use, this is
undesirable.

Fig. 6. Timedependences of penetrationdepth for different values of the target depth (1: x∗ = 0.01
m; 2: x∗ = 0.02 m; 3: x∗ = 0.03 m; 4: x∗ = 0.04 m; 5: x∗ = 0.05 m; 6: x∗ = 0.06 m).

Increasing H allows to reduce the amplitude of such oscillations or to avoid their
occurrence altogether, but at the same time, the time to reach the target depth increases
slightly.

5 Conclusions

The robotic system using PED actuator for performing the indentation of the needle
(cannula) into soft biological tissue is considered. A finite-dimensional mathematical
model of themechanismwas constructed. The porcine brain phantomwasmanufactured.
To describe the cannula interaction with the soft tissue phantom, a mathematical model
of their contact was used. Experiments with indentation of the cannula into the phantom
body were carried out. Based on the experiments, parameters of the contact model were
identified. A PED control algorithm is proposed that ensures the insertion of a cannula
into soft biological tissue at a given depth. A numerical simulation of the insertion of a
cannula into a soft tissue using the algorithm was carried out.



Modeling a Cannula Insertion into a Phantom of Biological Tissue 205

Results of this study can be applied in the development of a new biomedical device
that allows for indentation of a cannula with the necessary accuracy inside the MRI
device.
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Abstract. Introduction: Robot-assisted liver tumor ablation has emerged as a
new minimally invasive therapeutic strategy for hepatocellular carcinoma, as well
as colorectal metastases with higher accuracy, in a smaller time span and with
a lower radiation dose than in the manual approach. Several ablation methods
count, mostly used are radiofrequency ablation, microwave ablation and cryoab-
lation. Materials and methods: The specialty literature was surveyed in order
to retrieve manuscripts reporting “robot-assisted”, “liver tumor”, “ablation”. The
search strategy was applied in three different databases, Scopus, Web of Science
and Embase. Fifteen original articles were selected and seven were excluded from
the study, in order to compare results of robotic ablation for liver tumors both
on patient series or on experimental models. Results: Out of a total of fifteen
articles included in the study, six articles focused on the clinical aspect of robotic
liver tumor aspect, providing patients description and characteristics on a total of
172 subjects. There were nine studies, which focused on the technical assessment
of the robot during ablation on experimental model. The indications for percu-
taneous ablation usually include malignant tumors, hepatocellular carcinoma (55
tumors) or colorectal liver metastases (92 tumors) for lesions smaller than 3 cm in
diameter, which cannot benefit from liver resection. The most commonly reported
type of ablation was microwave technique (43%), followed by radiofrequency
(40%). Only one article evaluated laser ablation effects and another one reported
irreversible electroporation. The number of needles used for ablation according
to the tumor volume varied from 1 in 50% of cases to 5 and the number of nee-
dle readjustments reached 1 to 14. The type of robot used was different in the
fifteen studies. Conclusions: Development of more versatile robots and intuitive
software that will reduce the total time of the procedures is highly expected, thus
transforming imaging guided robotic ablation into the golden standard procedure
for inoperable primary hepatic tumors or liver metastases.
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1 Introduction

Hepatocellular carcinoma is a malignant tumor, derived from the hepatocyte that, if not
treated, leads to death in about two years. Of the primary hepatic malignancies, the most
frequent are hepatocellular carcinomas, which occur in most cases on the cirrhotic liver.
On the other hand, liver is the most common organ in which metastases from cancers
with other location occur [1].

Surgical resection and liver transplant are currently the only curative therapeutic
methods for hepatocellular carcinomas. Unfortunately, less than 30% of patients are eli-
gible for resection due to advanced tumor invasion or associated cirrhosis.Morbidity and
mortality related to hepatectomy in these patients are increased (10–30%). In addition,
postoperative recurrence frequently occurs (at least 75%), due to its multicentric char-
acter, which requires repeated treatment. Five-year survival for patients, who benefitted
from liver resection is approximately 25–50% [2].

Surgical resection remains the standard treatment in liver metastases, being the only
one shown with curative potential. The most common liver metastases are those of
colorectal cancers, which occur mostly on normal liver. At the time of diagnosis, 25% of
colorectal cancer patients have liver metastases and another 25%will develop them later.
Survival at 5 years after the resection of liver metastases from colorectal cancer is 20–
40%. Unfortunately, only 20% of colorectal cancer metastases are surgically resectable
and resection is associated with morbidity and mortality of 2–10%. In addition, hepatic
recurrences occur in 53–68% of patients and from these, iterative resection is only in
few cases feasible [1].

The limiting factors for the surgical treatment are the large number of tumors, high
volume tumors, location in proximity of large vessels, tumors with major vascular
invasion, insufficient hepatic reserve in the case of cirrhosis, previous liver resections,
comorbidities which contraindicate surgery [2].

Over time, new therapeutic modalities have emerged and developed as alternatives
to liver resection. Currently these methods include systemic and regional chemotherapy,
intra-arterial irradiation with yttrium-90 and local ablation techniques. Techniques for
local destruction of liver tumors are: 1) chemical ablation by percutaneous intratumoral
injection of ethanol, acetic acid, sodium hydroxide or hot saline; 2) thermal ablation;
3) intraarterial chemo-embolization – TACE (lipiodolized); 4) percutaneous injection of
cytostatics and 5) electrolysis.

Thermal ablation can be performed at low temperatures (cryoablation) or at high
temperatures (hyperthermia ablation). The destruction of liver tumors by hyperthermia
is achieved by the use of microwaves, radiofrequency, laser or high intensity ultrasound
[3].

The ablation works best for tumors smaller than 3 cm. For larger tumors (between
3 and 5 cm), it can be used in conjunction with embolization. Because ablation usually
destroys healthy tissue around the tumor, it is not the best option for treating tumors near
major blood vessels or biliary ducts, subdiaphragmatic or subcapsular location [3].
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This type of treatment does not usually require long hospitalization. Inmost cases, the
ablation can be done without surgery, by inserting, percutaneously, a needle or a probe,
directly into the tumor. The needle or probe is guided to the right place by ultrasound
or tomography. However, in some cases, for greater accuracy, it may be done within a
surgical procedure.

Radiofrequency Ablation (RFA). This procedure uses high intensity electromagnetic
waves. A thin, needle-like probe is inserted into the tumor. A high-frequency current
passes through the tip of the probe, which heats the tumor and destroys cancer cells.
This is a common treatment for small tumors [4].

Microwave Thermotherapy. In this procedure, microwaves produce overheating and
destroy abnormal tissue by protein denaturation, which leads to apoptosis. Microwaves
are transmitted using a probe or needle [5].

Cryotherapy. In this procedure, the tumor is destroyed by freezing it, using a thin metal
probe. The probe is guided into the tumor and then, with this instrument, cold gases are
transmitted that freeze the tumor, destroying the cancer cells. This method can be used
to treat larger tumors than other types of ablation, but sometimes it is necessary to be
performed under general anesthesia [6, 7].

Side effects of ablative therapy
Possible side effects of ablative therapy include abdominal pain, liver abscess and
haemorrhage. Severe complications are not common, but possible.

As of late robots were embraced to build the precision of needle through imaging
direction. Abdullah et al. detailed their initial understanding of performing RFA on the
liver utilizing the ROBIO EXworkstation [7]. Koethe et al. played out a ghost investiga-
tion of percutaneous biopsy and removal utilizingmechanical help underCTdirection for
RFA with the automated interventional radiologist help stage MAXIO [8]. These inves-
tigations show the upsides of mechanical stages to help RFA treatment. What is more,
Yang et al. proposed a mechanical removal framework for huge tumor treatment, which
joined a robot and a voxel able to develop calculation in order to accomplish removal
circles that encases the entire tumor [9]. In any case, the creators neither considered
staying away from key anatomical structures nor performed quantitative assessment in
the arranging [10, 11, 23].

2 Materials and Methods

A specialty literature survey was performed guided by the phrases “robot-assisted
ablation”, “robotic liver tumors ablation”, “colorectal metastases ablation” using three
databases Scopus, Web of Science and Embase. All titles referred in English, published
in a determined time span from 2010 to 2019, were checked for eligibility by title
and abstract, by two different researchers in order to remove double counting. There
were 27,277 results provided in Pubmed. The full-texts of the eligible original articles
were reviewed entirely. Series approaching robot-assisted liver surgery, liver resections,
ALPPS or renal tumors ablation were excluded from the current study. We divided the
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total of fifteen eligible studies into two categories, 6 focusing on patients and clinical
outcome and 9 using experimental model, porcine or rabbit liver (Fig. 1). We analyzed
the method used for ablation, radiofrequency versus microwave or cryoablation, patient
demographics (age, sex, male to female ratio), tumors number and diameter, primary
tumors versus metastases, intervention characteristics (mean time necessary for the pro-
cedure, number of needles used, type of robot), oncological outcomes and complications
during and after procedure.Consequently, the studieswere comparedbetween eachother.

Keywords: robot-assisted ablation, liver tumors, 
hepatocellular carcinoma, colorectal metastases

Embase, Scopus.Elsevier, Web of Science research for 
original articles published in English language approaching 

robotic liver tumors ablation

Included:
Robot-assisted ablation for liver 

tumors
N = 15 studies

Ablation performed on experimental 
models
N = 9

Total number of models = 12
Total number of tumors = 71

Ablation performed on patients
N = 6 studies

Total number of patients = 172
Total number of tumors = 222 

Excluded:
Robotic renal tumors ablation

N = 3 studies

Fig. 1. Systematic review flow diagram

3 Results

A total of 22 publications were considered relevant for robot-assisted tumors ablation.
Fifteen of these approached liver tumors ablation and were eligible for inclusion in the
study. Six articles focused on the clinical aspect of robotic liver tumor aspect, providing
patients description and characteristics on a total of 172 subjects (Table 2). There were
nine studies, which focused on the technical assessment of the robot during ablation on
experimental model, such as phantom tumor, porcine or rabbit livers with artificially
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embedded tumors, made of molden agar (Table 3). Each of the clinical studies included
more than 10 patients and varied from 11 to 46, information thoroughly depicted in
Table 1.

Table 1. Publications according to number of patients or experimental models

Authors Year of
publication

Journal Number of
patients

Number of
experimental
models

HCC/CRLM/Experimental
model

Abdullah
et al.

2014 Eur Radiol 11 0 6 HCC 5 CRLM

Stintzing
et al.

2013 Acta Oncol. 30 0 30 CRLM

Yang et al. 2010 IEEE/ASME
Trans
Mechatron

0 1 Phantom tumor

Liu et al. 2016 PLoS ONE 0 1 Porcine liver

Abdullah
et al.

2015 Eur Radiol 20 0 10 HCC 10 CRLM

Mbalisike
et al.

2015 Eur Radiol 30 0 11 NCC 5 CRLM

Franco
et al.

2015 IEEE/ASME
Trans
Mechatron

0 1 Phantom tumor

Wen et al. 2014 Compute
Meth Prog Bio

0 2 Phantom tumor

Chang et al. 2011 Ann Acad
Med Singap

0 1 Porcine liver

Beyer et al. 2016 Int J Cars 46 0 10 HCC 24 CRLM

Won et al. 2017 Diagn Interv
Radiol

0 1 Phantom tumor

Beyer et al. 2017 Int J Cars 35 0 18 HCC 18 CRLM

Li et al. 2018 Int J Hyperther 0 2 Porcine liver + Rabbit liver

Liu et al. 2018 Int J Med
Robot Comp

0 2 Phantom tumor + Swine

An et al. 2019 J Med Biol
Eng

0 1 Phantom tumor

Traditional indications for percutaneous ablation usually include malignant tumors,
hepatocellular carcinoma (55 tumors) or colorectal liver metastases (92 tumors) for
lesions smaller than 3 cm in long axis, which cannot benefit from liver resection.
Although a new method emerged, overlapping radiofrequency ablation, that with the
help of robotic systems multiple electrodes can be concomitantly inserted in order to
produce necrosis on large volume tumors, showed by Liu et al. [1]. This require special
kinematic systems calculated by mathematical algorithms (Table 3).
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The mean tumor size approached in the surveyed series is 2.6 cm in diameter, within
the range of 1.91 cm (Beyer et al.) [13] and 4 cm (An et al.) [14].

The most commonly reported type of ablation was microwave technique (43%),
followed by radiofrequency (40%). Only one article evaluated laser ablation effects and
another one reported irreversible electroporation (Table 6).

Table 2. Patient demographics

Authors Number of patients Number of controls Age range (years) Gender M:F

Abdullah et al. 11 0 42–80 9:2

Stinzing et al. 30 30 39–80 17:13

Abdullah et al. 20 30 32–80 12:8

Mbalisike et al. 30 40 33–83 10:11

Beyer et al. 46 30 54–85 36:10

Beyer et al. 35 19 46–78 29:6

Table 3. Experimental models details

Authors Precision TPI Accuracy (mm) Overlapping ablation plan

Yang et al. 1.20 ±0.05 Voxel Growing Algorithm

Liu et al. 1 × 10−4 2.1 ± 0.6 MathLab Algorithm

Franco et al. 0.05 1.5 ± 1.1 Voxel Growing Algorithm

Wen et al. 1.34–2.07 1.85–1.92 Baum–Welch Algorithm

Chang et al. 1.65 1.5

Won et al. 0.2–0.5 2 iSYS1

Li et al. 0.9–1.5 1.3 NASA-TRX

Liu et al. 3–5 2 SIP-BASED Overlap Ablation

An et al. 1.7 ± 1.2 3 ± 1.24

Out of the fifteen studies included, a number of 9 studies were experimental. In terms
of technique precision, Liu’s study had the best precision (0.0001) [15], at the opposite
pole is Wen’s study (1.34–2.07) [16]. Also, the studies carried out by Franco and Won
had a good precision of the technique [17, 18]. In terms of accuracy, Yang’s study ranks
first (0.05) and at the opposite pole is An’s study [9, 14]. Regarding the overlapping
ablation plan every experimental study used a different plan (Table 4).
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Table 4. Procedure details

Authors Mean time (min) Number of needles Number of readjustments

Abdullah et al. 1 4

Stinzing et al. 1

Yang et al. >2

Liu et al. 2–4 10

Abdullah et al. 1–5 12

Mbalisike et al. 25.2 2 3

Franco et al. 30 1 10

Wen et al. 2

Chang et al. 2

Beyer et al. 18.3 1 14

Won et al. 1 4

Beyer et al. 19.3 1–3 7

Li et al. 5 1 1

Liu et al. 1 3

An et al. 1 2

Analyzing the fifteen studies from the point of view of the procedure, only in five
studies the time for a procedure was scored. Of these studies, three were clinical trials
and two were experimental studies.

Needle positioning, number of needles used and methods used for the minimization
of liver excursions between inspiration and expiration and liver banding at entrance of
liver capsule were assessed. The number of needles used for ablation according to the
tumor volume varied from 1 in 50% of cases to 5. The highest number of adjustments
was noted in clinical trials with a maximum number of adjustments of 14 in Beyer’s
[19]. At the opposite end are the experimental studies, most with only one adjustment.

The robotic arm brings accuracy and precision in the multiple needle insertion, while
minimising the burden brought by inspiratory excursions on the procedure. Immobili-
sation devices, ablation in apnea or vacuum matresses were used as error minimization
methods.

In order to achieve target displacement compensation following characteristics were
taken into account: no-collision constraint, safety margin around tumor, tangency con-
straint, distance to critical structures, trajectory length and soft tissue deformation,
depicted in Stintzing’s, Li’s and Chang’s studies [20–22] (Table 5).
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Table 5. Liver tumors characteristics

Authors Number of
tumors

Diameter of
tumor (cm)

Mean
diameter
(cm)

Distance from
skin surface
(cm)

HCC/CRLM/EM

Abdullah
et al.

17 1.1–3.0 2.2 6.2–13.7 6 HCC/5 CRLM

Stinzing
et al.

35 0.8–5.3 3.3 35 CRLM

Yang et al. 1 >3 Phantom tumor

Liu et al. 9 3–6 3 Swine liver

Abdullah
et al.

40 0.6–4.9 2.3 1.6–4 10 HCC/10 CRLM

Mbalisike
et al.

30 1.1–4.6 2.3 0.61–1.66 11 HCC/5 CRLM

Franco
et al.

4 1–5 2.8–4.7 Phantom tumor

Wen et al. 22 0.5 Phantom tumor

Chang et al. <3 Swine liver

Beyer et al. 64 1–2.8 1.91 6.48 ± 2.35 10 HCC/24 CRLM

Won et al. 2 1–2

Beyer et al. 36 1.53–3.36 2.49 4.43–10.51 18 HCC/18 CRLM

Li et al. Porcine
liver/Rabbit liver

Liu et al. 8 3.2–8.7 Phantom
tumor/swine

An et al. 25 4 Phantom tumor

The type of robot usedwas different in thefifteen studies.Yang,Wen,Liu andAnused
prototypes of robotic systems in their studies [9, 14–16] and Abdullah, Mbalisike, Beyer
andWon used the Maxio robotic model in their studies [7, 19, 20, 23]. From the point of
view of the system used, most researchers used StarBurst microwave and radiofrequency
ablation. Franco was the only one to perform laser ablation and An was the only one
to use ultrasound to perform ablation [14, 17]. Most pre-procedural investigations were
performed by CT, Liu and An, used the ultrasound to perform this evaluation. Post
procedurally, the authors used most of the same technique used preoperatively.

Complications rated in the evaluated studies were infected bilioma (1 case), incom-
plete ablation (1 case), bleeding around puncture region, thermal collateral damage
with bile ducts stenosis and laceration of vessels with haemhorrage. In most cases no
complication appeared on the robot-assisted ablation cases.
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Beyer et al. states that a combination of CT and MRI is the favoured way of out-
come assessment after liver tumor ablation in short-term follow-up, 6 weeks after pro-
cedure. Complete ablation was observed in 94.1% of robot-assisted cases versus 96.7%
in manually ablated ones.

4 Discussion

The imaging, CT, US or MRI guided robotic ablation procedure (radiofrequency,
microwave, laser, ultrasound or irreversible electroporation) involves a pre-procedural
CT scan, the planning of the procedure and the programming of the robotic arm, the
ablation performed by the robot under CT guidance and finally a control CT scan after
completion, in order to have a reference point for follow-ups [16, 18].

The guided imaging robotic ablations has similar results to those performedmanually
without a significant difference in patient outcome [7, 23].

The number of repositions of the RFA needle is much more reduced in the case of
the robotic procedure, which leads to the decrease of the duration of the procedure itself,
but is prolonged by the longer planning time needed in advance [21]. The reason why
the total time is higher in the case of the robotic procedure is especially due to the pre-
procedural preparation and programming of the robotic arm, which are time-consuming
stages.

Also, a small number of the RFA needle repositioning can be translated by an
increased accuracy, thus reducing the total dose of ionizing radiation that the patient
receives [23].

The robotic procedure ismore expensive than themanual procedure in terms of costs,
due to the still high prices of acquisition of the surgical robots.

Another problem of this procedure that should be carefully taken into account is
the cranio-caudal movement of the liver during the respiratory movements. The robotic
ablation procedure can only be performed in close collaboration with the anesthetic
team. This is because the patient needs to be very well fixed on the CT table under total
anesthesia with orotracheal intubation or several other mechanisms of displacement
compensation should be used during ablation [14, 21]. One is mechanical ventilation
with total muscle relaxation for minimizing the cranio-caudal respiratory movements of
the liver triggered by the otherwise patient’s spontaneous breathing. Also, to minimize
the cranio-caudal respiratory movements of the liver it is useful to use low tidal volumes
with high O2 and high respiratory rate. Moreover, the pre-procedural CT scans, the
placement of the needles and the CT performed during the procedure, as well as the
post-procedural scans to verify the efficiency of the procedure were performed at the
end of the expiration with the airways disconnected from the ventilator, so that the liver
to be in exactly the same position as calculated.

We consider that a surgical robot in order to be used for the minimally invasive
ablation is necessary to fulfill certain characteristics. It should be small size robot easily
mounted on the CT table [12, 22]. The components of the robotic arm that come into
contact with the patient and those which support the ablation needle should be made out
of materials that withstand sterilization methods.

The robotic arm is necessary to have at least four degrees of freedom and easy to
assemble and disassemble, especially the components that need sterilization [9, 16, 17].



216 A. Ciocan et al.

Ideally, the robot should have low costs and high versatility, so it can be used for
performing other invasive procedures, where there is a need for accuracy and precision
in the execution of the procedure.

On the other side, is mandatory to have a safety system that allows the device to be
stopped and withdrawn at the “0” pre-procedural set point at any time, when the robotic
arm makes a wrong movement or does not work according to the plan, also at any time
when the operator wants it for other reasons, especially when patients’ safety could be
jeopardized [7, 19, 20].

The complications of this procedure do not differ from those of themanual procedure:
haemorrhage, bilioma, hematoma, abscesses or even lesions of the structures adjacent
to the liver [7, 13]. All of this can be avoided through proper pre-intervention planning.

Analyzing the data, we can highlight a number of aspects favorable to the applica-
tion of this technique and some that require further attention. Pros for robotic surgery
are: small incision, quicker patient recovery, small risk of infection, shorter hospital
stay, better view for surgeons, easier access for hard to reach places, more precision
in surgery, due to the software, that reduces the surgeon’s tremor. Cons for this tech-
nique are highlighted by higher costs, the robot itself is very expensive and the cost of
disposable supplies are even higher [24].

The choice of the ablation system is solely influenced by the type of robot used, the
preparation of the medical team and the financial capacity of the hospital to purchase a
certain robot.

5 Conclusions

Imaging guided robotic ablation for liver tumors, primary or metastases is feasible and
even if the total cost and duration of the procedure is higher than themanual procedure, it
offers a number of advantages over the first one, such as a high accuracy with aminimum
number of needle position readjustments and a lower total radiation, consecutively a
much lower risk of complications. In the future, greater competition will be needed in
the medical device market for a reduction of the costs of acquisition and use of these
surgical robots. Development of more versatile robots and intuitive software that will
reduce the total time of the procedures is highly expected, thus transforming robotic
ablation guided by CT into the golden standard procedure for inoperable tumors or liver
metastases.
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RFA = radiofrequency ablation
CT = computed tomography scan
MRI = magnetic resonance imaging
US = ultrasound
RITA = radiofrequency interstitial tissue ablation
IRE = irreversible electroporation
DLP = dose length product
TRAINS = transcutaneous robot-assisted ablation with 3D navigation
ALPPS = associating liver partition and portal vein ligation for staged hepatectomy
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Abstract. Hepatocellular Carcinoma (HCC) is the most frequent form
of liver cancer, being the fourth leading cause of cancer-related death
worldwide. The curative treatment in most cases is the tumor removal
from the body (surgery), but more than 70% of HCC patients have
advanced tumors and cannot be treated with such procedures. Alter-
native laparoscopic surgical treatments, such as high dosage radiation-
brachytherapy (HDR-BT) or inside-tumor drug release (IDR), are cur-
rently researching for tumor size reduction. Our target is to develop
computerized methods for assisting the medical robot used in such treat-
ments, to make them safer and more efficient. We build an accurate 3D
model of the HCC anatomical context, based on Computed Tomogra-
phy (CT) images acquired before surgery, putting into evidence the HCC
tumor, its position within the liver and the most important blood vessels
connected to it. We also highlight, in real time, during surgery, the 2D
slice corresponding to the transducer position. In this article, we describe
the corresponding software system, focusing on the segmentation and 3D
reconstruction techniques, assessed through specific experiments.

Keywords: Hepatocellular Carcinoma (HCC) · Minimum -invasive
surgery · Image processing and analysis · 3D computerized model ·
Contrast enhanced CT images

c© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
D. Pisla et al. (Eds.): EuCoMeS 2020, MMS 89, pp. 219–227, 2020.
https://doi.org/10.1007/978-3-030-55061-5_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55061-5_25&domain=pdf
https://doi.org/10.1007/978-3-030-55061-5_25


220 D. Mitrea et al.

1 Introduction

HCC is the most often met malignant liver tumor, identified in 70% of the liver
cancer cases. In adult men, HCC is the fifth most frequently diagnosed cancer,
and in adult women, it is the ninth most commonly diagnosed cancer worldwide.
HCC is the fourth leading cause of cancer-related death in the world [5]. One
of the curative treatments for HCC tumors is the surgical resection, but in the
case of advanced HCC, extensive resection presents important risks, such as the
liver dysfunction [5]. Alternative laparoscopic surgical treatments, based on local
intervention techniques (HDR-BT or IDR) are preferred in order to reduce the
tumour size [5]. Computerized methods can be very helpful in order to assist
these surgical treatments, making them safer and more efficient. Relevant meth-
ods that approach this subject are described in [5,13]. We develop a complex
computerized system, involving artificial vision techniques, which interacts with
a medical robot. This robot is built in order to assist a minimum invasive sur-
gical treatment which assumes to treat HCC tumor through Radio-Frequency
Ablation (RFA), HDR-BT or IDR during laparoscopic surgery. The robot will
interactively control, during surgery, the position of an ultrasound machine trans-
ducer and will apply the treatment at the right moment. In this work, we describe
the structure of our computerized system, focusing on the specific segmentation
and 3D reconstruction techniques. For segmentation, we compare Convolutional
Neural Network (CNN) based techniques [2], with an improved version of Fuzzy
C-means Clustering [12], within contrast enhanced CT images. For 3D recon-
struction, we present the adopted methods and relevant experiments. The rest
of this paper is organized as follows: after the introduction, the state of the
art is described, then the computerized system and the experimental results
are presented. At the end, conclusions and further development possibilities are
formulated.

2 State of the Art

2.1 Computerized Systems for Surgical Treatment Assistance

A computerized system that generates, before surgery, a 3D model of the liver
and tumor anatomical model is described in [5]. In this context, the Myrian-XP-
Live application was employed in order to automatically extract information
concerning the liver or tumor parenchyma, respectively the important arteries
and veins, finally generating 3D reconstructed images of the liver, estimating the
liver volume in the same time, together with the location and size of the tumor. In
this case, the final purpose was the destruction of the HCC tumor through RFA.
In [13], another computerized procedure, based on CEUS-CT or CEUS-MRI
images was described, aiming for evaluating the ablation margins of the HCC
tumor. The existing systems either perform the generation of a 3D anatomical
model before surgery, or they apply image fusion techniques during surgery, while
computerized, image analysis methods are not extensively employed. Thus, there
does not exist a computerized system, performing both the generation of a 3D
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model before surgery and specific processing operations during surgery, so we
aim to do this in our research.

2.2 Tumor Segmentation and 3D Reconstruction

Concerning the traditional approach for tumor segmentation, classical meth-
ods were widely implemented for tumor segmentation within multiple types of
medical images, involving Gabor filters, Support Vector Machines (SVM), 3D
deformable models [21] and complex clustering techniques [20]. Lately, the deep
learning techniques, based on complex neural network architectures, were suc-
cessfully employed for both recognition and segmentation within medical images.
Stacked Denoising Autoencoders (SAE) [6] and CNNs [3,9] were mostly imple-
mented in this context. In [3], liver and tumor segmentation within MRI and
CT images was performed, using Cascaded Fully Convolutional Neural Networks
(CFCNs). Two CNNs were trained and cascaded, for performing the segmenta-
tion of both liver and suspect lesions. The resulting accuracy, measured through
the Dice score, was above 94%. In [9], an Attention Hybrid Connection Network
(AHCNet) was proposed to process CT volumes, integrating high-level seman-
tic information with low-level location information. The authors cascaded three
AHCNets, the first being used to detect 3D bounding boxes for the liver, the
second being able to segment the liver, while the third to segment the tumor. As
we can notice, there are many approaches addressing the problem of segmenting
CT images using both traditional and CNN techniques. However, no systematic
comparison between CNN architectures, respectively conventional techniques,
was performed, in order to segment the HCC tumor within contrast enhanced
CT images, so we do this in the present article. Concerning the field of medical
image based 3D reconstruction, many approaches exist, aiming to visualize the
bone structure, to estimate the volume of organs and tumors, such as [1,4]. Thus,
the 3D reconstruction techniques were widely implemented in various situations
in medical imaging. We also adopt appropriate 3D reconstruction methods in
order to develop our computerized system, as further described.

3 Description of the Computerized System

The computerized system for 3D HCC modeling will communicate with a med-
ical robot that interactively manipulates the ultrasound transducer during a
minimum invasive, laparoscopic surgical intervention and injects, at the right
moment, a harmful agent in the HCC tumor. The medical robot used in this
intervention is a parallel robotic system, specially designed for the treatment
of HCC. The robotic system consists of two arms, one for holding the ultra-
sound transducer, while the other one will handle the needle injection in the
given/computed pose (position and orientation). The computerized system will
perform the following tasks: before surgery, the generation of the 3D model
of HCC, referring to the position and extension of the tumor, as well as to the
relation with the most important blood vessels, based on CT images acquired
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before surgery; during surgery, on user demand, the computerized system will
acquire the ultrasound image corresponding to the current transducer position,
will get from the robot the parameters corresponding to the current pose and
will blend the US image (slice) within the 3D CT model, obtaining thus an
enhanced view of the analysed section of the 3D model; the user (surgeon) will
analyze this blended slice and will establish if this is the right moment for treat-
ment application (if the position is close to the tumor center and if there are no
important blood vessels nearby). The computerized system for the generation
of the HCC 3D model consists of the following modules, illustrated in Fig. 1:
the segmentation module, which performs 2D and 3D segmentation of the
liver, HCC tumor, and blood vessels using methods like clustering [12], region
growing or active contour models (snakes) [15], respectively CNN [9], within
CT images acquired before surgery; the 3D reconstruction module, which
performs 3D reconstruction from segmented 2D CT images, generating the 3D
anatomical model; the fusion module, which receives the ultrasound image, as
well as the current transducer pose and blends it in the segmented 3D volume by
fusing the US image with the virtual (co-planar) section of the CT; the com-
munication module, assuring the communication of the computerized system
with the ultrasound machine, respectively with the robot. Having the complete
parameters of the US transducer integrated in the kinematic model of the robot,
the correlation of the US images with the current transducer pose is computed
by the robot controller and then fed to the communication module.

Fig. 1. The main components of the computerized system

3.1 Methods

3.1.1 Segmentation of the HCC Tumors
In order to perform HCC segmentation through conventional methods, the Fast
and Robust Fuzzy-C-means Clustering (FRFCM) technique [12] was adopted.
After employing FRFCM, we performed image thresholding, morphological clos-
ing, the labelling of the resulted objects, then we selected the object having the
maximum area. This segmentation algorithm was applied on the liver surface,
within contrast enhanced CT images. The images that resulted after the applica-
tion of the FRFCM technique were also provided as input for the CNN classifiers.
Regarding the deep learning approach, we took advantage of recent advances in
CNN based solutions for semantic segmentation for the task of pixel-wise HCC
segmentation. Due to the low number of training images available, we employed
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transfer learning using a DeepLab-v3 [2] model with a ResNet-101 [7] backbone
pretrained on the COCO dataset [14]. The neural network input was composed
of three channels, the first being the grayscale image, the second being the mor-
phological reconstruction and the third being the FRFCM result. We studied the
effect of how much the number of clusters used in FRFCM affected the detection
results by training two different models. The first model used FRFCM with 50
clusters and the second one used FRFCM with 100 clusters in order to produce
the third channel of the network input. We used the IoU loss function [17] in
order to update the weights in the model. The IoU loss function is shown in
Eq. (1):

LIoU = −log

( ∑N
i=1 pigi∑N

i=1 pi + gi − pigi

)
(1)

where N is the number of pixels in the batch, p is the predicted probability of a
pixel to be a HCC pixel and g is the ground truth.

3.1.2 3D Reconstruction and Anatomical Model Elaboration
The 3D space reconstruction of the anatomical structures of interest (HCC,
blood vessels) from the CT image sequence are implemented using functions from
dedicated libraries in the field: Visualization Toolkit (VTK) [19] for rendering
and visualization and Insight segmentation and registration ToolKit (ITK) [8],
respectively Elastix [10] for segmentation and fusion (registration). Elastix is
an open source toolkit that relies on ITK and provides a broad range of rigid
and non-rigid registration algorithms. The fusion/registration between the 3D
model obtained from the pre-operator CT image sequence and the US images
will be a 2 fold process: for preparatory planning, the 2D virtual CT sections
obtained by fusing Contrast Enhanced Ultrasound (CEUS) images with the CT
volume trough the RVS (Real-time Virtual Sonography) module attached to the
Arietta V70 (Hitachi) ultrasound platform will be aligned with the 3D model by
a rigid transformation obtained by a systematic search; for the intra-operatory
procedure, a non-rigid transformation will be applied to the intra-operatory US
image aligned with the 3D model based on the pose of the robotic arm that holds
the US probe. The VTK-based spatial reconstruction uses a specific visualization
pipeline [16] that is responsible for constructing the geometric representation
which is then rendered using the graphical pipeline. The elements of the pipeline
are: “Reader”; “Filters”, which can be optionally added in order to modify the
data in a user specific way; “Mappers”, providing the transition between the
processing and the visualization segments of the pipeline; “Actors”, representing
a component used to control and modify the visual appearance of the displayed
data, being associated to a “Renderer Window”; “Interactors”, which allow users
to interact with the graphical data.

4 Experimental Results

We have collected a dataset of 152 contrast enhanced CT images from 24
patients. These patients were affected by HCC and underwent biopsy for diag-
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nostic confirmation. The images were acquired during the arterial phase, using
a Siemens Somatom Perspective machine (2015), with 64 detectors, after the
injection of the contrast agent. All the images were 512× 512 pixels in size.
Within these images, the HCC structures were manually annotated by medical
professionals.

4.1 HCC Segmentation

The dataset was randomly split into a training set consisting of 92 images, a
validation set consisting of 30 images and a test set consisting of 30 images.
While training, we augmented the images using random rotation with an angle in
the range [−5, 5], random translation with offsets sampled from the range [−26,
26], random scaling between [0.95, 1.05] of the original image size and random
horizontal flipping with a probability of 50%. We trained the CNN for 150 epochs
using the AdamW [11] optimizer with β1 and β2 set to 0.9 and 0.99 respectively,
a weight decay of 0.001 and a batch size of 4. Every epoch, we adjusted the
learning rate using a one cycle scheduler [18] that increased the learning rate
from an initial value up to a maximum value after which we decreased it. In
our experiments, we increased the learning rate from 2e-4 up to 2e-3 for the
first 40% iterations and decreased it to 2e-9 in the remaining iterations. For the
model trained with just the original image, we found that the increase of the
learning rate from 1.8e-4 to 1.8e-3 and back to 1.8e-9 led to better results. We
evaluated the performance of the models using the Intersection over Union (IoU)
metric like in [2]. Figure 2 and Table 1 illustrate prediction results on images
from the test set. It can be observed that the model using just the original
image as input performs better. This demonstrates that the network can come
up with good features on its own and that heavy pre-processing of the data is
not needed. We also employed the improved FRFCM technique [12]. The
experiments were performed in Matlab 2016, on the dataset described above.
The best performance was achieved for 10 clusters, the highest IoU being 40%.

Table 1. IoU on the test set

50 clusters 100 clusters Original image

IoU 57.35% 70.63% 73.20%

4.2 3D Reconstruction of the Anatomical Context

A 3D reconstruction tool based on the VTK library [19] is under development by
our team. In the current phase the tool provides functions for native CT series
visualization along with the other two orthogonal sections (sagittal and coronal -
generated from the native series). A volume can be also rendered from the native
series and basic segmentation filters can be applied. In Fig. 3a, a native axial
CT section is presented along with the generated sagittal (Fig. 3b) and coronal
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Fig. 2. DeepLab-v3 results for input with 100 clusters segmentation as third chan-
nel. The first and third column shows the ground truth, while the second and fourth
column shows the prediction result. The results are colored such that blue represents
low probabilities and red represents high probabilities. Parts of the image containing
confidential information have been covered.

(Fig. 3c) views. The rendering of the 3D volume after applying a VTK filter
that segments the bright pixels (bones) is shown in Fig. 3d. Zoom-in, zoom-out,
respectively custom rotation (as shown in Fig. 3b–d) are also available. Other
filters for the 3D segmentation and visualization of the anatomical structures of
interest (liver, HCC, blood vessels, etc.) will be implemented together with the
integration of the 2D segmentation methods.

Fig. 3. Illustration of the 3D reconstruction process from an axial CT series

5 Conclusions

The computerized system described in this paper will assist the minimum inva-
sive, laparoscopic procedure of reducing the size of the advanced HCC tumors.
The preliminary experiments presented above show promising results, consid-
ering both the segmentation and 3D reconstruction tasks. Concerning the seg-
mentation, due to the complexity of the HCC tumor structure, as well as to the
variation of the aspect of this tumor, from case to case, the CNN based method
overpassed in accuracy the traditional method, finally leading to an increased
value of IoU, over 70%. In our future work, we aim to enhance our experimen-
tal dataset and to further improve the performances of our methods, by also
experimenting other CNN architectures.
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Abstract. A simple, analytical model for load sharing and quasi-static transmis-
sion error of spur gears with non-standard tooth height is presented. It is based
on the minimum elastic potential energy principium and considers the influence
of profile modifications and tooth deflections. In addition, is suitable for different
tooth height on pinion and wheel, as well as for standard and high-contact-ratio
spur pairs.

Keywords: Spur gears · Load sharing · Quasi-static transmission error ·
Meshing stiffness

1 Introduction

Many studies on the calculation of the meshing stiffness (MS) of a spur gear pair can be
found in literature [1–3, 9, 10]. All of them obtain a symmetric -or almost symmetric-
curve of MS respect to the midpoint of the path of contact. But these studies always
consider equal tooth height on pinion and wheel. For non-equal tooth height, the MS
curve loses its symmetry, which alters the curve of load sharing ratio (LSR) and therefore
influences the critical load points, the critical load conditions and the final load carrying
capacity.

Non equal tooth height is not unusual in internal gears, in which small tooth number
difference is frequently required, resulting in secondary interference problems, which
should be avoided by reducing the wheel tooth height. But the same problem can arise
in external tooth gears with undercut pinion teeth if the amount of undercut reduces the
effective length of contact (which is called ‘vacuum gearing’).

The authors developed a model for the MS and the LSR for standard (SCR) [4] and
high contact ratio (HCR) [6, 7] gears. This model was improved later to describe the
quasi-static transmission error (QSTE) and the influence of profile modifications for
symmetric MS curves [5, 8], and consequently for standard tooth height. In this work,
this model of QSTE and profile modification is extended to non-standard tooth height
spur gears, including different tooth height on both gears, keeping the simple, analytic
formulation of previous models.
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2 Meshing Stiffness and Load Sharing Ratio

Different models of MS have been developed, both from analytical approaches and
finite element (FE) analyses. For standard tooth height, i.e. tooth addendum equal to the
module m, all of them result in a KM curve as one in Fig. 1 (left). From this curve, the
LSR can be computed with the equation:

R(ξ) = KM (ξ)
∑

j KM (ξ + j)
(1)

where ξ is the contact point parameter [4–8] and the sum is extended to all the tooth
pairs in simultaneous contact.

Three different zones can be distinguished in the contact interval: premature contact
(ξmin ≤ ξ ≤ ξ inn), theoretical contact (ξ inn ≤ ξ ≤ ξo), and delayed contact (ξo ≤ ξ

≤ ξmax). Premature and delayed contact intervals are induced by the tooth deflections
under load, which causes a non-conjugate contact outside the pressure line between the
root of one tooth and the tip of the other [5, 8]. As seen in Fig. 1 (left), theMS along these
additional contact intervals is quite uniform, and very close to the value at the limits of the
theoretical contact interval. From the same figure, the loading and unloading processes
along the additional contact intervals can be described by a parabolic function [5, 8].
Though the lengths of both additional intervals are not identical, they are very similar
because, due to the symmetry of theMS function, the tooth pair deflections at theoretical
inner and outer points of contact are equal.

Figure 1 (right) presents the MS curve for a tooth pair with reduced addendum on
wheel. This case corresponds to undercut pinion teeth inducing vacuum gearing. Along
the theoretical contact interval, the curve is identical to one in Fig. 1 (left) but truncated
at the point corresponding to the actual inner point of contact (described by the reduced
wheel addendum or the limit of undercut pinion profile) [6]. The loading and unloading
processes are described by similar parabolic functions, but in this case the lengths of the
additional contact intervals are different, because the tooth deflections at inner and outer
points of contact are not equal.

All these diagrams have been obtained from a simple model based on the hypothesis
of equal approach between driving and driven teeth for all the tooth pairs in simultaneous

Fig. 1. MS and LSR for standard tooth height (left) and reduced addendum on wheel (right)
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contact, which is congruent with the hypothesis of minimum elastic potential energy [5,
8]. Accordingly, the load transmitted by the tooth pair j is described by:

Fj(ξ) = KM (ξ + j)(δ(ξ) − δG(ξ + j)) (2)

where δ (ξ ) is the approached distance between teeth on the pressure line at contact
point ξ and δG (ξ ) is the distance the mating teeth should approach each other to start
the contact inside the additional contact intervals. This distance can be computed from
[8]:

δG(ξ) =
(
2π
z1

)
Cprb1(ξinn − ξ) for ξmin ≤ ξ ≤ ξinn

δG(ξ) =
(
2π
z1

)
C ′
prb1(ξ − ξo) for ξo ≤ ξ ≤ ξmax

(3)

where coefficients Cp and C ′
p can be computed as described in [5, 8]. Applying Eq. (2)

to all the pairs in contact, after some calculations, the following expression is obtained
for the approach distance:

δ(ξ) = FT + ∑
j KM (ξ + j)δG(ξ + j)
∑

j KM (ξ + j)
(4)

From Eq. (4), the load at tooth pair j and the LSR curves in diagrams of Fig. 1 are
obtained by replacing Eq. (4) in Eq. (2). But the approach distance given by Eq. (4) also
describes the QSTE, since the transmission error is the difference between the actual
and theoretical output angle, thus the QSTE is given by:

ϕ2(ξ) = δ(ξ)

rb2
(5)

Figure 2 presents the QSTE curves for standard (left) and non-standard (right) tooth
height spur gears.

Fig. 2. QSTE for standard tooth height (left) and reduced addendum on wheel (right)
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3 Profile Modification

To avoid the shock induced by the earlier start of contact between loaded teeth, profile
modifications are often used. To optimize the modification (shock completely avoided,
and contact ratio not reduced) the amount of relief at the driven tooth tip should be equal
to the approach distance between teeth at the theoretical inner point of contact. Similarly,
the amount of relief at the driving tooth tip should be equal to the approach distance at
the theoretical outer point of contact. However, the length and shape of modification at
both teeth will influence the LSR and QSTE. In fact, along the interval of modification,
the load transmitted by the tooth pair is given as follows:

Fj(ξ) = KM (ξ + j)(δ(ξ) − δG(ξ + j) − δR(ξ + j)) (6)

where δR (ξ ) is the amount of modification at contact point described by ξ. Figure 3
shows the geometry of a profile modification with tip relief at both pinion and wheel
teeth.

For linear tip relief and lengths of modification �ξ r–inn and �ξ r–o, δR (ξ ) is given
by:

δR(ξ) = δRmax−inn ·
(

ξinn+�ξr−inn−ξ
�ξr−inn

)
for ξinn ≤ ξ ≤ ξinn + �ξr−inn

δR(ξ) = δRmax−o ·
(

ξo−�ξr−o+ξ
�ξr−o

)
for ξo − �ξr−o ≤ ξ ≤ ξo

(7)

where δRmax-inn and δRmax-o are equal to δ (ξ inn) and δ (ξo), respectively. From Eq. (6),
the LSR and QSTE can be computed by following the same procedure as described
above. The approach distance is obtained as follows:

δ(ξ) = FT + ∑
j KM (ξ + j)(δG(ξ + j) + δR(ξ + j))

∑
j KM (ξ + j)

(8)

Note that δG (ξ )= 0 along the complete theoretical contact interval, and consequently
along the interval of modification. However, for spur gears with no profile modification
at the outer limit of the path of contact, δG (ξ ) will be equal to 0 along the modification

Fig. 3. Geometry of profile modification (left); addendum reduction by vacuum gearing (right)
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interval ξ inn ≤ ξ ≤ ξ inn + �ξ r–inn, but may be different from 0 for previous tooth pair
j if ξo ≤ ξ + j ≤ ξmax. Figure 4 presents the LSR and QSTE for standard tooth height
and profile modification at both limits of the interval (left), and for reduced addendum
on pinion and profile modifications at wheel tooth tip (right).

4 High Contact Ratio Spur Gears

To ensure that contact occurs inside the pressure line, at least one tooth pair should be
in contact at points of the involute profile, at any contact position. This means that the
length of the interval of modification is limited by:

�ξr = �ξr−inn + �ξr−o ≤ εα − 1 (9)

where εα is the theoretical contact ratio. For standard contact ratio spur gears (1 < εα

< 2), Eq. (9) means that the length of modification �ξ r should be smaller than the
fractional part of εα (denoted by dα), and according to Fig. 4 the QSTE curve of the
modified profile will contain at least one point of the interval BC of minimum QSTE of
the unmodified profile curve. Since both curves must contain point A to shift the actual
start of contact to its theoretical location, the peak-to-peak amplitude of theQSTE cannot
be reduced. This is not a good result as the peak-to-peak amplitude of theQSTE increases
the dynamic response of the gear pair.

However, Eq. (9) is less restrictive for HCR spur gears (2 ≤ εα < 3), in which the
length of modification may be greater than dα , even greater than 1. In these cases, there

Fig. 4. LSRandQSTE for standard tooth height, symmetric tip relief (left) and reduced addendum
on pinion and asymmetric tip relief (right)
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Fig. 5. QSTE (left) and LSR (right) for minimum peak-to-peak QSTE tip relief

will be contact positions with two tooth pairs in contact at relieved profile points. This
is called long profile modification and provides interesting optimization opportunities.

For example, long profile modifications at both limits of the path of contact (at the tip
of both gears) may reduce the peak-to-peak amplitude of QSTE. Figure 5 (left) shows the
QSTE of a HCR spur gear with εα = 2.4 and �ξ r–inn = �ξ r–o = 0.91·dα = 0.364, with
a total length of modification �ξ r = 0.728. The pinion tooth height has been reduced,
resulting in a reduction of the contact ratio of �εα = −0.1, and the wheel tooth height
has been increased, resulting in an increase of the contact ratio of �εα = 0.1. Point b1
corresponds to the tooth pair j = 2 in contact at the inner point of the outer interval of
modification, i.e., ξ + 2 = ξo – �ξ r-–o. Point c1 corresponds to the tooth pair j = 0 in
contact at the outer point of the inner interval of modification, ξ = ξ inn + �ξ r-–inn. The
peak-to-peak amplitude of QSTE for unmodified teeth is determined by points A and
B, while for relieved teeth it is determined by points A and c1. It can be observed that
the peak-to-peak amplitude of QSTE is drastically reduced (77,7% reduction, in this
example). Figure 5 (right) shows the corresponding LSR curve.

Figure 6 shows another interesting result. Since the transmission error represents the
angle deviationof the output gear respect to its conjugate, ideal position, for uniform input
velocity the QSTE also represents the fluctuation of the output velocity. In consequence,
the slope of the curve of transmission error will be proportional to the instantaneous
acceleration of the output gear and therefore to the instantaneous induced dynamic load.
Although the dynamic load depends on some other factors, minimizing the maximum
slope of the QSTE curve will result in minimum induced dynamic load.

From Fig. 5, the maximum slope of the QSTE curve occurs at the intervals A–b1 and
c1–D. The length of these intervals decreases with the length of modification, and it is
eliminated for a length of relief at each gear equal to the fractional part of εα . The HCR
spur gear transmission represented in Fig. 6 corresponds to εα = 2.3, with reduced wheel
tooth height (in an amount resulting in �εα = −0.2) and enlarged pinion tooth height
(resulting in �εα = 0.1). The length of profile modification at both gears is �ξ r–inn =
�ξ r–o = dα = 0.30, and a total length of modification �ξ r = 0.60. Points A and b1
are coincident in QSTE diagram; points c1 and D are coincident as well. This results
in a smooth QSTE curve, with small slopes. In this example, the maximum slope, and
therefore the induced dynamic load, is reduced by 88,5%, respect to the unmodified
teeth.
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Fig. 6. QSTE (left) and LSR (right) for minimum dynamic load tip relief

5 Conclusions

A simple, analytical model for load sharing and quasi-static transmission error of spur
gears based on theminimumelastic potential energy principium, has been applied to non-
standard tooth height, including standard and high contact ratio gear pairs. Gear pairs
with different tooth height on pinion and wheel, describing specific cases, as ‘vacuum
gearing’ due to undercut or reduced addendum to avoid interferences, are involved in
the study. Profile modifications have been also considered.

From this model, high contact ratio spur gears with long profile modifications have
been studied. It has been obtained that suitable long profile modification at the tooth tip
of both gears may reduce significantly the peak-to-peak amplitude of the quasi-static
transmission error -which influences the dynamic response of the gear pair- or minimize
the slope of the quasi static transmission error curve -minimizing the induced dynamic
load–.

Acknowledgements. The authors express their gratitude to the Spanish Council for Scientific
and Technological Research for the support of the project PID2019-110996RB-I00 “Simulation
and Control of transmission error of cylindric Gears”, as well as the School of Engineering of
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Abstract. This paper proposes a quasi-static model with 12 degree-of-freedom
(DOF) for the transmission error (TE) analysis of a single-pair of herringbone
gear drive. In this model, the manufacturing errors of the gear set are considered,
such as the asymmetric error of the double helical line in the pitch cylinder, tooth
profile error and circular pitch accumulated error at the transverse plane, which
is converted to the common normal direction of the gear pair. To calculate the
clearance between the gear pair, the piecewise discrete method is adopted, the
meshing of the herringbone gear set, then, can be regarded as that of a series of
slice-units. The kinematic relationship between each of the slices and the gear pair
is established by equilibrium equations and complimentary equations. Thus, the
TE of a herringbone gear drive can be simulated. The influences of various errors
on the TE of a herringbone gear set are analysed, to show the proposed method
feasible and effective.

Keywords: Herringbone gear · Transmission error · Discrete model ·
Manufacturing error

1 Introduction

TE of a gearing reflects the transmission accuracy of the gear system. In fact, TE between
the pinion (drive wheel) and the gear (driven wheel) is the main source of noise and
vibration [1, 2]. Many researchers had studied the TE of spur or helical gear drives. Li
set up amodified TEmodel, and compared it with the error freemodel, which was shown
that the tooth profile modification has a significant effect on TE [3]. Hu established a
load distribution model and predicted TEs of a planetary helical gear set with different
phase conditions [4]. Leque D proposed a three-dimensional load sharing model of
planetary gear sets, the model is used to show combined influence of the manufacturing
errors on planet load sharing to consider manufacturing tolerances in gear design for a
planetary gear set [5]. Bonori G and Pellicano F analyzed the nonlinear dynamics of spur
gears with manufacturing by means of a one-degree-of-freedom system. The presence
of manufacturing errors magnifies the amplitude of vibration when the external torque
is small [6]. Guo and Fang proposed a dynamic model of a helical gear pair with tooth
surface modification and machining errors. The dynamic response of the gear system
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was analyzed in time and frequency domains [7]. However, the TE of a herringbone gear
set effects of manufacturing errors, especially the asymmetric error of the double helical
line at the pitch cylinder, are rarely studied.

In this paper, a quasi-static model and solution method of TE for a herringbone gear
set are established at first. Based on the model, the influence of manufacturing errors on
TE is further studied. Finally, the conclusion is given in Sect. 5.

2 Manufacturing Error Description

In this section, the errors of the asymmetric error of the double helical line, tooth profile
and circular pitch are expressed on the line of action of the gear pair transverse planes,
deviated from the ideal position equivalent to the clearance, in which the asymmetric
error and the tooth profile error exists only in the gear.

Fig. 1. The asymmetric error at transmission plane Fig. 2. Tooth profile error diagram

The asymmetric error of the double helical line �x is measured at the transmission
plane, the common tangent plane of the two base cylinders, shown in Fig. 1.

When the pinion rotating, the asymmetric error will generate an axial movement
and small rotation to make the tooth pair contact. The clearance e�x caused by the
asymmetric error can be expressed as Eq. (1).

e�x = (�x − T ′
V tan βb − T ′

H ) cosβb (1)

Where T′
H and T′

V are the minimum values of the axial and tangential error among all
the gear teeth meshing at the same time; βb is the base cylinder helix angle.

The tooth profile error is measured on the transverse plane at the normal direction of
the involute tooth profile deviates from the ideal one, as Fig. 2, point A is the intersection
of the addendum circle and the line of action, point B2 is the limit contact point, and
point P is a contact point on the working tooth profile. A simple harmonic function is
used to describe the clearance eL/R

α caused by tooth profile error [7], which is written by
Eq. (2), for the i-th tooth on the left and right sides.

eL/R
α = FL/R

α · sin
(

2π

zgθAB

(
(i − 1)θAB + θ

j
PB

)
+ ϕ0

)
cosβb (2)
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Where F
L/R
α is the maximum value of the total tooth profile error; θAB = θA − θB, θ

j
PB =

θ
j
P − θB. θ

j
PB is the angle of the j-th discrete slice which will be explained in Sect. 3; ϕ0

is the initial phase of the tooth profile error.
The circular pitch accumulated error Fi

PkJ is a large periodic error, set as a harmonic
function, which is on the standard pitch circle, expressed by Eq. (3). Then project it on
the line of action at the normal plane, the clearance eiP caused by the relative base-pitch
deviation of the herringbone gear set is written by Eq. (4).

Fi
pkJ = FpJ

/
2 · sin

(
ωJ t

i
J + ϕfpJ

)
; J = p, g (3)

eiP =
(
Fi
pkp − Fi

pkg

)
cosβb cosαt (4)

Where FpJ is the total cumulative error of the gear circular pitch; ωJ is the angular
velocity of the gear; tiJ is the taken time of the gear rotated i teeth; ϕfpJ is the initial
phase, set ϕfpp = 3π/2, ϕfpg = π/2; αt is the transverse pressure angle.

3 Transmission Error Analysis Model

To investigate TEof a herringbone gear set, the piecewise discretemethod is adopted, and
based on the equilibrium equations and compatibility conditions, a quasi-static model
of the TE analysis with 12-DOF is established in this section.

3.1 Discrete Model of a Herringbone Gear Set

A herringbone tooth profile is a double helicoid, and the tooth pair contact is very com-
plicated under manufacturing errors condition. The instantaneous clearance is difficult
to determine, therefore, the discrete method is adopted to deal with. The coordinate sys-
tems and some parameters are defined in Fig. 3. Establish the global coordinate system
S{O;X, Y, Z} at the center of the drive gear and the driven wheel fixed coordinate system
Sg{Og; Xg, Yg, Zg}. The gear moving frame sJ (J = p, g) at each gear center are defined
and the y-axis of sJ goes through the symmetric line of the first gear tooth.

Fig. 3. Some parameters definitions Fig. 4. Slices of discretized herringbone gear
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The herringbone gear is discretized into a series of slice units along the tooth width,
j = 1, 2 … n counted from the front end face of each gear as, in which sJj(J = p, g)

is the j-th slice-unit coordinate system at its front end face, as Fig. 4. According to the
principle of involute helicoid surface generation, the relative angle about z-axis between
sJ and sJj is expressed as Eq. (5), where l is the tooth width.

�β
L/R
Jj = [l/2 − �l(j − 1)]tan βJ

/
rJ ; J = p, g; �l = l

/
n (5)

The meshing of each sliced gear pair can be approximated by a spring connection,
then that of the gear pair is actually a series of springs in parallel. The model is shown
in Fig. 5, where eL/R

pg is the each slice-unit clearance on the left/right of the gear pair due

to the manufacturing errors; k
L/R
pg is the meshing stiffness of each slice on the left/right

side of the gear pair composed of bending, shear, axial compressive, gear foundational
and contact stiffness. Using the principle of potential energy, the meshing stiffness of
the gear can be calculated [8, 9]. The time varying meshing stiffness for the j-th slice
unit can be obtained by Eq. (6).

1

kL/R
pg,j

= 1

kbp,j
+ 1

ksp,j
+ 1

kap,j
+ 1

kfp,j
+ 1

kbg,j
+ 1

ksg,j
+ 1

kag,j
+ 1

kfg,j
+ 1

khj
(6)

Fig. 5. The equivalent model of a pair of herringbone gear set system

By definition of TE, it can be expressed by the actual angular displacement of the
output ϕout and the theoretical angular displacement of the input ϕin.

TE = ϕout − ϕinzp
/
zg (7)

Where zp and zg are the number of teeth of the pinion and the gear.
The ϕout needs to be solved through the generalized displacement of the gear pair.

The generalized displacement can be obtained by the static equilibrium equation and
compatibility condition.

3.2 Equilibrium and Compatibility Equations

Each gear has six-DOF in space, thus, the generalized displacement of the gear pair can
be written as Eq. (8).

X = (xp, yp, zp, upx, upy, upz, xg, yg, zg, ugx, ugy, ugz)
T (8)
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When the meshing deformation of the j-th slice-unit gear pair δ
L/R
pg,j > 0, the slice

unit is in the meshing state, and the meshing stiffness of the slice-unit gear pair is k
L/R
p .

Compatibility conditions of the left/right slice-unit gear pairs along the normal direction
of the meshing pair satisfy Eq. (9a). Otherwise, the slice-unit gear pair is not in meshing
state, so its stiffness satisfies Eq. (9b).

δLpg,j = αL · X − eLpg,j; δRpg,j = αR · X − eRpg,j (9a)

kL/R
pg =

{
kL/R
pg , δ

L/R
pg,j > 0

0 , δ
L/R
pg,j ≤ 0

(9b)

Where αL/R is a projection vector of a pair of gears 12-DOF motion displacement along
the direction of contact normal [8, 10], its direction is shown in Fig. 5 and can be
expressed as Eq. (10).

αL/R = [− sin φ cosβb, cosφ cosβb,− sin(±βb),−rb1 sin φ sin(±βb)

− L1 cosφ sin(±βb) − λ cosφ, rb1 cosφ sin(±βb) − L1 sin φ sin(±βb)

− λ sin φ, rb1 cosβb,− sin α cosβb;− cosα cosβb, sin(±βb), rb2 sin α sin(±βb)

− L2 cosα sin(±βb) + λ cosα, rb2 cosα sin(±βb) + L2 sin α sin(±βb)

− λ sin α, rb2 cosβb] (10)

where � = ϕ − α; L1 and L2 are the distances from a certain contact point in the middle
of the tooth width to the two theoretical contact point N1 and N2, N1 and N2 are show
in Fig. 5; λ is the distance from a contact point on the tooth to the middle of the tooth
width.

The meshing stiffness matrix Km = KL
m +KR

m, specifically as shown in Eq. (11).

KR
m=

⎛
⎝ N∑

i=1

n/2∑
j=1

kRpg · (αR)T · αR

⎞
⎠;KL

m=
⎛
⎝ N∑

i=1

n∑
j=n/2+1

kLpg · (αL)T · αL

⎞
⎠ (11)

The additional meshing force caused by the error can be expressed as Eq. (12).

f =
N∑
i=1

⎛
⎝n/ 2∑

j=1

kRpg · eRpg · (αR)T +
n∑

j=n/ 2+1

kLpg · eLpg · (αL)T

⎞
⎠ (12)

Where N is the gear tooth number, and n is the number of the discrete slice.
The support stiffness matrix Kh can be expressed as Eq. (13).

Kh = diag(kpx, kpy, kpz, kpbx, kpby, kpu, kgx, kgy, kgz, kgbx, kgby, 0) (13)

Among them, let the axial stiffness kpz of the pinion be zero, due to the gear needs
to freely move in the z-axis direction with the asymmetric error.

Establishing herringbone teeth static equations by Eqs. (8)–(13). Where T = [0, 0,
0, 0, 0, Tp, 0, 0, 0, 0, 0, Tg]T , it is the generalized force on the gear system.

(Kh + Km) · X − f = T (14)
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By combining the static equations of herringbone teeth, the generalized displacement
vector X can be solved, and the TE can be solved. In this model, because the torsional
stiffness kpu added to the input direction of rotation is infinite, ϕin = 0, so the TE is the
output wheel output angle, that is TE = ϕout = ugz.

4 Case Study

The related parameters of herringbone gear are shown in Table 1. The influence of each
manufacturing error on TE when acting alone is simulated as shown in Fig. 6.

Table 1. Herringbone gear parameters

Number of teeth zJ Modulus m(mm) Pressure angle α(deg)

Pinion 21 5 20

Gear 49 5 20

Tooth width l(mm) Helix angle β(deg) Center distance a(mm)

Pinion 16 15 175

Gear 16 15

Figure 6(a) is the results of the TE with equal asymmetry error of teeth 6.95 μm;
Fig. 6(b) is that with variation asymmetry error range is 0–15 μm according to the
requirement of symmetry, the error value of each tooth is not equal. During the meshing
process, the pinion moved axially to eliminate part of the clearance, and errors still
existed, the curve shows a step change and with the variation of the asymmetry error
less, the TE decreases. The Variation of the TE depends on the difference between the
asymmetric errors of the all teeth on the meshing surface.

Figure 6(c) shows the TE variation with only the tooth profile error. As shown in the
figure, the larger the tooth profile error, the larger the TE. Observing a single curve, due
to the value of tooth profile error is different along the involute tooth profile, which cause
small fluctuations in the large cyclical TE. Figure 6(d) shows a TE variation with only
the circular pitch accumulated error. The TE changes when the gear tooth enters and
exits. It can be seen from the comparison of different data curves that the TE increases
with the increase of the pitch error. When the difference between the total cumulative
pitch error of the pinion and the gear increases, the amplitude of the TE decreases at the
first peak and trough.
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(a)  (b)

(c)                                           (d)

Fig. 6. Simulation results of herringbone gear transmission error: a asymmetric error �x = 6.95
μm; b asymmetric error range is 0–15 μm; c tooth profile error; d tooth cumulative pitch error.

5 Conclusions

This paper presents a quasi-static model for TE analysis of a single-pair of herringbone
gear drivewith 12-DOF, considering the asymmetric error of the double helical line, tooth
profile error and circular pitch accumulated error. Using themodel, the influences of each
error on the TE are analyzed. The results show that the circular pitch accumulated error
and tooth profile error cause a cyclical TE with small fluctuations; while the impact
of the circular pitch accumulated error is bigger than that of tooth profile error; the
asymmetric error of the double helical line yields some step variation TE, and the larger
the asymmetric error, the larger the TE. The analysis indicates that the proposed model
and method are feasible.
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Abstract. Based on the theory regarding algebraic equation of higher degree, a
method to compute the meshing limit line for a conical worm drive is brought
forward. No iteration is needed to perform this method so the corresponding
computer program can be simpler. By employing this method, it is mathematically
proved that the meshing limit line does not exist on the internal flank of a conical
worm tooth and two meshing limit lines exist on the external flank of the tooth.
The numerical results illustrate that the two meshing limit lines on the external
flank generally are all outside of the practical tooth surface of the worm and the
practical tooth surface is on the useful side of the meshing limit line. This signifies
that the working length of a conical worm may fully cover its whole thread length
at least theoretically. At the toe of a conical worm, the meshing limit line is nearest
to the tooth surface of the worm, and the risk that the meshing limit line enters
into the worm tooth surface is the most at that position.

Keywords: Conical worm pair · Meshing limit line · Algebraic equation with
higher degree · Gear geometry · Mechanical transmission

1 Introduction

The conical worm drive was originally invited by Oliver E. Saari of Illinois Tool Works
in 1954 [1]. Afterwards, the company registered a trademark for such a mechanical
transmission product by using “Spiroid Gears” [2]. In a Spiroid gearing, the reference
surface of the worm is conical and the mating member is a face-type gear, which looks
like a hypoid gear. The helicoidal surface of the worm is finish-turned by a lathe tool
with straight blade. The teeth of the mating gear may be machined by a conical hobber,
whose generating surface is completely identical to the helicoid of the mating worm, on
a common hobbing machine.

Until now, the knowledge about the meshing principle of such a mechanical drive
is considerably limited in the English references so far as the author has known. In the
near past, the representative works [3–5] are listed in References of this paper.

In the 1980s, Dong [6] studied the meshing limit line of a conical worm drive.
According to the meshing theory for gearings, the meshing limit line is the envelope to
the family of the instantaneous contact lines on the generating surface [7]. That is to
say, the meshing limit line constitutes the natural boundary of the conjugate zone on the
tooth surface of the driving member so that it will affect the working length of a worm.

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
D. Pisla et al. (Eds.): EuCoMeS 2020, MMS 89, pp. 247–255, 2020.
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Thus the influence will spread to the contact ratio and the load carrying capacity of a
worm drive. For a cylindrical worm pair, the meshing limit line always appears on the
practical tooth surface of the worm [8, 9]. How about the circumstance of the conical
worm pair? The clear and convincing answer will be given in this work.

2 Theoretical Foundation for Determining Meshing Limit Line

A rotating coordinate system σ1

{
O1;

⇀

i 1,
⇀

j 1,
⇀

k1

}
shown in Fig. 1 is associated with the

worm and its unit vector �k1 lies along the axial line of the worm and points to the heel.
The point O1 is the middle point of the worm thread length. The vector equation of the
worm helicoid can be represented in σ1 as

(�r1)1 = u cosνs cos θ�i1 + u cos νs sin θ�j1 + (u sin νs + psθ)�k1 (1)

where (u, θ) are the two curvilinear coordinates of the surface, ν is the inclination angle
of the tooth profile in the worm axial section, and p is the worm helix parameter. For the
internal tooth surface of the worm which faces to the toe of the worm, i.e. the so-called
i flank, s = 1. For the external tooth surface of the worm which faces to the heel of the
worm, i.e. the so-called e flank, s = 2. As recommended by Ref. [6], ν1 = 10◦ on the i
flank and ν2 = −30◦ on the e flank.

Fig. 1. Schematic diagram to indicate formation principle of worm helicoid

By means of the methodology addressed in differential geometry, the unit normal
vector of the worm helicoid can be worked out by employing the characteristics of the
circular and sphere vector functions [7] from Eq. (1) as

(�n1)1 =
∂(�r1)1

∂u × ∂(�r1)1
∂θ∣∣∣ ∂(�r1)1

∂u × ∂(�r1)1
∂θ

∣∣∣ = u �m1(θ,−νs) − ps�g1(θ)√
u2 + p2s

(2)

During the mesh of the worm pair, two static coordinate systems

σo1

{
O1;

⇀

i o1,
⇀

j o1,
⇀

ko1

}
and σo2

{
O2;

⇀

i o2,
⇀

j o2,
⇀

ko2

}
are used to denote the original

position of them, respectively, as shown in Fig. 2. The unit vectors
⇀

ko1 and
⇀

ko2 are
along the axial lines of the pinion and gear, respectively, and perpendicular to each
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other. The unit vector
⇀

ko1 coincides with the unit vector
⇀

k1 of the rotating coordinate

system σ1 while
⇀

ko2 points to the heel of the gear. The unit vectors
⇀

i o1 and
⇀

i o2 are
collinear, and all along the common perpendicular of the axial lines of the pinion and

gear, i.e. the unit vectors
⇀

ko1 and
⇀

ko2. The point O2 is the foot point of the common
perpendicular at the axial line of the worm gear.

Via coordinate system transformation, the radius vector �r1 and the unit normal vector
�n1 in Eqs. (1) and (2) can be represented in the static coordinate system σo1 as

(�r1)o1 = u�no1(θ + ϕ1,−νs) + psθ�ko1, (3)

(�n1)o1 = u �mo1(θ + ϕ1,−νs) − ps�go1(θ + ϕ1)√
u2 + p2s

. (4)

where ϕ1 is the rotating angle of the worm during the meshing process.
In the process of the mesh of the worm and its mating worm gear, the worm revolves

around its axis �ko1 while the worm gear revolves around its axis �ko2. Without loss of
generality, it is assumed that the angular velocity of the worm is 1 rad

/
s so that the

angular velocity vectors of the worm and worm gear can be represented in σo1 as

(�ω1)o1 = �ko1, (�ω2)o1 = − 1

i12

(
−�jo1

)
= 1

i12
�jo1 (5)

where i12 is the transmitting ratio of the worm drive.
Form Eq. (5) and by definition, the relative velocity vector of the worm drive can be

achieved in the static coordinate system σo1 as( �V12

)
o1

= [
(�ω1)o1 − (�ω2)o1

] × (�r1)o1 − (�ω2)o1 ×
(−−−→
O2O1

)
o1

(6)

where
(−−−→
O2O1

)
o1

= a�io1 + z0�ko1 as illustrated in Fig. 2. Here a is the center distance

of the worm drive, and z0 = Lw
/
2 + zA = Lw

/
2 + kAa as demonstrated in Fig. 2.

Meanwhile Lw is the axial length of the worm thread and kA is the installation parameter
of the worm. Their values are recommended to take as Lw ≈ 0.73a and kA ∈ [0.4, 0.8]
on the basis of the meshing analysis for the worm gearing.

From Eqs. (4) and (6) and by the definition in the meshing theory for gearings [7],
the meshing function of the worm pair can be ciphered out as

Φ(u, θ, ϕ1) = (�n1)o1 ·
( �V12

)
o1

= −ps

i12
√
u2 + p2s

[A sin(θ + ϕ1) + B cos(θ + ϕ1) + C]

(7)

where A = u sin νs+psθ + z0, B = −u cos νs(u cos νs + A tan νs)
/
ps , and C =

−rvsu cos νs
/
ps, in which rvs is the pitch radius of the related equivalent cylindrical

worm, and rvs = a − i12ps.
According to the theory well established in Ref. [10], a meshing limit point can be

determined after solving the following three nonlinear equations with unknowns u, θ

and ϕ1 as

Φ(u, θ, ϕ1) = 0,
∂Φ

∂ϕ1
= 0, u sin νs + psθ − Lz = 0 (8)
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Fig. 2. Coordinate systems for studying mesh of worm drive

The third expression in Eq. (8) is the position equation established in accordance
with the axial position of themeshing limit point along theworm axial line. Lz is the axial
coordinate of a meshing limit point to be determined, Lz ∈ [−Lw

/
2,Lw

/
2
]
, and its

value needs to be given in advance. When Lz fetches different values, different meshing
limit points can be obtained from Eq. (8). Based on this, the meshing limit line can then
be attained by virtue of interpolation method.

Eliminating sin(θ + ϕ1) and cos(θ + ϕ1) from the first two expressions in Eq. (8)
yields A2 +B2 −C2 = 0. Submitting the expressions of A, B, and C attached to Eq. (7)
into this formula leads up to

X 4 + 2A tan νsX
3 +

(
A2 tan2 νs − r2vs

)
X 2 + p2s A

2 = 0 (9)

where X = u cos νs, and in terms of the third expression in Eq. (8) and the expression
of the coefficient A affiliated to Eq. (7), A = Lz + z0 = const. Equation (9) is a quartic
equation with respect to the only one unknown X .

After solving the quartic algebraic Eq. (9), the value of u can be acquired. Next
the value of θ can be figured out from the third expression in Eq. (8) as θ =
(Lz − u sin νs)

/
ps. Finally, a meshing limit point can be ascertained.

The root situation of the unary quartic Eq. (9) may be roughly expounded as below:
two couples of conjugate imaginary root, which conveys that the meshing limit line
does not exist on the worm helicoidal surface; two different real roots and a couple of
conjugate imaginary root, which stands for that there are two meshing limit lines on the
worm helicoidal surface; four different real roots, which denotes that four meshing limit
lines exist on the worm helicoidal surface. Of course, the existence of the meshing limit
line on the worm helicoidal surface does not signify that the limit line can come into the
practical tooth surface of the worm.

Thus it can be seen, the meshing limit line can be obtained from Eq. (9). Not only
that, the existence of the meshing limit line completely depends on the existence of the
real root of the quartic Eq. (9). Hence Eq. (9) may be called the control equation of the
meshing limit line.
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3 Solving Control Equation and Analyzing Existence of Its Real
Root

In this study, the Ferrari technique [11] is adopted to seek the radical solution for the
unary quartic Eq. (9) in order to detect the existence of the meshing limit line.

The resolvent equation of the unary quartic Eq. (9) can be achieved as

2Y 3+
(
r2vs − A2 tan2 νs

)
Y 2 − 2Yp2s A

2 − r2vsp
2
s A

2 = 0 (10)

Equation (10) is a unary cubic algebraic equation with respect to Y . So as to obtain
the radical solution of Eq. (10), it is necessary to eliminate the quadratic term regarding
Y in Eq. (10). For this reason, letting Y = w + 	w in Eq. (10) leads to

w3 − 1

12
pww − 1

108
qw = 0 (11)

where pw = (
A2 tan2 νs − r2vs

)2 + 12p2s A
2 > 0, qw = pw

(
A2 tan2 νs − r2vs

) + 6p2s A
2 ×(

A2 tan2 νs + 8r2vs
)
. In addition, 	w = (

A2 tan2 νs − r2vs
)/

6.
Hereinafter it is mathematically proved that A2 tan2 νs − r2vs > 0 to explain qw > 0

and 	w > 0.
The worm helix parameter can be computed as

ps = a cos(νs ∓ 	1)

i12 cos νs
. (12)

where 	1 is the half apex angle of the reference cone of the worm, which usually has
a standard value, and 	1 = 5◦. For the double-sign term, the upper sign is taken on i
flank (s = 1) while the lower sign is taken on the e flank (s = 2).

Based on Eq. (12), the reference radius of the related equivalent cylindrical worm
can approximately be figured out as

r2vs = a2 tan2 νs sin
2 	1. (13)

By means of the expression of the coefficient A attached to Eq. (9) and Eq. (13), it
is possible to have

A2 tan2 νs − r2vs = tan2 νs

[(
Lz + Lw

2
+ kAa

)2

− a2 sin2 	1

]
. (14)

Due to −0.5Lw ≤ Lz ≤ 0.5Lw, 0 ≤ Lz + 0.5Lw ≤ Lw, and then

kAa ≤ Lz + Lw
2

+ kAa ≤ Lw + kAa.

Considering the range of Lw and kA yields

[0.4, 0.8]a ≤ Lz + Lw
2

+ kAa ≤ Lw + kAa = [1.13, 1.53]a.
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As a result,

[0.16, 0.64]a2 ≤
(
Lz + Lw

2
+ kAa

)2

≤ [1.2769, 2.3409]a2. (15)

On account of sin2 	1 = sin2 5◦ = 0.007596 and in line with Eqs. (14) and (15), it
may have

A2 tan2 νs − r2vs > 0 (16)

In the light of Eq. (16), 	w > 0. Also due to pw > 0, qw > 0.
According to the theory on algebraic equation with higher degree [11], the

discriminant of Eq. (11) can be worked out as

	(s)
w = q2w

4 × 1082
− p3w

27 × 123
= −p2s A

2

27 × 122
(pw − pw1)(pw − pw2) (17)

where pw1, 2 = 1
8

(
A2 tan2 νs + 8r2vs

)(
5A2 tan2 νs + 4r2vs ± 3A tan vs√

A2 tan2 νs + 8r2vs
)
.

As already stated, s = 1 and ν1 = 10◦ on the i flank. After omitting the higher order
small quantity, rv1 = a tan 10◦ sin 5◦ and p1 = a cos 5◦/ i12. On the basis of these and

from Eq. (17), it is possible to prove that 	(1)
w < 0.

This indicates that the unary cubic Eq. (11) is irreducible and has three different real
roots at this time. After one real root of Eq. (11) is reaped, a related real root of Eq. (10)
can be computed as

Yi = 	w + wi = 	w + 1

3
cos

(
1

3
μ

)√(
A2 tan2 ν1 − r2v1

)2 + 12p21A
2 > 0 (18)

where μ = arccos
[
qw

/(
pw

√
pw

)]
, μ ∈ (0, 90◦).

On the e flank, s = 2 and ν2 = −30◦. After omitting the higher order small quantity,

rv2 = −a sin 5◦
/√

3 < 0 and p2 = p1. From Eq. (18), it is hence possible to prove that

	
(2)
w > 0 on the e flank because i12 > 6

√
2 cot 5◦

/√
5 = 43 for the frequently-used

transmission ratio range and kA >
√
10 sin 5◦ in general.

In view of this, the unary cubic Eq. (11) has one real root and a couple of conjugate
imaginary root. The real root of Eq. (11) can be computed by right of the Cardano’s
Formula [11] and then the relevant real root of Eq. (10) can be ciphered out as

Ye = w1 + w2 + 	w > 0 (19)

where w1 = 3

√
qw
216 +

√
	

(2)
w > 0, w2 = 3

√
qw
216 −

√
	

(2)
w > 0.

Equations (18) and (19) reveal Yi > 0 and Ye > 0. On account of this, it can be
discovered that ξ = psA

/
Y ∈ (0, 1) is true for both Y = Yi and Y = Ye in terms of

Eq. (10).
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From the expression of 	w, it is possible to have 	w > r2vs due to kA >
√
7 sin 5◦

in the light of the value range of kA. As a result, Y > r2vs is true for both Yi and Ye on
the grounds of Eqs. (18) and (19). Furthermore, 2Y > r2vs certainly.

After determining Y from Eq. (18) or (19), two unary quadratic equations with
respect to X can be deduced from the control Eq. (9) as

f (s)
1 (X ) = X 2+A tan νs

(
1 + (−1)sY√

Y 2 − p2s A
2

)
X + Y + (−1)s

√
Y 2 − p2s A

2 = 0 (20)

f (s)
2 (X ) = X 2+A tan νs

(
1 − (−1)sY√

Y 2 − p2s A
2

)
X + Y − (−1)s

√
Y 2 − p2s A

2 = 0 (21)

where on the i flank, s = 1 and Y = Yi while on the e flank, s = 2 and Y = Ye.
The discriminants of the unary quadratic Eqs. (20) and (21) can be worked out as

	
(s)
1 =

(
Y + (−1)s

√
Y 2 − p2s A

2

)[
2
(
(−1)s − 1

) + r2vs
Y

(
1 + (−1)s

) − (−1)sξ2
]

(22)

	
(s)
2 = −

(
Y − (−1)s

√
Y 2 − p2s A

2

)[
2
(
1 + (−1)s

) − r2vs
Y

(
1 − (−1)s

) − (−1)sξ2
]

(23)

On the i flank, 	
(1)
1 < 0 in Eq. (22) due to ξ ∈ (0, 1) as already pointed out.

On the other hand, it may be proved that 	
(1)
2 < 0 in Eq. (23) in line with wi ≤

2
√
3aA cos 5◦

/
3i12 obtained from Eq. (18).

Because of 	
(1)
1 < 0 and 	

(1)
2 < 0, the two unary quadratic equations f (1)

1 (X ) = 0

and f (1)
2 (X ) = 0 in Eqs. (20) and (21) do not have real root. That is to say, neither does

the control Eq. (9). This displays that the meshing limit line does not exist on the i flank
of a tooth of the worm.

On the e flank, s = 2 and it is possible to prove that 	
(2)
1 > 0 in Eq. (22) due to

i12 > 3
√
3
/(√

2 tan 5◦
)

= 42 within the range of the frequently-used velocity ratio.

This means that the unary quadratic equation f (2)
1 (X ) = 0 in Eq. (20) has two different

real roots.
It may be proved that 	

(2)
2 < 0 from Eq. (23) in terms of ξ ∈ (0, 1). This implies

the unary quadratic equation f (2)
2 (X ) = 0 in Eq. (21) has no real root.

Thus it can be seen, when s = 2, the control Eq. (9) has two different real roots
and a couple of conjugate imaginary root, which means that there are two meshing limit
lines on the e flank of a tooth of the worm. Certainly, it should rely on further numerical
computation to detect whether the existing limit line enters into the practical worm tooth
surface or not.

The two real roots of the control Eq. (9) can easily be worked out by solving the
quadratic equation f (2)

1 (X ) = 0 in Eq. (20).
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4 Numerical Investigations

In fact, the meshing limit line on the worm helicoid is a helical line. In order to illustrate
its relative position to the worm tooth surface, the meshing limit line is projected to the
axial section of the worm and then drawn in Fig. 3. In Fig. 3, the coordinates are (Lz,X ).

In Fig. 3, the main parameters of the worm drive are a = 100mm, i12 = 51 and the
number of the worm threads Z1 = 1.
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Fig. 3. Meshing limit line in worm axial section

Here computing the meshing limit point at the toe of the worm is taken as an example
to explain the corresponding numerical result.

At this place on the i flank, Lz = −Lw
/
2 and from Eq. (17), it is possible to

discover 	
(1)
w = −1.6972 × 1011 mm12 < 0. Then it can be figured out that 	

(1)
1 =

−205.8651 mm2 < 0 and 	
(1)
2 = −161.2683 mm2< 0 from Eqs. (22) and (23). In

consequence, the control Eq. (9) has no real root on the i flank and the meshing limit
line is of inexistence on the i flank of a tooth of the worm.

Also at this place but on the e flank, i.e. the points A1 and B1 in Fig. 3, it can
be ciphered out 	

(2)
w = 4.1546 × 1012 mm12 > 0 from Eq. (17). This gives rise to

Ye = 2.8063×107 mm2 from Eq. (19). This causes that	(2)
1 = 181.9484mm2 > 0 and

	
(2)
2 = −0.0013mm2 < 0 from Eqs. (22) and (23). Accordingly, X1 = 44.2722mm

and X2 = 30.7834mm can be attained from Eq. (20). This implies that there are two
meshing limit lines on the e flank of a tooth of the worm. Nevertheless, such two limit
lines do not enter into the worm tooth surface as illustrated in Fig. 3, and the tooth surface
locates at the useful side of the meshing limit line.

5 Conclusions

The computation of the meshing limit line for a conical worm drive can be boiled down
to solve the real root for a unary quartic equation. On the basis of the theory regarding
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algebraic equation of higher degree, a method to compute the meshing limit line for a
conical worm gear set is put forward. No iteration is needed to carry out this method so
the corresponding computer program can be simpler.

By employing this method, it is mathematically proved that no meshing limit line is
on the i flank of a worm tooth and two meshing limit lines are on the e flank of the tooth.

The numerical results illustrate that the two meshing limit lines on the e flank are all
outside of the practical tooth surface of the worm and the practical tooth surface is on
the useful side of the meshing limit line. This means that, unlike cylindrical worms, the
whole thread length of a conical worm may be utilized at least theoretically.

At the toe of a conical worm, the meshing limit line is nearest to the tooth surface of
the worm. As a consequence, the risk that the meshing limit line enters into the worm
tooth surface is the most at that position.
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Abstract. Each different sensor technology has advantages and disad-
vantages in pursuit of detection and diagnostic before a catastrophic fail-
ure in condition monitoring. Acoustic emission (AE) records the high fre-
quency waves generated by diverse physical sources, employing a piezo-
electric sensor. These AE perturbations are produced in the interaction
of the gears and other components such as bearings. The asperity con-
tact between surfaces is a fundamental source of AE waves. The good
sensitivity of such sensor to any behavior variation of the contacts leads
AE to its application in the monitoring of surface damage. This paper
investigates the surface damage progression in one gear of a planetary
transmission by AE monitoring. One pinion is subjected to a natural
but accelerated wearing, thanks to the lack of teeth surface treatment.
The evolution of this gear and its influence in the acquired AE signals,
centered on the AE event width, are used to analyze the response and
potential benefits of this technique in the condition monitoring of plan-
etary gearboxes.

Keywords: Acoustic emission · Planetary gearbox · Condition
monitoring · Gear degradation

1 Introduction

The asperities interaction of the involved teeth is the main thesis of the AE
generation explanation in gear meshing [9]. The asperities present in the profile
topography because of the inherent roughness provoke rupture and deformation
when they contact with opposite surface asperities. It generates acoustic waves.
It also provokes modifications in the asperity distribution over the surface, intro-
ducing randomness.

A defect on the tooth surface supposes a modification of the good conditions
topography. The defect detection is conditioned by the sensitivity to this differ-
ent contact. Surface defects can produce protuberances over the mean profile.
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D. Pisla et al. (Eds.): EuCoMeS 2020, MMS 89, pp. 256–264, 2020.
https://doi.org/10.1007/978-3-030-55061-5_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-55061-5_29&domain=pdf
https://doi.org/10.1007/978-3-030-55061-5_29


AE Monitoring of Teeth Surface Damage Process in a Planetary Gearbox 257

Whenever the exceeding material under deformation is removed, defect informa-
tion in the AE signal could disappear [9], depending on the references consulted.
But AE sensors were proved to be sensitive to pitting detection and pit size
progression, being the AE r.m.s. levels directly related to the removed material
[3]. There is no definitive evidence that surface asperities should be the main or
the only source [7]. Some authors have evidenced contradictory results and lack
of proving experiments, taking into account other possible source mechanisms in
the contact behavior as lubricant pressure perturbation, changing sliding/rolling
condition, backlash, tooth deformation and tooth impact [1].

Different contact behavior has effect in the acquired AE signals. Therefore,
AE seems to be an optimal technology for monitoring surface damage due to
its sensitivity to the contact interaction. The surface degradation has been evi-
denced with AE monitoring by using condition indicator analysis as tendencies
in the signal r.m.s. value [10]. In comparison with vibrations analysis, AE present
the disadvantage of the acoustic waves overlap and intensity attenuation. That
could shadow the targeted monitoring. On the other hand, acceleration seems
to be not directly affected by soft changes over the teeth surfaces. A successful
study of surface degradation using AE has been carried out, employing a parallel
shaft transmission with spur gears [6].

Some experimental works have been carried out for the application of AE to
planetary gearbox monitoring. These experiments were conducted introducing
components with artificial defects as partially or totally removed tooth [11], or
cuts in bearing elements [5] and also the localization of seeded faults through the
AE waves time of arrival [12]. The authors have drawn attention to the particu-
larities that complicate the AE monitoring in this transmissions. Adaptive noise
reduction filters have been applied to the AE signals for the defect detection
when the sensor is placed in the external casing [5]. Direct transmission path or
wireless sensor inside the gearbox have provided a better noise to signal ratio of
the internal components AE activity [4]. Vibrations and AE have been compared
in some of these works. AE signals have been more effective at the early detection
of faults in planetary gearboxes [5]. Different size defects have been distinguished
through AE. The studies of AE in planetary gearbox have been centered on the
application of fault diagnosis processing algorithms. Through signal processing
and neural network classification, severe defects in sun, planet and ring have
been detected [11]. Common analysis methods for AE include the downgrading
of the AE at rates of vibrations, involving demodulation or envelope analysis of
the AE signal [1].

This present work provides an experimental approach to the surface degrada-
tion of a planetary transmission gear using AE. A simple algorithm to detect the
surface behavior based in AE event width is proposed for a possible implementa-
tion in condition monitoring. The aim of this method is to avoid the limitations
of data storage and computational handling of these high sampling frequency
signals when commonly employed indicators (r.m.s., kurtosis, etc.) [2] do not
show sensitivity.
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2 Experimental Procedure

The test stage consists of a planetary gearbox with three planets, equally spaced
and sequentially phased. The sun is the most critical component in this configu-
ration because its relative dimensions. For the tests, the original sun of this stage
is replaced by another gear without surface treatment, in order to accelerate the
surface degradation under load. The wearing is monitored by successive AE and
auxiliary measurements. In addition, visual inspections of the components and
the control of the sun weight are performed. These additional controls are used
to correlate the AE signals with the surface behavior, to control the backlash
increasing and the lubrication quality due to the removed material.

The complete experiment is performed through the repetition of the follow-
ing procedure. The transmission is operated during one hour, starting the first
tests under light speed and load conditions. The load and speed are increased
to maintain the degradation progression rate. AE signals are acquired during
the test at periodic intervals to register small modifications in the degradation
process. Once the work time has elapsed, the sun is dismounted and cleaned
maintaining the other components without change. The sun is weighed and pho-
tographed to evaluate the surface behavior. After finishing the inspection, the
cleaned sun is mounted again in its previous position inside the transmission,
ready to the next test. Each test parameters are shown in Table 1.

Table 1. Test parameters description, gear weight and oil debris presence.

Test

number

Speed (rpm) Load

(masses)

Final

weight (g)

Weight

variation (g)

Metallic debris in the oil

(concentration/size/shape)

1 270 3 400.36 −0.55 High/big/elongated and

dust

2 270/570 3 399.76 −0.60 High/medium/elongated

and dust

3 270/570 3 399.73 −0.03 Low/small/principally dust

4 270/570 3 399.73 − Low/small/principally dust

5 270/570 6 399.68 −0.05 Minor/small/dust

6 270/570 6 399.68 − Minor/small/dust

7 270/570 6 399.65 −0.03 Minor/small/dust

8 570 6 399.64 −0.01 Minor/small/dust

9 570 6 399.61 −0.03 Minor/small/dust

* The initial weight of the test gear was 400.91 g.

In this work, the focus is placed on the sun gear surface damage. Moving
components generate AE waves during the gearbox operation, spreading acoustic
waves in all directions. These signals are attenuated because of the distance
and its passing through interfaces. A direct transmission path for the acoustic
waves from the target gear to the sensor allows to acquire signals where the sun
degradation is predominant. A device has been used in order to hold the sensor
at the edge of the sun shaft allowing the safe operation. The signals are acquired
using a slip ring incorporated in the sensor holding device.
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3 Results and Discussion

The nine tests performed are described in Table 1. These tests started with
undamaged gear until the pitting spread along teeth surfaces (Figs. 4, 5, 6 and
7). The AE signals employed to monitor the sun gear are acquired through the
on-board sensor placed in the sun shaft (Fig. 1).

Fig. 1. Sensor positions in the partially dismounted planetary gearbox.

3.1 Gear Damage and AE Signals Description

The process of gear surfaces degradation can be divided into different stages.
In the first place, during the initial wearing process, the sun teeth profiles have
been modified until they fit with the planets. Secondly, the applied load acting
upon the sun planet contacts has changed the surface finish by its polishing.
Finally, the pitting has appeared spreading along the teeth flank.

During the first 2 work hours (test 1 and 2), the planets teeth have acted
as carving tools, removing the exceeding profile material that disturbs the fluid
movement of the system. Material removal has continued until the gears fit
better. Metallic particles can be observed immersed in the oil bath when the
planetary gearbox is opened for inspection. The most important reduction in gear
weight has happened in these two first tests (Table 1). A time domain evaluation
of the AE signal does not show the apparition of extreme amplitude peaks.
Instead, the AE energy generation spread itself across time as wide continuous
bursts. AE intensity is generated during a time interval, not being concentrated
in one sudden defined peak event (Fig. 2).

The material removal is identified in the AE signals as the merge of the
successive AE bursts or as the rise of the continuous noise level between them.
These events exceed the time duration of the sudden energy liberation observed
when appropriate healthy gears are used. The decrease of severe degradation has
induced a reduction of events width.
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Fig. 2. Signal showing the gear mesh AE burst generated in test 1

Fig. 3. Signal showing the gear mesh AE burst generated in test 3.

During test 3, the AE pattern shows through the thinner bursts that the
material removal has been attenuated (Fig. 3). A new meshing behavior is man-
ifested in a stabilization in the gear weight variation. The presence of smaller
particles in the lubrication oil has also indicated the new condition. With the
AE signals acquired at the end of test 3, it can be concluded that the initial
severe degradation process has finished (see Table 1). The gear teeth have been
deformed, presenting a polished surface and also some scratches along the slid-
ing direction (Fig. 4). The polished surface is provoked by the sun-planet load
transference, appearing like the footprint of planet teeth. This polishing could
generate a superficial hardening of the non treated gear. During the following
two test, surfaces and gear weight have remained stable.

Fig. 4. Gear at the
end of test 3.

Fig. 5. Gear at the
end of test 5.

Fig. 6. Gear at the
end of test 7.

Fig. 7. Gear at the
end of test 9.

Between tests 5 and 8, the surfaces have turned more polished and the pitting
craters appearing still continues. The polishing has progressed along the teeth
surfaces. The pitting has evolved slowly with shallow and small size craters. The
most clear AE burst events of all tests are displayed in the signals acquired
during this time. The AE events generated during the meshing have adopted
a more similar shape than healthy gears, showing sudden AE energy releases
(Fig. 8).
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Pitting severity has increased in the last two tests. It has progressed along the
tooth surface by the multiplication of craters presence. The depth and diameter
of previous craters have been augmented. The polished area made by the planets
teeth footprint has become completely affected by the pitting. AE bursts pattern
becomes wider in these tests. The width of these bursts is not extreme as in the
initial material removal, but it is significantly bigger than the ones in test 7 (Fig.
8). The tests have been stopped at this time because the aim is the monitoring
of an incipient damage.

3.2 Burst Width as Condition Indicator

In the previous signals description, it has been observed that AE events width
coincide with the damage process. These time domain signal patterns are related
with an incorrect contact between the gears. In good condition of the gear geome-
try and teeth surfaces, the meshing is shown through the AE signals as a marked
burst. These bursts exhibit a high peak value followed by a sudden attenuation
in the acoustic wave amplitude fluctuations. Regarding this behavior, the AE
event width could be a useful condition indicator in gear surface damage mon-
itoring. An algorithm is developed to calculate a width parameter of the AE
signals avoiding the application of complex processing (as pattern recognition)
to obtain an obvious interpretation. It is based in a previous work [8] where
a method for data reduction in AE signals consisting of a triangular signal is
defined.

Fig. 8. Burst signal from test 7 AE signal.

An adequate fixed threshold for all acquisitions is selected to distinguish
between the burst related with the gear mesh and the continuous noise level
(Fig. 8). The threshold is also surpassed by random sudden peaks, whose very
thin width could disturb the appropriate average width calculation. To avoid
the influence of these peaks in order to describe the signal peak width, the
events under the mean value of peak width are not taken into account. After
this process, the averaged width of the signal events is computed as a condition
indicator of the surface contact behavior.

The condition indicators as signal amplitude, r.m.s., kurtosis or crest factor
do not exhibit an identification of the different degradation stages. The AE con-
dition indicator values fluctuate along the tests without distinction between the
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work under the initial extreme material removal and the more correct operation
in the rest of the tests (Figs. 9 and 10). The frequency domain analysis of the
AE signals through the envelope spectrum can only make distinction between
the initial stage and the rest because of the noisy spectrum due to the peak
merging.

Fig. 9. Average AE max peak progression. Fig. 10. Average AE r.m.s. progres-
sion.
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Fig. 11. Event width indicator and gear weight variation progression.

The progression of the averaged AE event width indicator is shown in Fig. 11.
The obtained results from each test signal present a behavior description that fits
better with the damage evolution over the teeth surfaces. Therefore, the initial
stage of material removal generates wider acoustic emission events, translated
into higher values of the width indicator. The AE event width continues in
reducing its value, coinciding with the stabilization of surface degradation at the
end of test 3. After a slight width increase at test 5, the indicator value performs
a decrease in test 7. This decreasing coincides with the polishing surface stage,
which is mentioned in the previous description of the damage evolution. The
more defined bursts in form of sudden peaks provide a lower indicator value.
After this stage, the pitting hardness is increased during tests 8 and 9, resulting
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in rising event width in test 9. This algorithm shows a more similar performance
than the condition indicators as r.m.s. or kurtosis describing the surface damage
progression. This simple approach could be greatly enhanced in future works
taking into account more parameters in the resultant signal processing.

4 Conclusions

The extreme material removal produced in the first stages of the tests implies a
hard drag and surface roughness deformation. This is not translated into a higher
amplitude of AE events but in longer AE activity time interval during each teeth
meshing. Beyond the lubrication regime, metal-metal contact between teeth sur-
faces during material removal is proved. The presence of metallic particles in the
oil and meshing area could affect the mechanisms involved in the flattening and
rounding of asperities. Unexpected AE burst patterns are generated because this
extreme asperity contact of rough damaged surfaces.

A clear definition of AE event pattern with high amplitude peaks is showed
after the polishing of contact areas when the surface degradation progress
becomes stable. AE energy release is concentrated around one point of the mesh-
ing angle because of the modification of surface finish. The friction forces between
the polished surfaces end with pitting progression. The backlash between the
sun gear and planet gears has been increased, favoring a fluid operation and
also impact contact. On the other hand, the backlash increase provides a better
lubrication film free of debris.

The AE averaged peak width seems to be a good indicator of the surface
damage according to the experimental results. The AE activity interval is regis-
tered with this indicator. Surface damage can be monitored by applying a simple
algorithm which calculates a value of the AE event width. Further investigations
on burst event width could offer a better understanding of AE sources in gear
mesh. A more complex algorithm based in this parameter could achieve more
accurate gear surface diagnosis.
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Abstract. This work focuses on the impact of different kind of errors into plan-
etary transmissions performance. These errors involve position errors, both tan-
gential and radial, and tooth thickness errors. From a quasi-static point of view,
the incidence of those errors is analysed and how they affect the load sharing of
the transmission. At the same time, the load sharing is affected by the geometrical
configuration of the transmission, so a study of the influence of the mentioned
errors given those geometrical differences is performed. Besides, the interaction
between errors is analysed for planetary transmissions given the torque and the
rotating sense for every geometrical configuration considered.

Keywords: Mesh phasing · Planetary transmissions · Position error · Tooth
thickness error

1 Introduction

Planetary transmissions are a good solution to transmit high torques in a limited space.
Its compactness and sturdiness makes them a better solution for such an application than
simple gear transmissions.

On the other hand, planetary transmissions are more exposed to the possibility of
errors either manufacturing or mounting errors among others. Besides, the complexity of
the planetary transmissions and the bigger amount ofmoving elementsmakes impossible
avoiding errors. Hence, whenever planetary transmissions are modelled [1, 4, 6, 9, 10]
the existence of errors must be considered.

The study of the influence of different kinds of errors in gear transmissions and
especially in planetary transmissions has been focus of several research works [3, 5,
7, 12, 13, 16]. Likewise, the influence of the transmission geometry in terms of mesh
phasing has been studied both from quasi-static and dynamic approaches [2, 4, 8, 15].
However, the effect of those errors in transmissions with different mesh phasing has not
been studied.
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Given the mentioned previous works, it is necessary and it is presented in this work,
the study of the influence of errors in planetary transmissions under different mesh phas-
ing conditions. Therefore, the scope of this study includes position and tooth thickness
errors in in-phase (IP) and sequentially phased (SP) transmissions. For this study, the
load sharing is considered the most representative magnitude in the results to show the
impact of the errors, given the quasi-static approach.

2 Method

For thiswork, a 2D three-planet planetary gear transmissionmodel is used [2]. Themodel
uses a semi-analytical approach to solve the contact problem between the surfaces of
teeth pairs. Both, finite element models (FEM) and the Weber-Banashek approach are
employed to obtain the stresses in the contact. Apart from the contact solution, a torque
balance in the planets is searched. Therefore, the balance in the system is obtained and
the load distributed in each branch. The errors considered will be as mentioned before,
position and tooth thickness errors, as well as, IP and SP transmissions [8, 14].

2.1 Transmissions Considered

The teeth number in the wheels for each transmission lead to an IP, where Zs = 36, Zp
= 17, and Zr = 72 and a SP, where Zs = 37, Zp = 17, and Zr = 71, transmission [8,
14]. In both cases, planets are equally spaced, at a distance of 2π/3 between consecutive
planets in the carrier. In three-planet planetary transmissions, flexibility in the wheel
supports helps on balancing the load sharing [11]. Hence, in order to study, in depth,
the influence of the errors and geometry of the transmission, the wheel supports are
considered infinitely rigid.

The coordinate frames employed for the errors are set in each wheel centre and the
radial error decreases the mounting distance between sun and planet (Fig. 1). Focusing
on the pinhole position errors, they are defined in the two directions of a polar coordinate
system. Therefore, there are radial and tangential errors, where radial refers to errors on
the line that connects sun and pinhole centres and tangential are tangent to the carrier
circumference.

Fig. 1. Transmission and position error geometry

y

x

Fig. 2. Tooth thickness error, excess
(green) and default (red)
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When considering the tooth thickness error, it is important to know the ideal length
between teeth flanks [17], referring to the length of a straight line tangent to the base
circle. The amount of teeth considered depends on the size of the wheel. This tooth
thickness error (Fig. 2) will refer to half, for each flank, the difference between the ideal
and the real value for the previous mentioned measurement.

In terms of errors, Table 1 shows the values considered for each. These values for
the errors are considered appropriate given the size of the wheels and the transmission.
At the same time, in [7] the influence of the radial error is proved to be smaller than the
tangential one, but not negligible. Therefore, bigger radial errors are included. The errors
will be introduced just in the planet 1 and its pinhole. For all the simulations the input
torque is 900 Nm in positive and negative sense, where positive is counter-clockwise
and negative is clockwise sense.

Table 1. Errors included in each case of study

Case et (μm) er (μm) ew (μm)

1 5 0 0

2 0 20 0

3 5 20 0

4 5 0 −5

3 Results

In order to appreciate the distribution of load between planets, the Load Sharing Ratio
(LSR) [7] is considered the most appropriate parameter. It shows the relative amount of
load in each planet, in relation to the total load in the system.

LSRi = Tpi−S

Text
; i = 1, 2, 3; (1)

Where Tpi-s refers to the torque between the ith-planet and the sun and Text refers
to the applied torque into the sun which in this case is the inlet to the transmission.

3.1 Negative Torque

For IP transmissions without errors the load sharing corresponds to 33% of the load in
each planet. For a SP transmission a reference in its behaviour in terms of LSR appears
in [15]. In SP transmissions the average load level in each planet will correspond to the
same as in the IP transmissions for an errorless set.

The results for case 1 are shown and then a comparison of the load level in planet 1,
which includes the errors, for each case. A tangential pinhole position error moves the
position of the planet and therefore, modifies the point in the meshing line for the planet
with error and the geometry of the contact. Thus, the planet with error will increase or
decrease its load level depending on the torque sense.
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Fig. 3. LSR in case 1 in IP transmission.

These simulations (Fig. 3 and 4) show the effect of the tangential error for IP and
SP transmissions, and given the torque sense and the definition of the pinhole position
errors, a positive tangential error augments the load level in the planet that includes it
(Fig. 5).

Fig. 4. LSR in case 1 in SP transmission.

Fig. 5. Comparison of LSR in planet 1 in IP transmission.
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In the comparisons, the effect of the different errors is visible, mainly in the SP set
Fig. 6. The incidence of the radial error (Case 2) is smaller than the tangential (Case
1) due to the geometrical impact of each error. A tangential movement of the planet
modifies more the meshing between a pair of teeth than the radial one, but whenever this
errors act together the effect is bigger and in the case of the radial error even opposite to
the effect of this error alone. This is more visible in the comparison for IP transmissions
between Case 2 and Case 3. The radial error alone decreases the load level in planet 1
but in Case 3 compared to Case 1 the radial error slightly augments the load.

Fig. 6. Comparison of LSR in planet 1 in SP transmission.

3.2 Positive Torque

For these simulations the torque sense is changed and therefore the effect of the errors.
The change in the torque sense influences the incidence of the position errors. There-

fore, in Case 1 the influence of the tangential error is the opposite as when the torque
was negative. Hence, the planet 1 is the least loaded and the other two are overloaded
comparing with its ideal load level. The difference in load between planets correspond
with the same as in Fig. 3 and Fig. 4.

However, given the symmetry of the tooth thickness errors in both flanks this is not
expected for every case of study as it can be seen in Fig. 7 and Fig. 8. The influence of
the tooth thickness error does not depend on the torque sense.

As it appears in the figures above, the behavior of the IP transmission for the Cases 2
and 4 is almost identical. Thus, there is an analogy between both cases even though the
considered errors and its values are completely different. At the same time, it is visible
the effect of the change in the torque sense and its influence in the effect of tangential
errors. Also comparing with the previous analysis and due to the change in the torque
sense the tooth thickness and tangential error do not add their effects up, in this case
they act oppositely. Due to it the mentioned parallelism between Case 2 and Case 4.
Whereas in the SP transmission the difference between those cases is obviously bigger.
This difference is due to sequential mesh phasing and the fact that each meshing is in a
different point along the meshing line. At the same time, the difference between cases
1 and 3 are bigger for the SP transmission. Therefore, the effect of the sequential mesh
phasing influences considerably the LSR for the same errors as in an IP transmission.
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Fig. 7. Load sharing in planet 1 in IP transmission.

Fig. 8. Comparison of LSR in planet 1 in SP transmissions.

4 Conclusions

Hereinafter, the conclusions obtained from the results to the simulations performed are
presented.

Firstly, taking into account the errors considered the torque sense play a crucial role.
Given that, this work proves that errors could combine their effect or neutralize each
other depending on the torque sense. Therefore, a planet repositioning considering the
tooth thickness error in its teeth and the pinhole position errors could lead to a more
balanced behavior.

Including different mesh phasing configurations leads to observe that the incidence
of radial pinhole position error is higher in SP than in IP configurations. This error
cannot be considered negligible as it was mentioned in other works, even less in SP
transmissions. The differences in the tensional state in the contacts for a sequentially
phased transmission make the impact of the radial error more notable in sequentially
phased transmissions. On the contrary, in-phase transmissions have every contact at the
same point of the line of action and the effect of the errors is distributed between the N
planets equally.
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Abstract. The paper gives a new method for obtaining the specific sliding coef-
ficients for involute spur gears. While sliding coefficients are determined in the
technical literature using differential geometry, this paper if using a kinematical
method to achieve the same result. Based on the equalization conditions of the
specific sliding coefficients at the points where the meshing begins (A) and ends
(E) the profile shifting coefficients can be computed in order to design gears with
their geometrical dimensions optimised for a longer lifetime.

Keyword: Addendum modification · Balancing · Kinematical method · Profile
shifting coefficients · Spur gears · Specific sliding coefficients

1 Introduction

Gear trains are used to transmitmechanical power. Profile shift, also knownas ‘addendum
modification’ or ‘correction’ is used to obtain well defined distances between the axes as
well as to improve some aspects of gear operation in order to ensure the correct meshing
of teeth flanks over a longer time [1–3].

In the general case, the geometrical dimensions of the helical and the involute spur
gears are taking into account the x1 and x2 profile shifting coefficients. These values
can be determined based on different criteria, some of them are discussed in [4–11].
This paper presents a method of establishing the profile shifting coefficients using the
equalization, also known as balancing, of the specific sliding coefficients, at the A and
E points, where the meshing begins and ends. The technical literature gives the determi-
nation of specific sliding coefficients using differential geometry. The following work is
based on a new kinematical method that was developed based on the recommendation
from [12] and [13] in the general case of spatial gears [14] and it is customized for planar
gears. The magnitude of sliding coefficients allows us to predict the wear and heating
of the wheels in the gear. We are interested to keep these values limited and balanced
in order to obtain in the design phase wheels with better lifetime. One of the areas that
lends itself to the use of this design method is that of the medical robots where the gears
must maintain their operating accuracy although they are subject to wear [15–17].
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2 Sliding Between Two Surfaces in the General Case

Specific sliding coefficients are used in this paper to appreciate the wear and lubrication
of the teeth flanks during gear operation. In order to analyse the sliding process we
consider two surfaces (see Fig. 1) that are in contact after a line or a point that represent
the teeth flanks of a parallel axis gear. Between the two surfaces in contact, during the
transmission of the motion, in the general case, there is a relative velocity �V12 (surface
1 velocity relative to the surface 2 at point P). During the �t time, the point P describes
on the surface 1 the curve arc �S1 and on the surface 2 the curve arc �S2. If there is
only rolling between the two surfaces we have �S1 = �S2. In the case of rolling with
sliding �S1 �= �S2. The difference in length between the two arcs is the sliding and it
is written as �S12 = �S1 − �S2.

Fig. 1. Surfaces in contact.

The specific sliding of the surface 1, relative to the surface 2, can be expressed in
the relationship:

ζ12 = lim
�S1→0

�S1 − �S2
�S1

= lim
�S1→0

�S12
�S1

= lim
�t→0

�S12
�t
�S1
�t

(1)

Noting that �S12/�t = V12 and �S1/�t = Vt1 where V12 is the surface 1 relative
speed with respect to the surface 2 of the contact point P and Vt1 the moving speed of
the contact point P on the surface 1, the specific sliding of the surface 1 with respect to
the surface 2 can be determined with the expression:

ζ12 = V12

Vt1
(2)

Form (2), based on [13] and [14], it can shown that:

ζ12 = �V12 • �V12

�V1 • �V12
(3)

where �V1 is the velocity of the surface 1 at point P. The specific sliding of the surface 2
with respect to the surface 1 is expressed with the relationship:

ζ21 = lim
�S2→0

�S2 − �S1
�S2

= lim
�S1→0

�S21
�S2

= lim
�t→0

�S21
�t
�S2
�t

(4)
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Noting that �S21/�t = V21 and �S2/�t = Vt2 where V21 is the surface 2 relative
speed with respect to the surface 1 of the contact point P point and Vt2 the speed of the
contact point P on the surface 2 the specific sliding of the surface 2 with respect to the
surface 1 can be determined with the expression:

ζ21 = V21

Vt2
(5)

From (5), based on [13] and [14], it can shown that:

ζ21 = �V21 • �V21

�V2 • �V21
(6)

where �V2 is the velocity of the surface 2 at point P.
As shown in [1] the relationships (3) and (6) have general validity and can be used

to determine and analyze the sliding phenomena, both in planar gears as in spatial gears.
Also, with the help of the above relations, the teeth sliding can be studied, both in the
case of involute tooth profile gears as in the case the teeth are made after a certain profile.

3 Sliding Between the Flanks in the Case of the Cylindrical Spur
Gears

The general formulae from (3) and (6) will be customized in the case of an external
cylindrical gear having an involute tooth profile (external spur gears). The peripheral
speed of the point P in relation to O1 is:

�V1 = �ω1 × �r1 =
∣
∣
∣
∣
∣
∣

�i �j �k
0 0 −ω1

x y − rw1 z

∣
∣
∣
∣
∣
∣

(7)

The peripheral speed of the point P in relation to O2 is:

�V2 = �ω2 × �r2 =
∣
∣
∣
∣
∣
∣

�i �j �k
0 0 ω2

x y + rw2 z

∣
∣
∣
∣
∣
∣

(8)

The relative speed of the tooth flank 1, relative to tooth 2, at point P becomes:

�V12 = �V1 − �V2 ==
∣
∣
∣
∣
∣
∣

�i �j �k
0 0 −ω1

x(1 + u21) y(1 + u21) 0

∣
∣
∣
∣
∣
∣

(9)

where u21 = ω2/ω1 is the ratio of the angular velocities. From (3), (7) and (9) the
specific sliding ζ12 will be expressed as follows:

ζ12 = (1 + u21)
x2 + y2

x2 + y(y − rw1)
(10)
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Fig. 2. Kinematics of the external spur gears.

From Fig. 2 we have y = x tan(αw) and (18) can be writterns as:

ζ12 = (1 + u21)
x

x − rw1sin(αw)cos(αw)
(11)

For the N1 point x = rw1 sin(αw) cos(αw) and ζ12 → ∞, for the N2 point x =
−rw2 sin(αw) cos(αw) and ζ12 = 1. The relative speed of the tooth flank 2, relative to
tooth 1, at point P becomes:

�V21 = �V2 − �V1 ==
∣
∣
∣
∣
∣
∣

�i �j �k
0 0 ω2

x(1 + u12) y(1 + u12) 0

∣
∣
∣
∣
∣
∣

(12)

where u12 = ω1/ω2 is the ratio of the angular velocities. From (6), (9) and (12) the
specific sliding ζ21 will be expressed as follows:

ζ21 = (1 + u12)
x2 + y2

x2 + y(y + rw2)
(13)

Substituting y in (13) we have :
ζ21 = (1 + u12)

x

x + rw2sin(αw)cos(αw)
(14)

For the N2 point x = −rw2 sin(αw) cos(αw) and ζ21 → ∞, for the N1 point x =
rw1 sin(αw) cos(αw) and ζ21 = 1.
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With the help of the relationships (11) and (14), the specific sliding can be determined
at any point on the line of action, in the case of the external involute gears.

4 Specific Sliding Coefficients at the Points Where the Meshing
Starts (a) and Ends (E)

Using (11) and (14), the specific sliding coefficients at points A and E (Fig. 3), where
the meshing starts and ends, can be determined, in the case of the external spur gears.
For the point A, where the teeth meshing begin (Fig. 3), (11) becomes:

Fig. 3. The beginning (A) and ending (E) of meshing of external spur gears

ζ12A = (1 + u21)
xA

xA − rw1 sin(αw) cos(αw)
= (1 + u12)

1 − �A

1 + u12(1 − �A)
(15)

where �A = tan(αA)
tan(αw)

and u12u21 = 1.
For point E, where teeth meshing ends (Fig. 3), (11) becomes:

ζ12E = (1 + u21)
− xE

cos(αw)

− xE
cos(αw)

− rw1 sin(αw)
= (1 + u12)

�E − 1

u12�E
(16)

where �E = tan(αE)
tan(αw)

.
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For point A, where teeth meshing starts (Fig. 3), (14) becomes:

ζ21A = (1 + u12)
xA

cos(αw)
xA

cos(αw)
+ rw2 sin(αw)

= (1 + u12)
�A − 1

�A
(17)

For point E, where the teeth meshing ends (Fig. 3), (14) becomes:

ζ21E = (1 + u12)
− xE

cos(αw)

− xE
cos(αw)

+ rw2 sin(αw)
= (1 + u12)

�E − 1

�E − (1 + u12)
(18)

To balance the specific sliding at the base of the tooth we put the condition:

ζ12A = ζ21E (19)

From (15) and (18) we can write:

(1 + u12)
1 − �A

1 + u12(1 − �A)
= (1 + u12)

�E − 1

�E − (1 − u12)
(20)

or

�A = u12�E

1 + �E(u12 − 1)
(21)

The same result must be reached if the condition is:

ζ12E = ζ21A (22)

From (16) and (19) we can write

(1 + u12)
�E − 1

u12�E
= (1 + u12)

�A − 1

�A
(23)

or

�A = u12�E

1 + �E(u12 − 1)
(24)

5 Conclusions

In [4–6], the general formulae from (3) and (6) were used to determine and analyze the
sliding phenomena in the case of helical gears. The following research shows that (3)
and (6) can also be used in the case of gears with parallel axis, specifically in the case of
external spur gears. The theoretical research also proves that, based on (21) and (24), the
equalization of the specific sliding at the base of the tooth leads to the equalization of
the specific sliding at the tip of the tooth. The final expression of the balancing condition
of the specific sliding coefficients in (21) or (24) allow the determination of the x1 and
x2 profile shifting coefficients, for specific (z1, z2) number of teeth pairs based on the
general balancing algorithm used in [9] and [11].
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Abstract. This paper studies the effect of wear that occurs in the contact between
pin and bushing in revolute joints with clearances due tomanufacturing tolerances,
and the evolution of the size and shape of the free spaces with the work cycles.
The objective is to propose an efficient method to estimate, during the design
procedures of a machine or mechanism, the variation of the clearance and its
shape. Ease of analysis and efficiency is prioritized over accuracy, which anyway
must be kept within admissible levels. In order to streamline the application of
the method to any multibody system, SolidWorks has been used for design and
multibody simulations, and Excel for calculation of thewear suffered by the joints.

Keywords: Clearance · Wear · Shape · Multibody dynamics

1 Introduction

Machines and mechanisms are formed by components which are connected by several
types of joints or kinematic pairs. Joint dynamics is a complex problem that has been
studied in the last decades and that is not solved yet [1]. Contact between bodies at joints
is subject to load, relative motion or, generally, a combination of both. Moreover, other
phenomena as wear and clearances make the problem even more difficult.

When designing real mechanisms, the influence of the clearances in the kinematic
pairs must be taken into account. While they streamline the assembly of the parts com-
posing the joint, they also add additional dynamics that, in limit cases, may cause the
structural failure of the fullmachine or of any of its parts. Furthermore, clearances change
machine kinematics and, hence, they affect its functional precision.

The effect of clearances has been studied in the literature [2].As said in [3], clearances
cause vibration, impacts and, consequently, wear in the joints. Wear makes the clearance
increase in size along time, which leads to higher vibration and impacts and, hence, to
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wear increase. This process repeats until the machine cannot provide service anymore
due to lack of precision, excessive vibration or even a structural failure in themechanism.

In this work, a simplified method for the prediction of the evolution of clearances
in revolute joints due to wear is proposed. It is based on the use of multibody-dynamics
simulation, and can be applied in the design of real machines. Three versions of the
method will be compared in terms of accuracy and computational efficiency.

2 Wear Approximation

Severalmethods can be found in the literature to estimatewear [4]. Generally, they derive
fromReye’s method [5], the first proposedmethod to predict the wear occurring between
two surfaces with relative motion. For example, Holm’s method considered that atoms
of the surface asperities move and collide with each other. Archard’s method claimed
that several aspects should be taken into account: the wear itself, the patch contact area
and pressure, the sliding distance and the material properties. Nowadays, this method is
the most frequently used and most modern methods are based on it [6].

In this work, Archard’s method has been used due to its simplicity and accuracy, but
not the original one but the modified version proposed by [7]. The fundamental equation
is:

hA

s
= FNkw (1)

where h is the depth of wear (magnitude to be obtained), A is the patch contact area, s is
the sliding length, FN is the normal contact force, and kw is a parameter that depends on
the materials. For the sake of simplicity, the sliding length will be estimated by assuming
that there is permanent contact between pin and bushing. As for kw, it will be taken from
the experimental data provided in [7].

From the previous equation, the depth of wear is worked out as:

h = kw
FN

A
s (2)

The patch contact area, A, is obtained, from Hertz theory, for a contact between two
cylinders:

A = 2bL (3)

where L represents the contact length and b is defined as:

b =
(
4FNρ∗

πLE∗

)0.5

(4)

with,

ρ∗ = RjRi

Rj − Ri
(5)



Simplified Method to Predict Clearance Evolution Effects 283

E∗ = EjEi

Ej
(
1 − ν2i

) + EJ

(
1 − ν2j

) (6)

where Ri is the pin radius and Rj is the bushing radius, E represents the Young’s modulus
and ν the Poisson’s modulus.

The contact force is modeled as a nonlinear spring-damper element:

FN = kδn + cδ̇ (7)

where k is the contact stiffness, δ is the penetration between bodies, n is the penetration
exponent, c represents the damping coefficient and δ̇ is the penetration speed.

As said in the Introduction, three versions of the method will be applied to estimate
wear. In all the three it is assumed that wear is suffered by the bushing only. In the two
first, it is supposed that wear leads to an increase in the radius of the bushing so that, in
the simulation of the mechanism following a wear update, the bushing radius will be:

Rj = Rj + h (8)

However, the third version of the method divides the bushing into several sectors,
setting a reference point as representative of each sector. Wear is calculated at the ref-
erence point and applied to the whole sector. In this way, the shape of the bushing will
lose its circular shape as wear evolves, as it will be different at each sector.

3 Implementation

In this Section, an example is presented to show the implementation of the proposed
method: the slider-crankmechanism illustrated in Fig. 1. An ideal motormakes the crank
rotate at 150 rpm and the mechanism performs 42,000 cycles of the crank.

First, the mechanism is built in SolidWorks according to the data in Table 1, and
a clearance of 0.1 mm is introduced in the revolute pair connecting the crank and the
coupler. The crank is made of aluminium while the coupler is made of steel, so that it is
assumed that wear is suffered by the crank only, the body containing the bushing. The
remaining joints are considered ideal, with exception of the slider, for which dry friction
is included. A virtual sensor is defined that monitors the normal contact forces at the
joint with backlash.

The total number of cycles is divided into a number of blocks. For each block, the
normal contact forces are considered constant. These forces are obtained in a multibody-
dynamics simulation of the mechanism, with the updated value of the clearance size.
Each simulation spans two turns of the crank but, to avoid the transient that takes place
during the first turn, only the forces calculated during the second turn are recorded. To
determine the normal contact force, an algorithm is created that implements themodified
Archard’s method described in the previous Section. Data for the contact problem are
gathered in Table 2.
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Fig. 1. Slider-crank mechanism with clearance in the revolution joint between the crank and the
coupler

Table 1. Data for the slider-crank mechanism

Body Length (mm) Mass (kg) Inertia
(kg·mm2)

Crank 50 3.0 7360

Coupler 220 0.19 880

Slider – 0.70 360

Table 2. Data for the contact problem

Parameters Value

Pin radius 10.0 mm

Bushing radius 10.1 mm

Contact length 6.0 mm

Initial clearance 0.1 mm

Pin Young module (steel) 207 GPa

Bushing Young module (aluminum) 71.7 GPa

Pin Poisson coefficient 0.29

Bushing Poisson coefficient 0.33

Restitution coefficient 0.9

Friction coefficient 0.1

Threshold velocity 1 mm/s

Contact stiffness 7.95xE + 10 N/m1.5

Wear coefficient 150 rpm

For each simulation, once the normal contact forces have been obtained, the three
versions of the method anticipated in Sect. 2 are applied. In the first version, the RMS
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value of the normal contact forces obtained during the full turn of the crank is considered
to calculate the depth of wear. In the second version, the RMS value is substituted by the
maximum value. The third version is different, since the bushing is divided into sectors
and a reference point is selected as representative of each sector. The normal contact
force calculated at each reference point is considered to derive the depth of wear in the
corresponding sector, thus allowing non-uniform wear of the bushing. Figure 2 shows
the eight points used in the example.

Fig. 2. Distribution of reference points on the bushing surface

4 Results and Comparison

The first version of the method yields a wear that increases almost linearly with respect
to the cycles (turns of the crank), as shown in Fig. 3. The evolution of the clearance is
depicted in Fig. 4.

Fig. 3. Wear evolution for the first version of the method

The second version of the method also yields a wear that increases almost linearly
with respect to the cycles (turns of the crank), as shown in Fig. 5. The evolution of the
clearance is depicted in Fig. 6.
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Fig. 4. Clearance evolution for the first version of the method

Fig. 5. Wear evolution for the second version of the method

Fig. 6. Clearance evolution for the second version of the method

The third version of the method yields a non-uniform increase of the clearance
in all its directions. Figure 7 shows the shape of the bushing after each simulation
corresponding to each block of cycles. As it can be seen, wear is maximum in the
horizontal direction (points 1 and 5), the direction of the slider motion, and minimum
in the vertical direction (points 3 and 7).
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Fig. 7. a) Total wear at each reference point; b) Shape evolution for the bushing

Figure 8 shows a comparison of the bushing shapes obtained, once all the cycles
have been completed, by the three versions of the method. While wear at points 1 and
5 is similar for all the three versions of the method, wear at points 3 and 7 seems to be
overestimated by the two first versions of the method.

Fig. 8. Final shape of the bushing for the three versions of the method

5 Conclusions

In this work, a method based on a modified Archard’s theory has been proposed, with
three different versions. A slider-crank mechanism was taken as example and the wear
suffered by the revolute joint connecting the crank and the coupler was analyzed. It was
supposed that the pin, belonging to the coupler, was made of a hard material, while the
bushing, belonging to the crank, was made of a soft material, so that wear affected the
latter only. The working conditions of the mechanism were established and an initial
valuewas given to the clearance at the revolute joint of interest. Then, thewear undergone
by the bushing was estimated through the three versions of the method.

The third version of the method, which discretizes the bushing surface into a number
of sectors, provides a prediction of the bushing shape evolution. Looking at the obtained
results, it seems that assuming a uniform wear in the bushing surface is not possible,
as made by the two first versions of the method. Therefore, although the computational
effort required by the simulations is as many times lower for the two first versions of the
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method as discretization sectors have been taken for the third one, results indicate that
wear is certainly non uniform and, hence, discretization is needed to obtain a reasonable
estimate of clearance evolution.

References

1. Tian, Q., Liu, C., Machado, M., Flores, P.: A new model for dry and lubricated cylindrical
joints with clearance in spatial flexible multibody systems a new model for dry and lubricated
cylindrical joints with clearance in spatial flexible multibody systems, April 2011. https://doi.
org/10.1007/s11071-010-9843-y

2. Gummer, A., Sauer, B.: Modeling planar slider-crank mechanisms with clearance joints in
RecurDyn. Multibody Sys. Dyn. 31(2), 127–145 (2012). https://doi.org/10.1007/s11044-012-
9339-2

3. Bai, Z.F., Zhao, Y., Chen, J.: Dynamics analysis of planar mechanical system considering
revolute clearance joint wear. Tribol. Int. 64, 85–95 (2013). https://doi.org/10.1016/j.triboint.
2013.03.007

4. Ma, J., Qian, L.: Modeling and simulation of planar multibody systems considering multiple
revolute clearance joints. Nonlinear Dyn. 90(3), 1907–1940 (2017). https://doi.org/10.1007/
s11071-017-3771-z

5. Alexander, F., Bustamante, S., Manuel, J., Restrepo, V.: Estudio Del Modelo De Desgaste
Propuesto Por Archard Study of the model of wearing proposed by Archard. Dyna 72, 27–43
(2005). http://www.scielo.org.co/pdf/dyna/v72n146/a03v72n146.pdf

6. Flores, P., Ambrósio, J.: Revolute joints with clearance in multibody systems. Comput. Struct.
82(17–19), 1359–1369 (2004). https://doi.org/10.1016/j.compstruc.2004.03.031

7. Xu, L.X., Han, Y.C., Dong, Q.B., Jia, H.L.: An approach for modelling a clearance revolute
joint with a constantly updatingwear profile in amultibody system: simulation and experiment.
Multibody Sys. Dyn. 45(4), 457–478 (2018). https://doi.org/10.1007/s11044-018-09655-z

https://doi.org/10.1007/s11071-010-9843-y
https://doi.org/10.1007/s11044-012-9339-2
https://doi.org/10.1016/j.triboint.2013.03.007
https://doi.org/10.1007/s11071-017-3771-z
http://www.scielo.org.co/pdf/dyna/v72n146/a03v72n146.pdf
https://doi.org/10.1016/j.compstruc.2004.03.031
https://doi.org/10.1007/s11044-018-09655-z


A Modular Geometric Approach to
Dynamics Modeling of Fully-Parallel
PKM by Example of a Planar 3RPR

Mechanism

Andreas Müller(B)

Johannes Kepler University, Linz, Austria
a.mueller@jku.at

Abstract. The modeling of parallel kinematic machines (PKM) has
been a topic of ongoing research since PKM started to gain popularity
more than twenty years ago. Due to the modular setup of most PKM,
research has been conducted towards modular modeling paradigms. This
applies in particular to so-called fully parallel PKM. Recently, a general
modeling approach was introduced for such PKM, which rests on a Lie
group formulation of the kinematics and dynamics. Therein, the PKM
kinematics is described by means of screw coordinates, which makes this
a user-friendly approach free from restrictive modeling conventions. In
this paper, application of the method is demonstrated for a simple planar
3RPR PKM.

Keywords: Parallel kinematics machines · Modeling · Kinematics ·
Dynamics · Modularity · Lie groups · Screws · Product of
exponentials · Parallel computing

1 Introduction

Parallel kinematic manipulators (PKM) offer significant advantages over classical
serial manipulators, in particular regarding their dynamic capabilities [4,9]. In
order to exploit and optimize these advantages, systematic approaches for mod-
eling the kinematic and dynamics have been important topics since beginning of
research that started almost three decades ago. The kinematics modeling using
screws, and increasingly Lie group theory, has become an established approach,
but no general approach to the dynamics modeling of PKM has found a wider
acceptance. While any formulation for modeling general multibody systems can
be applied, the robotics community needs tailored modeling approaches, in par-
ticular such that take into account the modularity inherent to the majority
of PKM. There are basically two formulations reported in the literature that
respond to this demand; one is the formulation by Angeles [1] and the other
that by Briot and Khalil [2]. Both yield equations of motion (EOM) in terms of
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joint coordinates. Recently, another modeling approach for fully parallel PKM
was reported in [7]. The latter makes explicit use of the modularity of PKM,
and supports a modular modeling. For details, and for a short discussion of the
methods in [1,2], the reader is referred to [7].

The aim of this paper is to demonstrate the method [7] by means of a sim-
ple 3RPR example. Figure 1 shows a model of the 3RPR PKM in its reference
configuration. It consists of L = 3 structurally identical limbs, which can be
regarded as modules, that are connected to the platform, each comprising two
revolute joints and an (actuated) prismatic joint. The idea of the modular mod-
eling approach is to derive a model for a prototypical limb, which is then inserted
(‘mounted’) between ground and platform. The modeling method [7] involves the
following steps:

1. Kinematics modeling of a prototypical limb
2. Dynamics modeling of a prototypical limb
3. Definition of the mount geometry at the ground
4. Definition of the mount geometry at the platform
5. Inverse velocity kinematics of individual limbs, and thus of the mechanism
6. Assembly of the overall model

In the following, these steps are discussed in some detail for the 3RPR, as
far the space limit allows. The method makes use of the matrix formalism of the
Lie group SE (3). The reader not familiar with this is referred to the text books
[3,8,10]. A condensed overview can also be found in the papers [5,6].

Fig. 1. Model of a planar 3RPR parallel manipulator.
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2 Kinematics of the Limb Prototype

2.1 Configurations of the Bodies in the Limb Prototype

In the final PKM model an inertial frame (IFR) F0 is attached at the ground, and
a frame Fp is attached at the platform (usually representing the end-effector),
Fig. 1. The prototypical limb, on the other hand, is modeled separately w.r.t. to
a construction frame F ′

0 located (w.l.o.g.) at the axis of the first revolute joint
(Fig. 2).

Denote with ϑ̄′ = (ϑ′
1, ϑ

′
2) the joint variables of the prototypical limb when

disconnected from the platform (ϑ′
1–angle of revolute joint, ϑ′

2–translation of
prismatic joint), and with ϑ′ = (ϑ′

1, ϑ
′
2, ϑ

′
3) the vector of all joint variables (ϑ′

3–
angle of last revolute joint) when connected to the platform.

The joint screw coordinates w.r.t. construction frame F ′
0 in the reference

configuration ϑ′ = 0 are (a := L1+L2−ϑ′
20, ϑ′

20–initial displacement of prismatic
joint)

Y′
1 = (0, 0, 1, 0, 0, 0)T ,Y′

2 =
1
2
(0, 0, 0,

√
3, 1, 0)T ,Y′

3 =
1
2
(0, 0, 1, a,−

√
3a, 0)T .

(1)
A reference frame F ′

i , i = 1, 2 is attached at each of the two bodies (see Fig. 1,
omitted in Fig. 2). The configuration of body 1 and 2, i.e. the configuration of
F ′

i w.r.t. F ′
0, is determined by the product of exponentials as (ci := cos ϑ′

i, si :=
sinϑ′

i)

C
′
1(ϑ̄

′
) = exp(Y

′
1ϑ

′
1)A

′
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√
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⎞
⎟⎟⎠ (2)
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Fig. 2. Prototypical Limb with platform. Construction frame F ′
0 located at the axis

of first joint.
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with reference configurations A′
i = C′

i (0) ∈ SE (3) of the bodies (ref. Fig. 3)

A′
1 =

⎛
⎜⎜⎝

√
3
2

− 1
2
0
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3L1
4

1
2
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2
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⎟⎟⎠, A′
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The platform configuration is give by C′
p(ϑ

′) = exp(Y′
1ϑ1) exp(Y′

2ϑ2)
exp(Y′

3ϑ3)A′
p

C′
p(ϑ

′) =

⎛
⎜⎝

c1+3 −s1+3 0 1
4
(2(a + ϑ2)(
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(4)
(c1+3 := cos(ϑ′

1 + ϑ′
3), s1+3 := sin(ϑ′

1 + ϑ′
3)). It is assumed that z10 = z20 =

zp0 = h.

1

2

p

Fig. 3. Top view of 3RPR parallel manipulator.

2.2 Twists of the Bodies in the Limb Prototype

The body-fixed twist of body i = 1, 2 is determined as Vb′
i = J′

i
˙̄ϑ′ with

J′
1 =

(
0 0 1 0 0 0
0 0 0 0 L1

2 0

)T

, J′
2 =

(
0 0 1 0 a + ϑ2 − 1

2L2 0
0 0 0 1

2

√
3 1

2 0

)T

(5)

the body-fixed Jacobians, whose jth column is determined by J′
i,j :=

AdC′
i,j
Ad−1

A′
j
Y′

j . Here Ad is the screw transformation matrix [10] and C′
i,j =

C′−1
i C′

j . The platform twist (twist of F ′
p) is given by Vb′

p = J′
pϑ̇

′ with the
platform Jacobian
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J
′
p =
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with columns determined by J′
p,j := AdC′

p,j
Ad−1

A′
j
Y′

j , where C′
p,j = C′−1

p C′
j .

3 Kinematics of a General Limb

The individual limbs are modeled by inserting copies of the limb prototype.
These copies are mounted at the ground and the platform at dedicated mount
frames. In order to build limb l = 1, 2, 3 the mount frame F ′

p at the platform
of the prototype is identified with the mount frame Fp(l) at the platform of the
PKM (Fig. 4), and the construction frame F ′

0 of the prototype is identified with
the mount frame F0(l) (Fig. 5). That is, a copy of the limb prototype is inserted
between F0(l) and Fp(l).

The configuration of the mount frames F0(l) relative to the IFR F0 of the
PKM is denoted with S0(l) ∈ SE (3), and that of Fp(l) relative to Fp with
Sp(l) ∈ SE (3). For demonstration purpose, the frames Fp(l) are located at a
distance of ρ/2 from the platform frame Fp (Fig. 4). With the given geometry
in Fig. 3, 4, and 5
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The body-fixed frame of body i = 1, 2 of limb l = 1, 2, 3 is denoted with Fi(l)

(Fig. 1). The configuration of body i in limb l is obtained by a frame trans-
formation from the mount frame F0(l) to the actual IFR F0: Ci(l)(ϑ̄(l)) =
S0(l)C′

i(l)(ϑ̄(l)). The platform configuration is obtained by further transforming
from the mount frame Fp(l) at the platform to the platform frame: Cp(ϑ(l)) =
S0(l)C′

p(ϑ(l))S−1
p(l). The Jacobian of the platform when connected to limb l is

accordingly Jp(l)(ϑ(l)) = AdSp(l)J
′
p(ϑ(l)). Therein, ϑ̄(l) and ϑ(l) are the respec-

tive vectors of joint variables of limb l.
The end-effector of the planar 3-DOF 3RPR PKM performs planar motions.

The task space velocities, summarized in Vt = (ω3, v1, v2)
T ∈ R

3, are the cor-
responding three components of the platform twist Vp. This is formalized as
Vt = PpVp with

Pp =

⎛
⎝

0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

⎞
⎠ . (7)
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Fig. 4. Mount frames Fp(l) at the platform.
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Fig. 5. Mount frames F0(l) at the ground.

The task space Jacobian of limb l is the corresponding 3 × 3 submatrix Jt(l) of
Jp(l). In any admissible configuration, Vt = Jt(l)ϑ̇(l) holds for all limbs l = 1, 2, 3.

4 Inverse Kinematics of the Mechanism

The inverse kinematics of limb l, which determines the velocities of all joints in
terms of the task space velocity, is solved with ϑ̇(l) = J−1

t(l)Vt. Summarizing these
relations for all limbs yields the inverse kinematics solution for the mechanism,
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i.e. the velocities of all joints in terms of the platform velocity, as

ϑ̇ = FVt, with F =

⎛
⎜⎝

J−1
t(1)

J−1
t(2)

J−1
t(3)

⎞
⎟⎠ . (8)

Removing the velocities ϑ̇3(l) of the three joints connecting the limbs l = 1, 2, 3
to the platform yields the joint velocities of limb l when disconnected from the
platform as ˙̄ϑ(l) = F̄(l)Vt, with F̄(l) = P̄(l)J

−1
t(l) where P̄(l) = (I2,3,02,1) simply

removes the ϑ̇3(l) so that ˙̄ϑ(l) = P̄(l)ϑ̇(l). These relations are also summarized as

˙̄ϑ(l) = F̄Vt, with F̄ =

⎛
⎝

F̄(1)

F̄(2)

F̄(3)

⎞
⎠ . (9)

5 Motion Equations

The inverse kinematics solution (9) allows constructing the EOM of the PKM
from the EOM of the individual limbs. The EOM of limb l attain the form

M̄(l)
¨̄ϑ(l) + C̄(l)

˙̄ϑ(l) = Q̄(l) + Q̄act
(l) . (10)

The EOM (10) are given in closed form in terms of the joint screws and the
geometric Jacobian [3,5,7]. Gravity forces have been omitted since the planar
3RPR PKM is assumed to move only horizontally. The EOM of the limbs are
thus independent from the choice of IFR (left-invariant w.r.t. SE (3)-actions).
They can hence be constructed for the limb prototype and reused for all limbs.
The EOM of the platform (single rigid body) can be written as

MpV̇p − adT
Vp

MpVp = Wp. (11)

These are the Netwon-Euler equations in the general form using arbitrary ref-
erence frame [1,5], where Mp is the constant inertia matrix, ad is the screw
product matrix (also called the spatial cross product matrix), and Wp is the
applied wrench. With the kinematic relation (9), Jourdain’s principle yields

(
Pp

F̄

)T

⎛
⎜⎜⎜⎝
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˙̄ϑ(2)

M̄(3)
¨̄ϑ(3) + C̄(3)

˙̄ϑ(3)

⎞
⎟⎟⎟⎠ =

(
Pp

F̄

)T

⎛
⎜⎜⎝

Wp + Wgrav
p

Q̄(1) + Q̄act
(1)

Q̄(2) + Q̄act
(2)

Q̄(3) + Q̄act
(3)

⎞
⎟⎟⎠ . (12)

Inserting the relation (9) and its time derivative yields the task space formulation
of the EOM of the 3RPR PKM in the form

MtV̇t + CtVt = Wt + Wact
t . (13)

The explicit expressions for Mt(ϑ̄),Ct(ϑ̄, ˙̄ϑ), and Wt can be found in [7].
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6 Conclusion and Further Aspects

The modeling method introduced in [7] has been applied to a simple 3-DOF
PKM. It was demonstrated how the kinematics and dynamics of the three limbs
can be modeled by reusing the models of a prototype limb, and how these give
rise to the overall EOM for the PKM. It should be clear how the proposed
method can be applied to more complex PKM. It is worth to consider the com-
putational effort. For the presented 3-DOF example it is computationally most
efficient to use the obtained EOM in closed form. From a general perspective,
however, it should be emphasized that the modularity translates directly into
parallelizability. This applies to the kinematics as well as to the EOM. All com-
putation for the kinematics of the individual limbs and the inverse kinematics
solutions ˙̄ϑ(l) = F̄(l)Vt in (9) can be performed independently in parallel. The
same is true for the EOM (10). In a final step these are assembled to the overall
EOM. Another aspect of the modular approach is that any formulation of the
EOM (10) of the limbs can be used in (12). The geometric Lie group formulation
[3,5,7] is an approach that is easy to use and to implement. But if the models of
the limbs as submodules are already available, these can be used alternatively.
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References

1. Angeles, J.: Fundamentals of Robotic Mechanical Systems, 3rd edn. Springer,
Cham (2007)

2. Briot, S., Khalil, W.: Dynamics of Parallel Robots. Springer, Cham (2015)
3. Lynch, K.M., Park, F.C.: Modern Robotics. Cambridge (2017)
4. Merlet, J.: Parallel Robots. Springer, Dordrecht (2006)
5. Müller, A.: Screw and lie group theory in multibody dynamics -recursive algorithms

and equations of motion of tree-topology systems. Multibody Syst. Dyn. 42(2),
219–248 (2018)

6. Müller, A.: Screw and lie group theory in multibody dynamics -motion represen-
tation and recursive kinematics of tree-topology systems. Multibody Syst. Dyn.
43(1), 1–34 (2018)

7. Müller, A.: Dynamics modeling of topologically simple parallel manipulators: a
geometric approach. Appl. Mech. Rev. 72, 26 (2020)

8. Murray, R., Li, Z., Sastry, S.: A Mathematical Introduction to Robotic Manipula-
tion. CRC Press (1994)

9. Sartori Natal, G., Chemori, A., Pierrot, F.: Dual-space control of extremely fast
parallel manipulators: payload changes and the 100 g experiment. IEEE Trans.
Control Syst. Technol. 23(4), 1520–1535 (2015)

10. Selig, J.: Geometric Fundamentals of Robotics. Springer, New York (2005)



Chaos Illustrations in Dynamics of Mechanisms

Stelian Alaci1(B), Catalin Alexandru2, Florina-Carmen Ciornei1, Ioan Doroftei3,
and Luminita Irimescu1

1 Stefan cel Mare, University of Suceava, Suceava, Romania
stelian.alaci@usm.ro, {florina,lumi}@fim.usv.ro

2 Transilvania University, Brasov, Romania
calex@unitbv.ro

3 Gheorghe Asachi Technical University of Iasi, Iasi, Romania
idorofte@tuiasi.ro

Abstract. The paper illustrates the occurrence of chaos phenomenon when
dynamicmodelling of a mechanical system is performed. The equations of motion
of a 2DOF physical planar pendulum are obtained and subsequently they are
numerically integrated. The same system is also modelled using dedicated soft-
ware. The numerical results and the ones given by the software coincide only for
a short duration after launching. The paper highlights the strong dependence of
the evolution of the system upon the initial conditions, confirming the existence
of the chaos phenomenon. It is also revealed the connection between the accuracy
of the initial conditions and the dimension of the corresponding interval.

Keywords: 2DOF physical planar pendulum · System dynamics · Chaos

1 Introduction

Differential equations are an essential instrument when describing the behaviour of a
technical system. In order to integrate these equations, the initial values of the parame-
ters and their derivatives should be stipulated. Both the theory of nonlinear differential
equations [1] and the engineering applications [2–5] confront the situation when a small
variation of initial values leads to a significant variation of the solution, aspect that is
known as the chaos phenomenon [6].

One of the simplest dynamical models where the chaos phenomenon displays is
the double planar mathematical pendulum [7] which is an idealized planar physical
pendulum consisting in two jointed rigid bodies, one of which is also jointed to the
ground.

This 2DOF physical pendulum is also the simplest kinematical chain from the
structure of a mechanism or a robot.

2 The Equations of Motion

The 2DOF planar physical pendulum, presented in Fig. 1, consists of two jointed rods, 1
and 2, where the first rod, 1 is hinged to the ground. The angles θ1 and θ2 formed by the
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rods with the vertical direction are used for defining the position of the pendulum. The
inertial characteristics of the two rods are: the mass,M1,2, the distance between the joint
axis and the centre of mass (CM), ξ1,2, and the principal central moment of inertia, JG1,2 .
Assuming ideal joints, the single applied forces acting upon the system are the weights
of the rods, M1,2g. Due to the fact that the friction forces from joints were neglected,
the problem can be solved via the Lagrange’s equations:

d

d t

∂ E

∂ q̇k
− ∂ E

∂ qk
=

∑
Fk

∂rk
∂qk

(1)

where qk are generalized coordinates of the system used here, θ1 and θ2, E is the kinetic
energy of the system and Fk are the external forces. The kinetic energy of the system is:

E =
∑ (

JGk θ̇
2
k /2 + Mkv2Gk

/2
)

(2)

After the calculus, the next system of differential equations is obtained:
⎧
⎨

⎩

(JO1 + M2L21)θ̈1 + cos(θ2 − θ1)L1M2ξ2θ̈2 − sin(θ2 − θ1)M2L1ξ2θ̇22+
(M1ξ1 + M2L2)g sin θ1 = 0
M2L1ξ2 cos(θ2 − θ1)θ̈1 + JO2 θ̈2 + sin(θ2 − θ1)M2L1ξ2θ̇21 + M2 ξ2g sin θ2 = 0

(3)

For the particular case ξ1,2 = L1,2 and JG1,2 = 0, the system of Eqs. (3) becomes
the known system of the 2DOF planar mathematical pendulum, given in [7]. The system
can be solved using a numerical method and the one chosen for this case is the Runge–
Kutta IV method [8]. This method requires that the system is solvable with respect to
the highest order derivatives of the unknowns. The system (3) is linear with respect to
θ̈1 and θ̈2 and thus it satisfies the above condition. The motion was also analysed via
dedicated software, as presented in Fig. 2. Denoting by:

� =
∣∣∣∣

JO1 + M2L21 M2L1ξ2 cos(θ2 − θ1)

M2L1ξ2 cos(θ2 − θ1) JO2

∣∣∣∣ (4)

The solution of the system of Eqs. (3) is:
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

θ̈1 = −

∣∣∣∣
M2L1ξ2 sin(θ2 − θ2)θ̇

2
2 − (M1ξ1 + M2L1)g sin θ1 M2L1ξ2 cos(θ2 − θ1)

M2L2ξ2 sin(θ2 − θ1)θ̇
2
2 + M2ξ2g sin θ2 JO2

∣∣∣∣

�

θ̈2 = −

∣∣∣∣
JO1 + M2L21 M2L1ξ2 sin(θ2 − θ2)θ̇

2
2 − (M1ξ1 + M2L1)g sin θ

M2L1ξ2 cos(θ2 − θ1) M2L2ξ2 sin(θ2 − θ1)θ̇
2
2 + M2ξ2g sin θ2

∣∣∣∣

�
(5)

The equations ofmotionwere integrated usingMATHCADsoftware and for different
values of the initial parameters the behaviour of the system proved to be completely
changed. The trajectories of the ends and of the centre of mass of the rod 2 are presented
in Fig. 3 for two sets of the launching angles (small angles and larger angles). For small
launching angles, the curves show a smooth, quasi-periodic motion but for larger angles
the motion is tumultuous, agitated, unpredictable and then, chaotic etc (Fig. 4).
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Fig. 1. The 2DOF planar pendulum Fig. 2. Modelled double pendulum for θ1 = 3π/4,
θ2 = π/4, ω1 = ω2 = 0

Fig. 3. Trajectories for θ1 = π/4, θ2 = π/4,
ω1 = θ̇1 = 0, ω2 = θ̇2 = 0

Fig. 4. Trajectories for θ1 = 3π/4,
θ2 = π/4, ω1 = θ̇1 = 0;ω2 = θ̇2 = 0

3 The Comparison Between the Software Simulation
and Numerical Solutions

In order to corroborate the solution obtained by numerical integration and the one
given by the software MATHCAD, a double pendulum consisting of two identical rods,
L1 = L2 = 0.4m, was considered, as shown in Fig. 1. The dynamics of the pendulum
was simulated by numerical integration of the system of Eqs. (3) and by applying the
multibody dynamicsmethod via the dedicated softwareMSC.ADAMS, for the following
initial conditions:

θ1 = 3π/4, θ2 = π/4, ω1 = θ̇1 = 0, ω2 = θ̇2 = 0 (6)

Figure 5 and Fig. 6 present the variation of angular velocity of the two rods, obtained
by numerical integration (Fig. 5a, Fig. 6a) and by numerical softwaremodelling (Fig. 5b,
Fig. 6b). It can be noticed that the results are identical only for time duration of a few
seconds (the region marked with yellow) after the launching.
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b)

a)

Fig. 5. The angular velocity for the rod 1

a)

b)

Fig. 6. The angular velocity for the rod 2

4 The Chaos Effect in Software Dynamical Modelling

Firstly, two identical mechanisms with the same initially conditions have been consid-
ered, aiming to test the software. It was established that, regardless of the duration of the
period of analysis, all the parameters of the two pendulums presented identical variation.

Next, two identical mechanisms have been considered, placed symmetrically with
respect to a vertical plane, as shown in Fig. 7. The chosen parameter for testing was
the ordinate of the centre of mass of the rod 2, for each mechanism. The necessary
condition for the identicalmotions is that the two ordinates should be equal. For the initial
configurations, shown in Fig. 7, with the pendulums initially at rest, it was observed that
for a short period the motions are the same and afterwards they become to differ.

In Fig. 8 there are plotted the time variations of the ordinates of the CM of the rods 2
obtained using the software. It can be observed that the two graphs are identical only for
a limited time period after the start of the motion and then, the plots diverge. In Fig. 9 is
presented a more suggestive plot, the dependency of one ordinate (right pendulum) with
respect to the ordinate of the other (left pendulum). In the case when the two ordinates
coincide, the plot overlaps to the bisector of the first quadrant angle (dashed line). When
the twomotions begin to be dissimilar, the plot has an irregular shape, with no developing
rule and suggesting the idea of chaos. A first incipient conclusion is that the simulation
obtained using the software is valid only for a short period of time, just after launching,
referred as corresponding interval.
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Fig. 7. Mirrored planar pendulums

Fig. 8. Ordinates of CM of rods 2 vs time Fig. 9. Ordinate of CM2-left versus
ordinate of CM2-right

5 The Estimation of the Effects of Inaccuracy of Initial Conditions
in Numerical Integrating Modelling

Next it was assumed that one of the parameters characterizing the initial conditions θ1 is
slightly modified. More exactly, it was considered that θ1 is 0.99999 of the exact value.
This hypothesis is plausible since the error for a complete circle is:

�θ1 = (360/105) deg ≈ 13′′ (7)

That is, a value significantly smaller than the precision of ordinary instruments, show-
ing that the variation of the θ1 parameter falls into the measuring accuracy. Figure 10
presents the comparison between the solutions obtained with the exact initial value
(red) and the ones with imprecise initial values (blue). In Fig. 10a, the initial modified
value is θ1aprox = 0.99999θ1 and in Fig. 10b, θ1aprox = 0.999999θ1 (that is, the
error is one order of magnitude smaller). As expected, at the beginning of the motion,
the “approximate” solution coincides to the “exact” solution. To be remarked that the
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corresponding interval for the numerical integration is smaller than the interval for the
multibody method solution. Another mention emerging from Fig. 10 is that the effect
of increased precision of initial parameter stipulation (with one order of magnitude) is
not reflected proportionally to the dimension of the corresponding interval. Specifically,
though the accuracy of the initial parameter increased 10 times, the length of the corre-
sponding interval grew with only a few percentages. From here it results the idea that
increasing the measuring accuracy over a certain value is an unproductive action. To
illustrate this concept, a set of altered values for the initial parameter are considered,
given by:

θ1aprox = (1 − 10−q)θexact (8)

1
5

1 1 01 θθ )(aprox
−−= 1

6
1 1 01 θθ )(aprox

−−=a) b) 

Fig. 10. Comparison between approximate and exact solutions for two different values of
modified initial parameter

For a set of values of the accuracy for the initial conditions there were found the
values of the corresponding interval, considering a certain parameter (θ2) as objective.
There were found the times for which the next condition is fulfilled:

|θ ′2 − θ2| ≤ 0.01 (9)

The notation Bs is used in Fig. 11 for the order number of the subinterval up to which
the condition (9) is satisfied; obviously, the corresponding interval is proportional to Bs.
The values of Bs have been found for the range q = 1÷ 14 and in Fig. 12 it is presented
the dependency of the corresponding interval on the accuracy of the initial data, using
semilogarithmic plot.
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sB

Fig. 11. The solution of Eq. (9)

nl s

sB

Fig. 12. The semilogarithmic plot of the
correspondence interval versus the accuracy of
initial parameter

From Fig. 12 it is suggested a quasi-linear variation in semilogarithmic plot and
the possibility of approximating the points from the graph with a straight line. To be
recalled that the graph fromFig. 12was traced for a dynamical systemwithwell specified
structure, properties and initial conditions. From the plot, a first important conclusion
emerges: while the corresponding time presents a linear variation, the accuracy for the
stipulation of initial parameters increases exponentially. A second conclusion devel-
oping from the plot in Fig. 12 consists in the fact that with known accuracy of the
initial experimental data measurements, the dimension of the corresponding interval
can be found. Reciprocate, when the dimension of the corresponding interval is known
the required accuracy for evaluating the initial data can be found, fact that represents
valuable information both technically and economically.

6 Conclusions

The paper aims to draw attention to the results that can be provided by the numerical
modellingmethods used in system dynamics. Themain concern of thework is to identify
a dynamic system for which an analytical model exists. Regardless of the methods of
modelling the dynamics of the system, it is expected that in the end, the same results are
obtained. However, there are situations when the initial configuration of the system has
such a strong influence on the description of the dynamic evolution of the system that,
with any precision the initial kinematical state of the system is given, the results of the
various applied methods begin to differ after a short interval from the beginning of the
movement.

The motion of the 2DOF planar physical pendulum is analyzed, using two manners:
a) the system of differential equations of motion is obtained by applying the Lagrange’s
equations of second kind and these are integrated via the Runge-Kutta IV algorithm;
b) employing a specialised software for dynamical simulation and analysis. When the
pendulum is launched from rest, for large angles as initial conditions, the results of
numerical integration evidence the unpredictable character of the motion and the possi-
bility of chaos occurrence. The results obtained by the two methods coincide only for
short time duration, just after launching. Additionally, for two identical mirrored pen-
dulums, the results of the computer simulation differ after a short time after launching.
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It was accepted that the initial conditions are stipulated with a controlled accuracy and
it was remarked that after a short time post-launching, the behaviours are completely
dissimilar attesting the presence of chaos phenomenon. For a certain initial parameter,
a set of errors are imposed in geometrical progression and the corresponding interval
between exact and approximate signals increases exponentially.
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Abstract. The subject of this paper is the elastodynamics of a novel
three-limb, full-mobility parallel-kinematics machine (PKM) with flex-
ible links, intended for high-frequency, small-amplitude operations. By
modeling the light-weight limb-rods as identical linearly elastic beams,
the flexibility of the in-house developed SDelta robot is taken into
account. The PKM is modeled as a six-dof Cartesian mass-spring
undamped system. The Cartesian stiffness and mass matrices are derived
based on the virtual-joint model. The elastodynamics performance of the
SDelta prototype at the desktop scale is numerically evaluated. The cal-
culation results shows that the prototype has the ability to operate at a
frequency below 30 Hz with a 5-kg payload.

Keywords: Parallel-Kinematic Machine (PKM) · Flexible ·
Elastodynamics · Virtual joint

1 Introduction

The object of study in this paper is a class of three-limb, six-dof symmetric
parallel-kinematic machines (PKMs), dubbed SDelta [1]. This class is a sim-
pler alternative to the well-known Stewart-Gough platform [2–4], as it contains
fewer components, while keeping its motors on the base. The SDelta architec-
ture simplifies the modeling, analysis and control of the PKM and reduces the
inertial load on the system, making it a good candidate for high-frequency, small-
amplitude (HFSA) applications. The SDelta robot consists of one moving plat-
form (MP) and one base platform (BP), connected via three limbs. Each limb is
a CPS1 serial chain, as shown in Fig. 1. As well, each actuated C joint is driven
by a two-dof actuator, the C-drive [5], capable of driving the T-shaped element
in Fig. 1, henceforth referred to as the tube, with a cylindrical motion: rotation

1 C, P and S stand for cylindrical, prismatic and spherical joints, respectively, the
actuated joint being underlined.
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Fig. 1. Architecture of the SDelta robot
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Fig. 2. A schematic of the planetary-
gear C-drive

by angle φ around an axis, A , and translation r in a direction parallel to the
same axis. The C-drive works based on the synchronized rotation of two nuts,
run by two parallel screws, one right-, one left-hand, with the same pitch, as
depicted in Fig. 2. Synchronization is achieved by means of the planetary gear
train, which transmits the rotation and translation of the planet gears to the
ring. The output angular velocity can be adjusted based on the pitch radii of
the planets and the ring gear.

Generally, for dynamics analyses, parallel robots are modeled as multi-rigid-
body systems. However, for HFSA applications, where high accelerations occur,
the inherent flexibility of the light-weight limbs should be taken into account in
the design and control of the robot. Thus, the SDelta robot is modeled as a multi-
body system with rigid and flexible links [6]. In this vein, the elastodynamics,
which studies the dynamic response of flexible multi-body systems to external
and inertial loads, should be taken into consideration in the design and con-
trol. In elastodynamics, the natural frequencies of the PKM, calculated from the
elastodynamics model, determine a poor region of operation frequencies, where
unwanted resonant vibrations are likely to occur. For HFSA applications, the
lowest natural frequency of parallel robots should be placed above the expected
spectrum of operation frequencies.

This paper focuses on the elastodynamics of the SDelta robot. In Sect. 2,
assumptions and simplifications are made. The virtual-joint model of the PKM
is established. In Sect. 3, the robot is modeled as a Cartesian mass-spring
undamped system. The Cartesian stiffness matrix and its counterpart mass
matrix are calculated. In Sect. 4, the numerical natural frequencies of the SDelta
prototype are calculated to determine its elastodynamic performance.

2 Virtual-Joint Model of the PKM

The hypothesis underlying the elastodynamics model of the SDelta, illustrated
in Fig. 1, is summarized as: all friction forces are neglected; all links are modeled
as rigid bodies, except for the limb-rods. The latter, connecting the C-drive tubes
to the MP, are light and slender, thereby being significantly more flexible than
the other links. The PKM is modeled as a multi-body system with rigid and
flexible links.



Cartesian Elastodynamics Model of a Full-Mobility PKM with Flexible Links 307

In the elastodynamics analysis, all the motors are assumed to be locked.
When an external wrench is applied on the MP, each limb-rod is subjected to a
force, perpendicular to its axis at its upper end, as transmitted from the S joint.
Moreover, friction between piston and tube is neglected, the rod thus not being
subjected to any axial force. In this case, bending occurs in the light, slender rod,
which deforms in a direction perpendicular to its axis. Therefore, the three limb-
rods connecting the BP with the MP, are modeled as three identical clamped-free
beams of uniform circular cross-section. The elastic behavior of jth limb-rod is
governed by

Fj = krwj , wj =
√

w2
cj + w2

nj , kr =
3Eπd4

r

16l3r
(1)

where E, dr and lr are the Young modulus, the diameter and the length of the
limb-rod; besides, kr the stiffness of the same rod. Moreover, wj is the maximum
deflection of the jth limb-rod due to the normal fore Fj acting on its upper end.
The deflection wj is decomposed into two components, wcj and wnj ; one is along
the jth C-drive axis, while the other is normal to the plane spanned by the jth
C-drive axis and the jth limb-rod axis.

Inspired by the virtual-joint method [7,8], for elastodynamics modeling, each
flexible limb-rod is replaced with a rigid rod carrying a virtual P joint located
on its upper end. The direction of this joint is parallel to the deflection of the
limb-rod, the joint variable being the deflection of the rod at the upper end.
Then, the virtual-joint model of the whole PKM is illustrated in Fig. 3, using
the notation in Table 1.

Tu
be

S
P

V
P

Li
m

b-
ro

d

Tube

S

P

VP

Limb-rod

Tube

S

P

VP
Limb-rod

MP

Flexible limb-rod

Fig. 3. Virtual-joint model of the PKM

Table 1. Geometrical representations of
the components in the virtual-joint model

Component Representation

P, S joints P , S

Virtual P joint VP

Rigid link Rigid link

Rigid MP
MP

Base
Base

In the virtual-joint model, the virtual P joints are regarded as actuated joints,
while the rest P and S joints as passive joints. The maximum deflections of the
the limb-rods are selected as the generalized coordinates to define the perturbed
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posture of the PKM under the applied wrench. The generalized coordinates are
stored in a six-dimensional array, namely,

q =
[
wc1 wn1 wc2 wn2 wc3 wn3

]T (2)

Then, each limb becomes a PPS chain. For the jth limb, the twist of the MP
is described as

t = Jjϑ̇ϑϑj (3a)

with

Jj =
[

0 0 0 ej fj gj

fj ej gj ej × pj fj × pj gj × pj

]
(3b)

t =
[
ωωωT ċT

]T
, ϑ̇ϑϑj =

[
ḃj ẇcj ẇnj θ̇j1 θ̇j2 θ̇j3

]T
(3c)

where t is the MP twist, consisting of the MP angular velocity ωωω and the velocity
ċ of the MP center of mass (c.o.m.); ϑ̇ϑϑj the joint-rate array of jth limb; besides,
Jj is the Jacobian matrix of the jth limb. Moreover, 0 is the three-dimensional
zero vector; pj the vector stemming at the center of the jth S joint and ending
at the MP c.o.m.; ej the unit vector parallel to the C-drive axis; fj the unit
vector parallel to the limb axis; and gj ≡ ej × fj . Furthermore, ḃj denotes the
rate of the P joint in the jth limb, while θ̇j1, θ̇j2 and θ̇j3 denote the rates of the
S joint in the jth limb.

Eliminating the passive joint rates, the kinematic relation of the virtual-joint
model is described as

Nt = q̇, N =

⎡
⎢⎢⎢⎢⎢⎢⎣

(e1 × p1)T eT1
(g1 × p1)T gT

1

(e2 × p2)T eT2
(g2 × p2)T gT

2

(e3 × p3)T eT3
(g3 × p3)T gT

3

⎤
⎥⎥⎥⎥⎥⎥⎦

(4)

3 Elastostatics

In the elastodynamics analysis, the PKM is assumed to be locked at a particular
posture. When an external wrench is applied on the MP, due to the deflections of
the flexible limb-rods, the MP undergoes a small-amplitude displacement (SAD)
screw w.r.t. the MP. The PKM is modeled as a six-dof Cartesian mass-spring
undamped system. Its linearized dynamics, in terms of the SAD screw of the
MP takes the form

Mẍ + Kx = 0, x =
[

θθθ
u

]
(5)

where M and K are the 6 × 6 Cartesian symmetric positive-definite mass matrix
and stiffness matrix of the system, while x is the SAD screw of the MP. More-
over, θθθ is the (three-dimensional) small-amplitude rotation vector of the MP and
u the (three-dimensional) small-amplitude translation vector of the MP c.o.m.
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Moreover, based on Eq. (4), the expression for the generalized coordinates in
terms of the SAD screw of the MP is2

q = Nx (6)

3.1 Cartesian Stiffness Matrix

The Cartesian stiffness matrix of the PKM is calculated as the Hessian matrix of
the total potential energy w.r.t. the MP SAD screw. The elastic potential energy
is stored in the three flexible limb-rods. Therefore,

V =
3∑

j=1

Vj =
3∑

j=1

1
2
kr(w2

cj + w2
nj) =

1
2
qTKqq =

1
2
xT

(
NTKqN

)
x (7a)

with
Kq = kr16 ∈ R

6×6 (7b)

where Kq is the generalized stiffness matrix and 16 the 6 × 6 identity matrix.
The relation between q and x was derived based on the virtual-joint model in
Sect. 2. Then, the Cartesian stiffness matrix is a congruent transformation of the
generalized stiffness matrix, i.e.,

K = NTKqN (8)

3.2 Cartesian Mass Matrix

The Cartesian mass matrix of the PKM is calculated as the Hessian of the total
kinetic energy w.r.t. the MP SAD screw. There are four moving bodies in the
PKM, namely, the three limb-rods and the MP.

Based on the virtual-joint model, under the external wrench, the limb-rods
will slide along the tubes. Therefore, their kinetic energy is calculated as

Tr =
3∑

j=1

Trj =
3∑

j=1

1
2
mr ḃ

2
j =

1
2
ḃTMrḃ (9a)

with ḃj denoting the sliding rate of the jth P joint, while Mr and ḃ denote the
mass matrix and the joint-rate array of the three limb-rods:

Mr = diag(mr, mr, mr), ḃ =
[
ḃ1 ḃ2 ḃ3

]T
(9b)

where mr denotes the mass of the limb-rod.

2 Under small-amplitude rotation, the angular velocity can be regarded as the time
derivative of the rotation vector. Therefore, x = tΔt and q = q̇Δt, with Δt denoting
a small time-increment.
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Let hj denote the Plücker array of the line passing through the center of the
jth S joint and parallel to fj , namely,

hj =
[
fTj (fj × pj)T

]T
, j = 1, 2, 3 (10)

The unit screw hj is reciprocal3 to all the columns of the Jacobian Jj in Eq. (3b),
except for the one associated with the rate ḃj . Thus,

hjΓΓΓ t =
[
(fj × pj)T fTj

]T [
0
fj

]
ḃj = ḃj , ΓΓΓ =

[
O 13

13 O

]
(11)

where O is the 3 × 3 zero matrix, while ΓΓΓ is a swapping matrix4.
Then, the relation between ḃ and t is expressed as

Ht = ḃ, H =

⎡
⎣

h1Γ
h2Γ
h3Γ

⎤
⎦ =

⎡
⎣

(f1 × p1)T fT1
(f2 × p2)T fT2
(f3 × p3)T fT3

⎤
⎦ (12)

Moreover, the kinetic energy of the MP is calculated as

Tm =
1
2
mmċ2 +

1
2
ωωωT Imωωω =

1
2
tTMmt, Mm =

[
Im O
O mm13

]
(13)

where Mm is the 6 × 6 inertia dyad of the MP, with the MP mass mm and the
MP inertia tensor Im defined at the MP c.o.m.

Based on the Eqs. (9), (12) and (13), the Cartesian mass matrix of the PKM
is

M =
∂2(Tr + Tm)

∂t2
= HTMrH + Mm (14)

3.3 Natural Frequencies and Natural Modes

The natural frequencies and natural modes of the system are then calculated by
solving the eigenproblem of the elastodynamics model of the PKM, namely,

(
λ2
iM − K

)
fi = 0, i = 1, 2, . . . , 6 (15)

with λi denoting the ith natural frequency of the system, fi the ith natural
mode of the system. The eigenvector fi is not dimensionally-homogenous. It
has a screw structure, its upper three-dimensional part bearing units of rad, its
lower part bearing units of m. Therefore, the natural modes fi are also termed
the eigenscrews of the system.

3 The screws s1 and s2 are said to be reciprocal, if sT1 ΓΓΓ s2.
4 The matrix ΓΓΓ swaps the two three-dimensional vectors in a screw, a twist or a

wrench, hence the moniker.
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4 Numerical Results

A desktop-scale SDelta robot has the dimensions:

r = 150 mm, R = 450 mm, a =
√

3r, b =
√

3R, h = 150 mm (16)

where r denotes the circumradius of the base triangle in the the MP plane and
R its counterpart in the BP plane. The thickness of the MP plate is dMP =
12.5 mm. The MP plate has uniform density, its centroid thus being the same
as its c.o.m. Moreover, 3003 Aluminium Alloy is selected as the material of the
MP and Titanium as the material of the limb-rods. The length lr, the diameter
dr and the Young modulus of each limb-rod are

lr = 115 mm, dr = 11.5 mm, E = 105 GPa (17)

Moreover, we assume that a solid cube payload is attached to the MP. The
mass ml and the side length al of the payload are assumed to be

ml = 5 kg, al = 85 mm (18)

Furthermore, the mass of the payload is uniformly distributed.
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Fig. 4. Three view drawing of the symmetric posture

The Cartesian stiffness and mass matrices are posture-dependent. Next, the
elastodynamics of the PKM will be evaluated at the “symmetric posture”, as
shown in Fig. 4. The plane of the MP triangle is parallel to that of its BP
counterpart. The centroid C of the MP is right above the centroid O of the BP.
The “symmetric” posture is chosen, because at this posture, the SDelta robot
is most likely to attain the maximum dexterity (minimum condition number of
the forward Jacobian matrix).

First of all, the Cartesian stiffness and mass matrices are calculated according
to Eqs. (8) and (14). Then, the natural frequencies and eigenscrews are derived
by solving the eigenproblem associated with the dynamic matrix D ≡ M−1K
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[9]. At the symmetric posture, the numerical natural frequencies of the system
are arrayed in vector wf

5, namely,

wf = [31.80, 31.80, 42.04, 137.87, 137.87, 324.21]T (Hz) (19)

According to the above numerical results, the lowest natural frequency of
the system is 31.80 Hz. Therefore, in order to avoid resonance, the operation
frequency of the SDelta with 5-kg payload should be lower than 30 Hz, which
allows for a broad band of operation.

5 Conclusions

The elastodynamics analysis of a three-limb, full-mobility parallel robot, dubbed
the SDelta, was reported. By modeling the light-weight limb-rods as identical
linearly elastic beams, the flexibility of the SDelta robot is taken into account.
The PKM is modeled as a 6-dof mass-spring undamped system. The posture-
dependent Cartesian stiffness and mass matrices were derived. Then, the natural
frequencies and natural modes of the system were calculated. Numerical results
of the elastodynamics analysis of the SDelta were derived at a specific posture,
for a prototype at the desktop scale. According to the results, the prototype
can operate within a frequency spectrum of 30 Hz, under a 5-kg payload, which
allows for a broad band of operation.
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Abstract. In the design process of a mechanism, the dynamic behavior plays an
important role. It could be the cause of unexpected high dynamic forces in later
stages when it is not considered in the early stage of the design process. High
forces could produce high stresses and high vibration levels. Several studies have
been carried out in this area; however, only a few consider structural criteria and
the eigenfrequencies in the early stage of the process. Low forces and an adequate
structure should lead to good dynamic behavior. In this work, we present a method
to synthesize function generator four-bar linkages that takes into account struc-
tural criteria in a joint-forces minimization-maximization problem. Its objective
function is the reaction force on the mechanism joints. The problem’s constraints
are themaximum stress on the links, the first eigenfrequency of themechanism and
the deflection of the crank and the rocker. With this method, the links’ lengths and
cross-sectional areas of the mechanism are obtained for a given task. As condition,
we assumed that the crank rotates with constant angular speed and its shaft works
as a torsional spring.Moreover, the rocker moves a bodywith constant inertia. The
resultant mechanisms are compared with those obtained with a traditional crank-
rocker synthesis method, according to VDI 2130. To compare both methods, the
maximum force, maximum stress, deviation of the rocker angle at its dead-center
positions and RMS vibration of the crank and rocker of each mechanism are cal-
culated using MSC ADAMS™. The results show that the mechanisms obtained
with our method have better stress and vibratory levels than those obtained with
a traditional approach.

Keywords: Min-max problem · Eigenfrequency · Stress · Kinetostatic analysis ·
Dynamic behavior

1 Introduction

High-speed mechanisms require to be designed with focus on their dynamic behavior
[4]. Not considering this behavior in the first stage of the design process may lead to
several unwanted loops in the process. Therefore, several studies have been carried out
to optimize the mechanisms’ dynamic performance. Some of them have concentrated on
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the minimization of the shaking force and the shaking moment using genetic algorithms
[3]. In [1] is presented a dynamic balancing of four-bar linkageswith a subsequent step of
shape optimization to reduce even more the shaking force and shaking moment. Others
have focused on reducing the velocity and acceleration of mechanisms [4], minimizing
the joint forces on path generator four-bar linkages [5] or on function generator four-
bar linkages (FGFBLs) [12]. The mentioned studies improve the dynamic behavior
of mechanisms. However, in those and other studies [2], the objective functions and
the constraints are contained in the area of mechanisms, leaving outside the structural
analysis. Moreover, with exception of [12], it was not considered the inertial effect of
the body the mechanism moves. Furthermore, the stiffness of the shaft that drives the
mechanism was not included in the optimizations.

The authors of [2] proposed a multidisciplinary design of mechanism, which con-
templates two levels of optimization. One of them is the mechanism level, i.e. accuracy
of the task. The other is the structural level, i.e. the mechanism mass and stress mag-
nitude. Other multistage design method was developed in [8] considering kinematic
synthesis and dynamic optimization. Moreover, velocity profiling was also considered
in [9]. These studies address the structural and dynamic behavior of the mechanisms, yet
none of the publications we analyzed integrates the eigenfrequency of the mechanism
as an indicator of good dynamic behavior.

In this work, a method to calculate the dimensions of FGFBLs is presented. This
method minimizes the maximum force in the mechanism joints while constraining
structural-related variables. These variables are the links’ maximum von Mises stresses,
first minimum eigenfrequency and deflection of the crank and the rocker of the mech-
anism. The effects of the body that the rocker moves is integrated in the model as a
constant inertia. The stiffness of the driving shaft is also included. Fulfilling these condi-
tions would lead to FGFBLs with good dynamic behavior and a reduction in the number
of design loops in comparison to a traditional design process.

2 Methods

The FGFBL used in this work is presented in the Fig. 1(a). A0 and B0 represent the
fixed joints, A and B denote the moving joints in the stretched or outer dead-center
position (subindex S) and the folded or inner dead-center position (subindex F). The
lengths li are denoted with i = 1, 2, 3 and 4 for the frame, the crank, the coupler and the
rocker, respectively. The angles ϕ,ψ andμ are the crank, rocker and transmission angle,
correspondingly. This mechanism is synthesized to fulfill a task. The task is defined by
the angle ψH the rocker swings between its dead-center positions and the angle ϕH the
crank describes while it rotates in the same direction than the rocker [11]. The angular
speed � and the external inertia the rocker moves Ie are constant.

Let X be the vector of independent variables (Eq. 1)

X = [
ϕS cs2 cs3 cs4 kt

]
, (1)

where the crank angle in the stretched position ϕS defines the length of the moving links.
cs2, cs3, cs4 are the links’ cross-section areas and the stiffness of the drive shaft is kt . To
have one optimization variable for each cross-section, rectangular cross-sectional areas
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with wide-depth ratio 4:1 are assigned to the crank and the rocker. Moreover, the coupler
is calculated as a square cross-section. Those dimensions allow calculating forces and
other magnitudes given the Elasticity E and the density ρ of the mechanism’s material,
under the assumption of uniform mass distribution on each link.

(b)

(c)

(a)
Beam element

Fig. 1. Scheme of the FGFBL synthetized in this work. (a) Dead-center construction [11]. In
black for the stretched position. In gray for the folded position. (b) FEM used in this study with
three elements per link. (c) A beam element.

To obtain the dimensions of a FGFBLwith minimized force and acceptable dynamic
behavior, a minimization – maximization problem is set (Eqs. 2.a–2.d)

minX FM (2.a)

subject to :
σM ,i − Sf < 0, i = 2, 3, 4 (2.b)

δM ,j − lj/Dj < 0, j = 2, 4 (2.c)

fn1,m − rf � < 0 (2.d)

where F is the force on the joints of the FGFBL. The subindex M indicates the maxi-
mization of a variable and the subindex m indicates minimization. σM ,i is the maximum
von Mises stress on each link. On the coupler is also included the effect of buckling. Sf
is the equivalent fatigue strength of the material. δM ,j is the maximum deflection of the
crank or the rocker, lj is the length of the crank or the rocker and Dj is the maximum
admissible ratio between lj and δM ,j. This ratio is obtained with the calibration of the
method. fn1,m is the minimum first eigenfrequency of the system. rf is the minimum
admissible ratio between fn1,m and �. It is calculated as (Eq. 3)

rf = nH rH + 0.5 (3)
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where nH is the first spectral harmonic of the rocker angular acceleration, which ampli-
tude is lower than 10% of that of its fundamental component. rf is obtained only with
the initial mechanism. rH is an amplification value to be calibrated.

The minimization of FM is called the outer problem and every variable with a
subindex m or M is an inner problem. The calculation of F is based on the kinematics
and kinetostatics of the mechanism. With the applied and the inertial forces, the internal
forces in every link are determined, and then, the stresses and deflections. Furthermore,
for the calculation of fn1,m, a simple finite element model (FEM) of the mechanism is
assembled. Every link is simulated as an Euler beam, and their mass and stiffness matri-
ces are set as in [10]. In this model, the influence of Ie and ks is included in the nodes
where they act (Fig. 1(b) and (c)).

In every stepof the outer problem, aFGFBL is synthesized to solve the inner problems
globally. The inner problems are mapped together with 181 points distributed in the 360°
of the crank rotation domain. Then, the best approximations are chosen as start values.
They initiate a Simplex Search method [7] to find the solution of every inner problem for
the current step. The outer problem is solved with the use of the Sequential Quadratic
Program (SQP) method in MATLAB, command FMINCON [6]. The objective function
OF of the outer problem is modified with a Quadratic Penalty method [7]. It includes
the constraints in OF (Eq. 4)

OF = FM + 1

2νQB
(

4∑

i=2

max
[
0,

(
σi,M − SF

)2]

+
2∑

i=1

max

[

0,

(
δ2i,M − li

Di

)2

κdelta

]

+max
[
0,

(
rf � − fn2,m

)2
κf

]
), (4)

where νQB > 0 decreases with every step of the outer problem’s resolution. κδ and κf
(Eqs. 5 and 6) are constants that keep the constraints comparable. Every time the outer
program converges to an optimum that does not fulfill the constraints, the vector X is
modified to fulfill them, and the optimization continues.

κδ = (3E/l1)
2 (5)

κf = (
SF/rf �

)2
. (6)

The calibration of the variables D2, D4 and rH is realized for an arbitrary task.
The variables D2 and D4 are parametrized for the values [100, 120, 140, 160, 180]. To
calibrate rH , an initial FGFBL is synthesized. With this linkage, the harmonic nH is
found. Using the selected harmonic nH , rf is obtained with the parametrization of rH
for [3, 3.5, 4]. The results of the parametrizations are tested in MSC ADAMS™ until
a solution fulfills the given task with an error ψdev lower than 0.1%. This error is the
maximum percent deviation of the rocker angle at its dead-center positions.
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Table 1. Tasks chosen. Sf = 170 MPa.

Design variable

Task ψH deg ϕH deg Ω rpm Ie kg-mm2 l1 mm

I 90 165 120 50000 500

II 70 150 300 10000 250

III 110 180 600 500 200

IV 70 210 1200 100 200

Four task are proposed (Table 1) to calculate FGFBLs with our methodology. To
compare the results of this method, FGFBLs in accordance to [11] are synthesized for
every task. Thus, their links’ lengths are obtained for a condition ofmaximizedminimum
μ. The cross-sections of the links are calculated with a min-max optimization for the
joint force with the constraints (2.b) and (2.c). Each of the comparison mechanism are
simulated with two different drive shaft diameters. One of the diameters is calculated to
resist the maximum drive torque T . The other has the same stiffness than the FGFBL
obtained with our method. The drive shafts have an arbitrary length of 45 mm. The main
method is named Min-Max-Force (mMF), and the other Max-Min Transmission Angle
one and two (MmTA-1 andMmTA-2). MmTA-2 is a second iteration of MmTA-1. They
are simulated in MSC ADAMS™ as a flexible multibody simulation and its joint forces,
Root Mean Square (RMS) vibration of the crank and the rocker, maximum stresses on
the links and maximum rocker angle deviation ψdev are used to compare the FGFBLs
to each other.

3 Results and Discussion

This section describes the results of the calibration and the behavior of the optimized
mechanisms for each task. A comparison is presented to verify the effectivity of the
method.

3.1 Calibration

The calibration was carried out for the task ψH = 70◦, ϕH = 195◦. The mechanism’s
external inertia used is Ie = 1 × 105kg − mm2, crank rotational speed � = 300 rpm
and frame length l1 = 500mm. The material elasticity used is E = 200GPa, density
ρ = 7800 kg/m3, and fatigue strength SF = 170MPa.

The calibration process started with D2 = 100, D4 = 100 and rH = 4. If the
synthesized mechanism did not fulfill the calibration condition then D4 was increased.
In case D4 reached 180 and the calibration condition was still not fulfilled, then D2 was
increased and D4 reseted to 100. If the condition was fulfilled, rH was decreased. The
calibrated values are D2 = 100, D4 = 180 and rH = 3.5 (Table 2).
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Table 2. Results of the calibration for D2 = 100 using the rocker maximum angular deviation at
its dead-center positions ψdev as a percent value of ψH . NC means not calculated.

D4

rH 100 120 140 160 180

3 NC NC NC NC 0.10

3.5 NC NC NC 0.11 0.09

4 0.18 0.14 0.13 0.11 0.10

3.2 Results of the Method

After the calibration, the four task shown in Table 1 are used to compare the results of this
study, as described in the Methods chapter. For each task, the resulting maximum force,
the percent deviation of the rocker at its dead-center positions (Table 3), RMS vibration
of the crank and the rocker (Table 4) and maximum von Mises stresses (Table 5) are
analyzed.

From Table 3, it is evident that changing the shaft diameter obtained in MmTA-1
to the one used in MmTA-2 improves significantly the behavior of the mechanism for
every task analyzed. Therefore, only the methods mMF and MmTA-2 are compared.

Table 3. Maximum force FM in N and ψdev as a percent value of ψH

Task

I II III IV

Method FM ψdev FM ψdev FM ψdev FM ψdev

mMF 133.5 0.08 578.0 0.05 114.9 0.09 2178 0.03

MmTA-1 1466 2.06 2071 1.25 953.4 0.90 5223 0.03

MmTA-2 141.9 0.10 611.9 0.08 118.7 0.11 2155 0.04

Table 4. RMS value of the velocity vibration of the crank (2) and the rocker (4) in their transverse
direction in mm/s

Task

I II III IV

Method 2 4 2 4 2 4 2 4

mMF 1.98 6.24 0.64 7.15 3.61 5.17 10.4 5.35

MmTA-2 7.92 6.80 14.1 16.7 6.93 6.58 18.6 5.73

The maximum forces obtained with mMF and MmTA-2 are similar for every task
(Table 3). For the first three task, the mMF method synthesize mechanisms with lower
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maximum force. For the last task, the maximum force of the mechanism synthesized
with the mMFmethod is only 1.07% higher than that of the mechanism synthesized with
the MmTA-2 method. For the mMF andMmTA-2 method, the rocker angular deviations
are similar, but always lower for the mMFmethod. Table 4 shows that the RMS vibration
values of the crank and the rocker are lower in a mechanism synthesized with the mMF
method than in those synthesized with the MmTA-2 method. Table 5 shows that the
stresses associated to the mMFmethod are lower than the others are. The only exception
found is in Task III, where the rocker calculated with the MmTA-2 method resists a
lower maximum stress than its homologous calculated with mMF. The stresses on the
coupler obtained with MmTA-2 method exceed the stress limit in the tasks I and II. This
does not happen with the mMF method in this study.

Table 5. Maximum von Mises stress on the crank (2), coupler (3) and rocker (4) in MPa

Task

Link Method I II III IV

2 mMF 28.17 16.32 68.58 118.6

MmTA-2 67.01 121.1 77.51 168.1

3 mMF 16.67 22.38 25.19 83.29

MmTA-2 221.7 215.2 105.3 132.8

4 mMF 33.67 40.65 57.63 32.09

MmTA-2 37.87 54.55 52.79 34.71

4 Conclusions

The results show that the proposed method can synthesize FGFBLs with maximum
forces on the joints and angular output deviations similar to a traditional approach.
However, the dynamic behavior of the designed mechanisms is always superior in RMS
vibration value and most of the times in stress value. The reason for this could be
the eigenfrequency constraint. On one hand, the traditional method applied MmTA-1
required a second iteration to make its results comparable to those of mMF method.
Even in the second iteration, MmTA-2 gave coupler dimensions that resisted maximum
stresses higher than the given limit of 170 MPa. This means that a third iteration is
necessary to find a coupler that satisfies the material strength condition. On the other
hand, after calibration, the mMF method calculated the dimensions of FGFBLs with an
acceptable dynamic behavior solving the outer optimization problem once. As future
work is proposed to extend this method to other linkages as six-bars mechanisms and to
add precision points to the output angle.
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Abstract. Hydraulic steering systems are used in construction and agri-
cultural vehicles with high steering loads. Integration of advanced func-
tionalities like driver-assistance systems and increased safety regulations
requires the development of new steering system concepts like steer-by-
wire systems. Hardware-in-the-loop (HiL) testing of physical steering sys-
tems in bidirectional interaction with a numerical vehicle model enables
reproducible, safe and cost-efficient experimental analyses under various
nominal and failure operating conditions in a laboratory environment.
The present contribution describes the parametrization of a multibody
vehicle model of an agricultural tractor based on measurements from
driving tests and its integration into a HiL test bench for hydraulic steer-
ing systems. First results show the functionality of the HiL concept.

Keywords: Vehicle dynamics testing · Parameter optimization ·
Real-time simulation · Hardware-in-the-loop · Hydraulic steering

1 Introduction

Hydraulic steering systems are used in construction and agricultural vehicles
with high steering loads. A steering unit driven by the steering wheel is connected
by hydraulic pipes and hoses with one or more steering cylinders that actuate the
steered vehicle wheels. A steering cylinder is supplied by a hydraulic power unit
augmenting the steering wheel torque [7]. If the hydraulic power supply fails,
the driver still has the option of manual emergency steering, whereby very high
steering wheel torques are needed. Advanced steer-by-wire hydraulic steering
systems only have an electrical coupling between the steering column and the
steering cylinder. If the hydraulic power supply fails, the driver has no possibility
to steer the vehicle. Very strict safety requirements are therefore imposed on
vehicles with such steering systems, especially if they are to be certified for use
on public roads.
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Hardware-in-the-loop (HiL) simulation is a powerful development tool for
complex vehicle systems that enables highly reproducible, cost-effective and safe
tests in a laboratory environment independent from the availability of vehicles
and test tracks. For testing hydraulic steering systems a HiL environment is
being developed similar to [4]. The steering system is physically built up on
the test bench and is bidirectionally coupled with a numerical vehicle model
that simulates the reaction of the vehicle to the actuator forces generated by
the steering cylinder. In the HiL test bench concept under consideration the
numerically calculated reaction of the model is physically applied on the steering
system by a hydraulic test bench actuator that is realized by an electrically driven
hydraulic pump. The physical setup and control concept of the HiL test bench
is described in [2]. In this contribution the development of a vehicle model for
this HiL test bench, its parametrization by driving tests and first results of HiL
simulations are presented.

2 Vehicle Model

The HiL test bench is intended to be used for testing hydraulic steering systems
of various utility vehicles. As only few parameters of these vehicles are available,
relatively simple vehicle models are built up that are to be parametrized by
driving tests with the actual vehicles. A reduced model depth also corresponds
to the objective of real-time capability needed for HiL testing.

The vehicle considered within the present study is a 12 t agricultural tractor
with an unsprung rigid rear axle and a double wishbone front axle with hydro-
pneumatic suspension. Thus the vertical and roll stiffness of the rear axle is only
provided by the tyres. As driving manoeuvres on a flat road are only considered,
the overall stiffness of the series-connected suspension and tire springs at the
front axle has been comprised in an equivalent tire stiffness of a simplified rigid-
axle model thus neglecting the independent suspension movements. The steering
kinematics at the front axle has been reduced to a planar mechanism in the
horizontal plane. The topology of the model, built up in the multibody simulation
(MBS) environment Simscape Multibody [3], is shown in Fig. 1. The position of
the steering axis of the front wheel carrier was known from CAD data enabling
to take the steering axis offsets into account that define the effective lever arms
of the tyre contact forces with respect to the steering axis. The model has 11
degrees of freedom (dof) comprising 6 dof of the spatial motion of the vehicle
body, 4 dof of the wheels and 1 dof of the steering mechanism.

For a given steering cylinder force FCyl(t) the model calculates the reaction of
the vehicle including the cylinder position sCyl(t) and its time derivative ṡCyl(t).
Vice versa, for a given cylinder position sCyl(t), the steering cylinder force FCyl(t)
can be calculated.

The tyre forces are calculated with a simplified Pacejka model [5]. The vertical
forces Fz,ij are calculated from the position and velocity of the wheel hub along
the vertical axis. The longitudinal forces Fx,ij and the lateral forces Fy,ij are
calculated using the magic formula [6] in dependence of the longitudinal slip and
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Fig. 1. Schematic overview of the vehicle model with the externally applied forces and
torques

the lateral slip that are kinematically calculated from the actual state variables
of the vehicle. Contributions resulting from wheel camber are neglected. The
torques Mz,ij along the vertical axis arise from the lateral forces Fy,ij and the
corresponding pneumatic trail which is described by a lookup table.

Within the present study driving manoeuvres with constant vehicle speed v
are considered. The vehicle speed is achieved by a speed controller that generates
a drive torque Md on the rear wheels.

3 Driving Tests

Since very few parameters of the vehicle were known, especially those of the
tyres, driving tests were carried out to parametrize and validate the vehicle
model. All driving tests were performed on a dry solid flat road surface. The
applied sensors and the corresponding measured quantities are listed in Table 1.

Table 1. Sensors utilised in the driving tests and the respective measured quantities

Sensors Measured quantities

Correvit (Two axis optical sensor) Longitudinal vehicle velocity

Lateral vehicle velocity

Inertial Measurement Unit (IMU) Vehicle accelerations (vehicle-fixed)

Vehicle angular velocities (vehicle-fixed)

Two pressure sensors Pressure steering cylinder chamber (left)

Pressure steering cylinder chamber (right)

Draw-wire position sensor Steering cylinder position

Steering robot Steering wheel angle

Steering wheel torque
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The side slip angle and the steering cylinder force can be directly calculated
from these measured quantities together with geometric parameters.

Sensor offsets were eliminated by driving straight ahead with different vehicle
accelerations. The sensor data of the Correvit optical sensor and the IMU were
then transformed in such a way that there were no more components in the
lateral direction. The measured position value of the draw-wire sensor was set
to zero.

In order to parametrize the vehicle model with the driving tests, it was neces-
sary to carry out driving tests over the entire dynamic range of the vehicle. Both
stationary and non-stationary driving conditions had to be captured. Previous
driving tests have shown that a steep steering angle ramp is ideal for achiev-
ing this. The stationary driving condition is reached by keeping the steering
wheel angle constant for a few seconds after the steering angle ramp is com-
pleted. Table 2 shows the combinations of vehicle speeds and stationary steering
angles that were applied. The limit of subjective driving safety was reached at
a lateral acceleration of about 4 m/s2 to 4,5 m/s2. The steering angle ramp was
performed for steering angular speeds 5◦/s, 10◦/s and 15◦/s. Additional driving
manoeuvres were carried out for validation purposes. These manoeuvres include
sinusoidal steering inputs, double lane changes and a slowly increasing steering
angle (spiral). All driving tests, with the exception of tracking a figure eight
marked on the road surface, were performed using a steering robot mounted on
the steering wheel. The desired vehicle speed was realized by the internal speed
controller of the tractor.

Table 2. Combinations of vehicle speed and stationary steering angles that were used
for the steep steering angle ramp manoeuvres

Vehicle speed [km/h]

10 15 20 25 30 35

Steering angle [◦] 5 • • • • • •
10 • • • • •
15 • • • •
20 • • •
25 • • •
30 • •

4 Parameter Identification

As there were no force/torque measuring rims available for the driving tests
to directly determine the tyre forces, the tyre model parameters were identi-
fied from the driving test measurements described in the previous section by an
optimization. The flow chart of the optimization procedure is shown in Fig. 2.
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Fig. 2. Flow chart for the identification of the vehicle parameters based on the driving
tests

The measured steering cylinder position smCyl and the vehicle speed vm from the
driving manoeuvres were used as input for the vehicle simulation. The steering
cylinder force F s

Cyl, the yaw rate ψ̇s and the side slip angle βs from the vehicle
simulation are to be fitted to the corresponding measurements from the driving
tests Fm

Cyl, ψ̇m and βm by adjusting the vehicle model parameters. The optimiza-
tion criterion is the weighted sum of squared differences between Fm

Cyl, ψ̇m, βm

and F s
Cyl, ψ̇s, βs. For the optimization a generalized pattern search algorithm [1]

is utilised.
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Fig. 3. Comparison of test drive data with the vehicle multibody simulation (MBS)
model for a figure eight manoeuvre at a constant vehicle speed of 15 km/h
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Fig. 4. Comparison of driving tests at a constant vehicle speed v with the vehicle multi-
body simulation (MBS) Top: Sinusoidal steering movement at v = 10 km/h. Middle:
double lane change at v =25 km/h. Bottom: steep steering angle ramp at v =20 km/h

Figures 3 and 4 exemplarily show outcomes of simulations with the optimized
vehicle model for different driving manoeuvres. A steering cylinder position of
20 mm is equivalent to approximately 5◦ steering angle. It can be observed that
the results from the vehicle model are well matched with the data of the driving
tests. In Fig. 3a deviation between the left and the right curve can be seen. This
most likely results from a slight overall slope of the road surface. Figure 4 shows
an additional oscillation of the measured steering cylinder force. The exact source
has not been clarified at present. It is assumed that it is caused from the steering
hydraulics itself and not by the tyre forces.
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5 HiL Test Bench

For HiL testing of hydraulic steering systems the vehicle model bidirectionally
interacts with the physical steering system built up on the test bench. The phys-
ical setup and control concept of the test bench is described in [2]. The topology
of the test bench is shown in Fig. 5. For the basic function tests of the test bench
described here a purely passive emergency steering mode is considered, where
the steering cylinder is hydraulically actuated by manually rotating the steering
wheel without hydraulic power augmentation.

When the steering wheel is rotated, a differential pressure Δp is created in
the output lines of the steering unit. The differential pressure Δp is used as the
input for the vehicle model, where it is converted into an equivalent steering
cylinder force FCyl by means of the effective piston area A. The steering cylin-
der position sCylRef and its time derivative ṡCylRef are calculated by numerical
integration of the equations of motion of the vehicle model and fed back to the
test bench controller. The controller makes the position of the physical steering
cylinder sCyl(t) track the calculated trajectories of sCylRef(t) by adjusting the
electrical current IMot corresponding to the torque of the servo motor actuat-
ing the hydraulic pump. The vehicle model is executed on a real-time target
computer with an Intel Core i7-4790K (4.00 GHz) processor, 8 GB RAM and
a Simulink Real-Time operating system. The HiL simulation runs with a fixed
step size of 750µs. The data exchange between the simulation and the test bench
controller is realized via Ethernet UDP.

Fig. 5. Schematic overview of the test bench setup and communication with the vehicle
model

Figure 6 shows the comparison between a measurement on the HiL test bench
and a measurement from the driving tests for a steering wheel angle ramp. As
a steering robot is not yet available for the test bench, the steering wheel angle
was manually applied in such a way that the steering cylinder position equals
the steering cylinder position of the driving test. The resulting steering cylinder
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force is well matched to that obtained in the driving test. A slight deviation in
the slopes of the steering cylinder forces can be traced back to different slopes
of the steering cylinder position.
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Fig. 6. Comparison of a driving test with measurements from the HiL test bench for
a slowly increasing steering angle with a constant vehicle speed of 5 km/h

Implementations of a hydraulically actuated steering system and of a steering
robot on the HiL test bench are currently under preparation. This will enable
comparisons between the HiL test bench and driving tests with much higher
dynamics.

6 Conclusion

A real-time capable vehicle model for HiL testing of hydraulic steering systems
was built-up and parametrized from standardized driving tests. The validity
of the vehicle model and its integration into the overall HiL test bench was
described. First experiments with the HiL test bench demonstrate the basic func-
tionality of the HiL concept. In a next step, HiL simulations with higher dynam-
ics are to be carried out, requiring the test bench hardware to be enhanced. Fur-
thermore, methods for compensating the actuator delay of the HiL test bench
will be analysed and implemented.
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Graphic Analysis of the Linear and
Angular Momentum of a Dynamically
Balanced 1-DoF Pantographic Linkage
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Abstract. This article presents a graphical analysis method for the
verification of the gravity force balance and shaking force and shak-
ing moment balance of a 1-DoF pantographic linkage. First the joint
velocities of the linkage are graphically found of which the procedure is
well known. To obtain the linear and angular momentum graphically,
the mass and inertia of each element are modeled with two equivalent
masses about the center of mass of the element, resulting in a mass and
inertia equivalent model with solely point masses. The velocities of these
point masses are obtained and each velocity vector is multiplied with the
respective mass value to obtain vectors that represent the linear momen-
tum. For force balance it is shown that the sum of all linear momentum
vectors form a polygon. Subsequently the linear momentum vectors with
their moment arms are transferred into an angular momentum diagram
which for moment balance shows to sum up to zero.

Keywords: Graphic analysis · Linear and angular momentum ·
Gravity force balance · Shaking force and shaking moment balance ·
Pantograph.

1 Introduction

When mechanisms are shaking force and shaking moment balanced, they do
not exert any dynamic reaction forces and moments to their base during (high-
speed) motions [3,5]. This reduces base vibrations significantly and when placed
on floating platforms such as drones and cable robot end-effectors, balanced
mechanisms do not disturb the position, orientation, and motion of the floating
platform [2,7]. For shaking force balance the linear momentum of all moving
elements together must be constant (zero) while for shaking moment balance the
angular momentum of all moving elements together must be constant (zero). A
shaking force balanced mechanism is also gravity force balanced and therefore
all methods for shaking force balancing are also applicable for gravity force
balancing.

c© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
D. Pisla et al. (Eds.): EuCoMeS 2020, MMS 89, pp. 331–338, 2020.
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Fig. 1. 1-DoF dynamically balanced pantographic linkage in two poses with fixed joint
A0 and a slider in B2 with slider trajectory ts in red. The common CoM of all elements
is stationary in A0.

While there are various methods for force balancing of a linkage, using coun-
termasses [1] or inherently balanced linkage architectures [6], for moment bal-
ancing of a linkage the methods are extremely limited [4]. Obtaining moment
balance without additional elements is in most cases not possible [9].

In order to obtain a better understanding of moment balancing, the goal
of this paper is to present a graphical method for the analysis of the linear
and angular momentum of a linkage and to apply it to a 1-DoF dynamically
balanced pantographic linkage to graphically show that the sums of linear and
angular momenta are indeed zero. This will also give insight in the contribution
of each linkage element to the total linear and angular momentum, i.e. in their
contributions to the dynamic balance.

First the linkage is presented and the joint velocities are found graphically.
Then the mass and inertia of each element are modeled with two equivalent
masses to obtain a mass and inertia equivalent model with solely point masses.
Subsequently the velocities and the linear momenta of the point masses are
obtained graphically and are evaluated for force balance. As a final step, an
angular momentum diagram is presented for evaluation of the moment balance.

2 Graphic Analysis of the Linear and Angular
Momentum

Figure 1 shows a pantographic linkage consisting of the 4 links B1A1, B3A2,
B3B2, and B1B2, which are connected with revolute pairs in A1, B1, B2, and
B3, forming a parallelogram. In A0 of link B1A1 the linkage has a revolute pair
with the base, i.e. A0 is the fixed joint. In joint B2 there is a slider with fixed
slider trajectory ts which constrains the linkage to one degree-of-freedom (1-
DoF) motion, indicated by angle θ1 of the absolute rotation of link B1A1. When
in motion, the endpoint A2 traces the trajectory te. The linkage is shown for two
poses, the extended pose at the beginning of the slider trajectory with a relative
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Table 1. Parameter values for dynamic balance of the pantographic linkage in Fig. 1.

[mm] [mm] [g] [gmm2]

l1 = 100 s1 = 24.36 m1 = 118.56 I1 = 312454

l2 = 250 s2 = 100.57 m2 = 302.95 I2 = 2482640

l3 = 50 s3 = 97.05 m3 = 150.19 I3 = 503989

l4 = 50 s4 = 25.48 m4 = 24.22 I4 = 7275

m5 = 67.16 I5 = 4581

m6 = 782.63 I6 = n/a
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Fig. 2. Graphic analysis of the joint velocities with the velocity in B2 known.

angle between links B1A1 and B3A2 of 35.4◦ and, in green, the retracted pose
at the end of the slider trajectory.

The links have lengths li as illustrated in Fig. 1 and each of the 4 links has a
mass mi and an inertia Ii about the link center-of-mass (CoM) Si, which is at a
distance si from a joint as depicted. In addition, in A2 there is the CoM S5 of the
end-effector with mass m5 and inertia I5, rigidly mounted on link B3A2, and in
B2 there is the CoM S6 with mass m6, which is the mass of the slider parts and
a countermass together. The inertia of these last parts is not considered since
they are solely in translational motion (the slider consists of a pin-in-slot of
which the pin is fixed with and included in link B3B2 and the piston component
that actuates the pin-in-slot motion is moving rectilinearly; the countermass is a
circular disc on the slider pin with negligible friction in between for which it does
not rotate). With the values in Table 1 the linkage is completely force balanced
and moment balanced, which was verified by a dynamic simulation showing that
during motion the common CoM of all elements remains stationary in A0 and
that the sum of the angular momenta of all elements remains zero.
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Fig. 3. Velocity analysis of the point masses of a dynamically equivalent model where
the mass and inertia of each element are modeled with two equivalent masses.

The first step is the graphic analysis of the joint velocities, which is shown in
Fig. 2 following the commonly known approach [8]. The velocity in B2 is known
as starting point and has a direction tangent to the slider trajectory ts. By
rotating it 90◦, the intersection (2) with the line through A1B1 is found and
subsequently intersection (3) and the velocity of B1 (4) are derived. With the
line through A0 then the velocity of A1 is obtained (5) which, after 90◦ rotation
(6), determines line (7) which is parallel to line A1A2. The intersection of line (7)
with line (8), which is parallel to line B2B3, determines the velocity of B3 (9).
Finally intersection (10) is obtained with which line (11) to A2 is determined
and the velocity in A2 is found (12). As expected, the velocity vector in A2 is
indeed tangent to the traced end-effector trajectory te.

To be able to graphically analyze the angular momentum of the linkage, the
mass and inertia of each element are modeled with two equivalent masses. This
is the simplest possibility for dynamic equivalent modeling of planar motions for
which also more than two equivalent masses can be used [10]. Figure 3 shows
the dynamically equivalent model where each mass mi, except m6 for which
no inertia is involved, has been divided in two equal equivalent masses m∗

i =
mi/2 both located at a distance d∗

i from the element CoM Si, one on each side
along the line through the link joints such that Si is their common CoM. The
distances d∗

i are determined by the inertia of the element and are derived from
Ii = 2(m∗

i d
∗2
i ) as d∗

i =
√

Ii/mi with which the model is both mass and inertia
equivalent with solely point masses. It is also possible to divide mi in two different
equivalent masses with two different lengths d∗

i or to place the equivalent masses
off the line through the link joints which, however, would make the analysis more
complicated than needed.
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Fig. 4. Linear momentum vectors obtained by multiplying the velocity vectors with
the respective mass values. The sum of the linear momentum vectors forms a polygon
for force balance.

The velocity analysis of the 11 point masses is also shown in Fig. 3. Continuing
with the graphical solution of the joint velocities in Fig. 2, with the instantaneous
link centers of rotation the velocities of all point masses are readily obtained.
This might contrast with the readability of the illustration of Fig. 3, for which
the author apologizes.

The linear momentum of each point mass is obtained when each velocity
vector in Fig. 3 is multiplied by its mass value. The resulting linear momentum
vectors are shown in Fig. 4 which were obtained by multiplying the length of each
velocity vector by its respective value mi/100 with the mass values in Table 1,
scaling the vectors to fit within the drawing.

The force balance can now be verified by adding all the linear momentum
vectors together, which must form a polygon (i.e. a closed chain) since this
means that the sum of the linear momenta of the linkage equals zero. The linear
momentum polygon is also shown in Fig. 4.

The angular momentum of the linkage consists of the sum of the moments of
the linear momentum vectors about the common CoM in A0. The moments of the
linear momentum vectors are illustrated in Fig. 5 where each linear momentum
vector has been shifted along its line of action to the endpoint of its moment
arm. The angular momentum diagram in Fig. 6 is obtained from Fig. 5 when
all the linear momentum vectors are rotated such that their moment arms are
aligned with the same line u. Then all the linear momentum vectors are oriented
vertically, either upwards or downwards.
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Fig. 5. Representation of the angular momenta of the linkage with the linear momen-
tum vectors and their respective moment arms about the common CoM in A0.

The angular momentum of each linear momentum vector can be found by
the graphical multiplication of lines for which the shown triangle of reference is
used with a height of L6 and a reference width equal to the moment arm of La

5 .
This results for each linear momentum vector into a diagonal line, which starts
at 0 at the location of the vector (i.e. at the end of the moment arm) and crosses
the vertical line H through A0 - the angular momentum axis - at the value of
its angular momentum.

For example, when La
2 is placed in the reference triangle at the location of

L6, which is shown in green, then the diagonal line of La
2 is found as the line from

the endpoint of La
2 to the endpoint of the triangle. Subsequently this diagonal

line is placed in the diagram at La
2 on line u and crosses the H-axis in point h,

which is the value of the angular momentum of La
2 .

To sum the resulting angular momentum values, the diagonal lines have been
vertically shifted such that each diagonal line starts at the height of the endpoint
of the previous diagonal line. Of the upward directed linear momentum vectors
the summed angular momentum is shown below A0 and of the downward directed
linear momentum vectors the summed angular momentum is shown above A0.
For the total sum of the angular momenta to be zero, the part above A0 must
be equal to the part below A0, which is verified by the circular arc about A0.
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Fig. 6. Angular momentum diagram obtained by rotating all the linear momentum
vectors such that their moment arms are aligned with the same line u. The angular
momentum of each vector is found by the multiplication of lines with the help of a
triangle of reference, gaining diagonal lines that intersect with the vertical angular
momentum axis H through A0 at the angular momentum values. The values of all
intersections sum up to zero for moment balance.

3 Conclusions

In this paper it was shown how the linear momentum and the angular momentum
of a linkage can be found graphically. As an example this was applied to verify the
shaking force balance and the shaking moment balance of a 1-DoF pantographic
linkage. The mass and inertia of each linkage element were modeled with two
equivalent masses to obtain a dynamically equivalent model with solely point
masses. The velocities of the point masses were derived graphically and the linear
momenta of the point masses were found by multiplying the velocity vectors
with their respective mass values. For force balance it was shown that the sum
of the linear momentum vectors form a linear momentum polygon. The angular
momentum was presented in an angular momentum diagram and showed to sum
up to zero for moment balance. The presented graphical method may be of help
to better understand the characteristics of force balance and, in specific, the
characteristics of moment balance for the development of a synthesis method for
moment balanced mechanisms. Extending the method to linkages with multiple
degrees of freedom and to spatial linkages is an interesting next step.
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Abstract. The paper presents the inverse dynamics of a medical parallel robot
used for shoulder rehabilitation, namely ASPIRE robot. Using the robot inverse
kinematics, the inverse dynamic model of ASPIRE is obtained in a closed form
using the principle of virtual work associated with the equivalent dynamic lump
masses of the experimental model. In addition, Siemens NX is used to perform the
kinematic and dynamic simulation for the parallel robot. The simulation results
are compared to those derived from the theoretic inverse dynamic model and the
comparison shows the validity of the mathematical model.
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1 Introduction

Stroke is stated to be one of the leading causes of death and most common cause of dis-
ability around the world with more than 13 million new cases annually [1]. Worldwide,
the average lifetime risk of stroke increased from 22.8% in 1990 up to 24.9% in 2016
[2]. These numbers are preconized to go even higher due to aging of the population and
it is stated that in 2030 the European medical system will become unable to provide the
medical personnel to help in the rehabilitation of the stroke survivors [3]. The rehabilita-
tion of a stroke survivor is usually performed by a kinetotherapist that helps the patient
in regaining the control of the impaired limb by performing repetitive rehabilitations
motion of the limb. Due to repetitive nature of the procedure, robotic assisted rehabilita-
tion devices have been largely discussed and implemented in the rehabilitation domain
[4–12].

NESM [13] is an exoskeleton used for shoulder and elbow rehabilitation using a
mobile platform. The robotic system consists of four active joints and it performsmotion
of adduction, abduction, flexion, extension, internal rotation and external rotation of the
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shoulder and flexion/extension of the elbow. ETS-MARSE [14] is a 7-DOF robotic
system for the rehabilitation of the upper limb. The robot uses 3 active revolute joints to
perform the shoulder rehabilitation, one active revolute joint for the elbow flexion and
extension, and another 3 active revolute joints for the pronation supination of the forearm,
radial/ulnar deviation and flexion/extension of the wrist. ParReEx [15] is a parallel
robotic system for elbow and wrist rehabilitation. The robot consists of two modules:
one 2-DOF module for elbow rehabilitation able to perform the flexion/extension of the
elbow and pronation/supination of the forearm, and another 2-DOF module for flexion,
extension, adduction and abduction of the wrist.

All the above rehabilitation systems have the similarity that during the rehabilitation
motion the patient is directly attached to the mechanical structure of the system. This
aspect implies that an extra attention should be paid to the safety of the patient during the
procedure. A safe behavior of a robotic structure may be achieved through a complete
understanding of the robotic structure from geometric, kinematic and dynamic point of
view. For an efficient and robust control of the robot during the rehabilitation procedure
the inverse dynamic model is necessary to be implemented in the control system of
the robot. Jezernik et al. [16] uses inverse dynamics representation via minimization
of the interaction forces to study the dynamic behavior of a rehabilitation robot during
the procedure. Abdellatif and Heiman [17] use the Lagrangian formalism applied to
a 6 DOF parallel manipulator in order to derive the dynamics of close-loop chains of
the manipulators. Plitea [18] uses the virtual work principle to compute the inverse
dynamics of a 5-DOFmodular parallel medical robot. The virtual work principle used in
the determination of the inverse dynamics has a high efficiency because it can eliminate
forces and internal joints in order to straight forward determine the forces or torques of
the robot.

This paper presents the inverse dynamic model of a parallel robot used in shoulder
rehabilitation using the virtual work method. The inverse dynamic model is computed
in order to validate the safe behavior of the robotic structure during the rehabilitation
procedure. The inverse dynamic model is validated by comparing results of the numer-
ical simulation of the analytical model in MATLAB compared with the results of the
kinematic and dynamics simulation of the experimental model using Siemens NX. The
second section of the paper presents the innovative parallel robot for shoulder rehabilita-
tion, followed by 3rd section which describes the inverse dynamic model of the structure
followed in Sect. 4 by the validation of the inverse dynamic model. The conclusions of
the work are presented in the 5th section.

2 Innovative Parallel Robot for Shoulder Rehabilitation

ASPIRE is a parallel robotic structure for shoulder rehabilitation, with modular con-
struction and is presented in Fig. 1 [8, 19]. First module of ASPIRE is a 3DOF relatively
simple spherical mechanism that complies with the rehabilitation task by performing the
flexion, extension, adduction, abduction, pronation and supination of the shoulder. The
second module is a serial mechanism that allows the vertical repositioning of the entire
robot in order to fit various anthropomorphic characteristics of patients. The mechanism
is actuated by translational active joint q4 and it is used before the medical procedure
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in the set-up phase of the robot. The coordinate system of the robotic structure OXYZ
is placed in the center of the spherical defined motion having the Z axis aligned verti-
cally (parallel with the longitudinal plane of the patient) and the Y axis parallel with
the coronal plane of the patient. The spherical mechanism is composed of two circular
guides (G1 and G2) that constrain the motion of the final link to a motion on the surface
of a sphere of radius R. The mechanism is actuated by two revolute active joints (q1 and
q2). Joint q1 moves the circular guide G1 that slides along circular guide G2 in order to
obtain the flexion and extension motion of the shoulder, in the same time q2 moves the
circular guide G2 that slides along G1 to obtain the adduction and abduction motion of
the shoulder. The passive revolute joint rf is necessary to allow motion of both slides in
the same time. The 3rd DOF is q3 axis, a revolute active joint that allows the pronation
and supination of the forearm mechanism, it is an independent axis that does not affect
the kinematics of the spherical mechanism.

Fig. 1. Kinematic scheme of ASPIRE Fig. 2. ASPIRE experimental model

According to the Fig. 1 the inverse kinematics of the ASPIRE robotic structure was
analyzed [19]. Themotion of the robot can be described using two rotations: one rotation
around OZ axis, namely R1 with the angle ψ and the other one around OY namely R2
with the angle θ. The center of the sphere is defined as O(0,0,0) and the initial position
of the human arm is as U0 = [

R 0 0
]
. The final correspondence between θ, ψ and the

ASPIRE active joints is:
{
q1 = atan2(sin(ψ), cos(ψ))

q2 = atan2(sin(θ), cos(θ))
(1)

3 The Inverse Dynamic Model of ASPIRE

The definition of virtual work principle states that a mechanism is under dynamic equi-
librium only if the total virtual work developed by all external, internal and inertia forces
vanish during any virtual displacement [8]. The inputs of the inverse dynamic algorithm
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are the motion laws of the last link of the robot, the inverse kinematic model of the robot
and the mases of the robot elements while the outputs are the forces/torques at the level
of actuators. In order to determine the inverse dynamic model, the following moving
elements of the robot have been considered (Fig. 2): (1) is the motor of q1 axis of mass
M1, (2) is the gear box of (1) having the mass M2, (3) and (8) are the timing-belts of q1
and q3 with the mass M3, (4) is the first part of the vertical shaft with mass M4, (5) is
lower part of G2 circular guide with the mass M5, (6) is the element sliding along (21)
with mass M6, (7) is the motor of q3 with the mass of M7, (9) is the support for the q3
motor with mass M9, (10) is the patient palm support with mass M10, (11) is the revolute
joint between the circular guides with mass M11, (12) is the forearm rest with the mass
M12, (13) is the sliding rod for the forearm rest with mass M13, (14) is the adjustment
mechanism for the forearm rest with mass M14, (15) is the shoulder rest with mass M15,
(16) is the G1 circular guide with mass M16, (17) is the upper part of the vertical shaft
with mass M17, (18) and (26) are the connecting elements of the vertical shaft with mass
M18, (19) is the circular part of the vertical shaft with mass M19, (20) is the connector
of the shoulder rest with mass M20, (21) is the upper part of the slide G2 with mass M21,
(22) is the shaft of gearbox (23) of motor (24) with mass M22, M23 respectively M24
and (25) is the support of the circular guide G2 with mass M25. In order to develop the
inverse dynamic model, two simplifying hypotheses were used: use of lumped mases
and neglection of friction forces. For using the masses of the moving components, a
simple way is to concentrate them into one or several points of the component (e.g. a
bar of length l and mass M has the dynamic equivalent of three points, two of equal
mass, placed at the ends of the bar computed mA = mB = 1/6 ·M, and the point in the
middle is computed using mC = 2 ·M/3). For the components of ASPIRE structure, 41
equivalent masses resulted (Fig. 3).

Fig. 3. Concentrated mases of ASPIRE elements
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m1 = M1; m2 = M2; m3 = M3; m4 = m35 = M4/6; m5= 2 · M5/3; m6 = M6; m7 = M7;
m8 = M3; m9 = m30 = M9/6; m10 = m28 = M10/6; m11 = M11; m12 = M12; m13 = M13;
m14 = M14;m15 = M15; m16 = m38 = M16/6; m17 = m19 = M17/6; m18 = m26 = M18;

m20 = M20; m21 = m32 = M21/6; m22 = M22 + M25/6; m23 = M23; m24 = M24;
m25 = M25/6; m27= 2 · M10/3; m29= 2 · M9/3;m31 = m39 = M5/6; m33= 2 · M16/3;

m36= 2 · M4/3;m40= 2 · M25/3; m41= 2 · M17/3
(2)

The coordinates of the concentrated mass points are given in Eq. 3 (Fig. 4).

Fig. 4. Geometric parameters of ASPIRE
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Following the principle of the virtual displacements, the virtual work is defined

using δW = δqT · τ +
41∑

i=1
δXT

Mi ·
(
TTr
i + Tg

i

) = 0, i = 1 ÷ 41. Where δqT · τ is the

virtual work of all actuating forces and torques (τ = [τ1, τ2]) and
41∑

i=1
δX T

i · (
TTr
i + Tg

i

)

represents the sum of the virtual work computed from the inertial and gravitational forces
of the equivalent system divided into 41 lumped masses. The matrices of the inertial and
gravitational forces are:

TTr
i = −

⎡

⎣
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i 0 0
0m∗

i 0
0 0 m∗

i

⎤

⎦

⎡

⎣
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Ÿi

Z̈i

⎤

⎦; TTr
i =

⎡

⎣
−m∗

i Ẍi
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i =
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0

−m∗
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⎤

⎦, i = 1 ÷ 41 (4)

The velocity vector of the 41 lumped masses is computed using equation ẊPE =
JE · q̇, Ẋmi = Ji · q̇, i = 1÷ 41. The acceleration vector: ẌPE = JE · q̈+ J̇E · q̇, Ẍmi = Ji ·
q̈ + J̇i · q̇, i = 1 ÷ 41, and the virtual displacement is defined for the 41 lumped masses
using: δXmi = Ji · δq, i = 1 ÷ 41 and its transpose δXT

mi
= δqT · JTi , i = 1 ÷ 41.

By substituting the above equations in the expression of the virtual work it yields to

δW = δqT ·τ−
41∑

i = 1
δqT · JTi ·Mi · (Ẍmi+vg) = 0 and by simplifying, the actuator torque

vector is obtained: τ = J · M ·i (X + v).

4 Simulation Results and the Inverse Dynamic Model Validation
Using Siemens NX

In order to validate the theoretic inverse dynamic model of ASPIRE, a flexion/extension
and an adduction/abduction rehabilitation motion were selected and given as inputs of
the numerical simulation using MATLAB [21] and in the same time of the graphical
simulation using the experimentalmodel ofASPIREdeveloped in SiemensNXdisabling
the friction forces and enabling the gravitation during the simulation. For the simulation
of the flexion/extension motion the motion was [−50°, 50°], while for the adduction
abduction the motion [−42°, 68°] was used.

Using isolated rehabilitation motions (flexion/extension and adduction/abduction)
only axis q1 and q2 were moved one at a time while the axis q3 remained still recording
zero motion and was excluded from the graphical representation. The obtained results
from both simulations were overlapped in a graphical representation (Fig. 5) showing
good correlation between the curves of the torques obtained in NX and the ones obtained
in MATLAB and in the same time the maximum error between from the two approaches
was 8.17% for the first trajectory and 6.78% for the second trajectory, validating the
mathematical dynamic model of the ASPIRE parallel robot. The experimental model of
ASPIRE is presented in Fig. 6.
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Fig. 5. Simulation results of the rehabilitation motion (trajectory 1 and trajectory 2)

Fig. 6. The experimental model of ASPIRE

5 Conclusions

The paper presents the inverse dynamics of a parallel robot for shoulder rehabilitation.
The inverse dynamic model of the robot was determined using the virtual work principle
with equivalent mass of the components. The inverse dynamic model was validated by
simulating real rehabilitation motions (flexion/extension, adduction/abduction) in two
virtual environments and by comparing the results obtained from both simulations. An
analytical solution of the invers dynamic model was finally obtained in a fast computing
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algorithm enabling its easy implementation in the control system of the robot. The
developed dynamic model will be used in the control of ASPIRE for the implementation
of assistive and passive-assistive strategies.
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Abstract. Human walking has been intensely studied, but it is diffi-
cult to reproduce on humanoid robots that maintain awkward move-
ments. Three main difficulties exist. (i) Different joint kinematics and
size between humans and robots. (ii) A rolling motion of the foot which
is often impossible to execute with humanoid robots that walk with their
feet flat. (iii) A difference in the dynamic model of a robot compared to a
human that makes a copy of a human movement lead to unstable walking.
In order to take into account the first two difficulties, the specifications
for reproducing human movements are adjusted. To ensure stability, a
previously developed dynamic model called Essential Model is used. The
zero moment point (ZMP) is imposed, and the horizontal evolution of
the centre of mass (CoM) is computed to satisfy the ZMP.

Keywords: Humanoid robot · Human-like walking · Center of mass ·
Zero moment point · Essential model

1 Introduction

Humanoid robots are complex mechatronic machines due to their numerous
degrees of freedom, physical characteristics such as their weight, the limitations
of their actuators, the unilateral constraints with the ground etc. To design
walking motions is a complex challenge [1]. To overcome these difficulties, many
researchers define the walking motions by using the linear inverted pendulum
(LIP) model [2]. This model is efficient to obtain walking motions, but the result-
ing gait is not very human-like and the dynamic influence of the different bodies
of the humanoid robot is not taken into account. Several approaches to imitate
the human motion have been developed. For example a walking gait based on
human-like virtual constraints has been investigated in [3] for the robot Nao.
Sakka, who carried out a work about the imitation of human motion with Nao,
also performed this type of study [4]. However, their approach does not consider
the constraints on the ZMP trajectory, which are essential for stability.
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The purpose of this work is to design a periodic walking motion with single
support (SS) and double support (DS) phases, which is based on the Essential
model [5] for Romeo - a humanoid robot with n = 31 generalized coordinates.
The trajectory of the ZMP is imposed, the horizontal position of the CoM is
free to adapt to the ZMP evolution. The CoM is thus computed from this ZMP
evolution. The original contribution is that the remaining n − 2 generalized
coordinates are prescribed by using trajectories inspired from human walking
data. The recorded human motions are approximated by sinusoidal functions of
time.

The paper is outlined as follows. The main characteristics of human walking
are presented in Sect. 2. A reference walking motion based on human data is
presented in Sect. 3. This section highlights the necessity of the Essential model ,
which is then detailed in Sect. 4. The cyclic walking motion is stated in Sect. 5.
Numerical results are analyzed in Sect. 6. Section 8 offers our conclusions and
perspectives.

2 Study of Human Walking

Duration of Different Phases: Human walking can be decomposed according to
important events that occur during the walking. A gait cycle consists of two
steps. The duration of different phases is measured as a percentage of a cycle
duration. The percentage of DS phase varies from 9 to 17% depending on the
age and velocity of the human [6] (Fig. 1).

Fig. 1. SS and DS phases duration, measured as percentage of complete cycle.

Step Placement: The step length and width vary widely depending on morphol-
ogy and age. For a young healthy adult the step length varies widely (from
0.40 to 0.80 m for larger velocities), same as the step width (from 0.125 to
0.22 m, with width decreasing for larger velocities) [6,7].

CoM Trajectory: Human CoM trajectory is close to a sinus in longitudinal,
transverse and vertical directions [6]. The magnitude and period of oscillations
in transverse direction vary with speed [8]. In vertical direction the magnitude
of the oscillations increases with velocity and is equal to about 2% of body
height.

ZMP Trajectory: The ZMP (Zero Moment Point) goes from the heel to the tip
of each foot [9], which corresponds to the rolling motion of the feet and the
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mobility of the human sole. The trajectory of the ZMP changes depending
on the footwear of the human [10].

Swing Foot Motion: The motion of the swing foot can be separated in two com-
ponents, the trajectory of the swing foot as a whole and the orientation of the
sole. We observe nearly vertical landing and takeoff trajectories, with most
of the horizontal movement performed in the middle of SS.

Trunk Motion: The trunk, which represents 60% of the weight, has significant
angular oscillations [11]: in the saggital plane, the amplitude is of about 2◦

around the equilibrium position (which varies with the walking velocity but
is typically between 5 and 13◦, leaning forward). In the frontal plane, the
oscillations amplitude varies from 3 to 6◦ depending on the velocity.

Hip Motion: The oscillations of the hip and the basin allow to make bigger steps,
to smoothen the trajectory of the CoM. The amplitude of the oscillations
around the vertical axis is of about 10◦ [6].

Arm Swing: The arm swing in human locomotion is speculated to be useful to
reduce the contact wrench on the support foot, as well as the global cost of
walking [12,13].

.

3 Human Trajectory and Humanoid Robot

Once the human trajectories are found, they can be applied to a humanoid robot.
However, that does not give a viable walking motion. Romeo is a prototype
platform issued by company Softbank Robotics, see Fig. 3 a). It is 1m 47 tall,
weighs 36 kg and features 31 degrees of freedom groups into the configuration
vector q. The duration of the DS phase is chosen to be close to 12% of the
cycle duration 2 · T , where T = TDS + TSS , TDS = 0.15 s and TSS = 0.60 s are
the durations of the DS phase and SS phases. It is impossible to achieve a step
size of 0.75 m as what is observed for humans, because the pelvic rotation and
rolling motion of the stance foot is necessary for these larger steps, see [14]. It is
necessary to adapt the parameters of trajectories for Romeo. The step width is
chosen to be 0.20 m to satisfy a safe clearance between Romeo’s ankles. The step
length is chosen in the range 0.15 to 0.20 m, which corresponds to a 0.30–0.40 m
displacement of the swing foot and a velocity of 0.83 to 1.1 km/h. A summary
of the other adaptations is shown in the following Table 1. We approximate
most periodic functions by a sinus to have a simple model that is infinitely
differentiable.

Once we have adapted the human walking motion to the n = 31 variables of
Romeo, we tried to run it on the robot model. Due to differences in dynamics, the
ZMP position resulting from these trajectories will not satisfy the equilibrium
condition. We checked that the ZMP trajectory is outside the support polygon,
as is visible in Fig. 2

To solve this problem, we need to impose the ZMP trajectory instead of the
CoM by using the Essential model first introduced in [5].
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Table 1. Main parameters of the trajectories for Romeo

Variable Period Mean value Magnitude Phase

Motion
along Z of
the CoM

T 1.12 (leg length) About 2% of height Minimum
in middle
of DS

Motion
along X of
the CoM

Linear
progression

− − −

Motion
along Y of
the CoM

T 0 About 2% of height Zero
around
80% of DS

Trunk roll T 0 5◦ Minimum
in middle
of DS

Trunk pitch T 6◦ 2◦ Maximum
at
beginning
and end of
DS

Swing foot
height

Cycloid 2T –

Swing foot
pitch

Cycloid 2T – −20◦ to 81◦ Minimum
right after
impact

Fig. 2. ZMP (multicolored) obtained if the human COM motion (in green) is applied
to the robot Romeo.

4 Essential Model

Instead of imposing as many trajectories as there are degrees of freedom (DoFs),
we will leave two DoFs to allow for a better placement of the ZMP. Since the
relation between ZMP and CoM is considered as a determining feature of human
gait [2,15], and the positions of CoM and ZMP are strongly linked, we choose
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to “set free” the horizontal coordinates rf = (x, y) of CoM in order to adapt to
the imposed trajectory of the ZMP.

To take inspiration from the human motion, let us introduce r ∈ R
31×1:

r = (rf , rc)� = (x, y, z(t), xf (t), yf (t), zf (t), ψf (t),

θf (t), φf (t), ψtr(t), θtr(t), φtr(t), q13(t), · · · , q31(t))�.
(1)

We define rc as the vector of the 29 variables of r for which the trajectories
are imposed. z(t) defines the desired altitude of the CoM. xf (t), yf (t), zf (t) and
ψf (t), θf (t), φf (t) describe the desired position and desired orientation of the
free foot, and (ψtr, θtr, φtr) give the desired orientation of the torso link. The
upper-body variable joints are defined by q13 to q31. The desired motion for rc(t)
is defined based on human motion as summarized in Table 1.

The robot configuration can be defined by the vector q or r and a geometric
model can be built. Let q = g(rf , rc), q̇ and q̈ are deduced thanks to the kinematic
models as follows:

q̇ = Jf ṙf + Jcṙc, q̈ = Jf r̈f + J̇f ṙ2f + Jcr̈c + J̇cṙ
2
c . (2)

Here Jf ∈ R
31×2 and Jc ∈ R

31×29. In the current study the evolution of rc is
chosen as a function of time, thus the joint evolution can be expressed as function
of rf , ṙf , r̈f and t only:

q = gt(rf , t), q̇ = Jf ṙf + v(t, rf ), q̈ = Jf r̈f + J̇f ṙ2f + a(t, rf , ṙf ). (3)

Fig. 3. a) Photography of Romeo. b) Illustration of the global equilibrium.

To evaluate the feasibility of a walking trajectory, it is necessary to calculate
the effects of external forces acting on the humanoid robots. The origins of these
external forces are the gravity force F g and the ground reaction forces acting
applied on each foot Fig. 3 b). The resulting effect of the ground reaction is
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defined by the wrench ∈ R
6×1 (F 0,M0)� = (Fx, Fy, Fz,Mx,My,Mz)� in a

reference frame Σ0. The global equilibrium of the robot can be written as:
(

F 0

M0

)
=

(
AF

AM

)
q̈ +

(
dF (q, q̇)
dM (q, q̇)

)
(4)

where q ∈ R
31×1 is the joint vector of the robot.

Using Eq. (3), the global equilibrium (4) can be rewritten:
(

F 0

M0

)
=

(
AFr(t, rf )
AMr(t, rf )

)
r̈f +

(
dFr(t, rf , ṙf )
dMr(t, rf , ṙf )

)
(5)

Let p = (px, py, 0)� be the global zero moment point (ZMP). Its coordinates
px and py satisfy:

Fzpx + My = 0, Fzpy − Mx = 0. (6)

(px, py) must be inside the convex hull of support for all times in order to satisfy
the dynamic equilibrium condition [16]. To be sure to find a periodic motion that
satisfies the equilibrium condition, we choose a desired evolution (px(t), py(t))
of the ZMP. During the SS phase the desired motion of the ZMP is a function
of time to define a migration of the ZMP from the heel to the toe of the stance
foot. In DS phase the desired motion of the ZMP is defined by a linear evolution
form the final position of the ZMP at the end of the SS phase on the stance
foot, until the initial position of the ZMP at the beginning of the SS on the next
stance foot. Using Eq. (6), and using the 3th, 4th and 5th lines of (5), we obtain:

(AFrz(t, rf )r̈f + dFrz(t, rf , ṙf )) px(t) + AMry(t, rf )r̈f + dMry(t, rf , ṙf ) = 0
(AFrz(t, rf )r̈f + dFrz(t, rf , ṙf )) px(t) − AMrx(t, rf )r̈f − dMrx(t, rf , ṙf ) = 0

(7)
that isolates the essential characteristic of the walking that is the relationship

between the ZMP and the CoM. Solving of Eq. (7) gives the Essential model
describing the acceleration of the horizontal positions x and y of the CoM, that
are defined to achieve to an imposed evolution of the ZMP:

r̈f = f(rf , ṙf , t, px(t), py(t)). (8)

By integration of (8) from initial conditions we can calculate the current
values of ṙf , i.e ẋ, ẏ, and rf , i.e x, and y. To sum up, the evolution of x and
y is not imposed in order to allow them to adapt to the imposed evolution of
the ZMP. With this strategy to define a reference trajectory of walking, which
is based on the Essential model (8) and rc(t), no approximations are made to
the dynamic model when designing the humanoid walking. The method ensures
the feasibility of a walking trajectory from the point of view of the condition
on the ZMP. The choice of z(t) of the CoM allows to satisfy the positivity of
the vertical component of the resultant ground reaction force during the walk-
ing. The condition of no slipping can be checked based on the knowledge of r̈f
and z̈.
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Then the torques required to produce the motion have to be calculated.
During the SS phase, considering the stance foot motionless on the ground, we
can define the dynamic behavior of the robot:

τ = Ar(t, rf )r̈f + dr(t, rf , ṙf ) (9)

In DS phase effort
(

Fext

Mext

)
are applied on the second leg, (9) becomes

τ = Ar(t, rf )r̈f + dr(t, rf , ṙf ) + J�
ext

(
Fext

Mext

)
. (10)

The global equation gives the global reaction force F 0, M0, but the distribution
on both legs is free and will modify the actuation torque. During double support,
the global ZMP is the barycentre of the two local ZMPs on each foot, this
implies that the global ZMP and the local ZMPs are aligned. The evolution of
the global ZMP is chosen in order that during all the DS, the two local ZMPs
keep a constant pose corresponding to the final pose of the ZMP in SS : p5, and
the initial pose of the ZMP for the next SS : p2. We can calculate the vertical
reaction force on leg 1 and 2 F1z and F2z by solving this system:

p1xF1z + p2xF2z

F1z + F2z
= px

p1yF1z + p2yF2z

F1z + F2z
= py

(11)

To avoid slipping, the ratio between tangential and normal force for the global
equilibrium is conserved for each leg. The components F1x, F1y, F2x, and F2y

are calculated to satisfy:

F1x

F1z
=

F2x

F2z
=

F1x + F2x

F1z + F2z

F1y

F1z
=

F2y

F2z
=

F1y + F2y

F1z + F2z

(12)

By using (11) and (12) we find Mz = M1z + M2z. The moment around the z
axis is also share between the two legs using a similarly distribution to the force
components (12) as follows:

M1z

F1z
=

M2z

F2z
=

M1z + M2z

F1z + F2z
(13)

5 Periodic Walking

The target walking motion is periodic, with a step that is composed of SS phase
and a DS phase. There is no impact at the end of the SS phase. To find the
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walking motion a boundary problem is solved as follows. The algorithm starts
from an initial guess of CoM position and velocity (x(t0), y(t0), ẋ(t0), ẏ(t0)) at
the start of DS phase. The condition for periodicity is

(x(t0), y(t0), ẋ(t0), ẏ(t0)) = (x(t0 + T ), y(t0 + T ), ẋ(t0 + T ), ẏ(t0 + T )) (14)

tacking into account the change of the reference frame when the two legs switch
their role just after the end of the current step. So ẋ(t0 + T ), ẏ(t0 + T ) are the
initial velocities of the CoM in DS of the next step. The boundary value problem
is, what are x(t0), y(t0), ẋ(t0) and ẏ(t0) such that after integration of (8) over
the time interval [t0, t0 + T ] the cyclic condition (14) is satisfied.

6 Numerical Results

We obtained a cyclic trajectory for a step size of 0.15 m, all other parameters
being the same as described in Table 1. A stick-diagram over one cycle of this
cyclic walking motion is presented Fig. 4 and Fig. 5.

We observe on Fig. 4 that the COM trajectory is oscillating in the Y direc-
tion a lot more than what is typical for human walking. This difference can be
explained by the slightly larger step width (necessary because of geometric con-
straints on Romeo) and the overall slower walking velocity. Indeed, the slower the
walking gait, the closer it gets to semi static, and the larger the COM oscillations
in Y direction [7].

This result can be compared to the “raw” ZMP trajectory based on a human-
like COM trajectory without constraints on the ZMP, as presented on Fig. 2. It
is obvious that this trajectory would not be viable, as the ZMP trajectory is
outside of the convex hull of the foot during single support phase. This proves the
relevance of the approach used with the Essential Model, imposing constraints
on the ZMP position rather than COM allows to achieve a dynamically stable
walking motion.

Fig. 4. Obtained COM trajectory (in blue) for the imposed human-like ZMP trajectory
(multicolored), compared to a typical human COM trajectory (in green).
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Fig. 5. Stick-diagram of a walking.

7 Effect of ZMP Evolution on Torques

The results presented above correspond to an evolution of the ZMP going from
the heel to the tip of each foot (see Fig. 4). The torque at the ankle is directly
affected by the pose of the ZMP. It can be seen in Fig. 6 (2nd image), that the
propulsive torque is low at the beginning of the step. As a consequence, a high
propulsive torque is required at the knee joint (Fig. 6 (3th image). In fact this
high torque exceeds the limits of the actuator (shown in dotted line) of the robot
Romeo. We explored the effect of the influence of ZMP evolution. The results
show that a modification of the ZMP trajectory influences the torques in the
support knee and in the support ankle. A ZMP that has a constant position in

Fig. 6. Joint torques (N.m) versus time (s): comparison of the torque in the lower part
of the robot for two cyclic trajectories with a step size of 0.20 m and a period of 0.75 s.
The trajectory in green is with a human like ZMP evolution in DS, and the trajectory
in blue has a ZMP constrained to the front of the foot.
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front of the foot allows a higher propulsive force at the beginning of the SS, and
thus allows to decrease the propulsive force at knee, and then produce a knee
torque compatible with the actuator of Romeo.

8 Conclusions

We developed a 3D cyclic walking motion for a humanoid robot, Romeo. Each
step is composed of a SS phase and a DS phase. The design is based on the use
of the Essential model that ensures the feasibility of the motion by satisfying the
ZMP condition, which is the hardest constraint to meet. The other generalized
variables of the robot are defined as smooth periodic functions of time taking
inspiration from human walking motions. A dynamic model and the global equi-
librium of the robot prove that the obtained walking motions are valid. The
perspectives are to complete the cyclic walking motions with a starting phase
and a stopping phase and to test a set of walking motions with an experimental
platform.
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Sailing/Coasting Enabled by Mechatronic
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Abstract. Engine start quality and seamless engine start/stop are key elements
of drive quality and customer acceptance in today’s electrified propulsion archi-
tectures. Two novel mechatronic devices have been created for premium engine
start/stop. One concept uses amotor/generator in place of the traditional alternator,
coupled to a mechatronic switching device for selectable geared or belted oper-
ation of the motor/generator. The second starter concept uses a two-speed gear
scheme inserted between the starter motor and crankshaft flywheel for smooth
engine starts. In the present work, the use of these starter devices in vehicles with
sailing/coasting mode as well as in mild hybrid propulsion systems is described.
Sailing/coasting mode of operation is enabled by the quick engine re-start capa-
bility of these starters allowing seamless switching between fuelled and unfuelled
engine operation. This could reduce fuel consumption by about 3–6% on the
NEDC driving cycle, without regenerative braking. One may further hybridize the
propulsion system by adding a battery for storing regenerative braking energy.
Using such an architecture, a 6–8% fuel economy improvement on theWLTP cer-
tification driving cycle may be achieved, depending on voltage and power levels
implemented, as well as energy storage systems included.

Keywords: Starter · Start/stop ·Mild hybrid · Sailing · Coasting

1 Introduction

Transportation is the source of approximately 25% of greenhouse gas (GHG) emissions
worldwide [1]. Light or mild electrification (under 50 V) of the propulsion system is
one approach to reducing GHG. It appears to have mass-market potential because of the
favorable value proposition it offers. Smooth, fast engine starts are critical elements of
such mild hybrid systems.

A start/stop system switches off the engine when the vehicle comes to a stop, thereby
eliminating the consumption of fuel and the release of emissions during engine idling.
However, this creates the need for fast engine restart systems to achieve satisfactory
tip-in response when the driver depresses the accelerator to drive away. Prior work in
start/stop systems are as follows. Wellmann et al. [2] perform an assessment of various
start/stop systems and investigate the delay in tip-in response and launch performance
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when the driver depresses the accelerator when the engine is off. Storey et al. [3] describe
experiments to study the difference in particulate mass emissions for GDI engines with
and without start/stop systems. Xu et al. [4] present a coupled magnetic-thermal model
to study the reason for the damage of the starter motor of a start/stop system of a city
bus. Wishart et al. [5] describe the testing of idle-stop systems to see whether real-
world fuel savings of such systems are in line with those predicted by the EPA fuel
economy certification cycles. Inglis et al. [6] describe a novel start/stop system that
injects compressed air into appropriate cylinders in the engine to get the engine spinning
before it is fueled and sparked. Henein et al. [7] study the operation of engine starts and
stops in electrified propulsion systems with a focus on the effects of engine temperature
on engine cranking torques and start-up emissions. Costlow [8] describes advancements
in lead-acid battery technology, in particular, enhanced flooded batteries and absorbent
glass mat batteries, driven primarily by the projected growth in start/stop system market
volumes.

Fonseca et al. [9] quantify the CO2 potential of start/stop systems by comparing
two diesel-powered vehicles in urban driving conditions. Tamai et al. [10] describe a
36 V belted alternator starter system with a 7 kWMGU installed on a 1.9L four-cylinder
engine, delivering 12–14% fuel economy improvement on the FTP city cycle and about
1% improvement on the FTP highway cycle. Canova et al. [11] describe the creation of
a nonlinear control algorithm to execute smooth stops and restarts on a diesel engine,
wherein the cranking torques are much higher than for a gasoline engine due to the
higher compression ratio. Raghavan and Balhoff [12] describe a 12 V belted alternator
starter system that can execute engine start/stop functions as well as improve engine
responsiveness by means of torque addition to the driveline during transient maneuvers.
Raghavan [13] investigates various light electrification architectures ranging from 12 V
start/stop systems to 48 V electrified transmissions, to assess their optimality when
applied to a range of vehicle types and motor/generator locations. Raghavan et al. [14,
15], investigate engine start quality, NVH, and cranking speed, and present experimental
data showing that faster cranking is better.

The present work describes how two new starter concepts that yield fast, smooth
engine starts, may be integrated into propulsion architectures to yield fuel economy
improvements via sailing/coasting and mild hybridization.

2 Mechatronic Starters for Fast, Smooth Engine Starts

This section begins with a brief description of these two novel starters created for quick
engine starts. They are described in considerable detail in Raghavan [15]. In the present,
the key points regarding these starters are summarized to provide the reader with context
for the following section on Sailing/Coasting. The first of the two proposed starter
concepts is shown in Fig. 1 and is comprised of a motor/generator mounted on the
engine, which can be selectively connected to either the gears on its left side (dashed
rectangle) or to the accessory belt sprocket (with clutch) on its right side. Thus, the
motor/generator can be either geared or belted to the crankshaft with very different
ratios, allowing for either geared starter cranking or belted driveline hybrid operation
(regenerative braking, torque boosting, etc.) This device provides better starts than a
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traditional starter because the motor/generator can be designed to be five to ten times
more powerful than a starter motor.

Fig. 1. Engine with a geared/belted mechatronic starter

Fig. 2. Engine rpm for conventional vs. two-speed starter

The second starter of interest is comprised of a two-speed geartrain inserted between
the starter motor and the crankshaft flywheel. By starting the cranking process with a
high gear ratio and then switching to a lower ratio once the engine is rotating, the starter
motor is able to crank the engine to a higher than normal rpm prior to ignition. This
results in quieter starts. The details of operation of this starter are presented in Raghavan
[15], and the resulting output crankshaft speed is shown in Fig. 2.



366 M. Raghavan

The following section describes how this fast start capability may be harnessed to
achieve eco modes such as sailing/coasting which result in improved fuel economy with
minimum additional cost to the driveline.

3 Application to Sailing/Coasting and Mild Hybridization

Of the two proposed starter systems, the first one enables a considerably faster start,
but with the added cost of the alternator being replaced by a motor/generator unit.
Additionally, a bi-directional tensioner must be added to the front-end accessory drive
belt, in order to allow driveline torque boosting operation as well as belted engine starts.
In contrast, the second proposed starter enables smooth starts by cranking the engine to
a higher rpm prior to ignition. In this case, the added cost is that of the two-speed gearset
in place of the single ratio gearset of the conventional starter.

The terms “sailing” and “coasting” are used interchangeably and refer to the mode
of operation when the engine is shut off and disconnected to minimize engine drag
losses during decelerations. This is popular in Europe and China with the high penetra-
tion of manual transmissions. When the engine is decoupled from the driveline during
coasting, one possible operating strategy is to keep the engine running at idle for quick
re-engagement to the drivelinewhen the driver demands acceleration. This idle operation
of the engine during coasting continues to use fuel. The proposed concepts in this paper
get around this problem, as they enable ultra-fast re-starts and thus potentially allow one
to maximize the true “engine off” time periods during coasting, thus maximizing fuel
economy. Coasting may be thought of as a vehicle transient state between cruising and
braking. The various sailing/coasting modes of operation are shown in Fig. 3.

A typical drivingmaneuver is divided into 6 sections ormodes. Inmode 1, the vehicle
is initially stopped (perhaps at a traffic light) with the engine in Auto Stopmode. Inmode
2, the driver releases the brake pedal and depresses the accelerator pedal. The engine

Fig. 3. Sailing/coasting
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Fig. 4. Fuel consumption with sailing/coasting on a certification driving cycle

starts and provides torque to accelerate the vehicle as indicated by the linearly increasing
speed. Once the vehicle reaches the desired cruising speed the driver reduces pressure on
the accelerator allowing the vehicle to sail/coast in mode 3. The engine remains on but is
disconnected from the driveline. In mode 4, the sailing/coasting operation is continued,
but with the engine disconnected and shut off. In mode 5, the driver depresses the brake
pedal to slow the vehicle down as needed. In mode 6, the vehicle continues to slow
down, but with the starter ready to make a quick engine re-start in case of a “change of
mind” situation, wherein the driver decides to increase speed instead of slowing down
(as when a traffic signal turns green). If this change of mind situation does not occur the
vehicle comes to a complete stop at the end of mode 6.

Figure 4 shows how the sailing/coasting mode may be used to save fuel on the
modified NEDC certification driving cycle. The so-called modification refers to the per-
missible deviations from the NEDC cycle as required by the sailing/coasting maneuvers.
The black line indicates stipulated vehicle speed on the originalNEDCdriving cycle. The
blue line indicates how the sailing/coasting mode may be used to approximate the sharp
decelerations on the stipulated driving cycle with more gradual coasting maneuvers.
This allows one to save fuel as indicated by the differences between the red curve (fuel
rate for stipulated vehicle speed) and the green curve (fuel rate for the sailing/coasting
approximation). Note that the green fuel rate drops to zero during the sailing/coasting
portions while the red curve remains non-zero on these portions. Conservative estimates
suggest that this type of sailing/coasting on the NEDC driving cycle could save about 3–
6% of the fuel consumed. This does not require a large additional battery, as regenerative
braking energy is not stored for this mode of operation.

Prior mention was made of the ability of the motor/generator-based starter concept
in belted mode to execute super-fast restarts and thus maximize fuel savings while
ensuring adequate acceleration response. Experimental data backing up this claim are
shown in Fig. 5, where one may see engine rpm plots for a fired engine start using
the motor/generator (blue) and the conventional starter (red) on a port fuel-injection
equipped engine. The engine rpm ramp rate achieved with the motor/generator unit far
exceeds that of the conventional starter, resulting in a 400 ms faster spin up to 550 rpm.
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Fig. 5. Motor/generator vs. a conventional starter

Moving on from sailing/coasting, one may go a step further in mild hybridization by
making the additional investment in a battery for storing regenerative braking energy.
This leads to additional fuel economy gains.When themotor/generator unit of the starter
is coupled to a 120 Wh Li-ion battery, such a system, with optimal (energy loss mini-
mization) supervisory powertrain control, can yield 6–8% of fuel economy improvement
on the WLTP driving cycle [12]. Figure 6 shows simulation plots of cumulative battery
regeneration energy (i.e., a summation of energy flow into the battery) during theWLTP
driving cycle, for a 1350 kg. passenger vehicle equipped with this system. The red curve
shows the results of a 12 V implementation of such a system and the blue curve shows a
48 V implementation. The black curve is the vehicle speed trace during theWLTP cycle.
Overall, approximately 1000 to 1200 kJ of regenerative braking energy is captured in
the battery during the driving cycle, using a blended braking system comprised of elec-
trical and friction braking. This energy, when utilized in the propulsion system to offset
12 V electrical loads as well as for driveline torque boosting (i.e., exerting electrical
torque on the crankshaft via the motor, in place of mechanical torque from the engine),
results in the above-mentioned fuel savings. This has been confirmed experimentally on
instrumented test vehicles.

Fig. 6. Cumulative regenerative braking energy into the battery for WLTP
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4 Conclusion and Future Work

The present study has investigated the use of two novel fast mechatronic starters for sail-
ing/coasting operation wherein the engine is disconnected and shut off during vehicle
deceleration. The fast starters allow quick engine re-start and re-connection to the drive-
line in response to driver power demand. The use of this sailing/coasting mode of oper-
ation could save about 3–6% fuel on the NEDC driving cycle. Beyond sailing/coasting,
onemay further increase the level of mild hybridization by adding a battery for regenera-
tive braking energy storage. In such an architecture, the motor/generator-based starter, in
belted mode, enables hybrid functions such as torque boosting and regenerative braking
to achieve a 6–8% improvement in fuel economy on the WLTP driving cycle. Further-
more, it is likely that a quicker engine start executed in the belted MGU mode, requires
less injected fuel and consequently produces less emissions. However, this aspect has
not yet been investigated in the present study and could be the subject of future research.
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Abstract. Robot Operating System (ROS) is widespreading framework
allowing researchers to create functional control environments for robotic
systems. But one of the main problems connected with ROS installation
is its distribution actually snapped almost explicitly to Debian/Ubuntu
Linux and their package bases for x86 and ARM architectures. If the
embedded proprietary platform is required to be used for creation of
the robot (e.a. to work with non-standard hardware interfaces), ROS
installation becomes non-trivial task. In this case it requires to build
all ROS modules from sources and to integrate the obtained binaries
into control system manually. This paper discusses the case of ROS
installed and integrated into high-reliable general purpose industrial con-
trol platform based on proprietary hardware equipped with Elbrus VLIW
(VLIW (Very Long Instruction Word)—CPU architecture that allows to
embed set of operations into single machine instruction for assembly-level
parallelization) CPU. The advantages of embedded ROS installation,
peculiarities of its integration into a robot and licensing issues are also
described.

Keywords: Robot Operating System · Elbrus CPU · Embedded
systems · Control systems for robotics · Industrial robotics · Software

1 Introduction

For the embedded systems the main peculiarity of software installation is high
level of integrity. Often the system is oriented to super-automatic mode to oper-
ate without human control most times it is turned on. This requires both high
reliability of the software itself and specialized system elements dedicated to
hardware intercommunication. Mainstream robotic middleware such as ROS [11]
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allows software to be built in terms of reusable and individually tested compo-
nents that can be deployed in separate execution environments, including indus-
trial applications [10].

ROS provides the specialized environment for information exchange between
autonomous programs (nodes) run under control of host machine’s operating
system [9]. Each node encapsulates control functions dedicated to single ele-
ment of the system minimizing functional overlapping. The nodes are connected
into graph using named asynchronous channels called topics. The data serialized
into binary formatted messages are transferred through the topics using selec-
tive broadcasting model from the sender (publisher) to one or many subscribers
which define callback functions to operate on the messages synchronously once
they would being received. The master program rosmaster marshals message dis-
tribution between the set of nodes run to implement the current control system.
ROS also provides its own CMake-based build system catkin which generates
programmatic bindings to treat serialized data and to create callback functions
using several languages including C++, CommonLISP, Python and Java. The
ROS nodes can be encapsulated within named packages which allows researchers
to distribute their solutions as open source programs. The described conditions
turn ROS into a graph-based loosely-coupled control solution. This kind of solu-
tions increases reliability of the whole control system because it allows to operate
when one or more nodes malfunction within the graph. Due to open source distri-
bution, ROS also supports many devices using drivers developed by community.

One of the main problems connected with ROS deployment is following.
ROS actually snapped almost explicitly to Debian/Ubuntu Linux distributions
and their package bases for x86 and ARM architectures. This paper presents a
generic approach to deployment and integration of ROS into high-reliable general
purpose industrial control platform based on proprietary hardware equipped
with Elbrus VLIW CPU [8].

2 Background and Related Work

There have been several attempts to adopt ROS for non ROS-compliant client
processes and environments. These works exploit several approaches. The first
example, rosbridge [4] is a middleware abstraction layer which provides a
simple, socket-based programmable access to robot’s interfaces and algorithms
provided by ROS. Koubaa et al. [7] developed roslink, a new protocol to
integrate ROS with IoT devices. It defines a lightweight asynchronous communi-
cation layer between the robot and the end-user environment through the cloud.

Although some existing methods [21,22] offer the adaptation for environ-
ments provided on embedded systems for ROS deployment, but for almost all
of them it is not possible to port the open source ROS packages directly on
because of many native techniques and consents which the embedded systems
don’t implement.

As one of the most successful projects of ROS adoption mROS should be
mentioned [15]. It is a lightweight runtime environment running ROS nodes. It
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has been designed to be run on an embedded device having a mid-range CPU.
It consists of a real-time operating system (RTOS) kernel image and embed-
ded TCP/IP protocol stack. In order to allow the program executed on the
embedded device to behave as ROS node, Takase et al. provided support two
ROS-compliant communication protocols to exchange data with external system
working under control of native ROS installation.

As it was described above, integration of ROS into the environment deployed
on embedded platform is constrained, at first, by absence of official support of
continuous deployment system called ROS Build Farm [2] on most embedded
platforms. The ROS Build Farm is cluster-based distributed deployment sys-
tem. It could be deployed only on the system supporting servlet technology,
Apache Tomcat, for example. The macro processor used to build ROS packages
is Jenkins [12] which requires Java Runtime Environment to run. Most embed-
ded systems do not have such infrastructure, so they are unsupported by ROS
Build Farm. The official ROS community throw away the support for such sys-
tems preferring x86 and ARM. To avoid the described restrictions the authors
decided to develop the build process for ROS by themselves for Elbrus platform
to create complete port with possibility to mirror and rebuild also most of open
source software packages using repositories [16,19].

2.1 Elbrus Embedded Platform

The key peculiarity of Elbrus embedded platform used to deploy ROS as it
is described here is assembly-level parallelization. In such architecture com-
piler distributes VLIW commands between hardware arithmetic solvers pro-
grammatically. The CPU core contains several (6 for Elbrus-8C architecture)
fused-multiply-add (FMA) solvers allowing to perform up to 2 operations on 64-
bit floating point numbers per core tick [8]. This peculiarity may accelerate some
operations but it requires special optimization algorithms implemented in com-
piler and operating environment. The systems developed with Elbrus CPUs are
controlled by “Elbrus” operating system. It inherits POSIX and Debian Linux
storage and program build rules [20] which eases deployment of Linux-based
applications. In case presented here it allowed authors to avoid cross-compilation
with no necessity to rebuild basic concepts and programmatic models on which
ROS based on. It should be noted that ROS community does not recommend to
build ROS entirely on the local machine and it suggests to use .deb packages
provided by the build farm instead.

2.1.1 Licensing
Especially for embedded installations on proprietary hardware licensing is an
issue [16]. Because Elbrus computer is the full proprietary solution being installed
on demand, it is needed to avoid as much proprietary drivers, adapters etc. as we
can. ROS is distributed under conditions of BSD license [1]. This license allows
user to distribute the created source code and binaries using both free and com-
mercial models. Integration of proprietary software into the developed solution
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is also allowed. Thus it allows to integrate both free and proprietary software
into the same solution. To avoid any licensing issues, all software deployed onto
Elbrus platform described in this paper developed under BSD 3-Clause license.
Internal Elbrus drivers and system software are developed under internal license
of MCST1 company the manufacturer of Elbrus computers.

3 Embedding ROS into Elbrus Operating Environment

3.1 Target Setting

ROS is the most widespreading free robotic framework so it is natural for ini-
tiating researchers to use it creating new control systems. But ROS officially
supports only Debian/Ubuntu Linux and Windows 10 x64 (from 2019) installed
on most common AMD64, x86 and ARM CPUs. Thus the target for this paper
is set to build and test Elbrus embedded computer system as the specialized
industrial-grade controller for robotics, compatible with x86 PC on interface
level. Tests should be performed on real robotic system equipped with mechan-
ics for ready-to drive state.

The task of embedding ROS into Elbrus operating environment for any pur-
pose is completely new. There were some undocumented attempts to build func-
tional ROS on Elbrus-equipped machine without significant results. The main
reason of unsuccessful builds revealed during the investigation was ambiguous
names of libraries, namespaces and functions between Debian Linux and Elbrus
OS [14] in case that Elbrus OS is developed without strict implementation of
X Desktop Group (XDG) naming standards. To avoid this problem the team
of BMSTU center “Robotics” decided to isolate new ROS installation into new
XDG-compliant system tree to install it as whole entity. As a side effect this also
made it available to avoid versioning problem for packages because of “freezing”
of versions of the system software installed into the created tree.

As the “frozen” versions of the system libraries required by ROS have elim-
inated the problem of package versioning as deployment of ROS became com-
pletely independent of the Elbrus OS packaging system based on apt. Because
the Center uses Gitlab as complex continuous versioning and deployment solu-
tion [19] the decision was made to create a Git-based distributable project called
ROS Deployment System which could automate the deployment process com-
pletely. It should be versioned according to Elbrus OS and CPU architecture
evolution. This project consists of the following components:

• Storage facility for environmental variables. After deployment the new bash
shell should be set up using data stored here;

• The script providing authentication credentials for Gitlab to access the repos-
itories keeping modified ROS sources;

• User interaction provider to ensure the credentials are provided by authorized
Gitlab user;

1 http://mcst.ru/.

http://mcst.ru/
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• Path injection tool for Elbrus OS embedding the XDG tree being deployed
onto the system;

• Debian package deployment provider. It automatically deploys the special
patched versions of system libraries. These libraries are built manually and
they are distributed using apt and Debian-compatible packaging system.

The path injection tool does all work to make isolated XDG tree containing
ROS. The part of the path injection script is presented in Listing 1.

Listing 1. Path injection script
1 if [[ ! -d "${EXT_ROOT}" ]]
2 then
3 mkdir "${EXT_ROOT}"
4 fi
5 if [[ ! -d "${MCST_REPO}" ]]
6 then
7 mkdir "${MCST_REPO}"
8 fi
9 mkdir "${EXT_LIB}" &&

10 mkdir "${EXT_INCLUDE}" &&
11 cp -v /etc/profile /etc/profile.old && mkdir "${EXT_PKGS}"
12 cp -v /root/.bashrc /root/.bashrc.old
13 cat "${RUN_ROOT}/path-injection.head" > /etc/profile
14 cat "${RUN_ROOT}/path-injection.head" > /root/.bashrc
15 cat /etc/profile.old >> /etc/profile && cat /root/.bashrc.old >> /root/.bashrc
16 cat "${RUN_ROOT}/path-injection.tail" >> /etc/profile
17 cat "${RUN_ROOT}/path-injection.tail" >> /root/.bashrc
18 cp -v /etc/ld.so.conf /etc/ld.so.conf.old
19 sed -i "1i\
20 ${EXT_LIB}\
21 ${ROS_ROOT}/lib\
22 " /etc/ld.so.conf && ldconfig

The developed set of scripts builds whole ROS distribution for near 6 h on
most common used Elbrus-4C CPU equipped with 4 cores and 866 MHz of base
frequency per core. The graphical user interface is not built because Elbrus in
embedded installation does not provide any graphical output.

4 Testing

To ensure deployed ROS distribution’s ability to work the series of tests was
performed. The testing facility (Fig. 1) was established using Elbrus computation
unit and Intel Core-i3 master workstation connected via gigabit network. On
Fig. 1 the data sources are indicated in the bottom left. There are two LiDAR
sensors: Velodyne HDL-32E producing 3D point clouds and Hokuyo UXM-30LX-
EW producing regular 2D laser scans. The ROS .bag archive files were recorded
from the LiDAR sensors installed on the all-terrain remote controlled vehicle on
which ROS was installed as control framework. Thus the full imitation of real
robot’s workflow was obtained similar to approach described in [13]. The .bag
files contained synchronized data and control commands were also included with
LiDAR output. This setup with the structure of the testing facility allowed to
test many aspects of ROS workflow including building of computation graphs,
interprocess communication, network-based data publishing, realtime coordinate
transformations, overall performance.
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Fig. 1. Testing facility

Thus the described facility tested Elbrus with embedded ROS installation
as the central high-reliable controller. The main task that were run on it was
production on a layered map consisting of 4 layers (Fig. 1). The C1–C3 layers
contain the data from obstacle classifiers developed in center “Robotics”. The C1
classifier is obstacle classifier with 3D point cloud input [18] detecting the obsta-
cles that the vehicle can not pass. The second one also receives 3D point cloud
as the input producing profile passability estimation [17]. The third classifier is
the analogue of C3 with 2D laser scans as input. Each classifier produces 8-bit
800 × 800 occupancy grid updated as the iteration of an algorithm ends. The
C4 layer contains Bayesian output of all other layers [5]. The C4 layer is become
updated any time when any of the C1–C3 layers are updated, consequently cell
per cell, to indicate obstacles with different grade of passability for the vehicle.
These tasks should be considered as high loads because the frequency of map
updates needed to be maximal for the current installation of controller.

During the test sessions the master workstation (Fig. 1) ran rosmaster
node with .bag file playback, so it produced raw data at almost the same flow
rate as an actual vehicle. The obstacle classifiers and map configuration server
were run in slave mode on Elbrus machine connected to local area network
through gigabit switch. All machines involved in the tests were equipped with
identical ROS distribution Melodic Morenia. The testing facility set up as it is
described here allows to determine possible sources of errors within the embedded
installation of ROS on high data flow rate. Six Elbrus machines equipped with
the same hardware configuration were tested and they shown high stability and
reliability running the tasks for at least 30 min. For each machine the installation
algorithm of ROS was the same, as it is provided by ROS deployment system
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described above. For the time of experiment no system errors were produced
so the reliability of the embedded ROS installation on Elbrus machines was
considered sufficient.

5 Performance Comparison

In order to have a performance estimation of the embedded machines equipped
with completely new CPUs the performance comparison between four machines
was performed on the same task described above. The machines were embedded
machines equipped with 4-core (4C) and 8-core (8C) Elbrus CPUs (both with
only physical cores), and the others were Intel Core-i3 3223 and Intel Core-i7
7600HQ dual- and quadro-core respectively. Is should be indicated that Intel
machines were used both have dual hyper-threaded virtual cores. The software
deployed on the machines during the performance comparison was actually iden-
tical to the software deployed on them during reliability tests but it had profil-
ing instruction set integrated to measure the average execution times for func-
tional objects. The results and description of the comparison are presented in
Table 1. The measured periods of time include duration of treatment for the
whole 800 × 800 layered map accompanied with visualization.

As is could be seen from Table 1 the average time of point cloud treatment
run on 4-core Elbrus CPUs is about 10 times slower than on Intel CPUs. This
result could be considered as correlation between frequency ratios of the pro-
cessors (about 3000 MHz vs. 680 MHz). Also Elbrus OS does not contain high
performance mathematical library like Eigen. Instead of it the vendor provides
his own library called eml which is not compatible with ROS. The propor-
tional performance reduction could be also observable for updating of layers C1
and C2. For the C3 layer performance for all machines revealed practically the
same. This issue appears due to lacking performance of ROS internal tf library
performing conversions between coordinate systems. For Bayesian convolution
the performance of 4-core Elbrus CPU is about 9.5 times lower than the Intel
machines have so the correlation persists as it is shown above. For 8-core Elbrus
CPU the results of the tests should be considered roughly comparable so the
internal parallelisation of the Elbrus CPU could be considered effective for at
least 8-core machine. The results of performance comparison can be considered
repeatable: the work of another authors [3,6] shows similar results.
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Table 1. Performance comparison (layers as they are indicated on Fig. 1)

CPU taverage, s Standard deviation tmax, s tmin, s

Obstacle classifier - point cloud treatment

Elbrus-4C 0.276 0.043 0.520 0.195

Elbrus-8C 0.143 0.012 0.206 0.114

Intel Core-i3 0.032 0.006 0.189 0.020

Intel Core-i7 0.035 0.011 0.063 0.020

Passability classifier

Elbrus-4C 0.147 0.021 0.268 0.116

Elbrus-8C 0.064 0.007 0.106 0.054

Intel Core-i3 0.016 0.003 0.025 0.010

Intel Core-i7 0.015 0.007 0.038 0.008

Map updater (layer C1 )

Elbrus-4C 0.065 0.019 0.364 0.036

Elbrus-8C 0.030 0.026 0.152 0.002

Intel Core-i3 0.012 0.005 0.086 0.009

Intel Core-i7 0.009 0.011 0.044 0.001

Map updater (layer C2 )

Elbrus-4C 0.025 0.010 0.291 0.011

Elbrus-8C 0.012 0.024 0.137 0.002

Intel Core-i3 0.003 0.005 0.038 0.001

Intel Core-i7 0.003 0.007 0.049 <0.0001

Map updater (layer C3 )

Elbrus-4C 0.048 0.016 0.350 0.006

Elbrus-8C 0.043 0.029 0.198 0.002

Intel Core-i3 0.038 0.015 0.123 0.001

Intel Core-i7 0.039 0.016 0.115 0.001

Bayesian convolution (layer C4 )

Elbrus-4C 1.465 0.093 1.781 1.325

Elbrus-8C 0.729 0.030 0.903 0.680

Intel Core-i3 0.155 0.012 0.272 0.134

Intel Core-i7 0.153 0.012 0.188 0.124

6 Conclusions

The installation of ROS framework onto industrial-grade controller equipped
with Elbrus CPU could be considered successful for both 4-core and 8-core
machine. The developed deployment system produces ready-to drive vehicle con-
troller environment. ROS installed on the Elbrus OS should be also considered
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fully functional. The reliability of obtained system was verified during the tests.
Thus the main target of this paper to deploy and test ROS on Elbrus-based
controller is reached. The automated deployment framework was also developed
using the scripts. The whole ROS environment now should being considered
ready to be deployed on Elbrus-based systems as distribution with fixed version.

Also the performance comparison were performed to suggest Elbrus 8-core
CPU to be considered as a concurrent solution for Intel Core CPUs equipped with
operating system following POSIX (in Debian edition) and XDG standards, such
as most Debian-based Linux distributions. The comparison between performance
parameters of x86-based and Elbrus-based platforms should being considered
incorrect because of VLIW architecture peculiarities besides the native code for
x86 CPU could be adopted and run on Elbrus CPU. However, adopted native x86
machine code does not provide parallelism which is accessible for code natively
compiled on Elbrus CPU.

There are the possibilities to improve performance of ROS on Elbrus platform
using, features of platform-specific multithreaded libraries like eml and ports
of existing tools. The described peculiarities of Elbrus platform and operating
system allows to present Elbrus as completely new computational platform ready
for Big Data tasks and supercomputing solutions.

Acknowledgements. Authors want to acknowledge Alexey Kozov the engineer of
Science and Educational Center “Robotics” for his efforts to organize and supervise
the testing process.
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Abstract. Variable stiffness actuators (VSAs) have been used in many applica-
tions of physical human-robot interfaces (pHRI). A commonly employed design is
the spring-based VSA allowing the user to regulate the output force mechanically.
The main design criteria of these actuation systems are the adjustment of output
force independent from the output motion, and shock absorbing. In our recent
work, we implemented certain modifications on the two-cone friction drive con-
tinuously variable transmission system (CVT) so that the CVT can be employed in
pHRI systems. Subsequently, the optimized prototype is developed. In this study,
we introduce the prototype of this new CVT systems, and its force calibration
tests. The results indicate that the manufactured CVT is capable of displaying the
desired output force throughout its transmission ratio range within a tolerance.

Keywords: Continuously Variable Transmission (CVT) · Variable Stiffness
Actuation (VSA) · Physical human-robot interface

1 Introduction

In early industrial robot applications, robots were operating in a working cell isolated
from the working area of the human co-workers due to the safety reasons. Following the
establishment of ISO 10218-1 standards, collaborative robots emerged in the industrial
settings [1]. These robots are capable of regulating their physical interaction by the
employment of compliant controlmethods [2] and/orwith the help of specificmechanical
solutions [3]. The latter one, which is most commonly developed and termed as VSAs,
requires certain design requirements such as independent torque andmotion variation [4].
In our recent work, we proposed a new CVT design by considering the aforementioned
criteria [5]. Themainmotivationwas to have a variable transmission ratio (in otherwords,
the stiffness of the actuation system) to satisfy the variation of the torque amplification
independent of the motion. The design is based on two-cone friction-drive CVT system
with a transmission wheel in between the two cones to transmit the torque from the
input cone to the output cone. In the design phase, the fundamental modification is
carried out by changing the transmission wheel with a sphere allowing the transmission
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variation independent from output motion via holonomic motion capability of the sphere
on the cones. However, as a result of this solution, new problems arise related to the
bidirectional motion requirements of the pHRI application domain. In the clock-wise
(CW) direction, the transmission can be achieved without any slip within the nominal
torque transmission limits since the tangential friction forces (P1 and P2) pull the sphere
into the cones (Fig. 1b). However, in the counter-clock-wise (CCW) direction, tangential
friction forces (P3 and P4) push the sphere out of the cones, and this leads to slippage
at the contact points even though the nominal transmission torque is not violated (cone-
sphere, Fig. 1a). To overcome this problem, a second sphere, which is drawn with a red
dashed circle in Fig. 1a, is added to the system. Additionally, springs with pretension
are used for pushing the spheres to the cones to form an equal amount of normal force
at the friction surfaces (F1 and F2 in Fig. 1a).

In this paper, the work carried out for the force calibration of this new CVT is
presented. The next section presents the test setup for the calibration procedure.

Fig. 1. The illustration of the new CVT: (a) the double-sphere CVT, (b) the working principle of
the single-sphere CVT

2 The Test Setup of the New CVT System

In this section, test setup for the calibration procedure of the new CVT is introduced,
which is presented in Fig. 2. The CVT system is composed of the two cones, a carriage
with two spheres, an input torque motor (Motor-1), and a linear motion system coupled
to a motor (Motor-2) that changes the location of the transmission elements (the spheres)
which is shown in Fig. 2b.

In the test setup, the following components are used; (1) a force sensor (Kistler, type
9017B) that is fixed to the handle to measure the output force, (2) a capstan drive to
transmit the output cone’s torque to the handle, (3) three absolute encoders (MagAlpha,
TBMA702-Q-RD-00A) to observe whether there are slippages between the cones and
the spheres, and the capstan drive. The encoder that appears on the right side of Fig. 2.a
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Fig. 2. Illustrations of the new CVT: (a) the CVT prototype (b) the design of the linear motion
mechanism

is coupled to Motor-2 so that a closed-loop position control is employed to move the
carriage mechanism that is changing the location of the spheres (Z distance).

The friction material covering the cones is chosen as EPDM rubber with 70 shore
hardness. The neoprenematerial used inHAPKIT [6] is the basis for this selection, which
has also the same shore value. After the cones are covered with the friction material,
cones’ angle (θ ), length (L), and the minimum cone radii (r1) are measured by a profile
projector machine (Mitutoyo) (a contactless measurement method). The measurement
results are presented in Table 1.

Table 1. Comparison between the desired and measured dimensions of the CVT

# of the cone r1 (mm) θ (rad) L (mm)

1 9.4635 12.2883° 49.57

2 9.4525 12.3122° 50.08

Selected values 9.455 12.295° 49.825

Desired values 9 12.5° 50.76

The difference the measured and designed parameters is the manufacturing errors
due to the manufacturing process with grinding, CNC milling, and turning machines.
Therefore, the tests are conducted by using the average of the measured dimensions of
the cones, which are stated as the selected values in Table 1.
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3 The Output Force Calibration of the CVT

The aim of this experiment is to observe if the desired maximum output force can be
reached, which is selected as 6 N by considering the HAPKIT limitations [6]. The
handle’s dimensions are illustrated in Fig. 3.

Fig. 3. (a) The illustration of the dimensions of the HAPKIT v2.0 (b) picture of the manufactured
CVT with its handle

Accordingly, output torque of the CVT system, τdrivewheel , is calculated with respect
to the presented dimensions in the following equations.

τsector = FoutLhandle = (6) (55.93) = 335.58mNm (1)

τdrivewheel = τsector
rout
rsector

= (335.58)
(2.40)

(76.53)
= 10.523mNm (2)

Finally, the input torque to be supplied to the input cone is calculated (τin) is presented
in Eq. (3).

τin = τdrivewheelr2
r3δ

(3)

In Eq. (3), r2 and r3 represents the effective input and output cone radii, respectively.
The derivation of these parameters is carried out in [5]. δ is varying between 0.97 and
0.99, which is a function of the spheres’ location (Z). This δ parameter is obtained as a
result of force analyses, which is not presented in this paper due to space considerations.
To calculate the necessary current, the torque constant of the Motor-1 (7.3mNmA−1) is
considered.

At the beginning of the experiment, the tests are conducted by taking into account
the calculated input torque values (theoretical torques) according to Eq. 3. First, the
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carriage mechanism is located at the initial position where the transmission ratio is at
the minimum level (Z = 46.5461 mm).

When lower input torques are applied to the input cone, the output force is not
changed, hence, the transmission is not achieved between the cones. The reason for this
problem is themanufacturing errors and the viscoelastic behavior of the frictionmaterial.
During the bias torque experiments, observation of a minimum of 0.05 N force change
at the handle is required to set the torque value as the bias torque.

In Fig. 4, the data set, including measured force, applied current, and the positions
of the handle, output cone, and input cone is presented for the location of the spheres
at Z = 36.54 mm. According to this Figure, the measured output force reaches the
peak point at 0.6 s, and then slightly decreases. The issue stems from the viscoelastic
behavior of the friction material, which is commonly known as the relaxation of the
rubber. Therefore, the measured force values are recorded after the relaxation period.
For instance, in Fig. 5, the recorded force values are between 1–1.2 s. On the other hand,
the angular position of the input cone changes during this interval since the spheres
are pressed inside the cones when the input torque is supplied to the system. In the
course of this period, the angular positions of the cones are changed, and after the
torque transmission is stopped, they are move back with a slight error with respect to
their original positions. Nevertheless, this situation prevents both the actuator and the
user from unexpected impacts, which is defined in the literature as shock absorbing
phenomenon for VSAs [3].

Fig. 4. The data set illustration for Z = 36.54 mm

During the force calibration experiments, maximum 5◦ slippage between the cones
is taken as an acceptable position error.

The results of the non-calibrated experiment are presented in Fig. 5. The red dashed
lines at ± 6 N presents the desired output forces at each direction. At each test point, the
experiment is conducted for three times to check whether the repeatable data is acquired.
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Moreover, it is clear that, as the carriage mechanism with the spheres approaches to
the point where the output cone diameter is at its maximum value, the measured output
force reaches the minimum level. In other words, even if it is expected to obtain the same
output force value (6 N) in all the test points, the efficiency of the CVT reduces as the
ratio between the input and output cone contact radii decreases. This situation is defined
in the literature as the spin effect leading to extra rotation on the sphere [7].

Another phenomenon that is experienced in the tests is when the torque is applied to
the input cone, the viscoelasticmaterial covered on the cones is compressedby the sphere.
It is as if a spring is compressed. After a test, if a second experiment is conducted, the
measured force is decreased since the spheres submerged into the cones. Hence, after
each experiment, an inverse torque is applied to the CVT so that there is no energy
accumulation within the friction material. The value of the release term is selected as
0.5 A.

Fig. 5. The results of the non-calibrated desired continuous output force experiment

In the calibration experiment set, the current of the motor-1 is regulated manually
to result in the desired output force, which is 6 N, at the handle. Moreover, the release
term is set precisely for each test point to acquire repeatable force data.

In Fig. 6, the calibration results are illustrated. Consequently, it is observed that
the CVT system is capable of displaying the desired force with repeatable data. The
tolerance is chosen as 6 ± 0.3 N. In the same fashion of the non-calibrated experiment,
at each test point, the experiment is conducted three times in each direction.

Also, considering the applied current, there is a similar trend for both CW and CCW
directions. This means that the pretension of the spring forces is close to each other for
the upper and lower sphere, and the covering of the cones with the friction material is
achieved with minimal errors. The reason why the applied currents for CW direction
is greater than CCW is that the normal force of the upper sphere cannot be adjusted
precisely because of the gravitational load. On the other hand, the normal force of the
lower sphere can be regulated as the pretension springs compensate both its gravity and
the normal force from the lower part.
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Fig. 6. The results of the calibrated desired continuous output force experiment

4 Discussions and Conclusions

In our previous studies, we introduced a CVTmechanism that is designed specifically to
be used in pHRI applications. In this study, the force calibration of this CVTmechanism
is presented. Results show that the proposed CVT has the capability to display 6N output
force which was assigned by considering the HAPKIT output force capabilities [6]. In
Fig. 6, it is observed that the required amount current is increased when the distance
along the Z-direction is varied from one end to the other end (in other words increased).
This is due to change in the transmission ratio and also transmission efficiency which
changes along the Z-direction. As a future study, we will introduce the optimization
methodology of this new CVT based on its static force and variation of the transmission
efficiency analyses.
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Abstract. This paper compares possibility for the spacecraft equipped
with liquid-fuelled rocket engine to change orbital plane for purposes
of space debris collection. The simple method of orbital plane rotation
angle calculation is described. Also recommendations for fuel components
selection made using possible orbital plane rotation angle as the main
factor.
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1 Introduction

Since the beginning of space exploration, many spacecrafts have been launched
that have a limited service life. After a certain period of use, the device is put
into orbit of the burial site, where it would being placed in uncontrollable state.

There are two main orbits for space debris disposal: low and geostationary.
For purposes of disposal the space debris should be classified by size and weight
as set of uncontrollable objects. At orbital speeds of about 8 km/s the fragments
of debris of 1–10 cm diameter could damage almost any operating spacecraft.
Thus such fragments should be completely remove to open the burial site for
further debris collection.

The most commonly considered task is elimination of garbage apparatus
descending from the parking orbit into the atmosphere. This way could be con-
sidered ineffective because of material dissipation. The materials from which
the spacecrafts are made, are often expensive and e.a. toxic, so they should be
accessible for harvesting.
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2 Target Setting

A garbage collector considered here (Fig. 1) is a hypothetical spacecraft with
key parameters indicated in Table 1. In fact, it should be considered as universal
space tug (possible object of standardization) with interchangeable payload. The
payload is considered as the device with cube geometry with 2 m edge.

Table 1. Spacecraft key parameters

Parameter Value Unit

Mass of the payload (spacecraft without fuel) 1500 kg

Mass of the fuel charge 3000 kg

Fig. 1. Concept drawing of the space debris collector

For debris collector spacecraft the main control problem is orbit changing.
The main aspect of this problem is changing the circular orbit to the one located
in another plane and returning back to collect and reload the debris to the main
module. The target is set in this paper to the task of only changing the orbit of
the spacecraft to another plane without affection for height. The debris collector
considered as liquid-fuelled with rocket engines with constant specific impulse.
The fuel density, self ignition etc. and other characteristics are not taken into
consideration. Also, stabilization of the device (suppression of external moments)
is considered already implemented, and fuel is not consumed additionally, except
for the designed maneuver.
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For example: movement of the spacecraft from orbital plane with inclination
of 52◦ to the one with 62,8◦ requires the specific impulse calculated for the
round-trip flight. With the same method the maximum allowable angle between
orbital planes for existing types of liquid fuel components are also calculated and
calculations are described below.

3 Methodology

The calculation basics are partially based on [1,10].

3.1 Velocity

The required increment of spacecraft’s speed should be calculated using
Tsiolkovsky’s equation:

ΔV = Jy ln
(

MH

MK

)
(1)

where Jy—is a specific impulse, MH—mass of whole “rocket train” at t = 0,
MK—mass of the discharged “rocket train” at t = t0 without detached sections.
For a two-way flight, the characteristic speeds in both directions are assumed
the same: ΔV1 = ΔV2 ⇒ ΔV1 − ΔV2 = 0.

Intermediate weight M∗ equals the mass of the spacecraft with remaining
fuel after the first maneuver1:

ΔV1 = Jy ln
(

MH

M∗

)

ΔV2 = Jy ln
(

M∗

MK

) (2)

Then:

Jy ln
(

MH

M∗

)
− Jy ln

(
M∗

MK

)
= 0, ln

(
MH

M∗

)
− ln

(
M∗

MK

)
= 0 (3)

ln
(

MH/M∗

M∗/MK

)
= 0 ⇒ MH/M∗

M∗/MK
= 1 ⇒ MH · MK

(M∗)2
= 1 (4)

Now:
M∗ =

√
MHMK (5)

ΔV1 = ΔV2 = Jy ln
(

MH√
MHMK

)
= Jy ln

(√
MH

MK

)
=

1
2
Jy ln

(
MH

MK

)
= ΔV

(6)
And on the final step we have:

ΔV =
1
2
Jy ln

(
MH

MK

)
=

1
2
Jy ln

(
4500
1500

)
= Jy · 0.5493 (7)

In the last equation the two things should be taken into consideration: forced
acceleration (impulse change) ΔV and specific impulse Jy [8].
1 Here and below the aviatic evolution notation is used in formulas for angular values.
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3.2 Spatial Trajectory

The schema of spatial maneuver is presented on Fig. 2.

Fig. 2. Spatial maneuver

Impulse of speed ΔV can be found geometrically using cosine theorem:

ΔV =
√

V 2
1 + V 2

2 − 2V1V2 cos Δi

For circular orbits of the same height, we consider the characteristic veloc-
ity as a constant and the angles of rotation for orbital plane are considered
particularly small so we can expand cos(Δi) into a row:

cos(Δi) = 1 − Δi2

2
(8)

Then ΔV = V Δi, where Δi is angle of the orbit plane rotation. The final
evolution is shown on Fig. 3.

Fig. 3. Impulse for orbit plane changing evolution
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Let the height 1000 km is considered. Then

V =

√
G

M

R
(9)

Here gravitational constant is G = 6,67 · 10−11 m3 · kg−1 · s−2, Earth’s mass
M = 5,972 · 1024 kg, height from the Earth’s center is R = 7371 km. Now:

V =

√
G

M

R
=

6,67 · 10−11 · 5,972 · 1024

7,371 · 106
= 7351,22m/s (10)

Summarizing the calculations, we obtain:

Δi =
ΔV

V
=

1
2
Jy ln

(
MH

MK

)
√

G
M

R

= 7,472 · 10−5Jy (11)

4 Fuel Component Pairs: Brief Description

4.1 Ethanol–Liquid Oxygen

This combination of fuel components [1,7] was used at the dawn of aircraft and
rocket science on short-range ballistic missiles such as the German V-2 and the
American Redstone [9]. Due to the small specific impulse (about 2450 m/s), this
pair has been superseded by more effective combinations.

4.2 Kerosene–Liquid Oxygen

Often used in the first stages of launch vehicles. Examples of use: P-7, Saturn-
5 [5], Titan [4], Falcon [3]. Usage of kerosene reduces the cost of starting, because
it is not cryogenic component. The specific impulse is about 2950 m/s, which is
a good enough indicator to actively use these components as rocket fuel.

4.3 Asymmetric Dimethylhydrazine–Nitrogen Tetra-Oxide

These fuel components are used in Proton and Fregat tug modular spacecrafts.
This pair has several advantages, including self-ignition, stable flame front, rela-
tively high density in comparison with liquid gases. From the other side, there is
no significant difference in specific impulse between this pair and kerosene–liquid
oxygen pair (see Sect. 4.2). Also these components are chemically aggressive and
extremely toxic [2,6]. It eliminates them completely from manned flights.

4.4 Liquid Hydrogen–liquid Oxygen

These components produce almost the highest specific impulse among the chem-
ical fuel component pairs [9]. From the other side, these cryogenic liquids are
most problematic loads in the rocketry [4,8]. The usage of this component pair
is very limited all around the world despite advantages.
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4.5 Specific Thrust Comparison

Table 2 represents most common cases of fuel pairs with their values of specific
thrust [4,8].

Table 2. Specific thrust comparison (s)

Component pair Liquid oxygen Nitrogen-tetra-oxide Nitric acid Liquid
fluorine

Liquid hydrogen 453 412

Kerosene 335 309 313

Ethanol 255

Liquid methane 360

Asymmetric
dimethylhydrazine

344 318

Hydrazine 370

5 Orbital Plane Movement Estimation

Using equations defined above, here the comparison is made between values of
possible orbital plane rotation angles for different kinds of fuel (Fig. 4, b). Also
the graph (Fig. 4, a) shows linear dependency between specific impulse and the
described Δi angle.

Fig. 4. Comparison of calculated possible orbital plane rotation angles

The final comparison is presented in Table 3.
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Table 3. Results comparison for orbital plane rotation for different kinds of fuel

Component pair P , s Jy, m/s Δi, deg

Ethanol—Liquid oxygen 255 2499 10.70

Kerosene—Nitrogen tetra-oxide 309 3028 12.96

Asymmetric dimethylhydrazine—Nitrogen tetra-oxide 318 3116 13.34

Liquid hydrogen—Liquid oxygen 453 4439 19.01

6 Conclusions

In the described example design the main assumption was made that mass of
fuel accumulated on the spacecraft is the same in all cases. Thus the estimations
made in this paper allows only to make recommendations for further research.
As the space debris collector presumes as reusable orbital vehicle with possibility
to be automatically refuelled, the recommendations should be made assuming
the possibility to store large amounts of fuel components in space as obliga-
tory feature. The task declared in this article can be solved with the compo-
nents like Asymmetric dimethylhydrazine—Nitrogen tetra-oxide or Kerosene—
Nitrogen tetra-oxide. Cryogenic fuel also solves this task but become less able
to recommend because of evaporation and delivery problems. The comparison
showed cryogenic pair Liquid hydrogen—Liquid Oxygen gives the most value of
the specific impulse and it would be used for future researches which require max-
imal maneuver possibility (e.g. for the maximal angle between orbital planes).
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Abstract. Innovative steering systems require extensive testing procedures before
they are ready for on-road use. Safety, durability and comfort aspects have to be
proven before mass production even starts. This processes can take high amounts
of test drives on specially equippedprototype vehicles,which is expensive, difficult
to reproduce and sometimes even dangerous. To enhance all aspects of the testing
process, a hardware-in-the-loop (HiL) test bench for hydraulic steering systems
is developed at the University of Rostock, which will be used to emulate several
vehicle parameters, driving maneuvers and system failures of the steering system.

As an answer to componentmodularity of steering systems, thisHiL test bench
is designed to keep up with fast test environment modification without any effort.
Therefore, the interfaces between the steering system and the vehicle reactions
are determined in the hydraulic system, instead of the steering mechanics. This
makes it possible to reduce the amount of mechanical steering components, such
as the respective steering axle, on the test bench and emulate their characteristics
in the vehicle model, to start testing even in the development state.

Keywords: Hydraulic steering · Hardware-in-the-loop test bench · Four
quadrant servo pump · Cylinder end stop

1 Introduction

Hydrostatic steering systems are used in various commercial and agricultural vehicles,
such as tractors, combines, dumpers etc. Those vehicles require high steering forces,
therefore conventional mechanical steering systems are typically not installed. The
hydrostatic steering unit becomes the interface between the vehicle and the driver, but
also between innovative support and safety systems, for example, GPS based field driv-
ing patterns and driving speed based steering limitations. Therefore, the effects of system
failures are rising, because the steering system becomes an active part of the vehicle con-
trol. To get this systems on-road ready, extensive testing and failure analysis is required.
Starting this procedure even in the development state and preventing dangerous situations
for the test driver requires a test bench, which can emulate specified driving situations
and procedure [3, 4].
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1.1 Innovative Steering Systems

Along with rising demands for automation and safety, user comfort receives higher and
higher focus. Electro-hydraulic steering systems are developed to meet these require-
ments by giving the ability to perform specific functionalities on request. The combina-
tion of hydraulic power and computer precision makes the steering system one of the
most connected control units of commercial and agricultural vehicles using the hydraulic
system and the signal network for example CAN bus.

1.2 HiL Development Environment

HiL test benches represent a cost-effective and safe alternative to driving tests in a
prototype vehicle. They ensure reproducible results and perform durability tests com-
pletely automated. They also give the ability to include high resolutionmeasuring devices
without interfering with vehicle components [2].

According to the demand of various realistic test situations, amodel of the test vehicle
is developed by the project partner [5]. The model allows adjustments or changes of the
main steering characteristics and interacts with the tested steering system using the HiL
test bench.

2 HiL Test Bench Concept

The hydrostatic steering unit in the vehicle is connected hydraulically to the steering
cylinder, which drives the mechanics. Considered heavy vehicles require high steer-
ing forces and therefore high hydraulic pressures, which can easily be emulated by an
electro-hydraulic actuator. To ensure realistic steering system tests during an early devel-
opment state, the interfaces between the emulated physical system and the test object
are determined as close to the test object as possible. In this case, the main test object
is the hydrostatic steering unit, its interfaces to the vehicle model are determined to be
the hydraulic connections to the steering cylinder. This allows to test the hydrostatic
steering unit, even if the according steering mechanics, such as the steering cylinder or
steering axle, are not available yet.

2.1 System Comparison

The real steering system consists of the hydrostatic steering unit, the steering cylinder
and the steering mechanics (Fig. 1(a)). The hydrostatic steering unit acts as the steering
input with the steering wheel angle ϕSteer and the steering wheel torqueMSteer, resulting
in a pressure differential Δp across the steering cylinder. Multiplied by the piston area
ACyl, the hydraulic force FSteer is acting at the steering cylinder. Due to vehicle geometry
(e.g. toe) and external forces affecting the wheels, steering reaction forces FReact also
act on the steering cylinder and its stroke will be sCyl.
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Fig. 1. Real vehicle and HiL test bench

However, the HiL test bench consists of the hydrostatic steering unit and the HiL
actuator (Fig. 1(b)), with ϕSteer and MSteer are resulting in a pressure differential Δp,
too. This pressure differential Δp acts on the HiL actuator, which emulates the reaction
forces, calculated by the vehicle model.

2.2 HiL Actuator

The actuator, as shown in Fig. 1(b), is a combination of a four quadrant servo pump, a
bypass orifice and ameasuring cylinder connected to a LVDT (linear variable differential
transformer) displacement transducer formeasuring the cylinder stroke sCyl. The actuator
is designed to control the real cylinder stroke sCyl of the measuring cylinder according to
the calculated vehicle model and therefore the flow rate QCyl and volume VCyl passing
through the hydrostatic steering unit. The bypass orifice is designed to ensure the required
minimum speed of the servo pump depending on the hydraulic pressure differential. The
servo pump is speed controlled and torque precontrolled.

2.3 HiL Structure

The vehiclemodel receives themeasured pressure differentialΔp and calculates the time
varying reference values for the cylinder stroke sCylRef and the cylinder speed ṡCylRef.
These references represent the real steering cylinder values of the vehicle. The HiL
actuator then controls sCyl and ṡCyl on the test bench, multiplied by the piston area ACyl
the values VCyl and QCyl are defined, which closes the loop. The HiL structure with its
reaction order is shown in Fig. 2.
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Fig. 2. Overall HiL control structure

3 Hydraulic Actuator Control

The reference values sCylRef and ṡCylRef are the inputs of the actuator. The cylinder stroke
reference sCylRef is required for position control of the cylinder in later steps. The cylinder
speed reference ṡCylRef gives the cylinder’s volumetric flow rate reference QCylRef:

QCylRef = ṡCylRef · ACyl (3.1)

QCylRef is being used for calculating the servo pumps volumetric flow rate reference
QPmpRef, which consists of three parts described in the following.

During operation, the pressure differentialΔp ismeasured and transmitted to the real-
time control. To provide minimum speed of the servo pump, the bypass orifice is slightly
opened. Its adjustment SOrf, Δp and oil temperature T are inputs for calculating the
model-based volumetric flow rateQOrfRef, which flows through the orifice. Furthermore,
Δp, T, QCylRef and QOrfRef are used to calculate the leakage volumetric flow rate of the
servo pumpQLeakRef. These threementioned volumetric flow rates are further processed.
They are summed up to the servo pumps volumetric flow rate reference QPmpRef. With
the hydraulic servo pumps displacement Vh, this value corresponds to the precontrolled
angular velocity of the servo pump ωPmpPrectrl, see Eq. (3.2).

ωPmpPrectrl = (QPmpRef/Vh)2π (3.2)

By time derivation and filtering of ωPmpPrectrl, provided by an DT1-element (first-order
lag derivative term), results the precontrolled angular acceleration of the servo pump
αPmpPrectrl. Furthermore, it is used for calculating the precontrolled acceleration torque.
The described processes are shown in Fig. 3.
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Fig. 3. Test bench actuator precontrol and position control

The cylinder stroke reference sCylRef and the measured cylinder stroke sCyl are used
by the position control to calculate the required angular velocity of the servo pump
ωPmpCtrl. SummedupwithωPmpPrectrl results in the servopumpangular velocity reference
ωPmpRef, which is transmitted to the inverter of the servomotor. In addition to this value,
the inverter gets a precontrolled torque MPmpPrectrl which includes the precontrolled
acceleration torque by using αPmpPrectrl, displayed in Fig. 3. It is also calculated to
compensate the pressure differentialΔp and other physical effects e.g. friction of rotating
parts.
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+
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Fig. 4. Basic control structure of the servomotor inverter

The output of the speed control in addition toMPmpPrectrl divided by the motor torque
constant cMot results in the reference value for the current control of the inverter, which
sets the servomotor current IMot, shown in Fig. 4. During controlled operation of the
hydraulic actuator, VCyl and QCyl are caused and affecting the hydrostatic steering unit,
see Fig. 2.

4 Experimental Results

For the first measurements on the HiL test bench under development, the hydrostatic
steering unit is in emergency steering mode, whereby its internal dosing pump operates
as a hand pump building up pressure manually [1]. Figure 5 shows the test bench.
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Fig. 5. HiL test bench. (a) measuring cylinder. (b) steering unit. (c) servo pump.

4.1 Cylinder End Stop HiL Model

To describe the test bench dynamics, a simplified HiL model of a hydraulic steering
cylinder is used to emulate the end stop. The input value is Δp and the output values are
sCylRef and ṡCylRef, as shown in Fig. 2.

FSteer=Δp ACyl

dCyl

sCylEndStop
dCylEndStop

cCylEndStop

sCylRef
sCylRef

mCyl

Fig. 6. Simplified hydraulic cylinder end stop model

This specific model of a hydraulic steering cylinder end stop is based on a contact
stiffness and contact damping model as shown in Fig. 6, and should be seen as a bench-
mark for the test bench dynamics. The steering force FSteer and the viscous damping
force dCyl · ṡCyl act against the inert mass mCyl of the steering cylinder. When the end
stop is reached at sCylRef = sCylEndStop, the additional forces with the end stop stiffness
cCylEndStop and the end stop damping dCylEndStop act against mCyl, too, according to the
real cylinder characteristics [6]. The values cCylEndStop and dCylEndStop are determined
like the real cylinder characteristic tested in Sect. 4.2, which is a common steering
cylinder for commercial vehicles.
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4.2 Compared Cylinder End Stop Results

The test procedure is to act with constant steering speed ωSteer at the hydrostatic steering
unit, until reaching the steering cylinder end stop. To compare the emulated results, the
procedure first is performed with a real steering cylinder. The constant steering speed
results in constant cylinder speed ṡCyl and almost constant Δp until the mechanical end
stop is reached. In Fig. 7 the cylinder stroke sCyl and Δp are shown. The end stop of this
cylinder is reached at a stroke of sCyl = 35 mm and a raising of Δp is clearly visible,
as shown in Fig. 7(a). This is the result of rotational inertia of the hydrostatic steering
unit and its operator and one important aspect of judging the steering feeling. To test the
emulated steering cylinder end stop, the model shown in Fig. 6 is used as a simple HiL
model. The emulated end stop is implemented by dynamic operation of the servo pump,
not by the mechanical cylinder end stop.

Fig. 7. Real (a) and emulated (b) steering cylinder end stop characteristics

As shown in Fig. 7(b) the main behavior of the emulated end stop is a plausible result
in itself. The raising of Δp when reaching the end stop is 0.2 bar/ms so the significant
raise of Δp, which characterizes the end stop is done after 40 ms. The still reduced
dynamics is mainly determined by the currently available servomotor. An extension
with a servomotor with higher dynamics is planned.

5 Conclusion

The objective of this research was to investigate the performance of a prototype HiL
test bench as a development environment for steering systems. The main innovation
compared to existing test benches is the reduction of mechanical steering components
and the transfer of their properties into the virtual vehicle model.
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The use of a servo pump, which operates in four quadrants, combined with a leak-
age free hydraulic measuring cylinder, provides a simple hydraulic actuator with high
potential. The shown system reduction allowed effortless changes in test environments
by just selecting the according vehicle model parameters.

Knowing the capabilities, further investigation of the actuator dynamics will increase
the effectivity of this HiL test bench and help to perform more realistic test procedures
in steering system development.
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Abstract. This work presents a general formulation to identify the contact points
for the interaction between wheels and rails in the context of railway dynamics
simulations. This formulation treats the wheel and rail as parametric surfaces
and searches the contact between each wheel strip and the rail independently to
avoid the numerical difficulties due to the wheel concave zone. This methodology
assumes the rail as locally straight and takes advantage that its potential contacting
surface is always convex. For the evaluation of contact forces, two Hertzian-based
models are employed for normal and creep forces. A trailer vehicle running on a
curved track is used to demonstrate the effectiveness of this methodology.

Keywords: Wheel-rail contact · Contact detection · Multibody dynamics ·
Parametric surfaces

1 Introduction

The vehicle-track interaction has a significant impact on the dynamics of railway vehi-
cles, therefore, the computational modeling of wheel-rail contact interaction has been
investigated in terms of contact search [1], normal and creep forces evaluation [2],
determination of contact patch shape [3], among others. In fact, the development of
more accurate and efficient methodologies to evaluate wheel-rail contact improves the
reliability and applicability of railway dynamics simulation.

A typical contact detection procedure between wheel and rail involves the geometric
definition of both bodies and the identification of the contact location. There are twomain
methodologies to handle this problem, namely the constraint and the elastic approaches.
The former considers the bodies fully rigid, a set of nonlinear kinematic constraints are
defined, and the contact forces are determined during the resolution of the equations of
motion [4], while the latter allows penetration between bodies, since they can locally
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deform, and the normal forces are obtained with a spring-like behavior [5]. The elastic
approach is employed here.

Wheel and rail elements are typically defined through parametric surfaces in which
their profiles are described by continuous functions. In most cases, their interaction
occurs between the rail head and wheel flange or wheel tread, which represent non-
conformal configurations. However, in the wheel transition zone, conformal contact can
occur, leading to the appearance of numerical problems [6]. Some authors neglect the
concave transition zone between tread and flange to avoid these issues [2], however, the
results’ accuracy may become compromised.

The main objective of this work is to present a methodology for the contact detection
between wheel and rail surfaces. The remainder of this paper is divided as follows.
Section 2 explains the surfaces parametrization as well as the procedure to identify the
contact points. In Sect. 3, the contact force models utilized here are described. A trailer
vehicle running on a curved track is used as example of application in Sect. 4. Finally,
some conclusions are provided in Sect. 5.

2 Wheel and Rail Parametrization

An accurate mathematical description of the wheel and rail contacting surfaces improves
the accuracy on the contact detection. Therefore, the rail is obtained through the sweep
of its cross-section along a given path, and the wheel is defined by the revolution of
its cross-section. Here, both surfaces are parametrized, namely a point on the rail is
given by the path’s arclength (sr) and its lateral coordinate (ur), and a point on the wheel
surface is defined through the angular parameter (sw) and the lateral coordinate (uw).
This parametrization is schematically represented in Fig. 1. Moreover, both wheel and
rail profiles are defined through analytical functions given in the respective standards
and represented in Fig. 2.

Two arbitrary points, P and Q, located on rail and wheel surfaces can be given as
function of the surface parameters. Regarding point P, the arclength of the rail ssider,P

allows to identify the position of a given rail cross-section, rsider , and its orientation by
a set of vectors tsider , nsider and bsider , which represent the tangent, normal and binormal
vectors, respectively, as depicted in Fig. 1. Thus, the rail transformation matrix can be
defined as

Aside
r = [

tsider nsider bsider

]
(1)

Hence, the position of point P is calculated as

rsideP = rsider + Aside
r

{
0 usider,P f sider,P

}T
(2)

where usider,P is the rail lateral parameter of point P, and f sider,P denotes the ordinate of the

rail profile for usider,P , as shown in Fig. 2 (left). Moreover, the superscript side stands for
“L” or “R”, whether it refers to the left or right elements, respectively.



Contact Detection Approach Between Wheel and Rail Surfaces 407

wsr
LrQ

L
w,r Q

L
wh

R
rwd

L
ws

R
ws

LrP
L

r,r P
L
rt

R
rt

L
rr

R
rr

R
rs

L
rs

≡L L
r rn u

≡L L
r rb f

≡R R
r rb f

y

z
x

L
wu

R
wu

R
wf

L
wf

wsξ

wsζ

≡ws wsaη
R
wh

≡R
rn R

ru
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Fig. 2. Representation of both rail and wheel profiles and their local coordinate system.

In order to obtain the rail position and orientation to be used for the contact detection,
it must be found the parameter ssider that minimizes the distance between the wheel and
rail profiles represented by dsiderw , shown in Fig. 1, and calculated as

dsiderw = rsider −
(
rws + hsidew

)
(3)

in which rws defines the location of wheelset mass center and hsidew is the relative position
between the wheelset mass center and the wheel profile origin given as

hLw = H
/
2 · aws or hRw = −H

/
2 · aws (4)

where H denotes the distance between both wheel profiles and aws is the wheelset axial
unit vector. The minimum distance can be obtained by satisfying

dsiderw · tsider = 0 (5)

Hence, ssider is obtained and utilized to determine the rail profile location, rsider , and
orientation, Aside

r , for the remaining contact search. In what concerns to point Q on the
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wheel surface, it is defined following the representation of Fig. 1 as

rsideQ = rws + hsidew + Aside
w Aside

w,s

{
0 usidew,Q f sidew,Q

}T
(6)

in which usidew,Q is the lateral wheel surface parameter of pointQ, f sidew,Q denotes the ordinate

of the wheel profile function for the position usidew,Q, as represented in Fig. 2 (right), and

Aside
w is the wheel transformation matrix which allows to obtain a wheel coordinate

system aligned with the rail frame, and it can be computed as

Aside
w =

[
nsidew asidew b

side

w

]
in which

⎧
⎪⎪⎨

⎪⎪⎩

asidew = aws

bsidew = tsider × asidew

/∥∥∥tsider × asidew

∥∥∥

nsidew = asidew × bsidew

(7)

The transformation matrix Aside
w,s specifies the rotation around the wheel axis, which

depends on the angular surface parameter, ssidew,Q, and is defined as

AL
w,s =

⎡

⎢
⎣

cos(sLw,Q) 0 sin(sLw,Q)

0 1 0
− sin(sLw,Q) 0 cos(sLw,Q)

⎤

⎥
⎦ or AR

w,s =
⎡

⎢
⎣

− cos(sRw,Q) 0 − sin(sRw,Q)

0 −1 0
− sin(sRw,Q) 0 cos(sRw,Q)

⎤

⎥
⎦

(8)

Based on the relation between wheel and rail coordinate systems, the roll angle, ϕ,
and yaw angle, α, are obtained through successive rotations of vector asidew . In order to
find the potential contact points, one constraint concerns the parallelism between both
normal vectors. Considering the rail is locally straight, the normal vector to the wheel
surface must be in the plane formed by nsider and bsider , which yields that the first element
of the wheel normal vector in the rail coordinate system must be zero. This vector is
obtained from the following consecutive rotations

nsidew,Q,r = Rside
ϕ Rside

α Aside
w,s n

side
w,Q,w (9)

in which Rside
ϕ and Rside

α are the rotation matrices of roll and yaw angles, respectively,
and the normal vector to the wheel surface in local coordinates is given as

nsidew,Q,w =
[
0 sin

(
γ side
w,Q

)
− cos

(
γ side
w,Q

)]T
(10)

where γ side
w,Q denotes the wheel contact angle on point Q, which is represented in Fig. 2,

and can be calculated as function of the profile function as

γ side
w,Q = arctan

(
f

′side
w,Q

)
(11)

It must be noted that the remaining vectors represented in Fig. 2 can be similarly
obtained. Thus, imposing that the first element of the nsidew,Q,r is zero, it yields

ssidew,Q = arcsin
(
− tan

(
αside

)
f

′side
w,Q

)
(12)



Contact Detection Approach Between Wheel and Rail Surfaces 409

Moreover, the distance vector between wheel and rail potential contact points, dside,
must also be parallel to both normal vectors. Thus, it is possible to calculate the increment
of location of rail contact point so dside also falls in the plane formed by nsider and bsider ,
as depicted in Fig. 3. This increment is determined as

�xL =
(∣∣∣f Lw,Q

∣∣∣f
′L
w,Q − uLw,Q

)
sin

(
αL

)
or �xR =

(
uRw,Q −

∣∣∣f Rw,Q
∣∣∣f

′R
w,Q

)
sin

(
αR

)
(13)

Accordingly, Eq. (2) must be replaced by

rsideP = rsider + Aside
r

{
�xside usider,P f sider,P

}T
(14)

R
rs

Rα

R
w,Qu

RxΔ

Q

R
w,Qs

R
w,Qf

Q

View AA
Rail

Fig. 3. Representation of the increment on longitudinal direction for the contact point in the rail.

The wheel angular coordinate and the longitudinal position along the rail can be
analytically evaluated with Eq. (12) and (13), respectively. Thus, the contact points only
depend on usidew,Q and usider,P . For each wheel strip, the rail lateral parameter which ensures

that dside and nsider,P are parallel can be obtained by solving

dside · tsider,u,P = 0 (15)

Therefore, to find the contact points, an optimization problem must be formulated
to find the wheel strip with the largest penetration which is given as

δ =
∥∥∥dside

∥∥∥ if nsider,P · dside < 0 (16)

3 Contact Forces Models

The contact forces play a key role on the dynamic behavior of the multibody systems,
since theymust consider the geometrical and physical properties of the contacting bodies
and contribute for the stable resolution of the equations of motion.
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Regarding the normal contact force evaluation, a Hertzian-based model is utilized
here [7] which can be expressed as

fn =
⎧
⎨

⎩

Kδnce δ̇ ≤ −v0
Kδn

[
ce + (1 − ce)

(
3r2 − 2r3

)] −v0 < δ̇ < v0
Kδn δ̇ ≥ v0

where r = δ̇ + v0
2v0

(17)

where K is the contact stiffness that depends on the local geometric and material prop-
erties, δ denotes the penetration depth, δ̇ represents the penetration velocity, v0 denotes
the tolerance for the penetration velocity, ce is the coefficient of restitution, and n is an
exponent that defines the degree of nonlinearity.

In what concerns to the creep forces, Polach method is adopted in this work
since it complies with Hertz theory by considering an elliptical contact patch [8]. The
longitudinal and lateral creep forces and spin creep moment are evaluated as

fx = f
υx

υC
, fy = f

υy

υC
+ fyS

φ

υC
, mz = 0 (18)

whereυx, υy andφ are the longitudinal, lateral and spin creepages, respectively, υ andυC
denote the magnitude of translational creepage and the modified translational creepage,
f is the tangential contact force caused by the longitudinal and spin creepages and fyS
expresses the lateral tangential force due to spin creepage.

Both forces act as external forces on the wheelsets and are included on the equations
of motion which, for constrained multibody systems, can be given as [9]

[
M �T

q

�q 0

]{
q̈
λ

}
=

{
g

γ − 2α�̇ − β2�

}
(19)

in which M denotes the global mass matrix, �q expresses the Jacobian matrix of the
constraints equations, q̈ is the generalized accelerations,λdenotes the vector ofLagrange
multipliers, which represent the reaction forces on ideal joints, g is the vector of external
generalized forces, γ is the right-hand side vector of acceleration constraint equations,�
and �̇ denote the violation of constraints at position and velocity level, respectively,α and
β are feedback control parameters of Baumgarte technique for constraints stabilization.
Equation (19) must be solved in each time step to get the system’s accelerations, which
are then integrated over time.

4 Example of Application

A trailer vehicle negotiating a left curve with a radius of 300 m is used as application
case. Thismultibodymodel includes 11 bodies, namely 4wheelsets, 4 axleboxes, 2 bogie
frames and the carbody. The vehicle starts with a forward velocity of 18.3 m/s, being
the total simulation time 41 s. The initial configuration considers a lateral misalignment
of 2 mm to promote the hunting motion of the system.
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(a)

(b)

Fig. 4. Representation of the location of the main point of contact for each patch over time.

The contact in the right wheel of the leading wheelset of the front bogie is analyzed
in detail, since it is the external wheel relatively to the curve where the flange contact
occurs. Thus, Figs. 4(a) and (b) display the location of the several contact points in
the wheel profile over time for the simplified profile and real profiles, respectively. For
the beginning of motion, it is verified that both profiles perform a hunting motion due
to the initial misalignment. This can be seen through the wave-like behavior in the
contact location. During the curve negotiation, bigger differences are identified. With
the simplified profiles, the contact is determined independently in the tread and flange,
and it is observed that there is simultaneous contact in the tread and flange from5.2 s until
37.1 s. On the other hand, for real profiles, during most of the curve, only one contact
patch exists, which is in the wheel transition zone. However, in some periods, the wheel
and rail may interact in more than one location which results in multiple contact patches.

5 Conclusions

Amethodology for contact detection betweenwheel and rail considering realistic geome-
tries is presented here. This method uses the assumption that the rail is locally straight
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and searches the strip which corresponds to the maximum virtual penetration for each
contact patch. The dynamic simulation of a trailer vehicle running on a curved track
verifies the effectiveness of the proposed methodology. The results show that this app-
roach allows the existence of multiple contact patches in each wheel-rail pair and that
the simplification of the wheel profile in the transition zone does not allow an accurate
identification of the contact points.
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Abstract. The mathematical model of a small-scale counter-rotating Savonius
wind turbine is constructed and studied. Rotors are located one above the other.
Their shafts are coaxial. The shaft of one Savonius rotor carries the rotor of an
electric generator, and the shaft of the other carries the stator of the same generator.
Savonius rotors are supposed to rotate in opposite directions. Thus, the relative
angular speed of the generator rotor with respect to the stator is increased. The
generator is connected to the local electrical circuit. Operation modes correspond-
ing to autorotations of Savonius rotors in the wind flow are discussed. The trapped
power in such regimes is estimated. It is shown that the chosen design of the wind
turbine is characterized by the same maximum power coefficient as a classical
single Savonius rotor, but with double increase of the relative angular speed of the
generator rotor with respect to the stator. Parameters of the system that provide
maximum trapped power coefficient are found.

Keywords: Wind turbine · Savonius rotors · Dynamical system · Steady
motion · Stability · Trapped power

1 Introduction

The general scheme of a counter-rotating vertical axis wind turbine was proposed rather
recently [1]. This scheme supposes that the device consists of two counter-rotating
vertical axis wind rotors located one above the other; one of them carries the rotor of an
electric generator, while the other carries the stator. Thus, the interaction between two
rotating parts of the turbine is represented by the electromechanical interaction between
the rotor and the stator of the generator. In the same time, the aerodynamic interaction
between twowind rotors can be neglected: each rotor doesn’t have considerable influence
upon the airflow about the other rotor. This is the crucial difference compared with a
counter-rotating scheme, where two turbines are located at the same altitude close to
each other like in [2]. In case of [2], the aerodynamic interaction between rotors can be
used to increase the power efficiency of the system (for this purpose, rotors should be
located in the optimal position with respect to each other).

The advantage of the design [1] with respect to the classical single vertical axis wind
turbine results in the increase of the angular speed of the rotor of the electric generator
with respect to the stator. The level of electrical load is adjusted in order to increase

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
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the power efficiency of the turbine. For the case of a small-scale Darrieus type counter-
rotating wind turbine, this effect was demonstrated in the context of the model [3]. In
general, the counter-rotation scheme can be applied for a wide range of classical wind
turbines [4] and even for novel types of vertical axis wind power systems such as those
proposed in [5–7].

Here the model of a small-scale counter-rotating Savonius type wind turbine is con-
structed. The model contains a small number of parameters and is represented by a
second order dynamical system. The steady operation modes of this device are stud-
ied that correspond to asymptotically stable fixed points of the dynamical system. The
principal scheme of analysis of the system is rather similar to that applied in [3, 8].

The trapped power is estimated. The effect of increasing of the relative angular speed
of the rotor of a generator with respect to the stator is described. In some cases such effect
can ensure high enough angular speed; and additional gear mechanism isn’t necessary.
This is one of the advantages of the construction. If, a gear mechanism is still needed
due to conditions of operation, then the solution discussed in [4] can be applied. Other
advantages are decrease in the total angular momentum of the system, which results in
reduction of gyroscopic loads.

2 Description of the Model

Mechanical systemconsists of two similar vertical axis Savonius typewind rotors coaxial
to each other, located one above the other, and intended to rotate in opposite directions
around the axis Oz (Fig. 1). The stator of an electric generator is fixed to the shaft of the
1st Savonius rotor, and the rotor of this generator is fixed to the shaft of the 2nd Savonius
rotor. The generator is connected to the local electric circuit with the external resistance
R.

The wind flow has constant velocityV. Angles ϕi (i = 1, 2) of rotation of two rotors
are counted in opposite directions. Thus, the angular speed �1 of the 1st rotor is positive
if this rotor rotates clock-wise (looking from the tip of the Oz axis), and the angular
speed �2 of the 2nd rotor is positive if it rotates counter clock-wise.

Both rotors are supposed to have similar geometric and mass characteristics. Let r
be the radius of each rotor and J be the moment of inertia of each rotor about the axis
Oz. In order to describe the aerodynamic torque Ti acting upon the ith rotor we use the
quasi-steady approach [9]:

Ti = 0.5ρSV 2rCm(ϕi, λi), λi = r�i/V . (1)

In expressions (1), ρ is the density of the air, S is the area of the cross-section of the
rotor, λi is the so-called tip speed ratio of the rotor.

The functionCm(ϕi, λi) is the dimensionless aerodynamic torque coefficient that can
be approximated using experimental data. For the classical (S-shape) Savonius rotor,
this function is π -periodic and can be represented in the form of Fourier series with
respect to a variable 2ϕ [9]. Main harmonics are the most essential. Here the following
approximation is used:

Cm(ϕ, λ) = CT (λ) + (k1λ + k2) sin(2ϕ) + (k3λ + k4) cos(2ϕ). (2)
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Fig. 1. The scheme of the counter-rotating Savonius wind turbine

In (2), the function CT (λ) is described using experimental data obtained in [10].
Here the following approximation of this function is used (Fig. 2):

CT (λ) = − 0.118λ5 + 0.48λ4 − 0.5λ3 − 0.2λ2 + 0.25λ + 0.26; (3)

The interaction between the rotor and the stator of the generator is described by the
electromechanical torque Te (from the model [11]):

Te = C

(σ + R)
(�1 + �2). (4)

Fig. 2. Dimensionless coefficient (3) of the average aerodynamic torque acting on the Savonius
rotor.
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In relation (4), C is the constant coefficient of electromechanical interaction, and σ

is the internal resistance of the generator.
For the further analysis, we introduce dimensionless time τ = r−1Vt and use

dimensionless variables λi.

3 Equations of Motion and Averaging Method

Equations of motion of the system in dimensionless variables have the following form
(the dot denotes derivative with respect to the dimensionless time τ ):

⎧
⎪⎨

⎪⎩

ϕ̇i = λi, i = 1, 2, ε = ρSr3

2J ,

λ̇1 = ε(Cm(ϕ1, λ1) − c(λ1 + λ2)),

λ̇2 = ε(Cm(ϕ2, λ2) − c(λ1 + λ2)), c = 2C
VρSr2(σ+R)

.

(5)

Here parameter ε is responsible for inertial properties, and c is the dimensionless
external load coefficient. Suppose that ε is small parameter, and variables λi are bounded
from zero. Perform the averaging of the system (5):

{
λ̇1 = ε(CT (λ1) − c(λ1 + λ2)),

λ̇2 = ε(CT (λ2) − c(λ1 + λ2)).
(6)

Correlation between solutions of the system (5) and the averaged system (6) over a
finite time interval is described by the theorem [12] (similar averaging was performed
in the model of a double rotor Darrieus wind turbine in [3]).

In more complicated cases of averaging over angles, the behavior of the system near
a resonance may not be described well by the averaged system: trapping into resonance
may occur [13, 14]. But coupling terms in (5) do not depend on the angles, so the behavior
near a resonance is described correctly by the same averaged system (6), at least, over
finite time intervals (the corresponding averaging procedure is performed in [3] for the
system with similar coupling terms).

In what follows, we suppose that an asymptotically stable fixed point
(
λ∗
1; λ∗

2

)
of the

system (6) corresponds to a steady operation mode of the wind turbine (when λ∗
i �= 0).

Similar approach is used in [15] for another problem of motion in media.
Values λ∗

i depend on c. In particular, the number of possible steady operation
modes depends on c. Further, parametrical analysis of characteristics of steady modes
is performed.

4 Steady Operation Modes

For the fixed point of the system (6), the following holds:
{
CT (λ∗

1) = CT (λ∗
2),

CT (λ∗
1)

λ∗
1+λ∗

2
= c.

(7)

Notice, that the parameter c is positive due to its physical meaning.
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Due to the qualitative features of the functionCT (λ) (Fig. 2), the system (7) can have
one or three solutions

(
λ∗
1; λ∗

2

)
depending on the value of the parameter c (the case of two

solutions is a singular situation). The qualitative features of the function CT (λ) are as
follows: it has one local maximum that corresponds to some positive value of tip speed
ratio λ; it has also one local minimum that corresponds to a certain negative value of λ;

there is a certain non-zero value of λ = λ̃, for which the equality CT

(
λ̃
)

= CT

(
−λ̃

)

holds.
The geometrical locus of points

(
λ∗
1; λ∗

2

)
obtained for different values of c is shown in

the Fig. 3. Solid lines correspond to attracting fixed points, and dashed lines, to repelling
ones. Point “A” in the figure corresponds to the case c → 0 (no electrical load: R → ∞).
Points “B1”, “B2” (where λ∗

i = ±λ̃) and point (0; 0) correspond to the case c → ∞
(electrical load is extremely large for the device).

At the point “K”, the bifurcation occurs: with decreasing of the coefficient c, the
saddle point of the system (6) bifurcates into three fixed points: one stable node (branch
“KA”) and two saddles.

From the point “K” to each of points “M1”, “M2”, the coefficient c decreases from
the value cK to the value cM (compare with Fig. 4). From points “Mi” to points “Bi”,
the coefficient c increases.

Fig. 3. Geometrical place of steady solutions of the dimensionless averaged system (6).

The trapped power coefficient cp in steady operationmodes depending on the external
load coefficient c is represented in the Fig. 4. Solid lines correspond to attracting fixed
points, and dashed lines, to repelling ones. Designations of bifurcation points are similar
to those in the Fig. 3.
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Fig. 4. Trapped power coefficient vs. the dimensionless external load coefficient c.

The maximum trapped power is achieved for c = cN in an attracting steady motion
with modules of angular speeds equal to each other.

5 Discussion

Two types of steady solutions of the system (6) are identified: symmetrical (withλ∗
1 = λ∗

2)
and asymmetrical (with λ∗

1 �= λ∗
2). Solutions with λ∗

1 = λ∗
2 are principally similar to the

case of a single Savonius rotor. However, all steady modes of a single rotor are attracting
[9], which is not the case for a double turbine.

The trapped power coefficient corresponding to symmetrical solutions is higher than
that for asymmetrical case. Thus, operation modes with λ∗

1 = λ∗
2 are preferable. Notice

that, for a certain range the of external load coefficient c ∈ (cM, cK), two types of
attracting operation modes are possible (Fig. 4). In such case, the system can be attracted
to the asymmetrical regime (with low power) even if the initial angular speed of one rotor
is rather high. However, the most preferable regime (with maximum trapped power) is
achieved for the value of load coefficient c = cN, for which no other autorotation regimes
are found (Fig. 4).

The trapped power coefficient corresponding to symmetrical steady solutions (with
λ∗
1 = λ∗

2) equals to that for a single Savonius rotor (with the tip speed ratio λ =
λ∗
1 = λ∗

2). But, for a counter-rotating turbine the average, the relative angular speed
corresponding to steady solutions is twice higher than that for the single rotor (while the
electromechanical torque is twice lower). Thus, using the double rotor construction is
in a certain sense equivalent to using the increasing gear.

6 Conclusions

The mathematical model of a counter-rotating Savonius wind turbine is constructed.
Steady modes of the system are analyzed depending on the external load coefficient. It
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is shown that the number of such modes and their stability depend on this parameter.
The trapped power in operation modes is estimated.

The comparison with a classical single rotor Savonius turbine shows that the double
rotor system possesses additional type of operation modes. The main advantage of the
double rotor system compared with the single rotor one consists in doubling of the
average angular speed of the rotor of the generator with respect to the stator in operation
modes.

The power coefficient diagram (Fig. 4) allows predicting the efficiency of the system
depending on the external load coefficient c. This coefficient can be adjusted (e.g. by
controlling the external resistance R) in such a way as to increase the trapped power.

In further research, it is reasonable to describe effects related with dependence of
the aerodynamic torque upon angles of rotation of Savonius rotors. The analysis of the
averaged system performed here can be used as an initial approximation for the study
of periodic or quasi-periodic solutions of the entire system (5).

Acknowledgments. This work was partially supported by the Russian Foundation for Basic
Research, projects NN 18-31-20029, 19-31-90073.
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Abstract. A key advantage of cable-driven parallel robots, compared
to other robot types, is their large workspace. Despite this fact, experi-
ments in previous works have shown that cable-driven parallel robots
often cannot fully realize their theoretically estimated workspace in
practice.

To remedy this shortcoming, a new inverse kinematic code is devel-
oped which considers the previously neglected effects of both cable sag-
ging and pulleys. For a realistic exemplary robot, the new kinematic code
yields a 19.5% larger wrench-feasible workspace volume for the catenary-
pulley model than previous codes. This result shows that the effects of
cable sagging and pulleys should be considered in the kinematic codes,
especially for large cable-driven parallel robots.

Keywords: Cable-driven parallel robots · Inverse kinematic code ·
Wrench-feasible workspace · Cable sagging · Pulley model

1 Introduction

Many works in the field of cable-driven parallel robots (CDPR) study their
workspace as its large size distinguishes them from other types of robots [8,11].
The kinematic codes used to control CDPR are commonly based on the standard
geometric model [8, section 3.2], which assumes that their cables are straight
lines and neglects the effects of their weight and pulleys. Research by Kraus [4,
p. 91] and Riehl et al. [10] shows that in practice these simplifications decrease
the workspace volume and positioning accuracy of CDPR. To improve these
qualities, Kozak et al. [3] apply the catenary model to the cables of CDPR and
Goutfarde et al. [1] analyze its combination with a pulley model. Merlet [5]
presents an algorithm for finding all solutions of the inverse kinematic problem
for the catenary model.

To apply these models on a CDPR in practice, this work introduces a new
inverse kinematic code for redundantly constrained CDPR based on a combined

c© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
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catenary-pulley model. This code computes feasible and continuous cable lengths
that can be used by a future CDPR controller.

The structure of this work is as follows: Sect. 2 introduces the necessary
definitions and assumptions. The catenary-pulley model is derived in Sect. 3.

Based on this model, Sect. 4 develops a new inverse kinematic code. Section 5
evaluates the new code for an exemplary CDPR and compares it to a state-of-
the-art one. Finally, Sect. 6 provides the conclusion and outlook.

2 Definitions and Assumptions

A CDPR consists of m ∈ N cables which are used to manipulate the pose
(r,R) ∈ SE3 of its platform. Each cable i ∈ {1, ...,m} originates from a winch
at a fixed point ai and is wound around a pulley of radius r, with a panning
axis ei. The weight of the cable segment on the pulley is neglected. It is assumed
that the pulley is statically balanced around its panning axis ei and that there
is no friction in this axis or between the cable and the pulley. The other end
of each cable i is connected to the platform at the distal endpoint bi in the
platform coordinate frame Kp. Its location r + Rbi in the world coordinate
frame K0 depends on the platform’s position r ∈ R

3 and orientation R ∈ SO3.
The suspended cable between the pulley and the platform is modeled according
to Irvine’s catenary model [2] with the parameters: weight force density µg,
Young’s modulus E, and cross-section area A.

Figure 1 illustrates the catenary-pulley model for a cable of a CDPR. All
symbols and force vectors associated with this model are highlighted in blue
and, for better readability, the cable’s index i is omitted from them.

K0

Fc

μg

Fpai

r

c

ei

e⊥
c

ei×e⊥
c

β

lII0

lI0

Rbi Kp

Fig. 1. Illustration of the catenary-pulley model for cable i
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An unstretched cable length l0 is considered feasible for a given platform
pose (r,R) if the resulting cable force ‖Fc‖ in the first section of the cable, at
the pulley, lies within the feasible interval ‖Fc‖ ∈ [fmin, fmax]. This condition is
imposed on the cable’s force near the winch Fc instead of at the platform Fp,
since in practice the maximal cable force fmax of a CDPR is usually constrained
by its winches or motors and not the cables themselves.

3 The Catenary-Pulley Model

The catenary-pulley model determines the location of the distal endpoint
di (Fc, l0) of a cable i, which is attached to the platform, in K0 as a func-
tion of its force Fc and unstretched cable length l0. Two sections of the cable
are distinguished, which contain the unstretched cable lengths lI0 and lII0 with
l0 = lI0 + lII0 .

The first section is wound on the pulley between the points ai and c, as
shown in Fig. 1. The force vector Fc defines the direction in which the cable
tangentially leaves the pulley at the point c and its norm ‖Fc‖ represents the
force in the cable at this point. The plane in which the pulley lies is spanned by
its panning axis ei and the orthogonalized direction e⊥

c = Fc−〈Fc,ei〉ei

‖Fc−〈Fc,ei〉ei‖ of the

cable force Fc.
Using these axes, the location of c can be expressed in K0 as

c = ai + re⊥
c +

r

‖Fc‖
(〈
Fc, e⊥

c

〉
ei − 〈Fc, ei〉 e⊥

c

)
. (1)

The wrapping angle β of the cable around the pulley from ai to c is given by

β = atan2
(〈
Fc, e⊥

c

〉
, 〈Fc, ei〉

)
. (2)

Due to the assumption of no friction between the pulley and the cable, the force
‖Fc‖ in the cable on the pulley is constant. The unstretched cable lengths of the
first lI0 and second lII0 cable sections are calculated as

lI0 =
βr

1 + ‖Fc‖
EA

and lII0 = l0 − lI0 . (3)

The vertical component of the cable force vector at the platform Fp = Fc +
μglII0 ez accounts for the weight μglII0 of the cable in the second section, i.e. the
catenary.

The horizontal cable force components are denoted as Fx,y =
[〈Fc, ex〉 〈Fc, ey〉 0

]T. Hereby, ex, ey and ez denote the axes of K0. Finally,
the location of the distal endpoint di (Fc, l0) can be calculated in K0, using
Irvine’s catenary model [2], as

di (Fc, l0) = c +
lII0

2EA
(Fp + Fc)

+
1
μg

(
log

(‖Fp‖ + 〈Fp, ez〉
‖Fc‖ + 〈Fc, ez〉

)
Fx,y +

(‖Fp‖ − ‖Fc‖
)
ez

)
.

(4)
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With this expression, the loop closure equation of the catenary-pulley model
for cable i is formulated as

di (Fc, l0) − (r + Rbi) = 0 ∈ R
3 . (5)

The new inverse kinematic code, which is introduced in the next section, requires
this equation system to be solved for a feasible unstretched cable length l0 and
direction (θ, ϕ) of the cable force Fc, while its norm ‖Fc‖ is fixed. For this
purpose, the cable force is expressed in spherical coordinates Fc =

[‖Fc‖ θ ϕ
]T.

Equation (5) can then be solved for (l0, θ, ϕ) using numerical methods like
Newton-Raphson. Once a solution is found, it is necessary to calculate how the
cable forces at the pulley Fc and the platform Fp change when the unstretched
cable length l0 is modified by the winch. These relationships are captured by
the partial derivatives ∂Fp

∂l0
and ∂Fc

∂l0
. They are derived by taking the derivative

d
dl0

of the loop closure equation with the constrain that the platform pose (r,R)
remains constant:

0 =
d

dl0
(di (Fc, l0) − (r + Rbi)) =

d
dl0

di (Fc, l0) . (6)

This can be reformulated in terms of partial derivatives of di (Fc, l0)

0 =
d

dl0
di (Fc, l0) =

∂di (Fc, l0)
∂Fc

∂Fc

∂l0
+

∂di (Fc, l0)
∂lII0

∂lII0
∂l0

. (7)

With the relationship ∂lII0
∂l0

= 1 obtained from Eq. (3), the partial derivatives of
the cable forces can be expressed as

∂Fc

∂l0
= −

(
∂di (Fc, l0)

∂Fc

)−1
∂di (Fc, l0)

∂lII0
and

∂Fp

∂l0
=

∂Fc

∂l0
+ μgez . (8)

In the following section, these expressions are used to linearize the catenary-
pulley model.

4 An Inverse Kinematic Code for the Catenary-Pulley
Model

Inverse kinematic codes for CDPR compute feasible cable lengths l0 for a given
platform pose (r,R) and external wrench wext. The inverse kinematic code devel-
oped in this section is based on the definition of feasible cable lengths from
Sect. 2.

It is aimed at redundantly constrained CDPR and inspired by Pott’s force
distribution method [7], which uses the least squares solution of the wrench
equilibrium equation for the standard geometric model [8, Eq. 5.9 on p. 167] of
CDPR as a starting point to calculate feasible cable forces. In contrast to the
setting of the standard geometric model, the wrench equilibrium equation for the
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catenary-pulley model is nonlinear in the cable forces. Therefore, this kinematic
code linearizes the cable wrench wi of each cable i around the unstretched cable
lengths li0, that are obtained by solving the catenary-pulley model as described
in Sect. 3 for the fixed cable force norm ‖Fc‖ = 1

2 (fmin + fmax) in the middle
of the feasible interval [fmin, fmax]. The resulting wrench equilibrium equation
is linear in the additional cable length parameters Δli0:

0 = wp + wext +
m∑

i=1

wi +
m∑

i=1

∂wi

∂l0
Δli0 . (9)

Hereby, wext and wp denote the wrenches on the platform due to external influ-
ences and the platform mass mp, respectively. The wrench of each cable i and
its derivative are given by

wi = −
[

Fp

Rbi × Fp

]
and

∂wi

∂l0
= −

[
∂Fp
∂l0

Rbi × ∂Fp
∂l0

]

. (10)

The vectors Fp and ∂Fp
∂l0

are calculated from the solution of the catenary-
pulley model as described in Sect. 3. The parameters Δli0 are determined as the
least squares solution of Eq. (9).

Similarly, as in [7], the cable lengths li0 + Δli0 are further modified to comply
with the force limits fmin and fmax. It is checked whether for all cables i ∈
{1, ...,m}, the cable force at the pulley lies within the feasible interval

∥
∥
∥
∥Fc +

∂Fc

∂l0
Δli0

∥
∥
∥
∥ ∈ [fmin, fmax] . (11)

If this is not true for all cables i ∈ {1, ...,m}, the cable j whose force is the
furthest outside of the feasible interval is selected. Its force is reset to the limit
which it previously violated, e.g. fmax, by recalculating Δlj0 as a root of the
quadratic equation

f2
max =

∥
∥
∥
∥Fc +

∂Fc

∂l0
Δlj0

∥
∥
∥
∥

2

=
∥
∥
∥
∥

∂Fc

∂l0

∥
∥
∥
∥

2 (
Δlj0

)2

+ 2
〈
Fc,

∂Fc

∂l0

〉
Δlj0 + ‖Fc‖2 .

(12)

Since the cable force previously violated the force limit, this quadratic equation
must have two distinct, real roots. Regardless of which limit was violated, Δlj0 is
set to be the larger or smaller root of Eq. (12) depending on whether the sign of〈
Fc,

∂Fc

∂l0

〉
is positive or negative. Based on this new value of Δlj0, the wrench wj

in Eq. (9) is updated according to Eq. (10) with the new cable force at platform
Fp + ∂Fp

∂l0
Δlj0. The term containing Δlj0 is subsequently removed from Eq. (9) as

the length and force of cable j are now fixed. A new least squares solution for
the remaining parameters Δli0 with i ∈ {1, ...,m} \ {j} is calculated.

This procedure of updating wj for the cable j that violates the condition from
Eq. (11) the most, removing the corresponding term Δlj0 from Eq. (9) and com-
puting a new least squares solution of the wrench equilibrium for the remaining
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cable parameters Δli0, is repeated until either Eq. (11) is satisfied for all cables,
or the solution for the remaining six parameters Δli0 is infeasible.

To reduce the error due to the linearization of the catenary-pulley model,
the steps, which are described until here, are repeated a second time for the
remaining parameters Δli0. Hereby the catenary-pulley model of each such cable
i is recalculated for the fixed cable force norm of either

∥
∥
∥Fc + ∂Fc

∂l0
Δli0

∥
∥
∥ or a limit

of the feasible interval [fmin, fmax] if it was violated.
If Eq. (11) is now satisfied for all cables, the inverse kinematic code has found

feasible cable lengths li0 + Δli0 for the pose (r,R) and external wrench wext.
Otherwise, it failed and considers the given pose unfeasible.

5 Comparison to a State-of-the-Art Inverse Kinematic
Code

In this section, the new inverse kinematic code is compared to a state-of-the-
art code in terms of the resulting workspaces and cable forces for an exemplary
CDPR.

The state-of-the-art inverse kinematic code is a combination of the force
distribution method from [7] and the pulley kinematics from [6].

The workspace of the CDPR is calculated by composing the new or the state-
of-the-art inverse kinematics with a forward kinematics of the catenary-pulley
model.

A platform pose (r,R) is within the workspace if, for the given external
wrench wext, the resulting cable forces are feasible according to the definition
from Sect. 2.

As part of this work, all kinematic codes and the following comparison are
implemented in WireX [9], an open source analysis and design software for
CDPR.

The exemplary CDPR consists of m = 8 cables described by the catenary-
pulley model with parameters resembling steel cables: μg = 6 N

m , EA = 7 ·
106 N, r = 0.25m. The geometry of the cable robot {ai,bi}m

i=1 is given by
all sign combinations of the vectors ai =

[±5.0m ±6.0m ±2.5m
]T and bi =

[±0.5m ±0.3m ∓0.4m
]T. The panning axes of the pulleys are ei =

[
1 0 0

]T

for i ∈ {1, 2, 5, 6} and ei =
[−1 0 0

]T for i ∈ {3, 4, 7, 8}. The cable force limits
are fmin = 1000N and fmax = 10000N. The external wrench wext is set to
be zero. The wrench induced by the platform’s weight force mpg = 8000N is
wp =

[
0 0 −mpg 0 0 0

]T, since its center of mass is at the origin of Kp.
The workspace of the new inverse kinematics code for this CDPR has a vol-

ume of 157.2m3 and fully contains the one of the state-of-the-art code, which has
a volume of 131.6m3. This 19.5% increase can be attributed to the consideration
of the nonlinear effects of cable sagging and pulleys.

Figure 2 shows a slice of the workspaces of the new (yellow) and the state-
of-the-art code (green) in the XY-plane.
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Fig. 2. Workspace comparison in the XY-plane

Along the black line, which starts at the center of the robot geometry and
lies within the plane, the cable forces of the new and the state-of-the-art code
are visualized in Fig. 3 in yellow and green, respectively.

Fig. 3. Evolution of cable forces along a straight line

It can be observed that the new inverse kinematic code produces continuous
cable lengths and forces. From the start until the 2.4m mark, its forces are
similar to those of the state-of-the-art code From that point on, one cable force
of the new code is set to the force limit fmax. At 3.2m, the forces of the state-
of-the-art code become unfeasible while the new code continues to find feasible
cable lengths until a distance of 4.6m from the center.
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The averaged computation time for one evaluation of the workspace criterion
is 5.7 · 10−3 s for the new code and 4.0 · 10−3 s for the state-of-the-art code, as
measured on a laptop with an Intel R© CoreTM i5-7440HQ CPU running at 2.80
GHz.

The new code is slower because it requires solving the nonlinear catenary-
pulley model for each cable as described in Sect. 3.

6 Conclusion and Outlook

This work presents a new inverse kinematic code for redundantly constrained
CDPR that considers the effects of cable sagging and pulleys. For an exemplary
CDPR, the new code yields continuous cable forces and a 19.5% larger workspace
volume than a state-of-the-art code. This shows that considering the catenary-
pulley model in the kinematic codes of CDPR can substantially increase the size
of their workspace.

Future research could prove that the new code is indeed continuous as
observed in this work. Furthermore, it should be implemented on a CDPR to
evaluate its performance in practice.

Acknowledgements. This work was supported by the European Union’s H2020 Pro-
gram (H2020/2014–2020) under the grant agreement No. 732513 (HEPHAESTUS
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Abstract. Stroke is a high incidence disease which affects over 1 million people
per year only in Europe. In the last years the post-stroke survival rate has increased
a lot but still more than 70% of the survivors experience a certain level of motion
impairment. This paper focuses on the necessity and advantages of introducing
technologies in the field of post-stroke rehabilitation, and more specifically on
introducing a cable-driven solution into thefield, emphasizing their control system,
design, motion particularities and experimental tests demonstrating the effect that
cable structures have on maintaining a predefined trajectory despite deviations
that may occur due to the patient’s lack of control.

Keywords: Cable-driven robots · Upper limb · Control hardware · Trajectory

1 Introduction

An imminent personnel shortage in the field of post stroke physical therapy creates the
need for alternate solutions. As a result, the most widely regarded mean of dealing with
these developments in the automatization of the rehabilitation process. The introduc-
tion of rehabilitation robots in this environment would not only be to compensate the
decreasing ratio of therapist/patient, but would also provide several advantages, such as
the capacity of handling multiple patients simultaneously (under the supervision of a
therapist), the capacity to provide real-time sensory feedback and psychological strain
reduction (through audio/visual stimuli). Aside from these, aspects of robotic devices
such as repeatability, precision and lack of a decrease in these, as a result of the non-
existence of detrimental factors such as fatigue (as opposed to a human element), can
make the rehabilitation procedure more efficient when dealing with a high volume of
patients per day.

While there are several robotic rehabilitation devices available on the market for
all limbs [9], few see themselves being implemented within clinical environments. The
factors that contribute to this, are the complexity of the devices, the disbelief in the
viability of these solutions and the high acquisition costs of such devices, here we
shortly mention:
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• A knee prototype proposed in [10] used for osteoarthritis rehabilitation has proven its
efficiency though an static and a dynamic analysis presented in [11].

• RAISE [15] is a parallel rehabilitation robotic system that targets the hip, knee and
ankle joints. RAISE has been designed for bed-confined patients, requiring the patient
anthropometric data as input.

• RECOVER [16] is a parallel robotic system designed for lower limb rehabilitation,
having two serialized modules (the hip-knee and the ankle module).

• ASPIRE [14] is a parallel rehabilitation device that targets the shoulder joint with an
added forearmpronation/supinationmotion (to reach shoulder flexion/extension angu-
lar amplitudes over 90°), and executes trajectory based joint manipulation. The device
requires angular amplitudes as input data, as the motion trajectories are predefined.

• ParReEx [5] is a parallel rehabilitation device that targets the elbow and wrist joints
respectively. This device also uses predefined trajectories of the basic joint motions
during rehabilitation and requires as input the angular values needed for each patient
individually.

As a response we propose an end-effector based parallel wire-driven device, capable
of upper limb rehabilitation that is presented in the following sections.

2 Requirements for Upper Limb Exercising

The upper limb motions are classified according to the joints involved in the move-
ment process [8]. Hence, the main upper limb motions from the shoulder to the wrist
are: shoulder flexion/extension, abduction/adduction, elbow flexion/extension, wrist
flexion/extension, and abduction/adduction.

In this paper, the authors focus mostly at the elbow rehabilitation, more specifically
at the flexion/extension (Fig. 1).

Elbow flexion

Left Right

Max 150° 152° 

Mean 131.1° 137.7° 

Min 56° 122° 

Fig. 1. Elbow flexion [3]

The maximum, mean and minimum amplitude values of the elbow flexion are
shown in Fig. 1, based on the measurements presented in [13] which were made on 21
patients. The results together with specific standards regarding the different anthropo-
metric dimensions of the body segments represents the foundation of the development
of an upper limb rehabilitation device. Furthermore, a set of technical characteristics
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have to be taken into consideration to assure the safety and health of the patient and to
minimize the risks that could occur during the rehabilitation exercises [8].

In order to define the rehabilitation process protocol for LAWEX, the proper arm
motion range and parameters were identified, as it is reported in [1].

3 The LAWEX Cable Driven Robot

The LAWEX (LArm Wire driven EXercising device) is a cable-driven assistive device,
whose first design was made that was designed and built at the Laboratory of Robotics
andMechatronics inCassino [6, 8]. Thismechanism’s end-effector has a universal design
that allows the rehabilitation of both the upper and lower human limb.

3.1 Mechanical Architecture

The actual design of LAWEXpresents an open architecture of the systemwhich is highly
advantageous as it allows the patient to gain easy access within the device’s workspace,
during the rehabilitation procedure while also providing them with a less encumbering
environment. The aluminum profiles used in the manufacturing of this robot ensure easy
assembly and disassembly of the device and also an economical solution which makes
it accessible [7].

The universal end effector is actuated through the use of four cables attached through
two points. Each cable is actuated by one DC motor. The length of each cable can be
modified by actuating the DC motors, which can extend or retract the cables [6, 8].

The cables are rolled on a system of pulleys assisted via a spring tensor that should
be positioned as it is shown in Fig. 2 so the tensors guides the cables and stop them from
slipping.

Fig. 2. The spring tensor position

The cables setup for each motor is presented in the Fig. 3. The installation of the
cable in the pulley around the M1, M2, M4 (motor 1, 2 and 4) must be done clockwise
and in order to rotate the motor clockwise, the values need to be increased, while for M3
(motor 3) cable installation and rolling must be done anti-clockwise. Similarly, to rotate
the desired motor in the opposite direction, the values need to be decreased.



Motion Generation for a Cable Based Rehabilitation Robot 435

Fig. 3. LAWEX – cable setup

3.2 Control Hardware

The control box of the robotic system (Fig. 4), consists of an Arduino microcontroller,
a PCA9685 controller, power supply and voltage regulators. The encoders are used to
determine the current positions needed to obtain the speed input is generated which,
together with the rotation direction is necessary. The motor drivers are interfaced with
Arduino. For controlling the inputs given by the Arduino, the PWM technique is used
[1, 2,12].

Fig. 4. PWM controller connected to Arduino.

Programming
The system can be programmed using theArduino IntegratedDevelopment Environment
(IDE) in two ways: by defining an arbitrary trajectory (Fig. 5) or by starting from the
desired trajectory and applying the invers kinematic model to generate and to calculate
the angular values for each motor (Fig. 6).
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According to the first approach, the user need to introduce the proposed angular
values of the motors until reaching the chosen home position for the desired trajectory.
The main focus is to choose the angular values of the motors in such a way that all
the cables are tensioned in that position. The values of the motors should be modified
until you reach the desired tension in the cables. The cables must be tensioned for each
position of the end-effector. After defining the first position, the programming point
to point procedure is used to determine as many points as it is needed for defining
a trajectory. In this step, a point to point discrete trajectory test using all the defined
precision points can be done. Furthermore, the linear interpolation of these points is
integrated using Matlab. Based on this interpolation, a continuous trajectory will be
executed (Fig. 5).

Fig. 5. Defining an arbitrary trajectory Fig. 6. Implementation of the kinematic model

The second method involves the implementation of the kinematic model of the
robotic system (Fig. 6). First step consists of extracting the X, Y, Z coordinates from a
prescribed trajectory. Further, the cables lengths are determined from the inverse kine-
matic model. Based on the kinematic equation Eq. (1), the obtained values are converted
into angular values of the motors [1].

li = l0 − ϑr0 − πr1
2

− d0 (1)

Where l0 represents the total length of the cable, r0 is the driving pulley radius, r1
is the radius of the second pulley and d0 means the distance between the centers of the
and ϑ is the angular displacement of the servomotors.

4 Experimental Tests

In this paper, the experimental tests focus on elbow flexion/extension, one of the most
common used and efficient exercises for upper limb rehabilitation.
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The experimental procedure consists of defining the (medical) protocol, performing
the tests and interpreting the experimental results. Firstly the maximum angular ampli-
tudes that the test subject is capable of reaching, must be noted, this can be done through
the use of a simple goniometer. Furthermore, the patient’s tendencies of deviating from
a predefined trajectory must be observed, by first running several low speed repetitive
motions, this is necessary to determine the most efficient trajectory that the end effector
must take as well as the necessary cable tensions that need to be used to maintain a
proper rehabilitative trajectory.

The running of a test is performed under the supervision of an operator and it is
based on the mechanical interaction of the subject.

The tests have been carried out using the three cables configuration, respectively
using the four cables, each connected to its corresponding actuator Fig. 7.

Fig. 7. Pictures taken during experimental tests: a) side view; b) front view.

In the three cable-based test (Fig. 8 a)), the cables are connected to the upper part of the
platform to perform the elbow flexion/extension. The results show a more unconstrained
movement of the arm,while the four cable test (Fig. 8 b)) reveals that by adding the fourth
cable, positioned below the platform, the direction variations during motion execution
are much smaller and frequent indicating a higher tendency towards greater stabilization
as a result of a greater resistance from the end effector that prevents the patient from
unintentionally forcing the end effector to deviate from the predefined trajectory, this
can be observed in the plots in Fig. 8.

Consequently, there can be observe that during the end of 3 cable motion trajectory,
close to the 15 mm x range and slightly above the −1350 mm z value, a sudden jog of
the end effector is indicated, whereas with the 4 cable configuration the motion is visibly
smoothened, the same elimination of suddenmotion can be observed at the opposite end.
This is highly important in reducing unwanted tensions in the beginning of the exercises
and at the end, register the highest differences in values from the previous state that the
system forces are at.
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Fig. 8. Cable tests experimental results: a) three cables test; b) four cables test.

5 Conclusions

In this paper, a cable-driven robotic device LAWEX was presented. The device’s capa-
bilities, mechanical and structural characteristics are also highlighted, all of which are
needed for reproducing the necessarymotion for elbow rehabilitation. In order to validate
the structure, experimental tests were described, mainly investigating the behavior of the
end-effector in relation to the number of cables that are used in driving it, increasing or
decreasing the precession with which the targeted limb follows on a predefined trajec-
tory, and how the addition of extra cable can compensate for trajectory deviation and that
could occur due to unintentional patient tremors. Future work involves further experi-
mentation with the system to determine its viability in the post- stroke rehabilitation of
both upper and lower limb motor afflictions.
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Abstract. Cable-Driven Parallel Robots (CDPRs) have been little used
so far for collaborative tasks with humans. One reason is the lack of solu-
tions to guarantee the safety of the operators in case of failure. Therefore,
this paper aims to determine the possible failures of CDPRs when they
are used for collaborative work with humans and to provide technical
solutions to ensure the safety of the operators. A translational three
degrees-of-freedom CDPR composed of four cables connected to a point-
mass end-effector is considered as an illustrative example. The cables
are supposed to be ideal, namely, they are not elastic and do not exhibit
sagging.

Keywords: Cable-driven parallel robot · Cable sagging · Failure ·
Safety · Collaborative

1 Introduction

Cable-driven parallel robots (CDPR) are a special class of parallel robot where
the rigid legs/links of a classical parallel robot (CPR) are substituted by cables
that can be wound or unwound. This type of actuation offers a lower mechanical
complexity (passive joints may not be used) compared to CPR and, more impor-
tantly, a wider range of leg lengths, thereby allowing for a larger workspace. In
this paper we will consider a specific CDPR, the so-called N−1 CDPR, having N
cables that are all attached to the same point B on the platform, whose center
of mass is below this point. The cable lengths L0 are changed by using rotary
winches, whose rotations are measured by encoders. Provided that N ≥ 3, such
a CDPR is a 3-dof robot allowing only translational motion of the load, which is
appropriate for many tasks [1,3], e.g. for 3D printing [2] or metrology [13]. Basic
control of the CDPR is based on a feedback loop on the L0 that are estimated
by using the measurement of the rotation angle of the winches. In the scope of
this paper, the cables are supposed to be ideal, namely, they are not elastic and
do not exhibit sagging. They are made up of synthetic material and, as a conse-
quence, do not exhibit the dangerous whip effect of steel cables. As the winches
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are assumed to be irreversible, there won’t be any change in cable lengths if they
are not actuated.

Furthermore, the winch dynamics is supposed to be not sufficient to correct
the fast motion of the load during a failure. F0(x,y, z) denotes the reference
with z the vertical axis.

This paper aims to determine the possible failures of CDPRs when they are
used for collaborative work with humans, especially failures that may lead to a
danger for the human operators. Failures of parallel robots have been addressed
in [9,11,12] and for CDPR in [7,8], but not with the purpose of ensuring the
safety of co-workers.

2 Kineto-Static Analysis of a 4-1 CDPR

Being given the platform pose of a CDPR the lengths of the 4 cables are uniquely
determined. On the other hand as soon as the lengths of 3 cables under tension
are fixed, then the platform pose will be fully determined. As the cable lengths
are never exactly measured we are not able to reach a platform pose, for which
the four cables are in tension. While performing a trajectory the CDPR will
usually have at most three cables in tension, possibly going temporarily through
poses where all four cables are in tension, but we are not able to determine such
a case. If Ai denotes the winch output point of cable i we will consider the convex
hull H of the Ai points in the plane z = 0 and Aip will denote the projection
of Ai in this plane and if M is a pose, then Mp will be its projection in the
plane. It is easy to show that if Mp is strictly inside the triangle Aip, Ajp, Akp

(denoted as (i, j, k) for short), then a static equilibrium will be obtained when
cables i, j, k are in tension while cable l �= i, j, k is slack. However, there will be
another cable configuration i, j, l with k slack that also leads to a mechanical
equilibrium of the platform. Hence for a given platform pose two possible cable
configurations, named the main cables, that share two cables (i, j) and only differ
by the third cable, lead to a static equilibrium of the platform. In what remains,
the Cartesian coordinates of points Ai expressed in meter are the following: OA1

(−8, 5, 5), OA2 (−8,−5, 5), OA3 (8,−5, 5), OA4 (8, 5, 5). The four points have
the same height and lead to a rectangular workspace.

3 Possible Failures

The failures that are considered in this paper and may occur for a CDPR are
the following:

1. the breaking of a cable;
2. failure of an encoder or of a motor or its control module: such failure may

easily be detected as the integration of the voltage sent to the motor combined
with a simple motor model will provide information of the expected motion of
the encoder. If this information is not coherent with the measurement either
because of a failure of the encoder or of the motor, we may stop the CDPR
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and because of the usual high resolution of the encoder, the displacement of
the platform will minimal;

3. the loop effect: uncoiling an already slack cable may lead to a loop at the winch
level that reverts the normal coiling process. Consequently, the cable length
may decrease instead of increasing and therefore the altitude of the load will
increase. This failure cannot be detected by using only the estimation of the
L0 based on the measurement of the winch rotation angles.

4. the winch may have a mechanical failure, e.g. break or losing the clutch that
couples the drivetrain to the coiling unit.

5. depending on the velocity of the platform before an emergency stop, the robot
may undergo significant sway motion, often putting two cables under tension
and making the third cable loose.

6. cables can get stuck in the winch or on guiding pulleys. Cables leaving the
pulleys may also slide about nearby elements.

Our objective is to ensure the safety of the operator. There are several means
for this purpose:

• immobilize the robot
• move the robot at a low speed toward a safe pose
• move the load from its current pose along the vertical to a safe altitude to

avoid any contact with the workers or environment
• put the load as quickly as possible on the ground to limit its motion

There are no general strategies that may be applied for each case and In this
paper, it is assumed that this safety will be guaranteed if the unexpected motion
of the CDPR is such that the load cannot reach an altitude that is lower than a
given value zl and higher than a threshold zh because the cable tensions increase
with the altitude of the platform and may lead to damages on the CDPR. Note
that this assumption is not restrictive and the proposed methods can be extended
to deal with other safety definition such as the avoidance of a given region.

3.1 Cable Breaking

With only the measurement of the L0 the breaking of a cable cannot be detected.
Hence the safety has to be ensured by the robot design and by restricting its
workspace. As seen in Sect. 2, we have for a given pose in most cases three cables
only in tension. The corresponding cable configurations are i, j, k or i, j, l. The
breaking of k (l) will not affect the CDPR behaviour that much because the cable
configuration will switch to i, j, l(k) with a little displacement of the platform.
On the contrary, the robot behaviour will be highly affected if one of the main
cables i, j breaks down.

Figure 1(a) shows the area where the platform can be in a static equilib-
rium for the CDPR at hand. Figure 1(b) illustrates the static workspace of the
manipulator after one cable breakage.

Let us assume that H is a rectangle whose corners are numbered 1, 2, 3, 4
and assume that at its current pose such that Mp is located both in the triangle
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Fig. 1. On the left the static workspace of the CDPR. On the right the static workspace
of the CDPR after cable 3 (blue cable) breakage.

123 and 124 leading to two possible cable configurations having 1, 2 as main
cables. If the CDPR is in the configuration 123 and cable 1 (2) breaks down,
then the load will swing around the A2A4 (A1A3) line meaning that the load
will move on a circle in a vertical plane that is perpendicular to A2A4 (A1A3)
whose radius can be obtained as a function of the lengths of cables 2, 4 (1, 3). It
is easy to show that if M lies in the cylinder with axis A2A4 (A1A3) and radius
za − zl, then the load will not go below zl during the swinging motion after the
breakage of cable 1 (2). However we have also to limit the load height to zh in
this cylinder. A fully safe zone is therefore obtained as the intersection of these
two cylinders that lie below the altitude zh. Figure 2 shows the full safe zone
obtained for zl = 1, zh = 4. From Figs. 1(a) and 2, it is noteworthy that this
safety consideration drastically shrink the CDPR workspace.

3.2 Adding Measurements

As seen previously the measurement of the L0 is not sufficient to ensure the
safety of CDPRs. Therefore it is necessary to consider other measurements with
the objective to detect an abnormal behavior for the cables or for the whole
CDPR, that may occur very quickly (e.g. during a cable breakdown). For this
purpose we may measure at a high rate the cable tensions, the cables angles

Fig. 2. 3D and top view of the safe zone when one cable breaks
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with respect to the horizontal at A or B (with an optical sensor [6] or an IMU
located close to B), or the load altitude (with a vertical distance sensor). Tension
measurement is not satisfactory because it will be very difficult to distinguish
between a normally slack cable or a broken cable. Measuring the z coordinate of
the platform, which has an interest for control, is appropriate except in the case
of a non-main cable breakage while measuring the angles covers all failure cases.
In summary there are multiple sensor possibilities to detect a failure of such a
CDPR.

3.3 Zones Covered by the Cables

In order to avoid any collision between the human operator and the cables, it is
possible to prevent the human operator from getting into zones spanned by the
cables with intangible barriers. For that matter, the zone spanned by each cable
should be determined first. Some approaches are proposed in the literature are
to determine the cable span of CDPRs [4,5,10].

For instance, Fig. 3(a) shows the area spanned by cable 1 (red cable) when
the end-effector covers the rectangular parallelepiped of size 8m × 5m × 2.5m.
Figure 3(b) the area spanned by the four cables when the end-effector covers the
same regular shape. Accordingly, the white areas are free of collision with cables
and can be travelled by the human operator while being sure that he/she will
not get in contact with cables as long as there is no cable breakage. From Fig. 3,
it is apparent that no human operator is allowed to approach the robot because
most of the space is spanned by the cables. In this case, a typical safety measure
is a fence or technical solutions must be adopted to allow interaction between
human operators and the cables for low speed operations.

Fig. 3. On the left the area spanned by cable 1 (red cable) when the end-effector covers
the rectangular parallelepiped of size 8 m×5 m×2.5 m. On the right the area spanned
by the four cables when the end-effector covers the same regular shape. Cables 1, 2,
3 and 4 are red, green, blue and cyan, resp. The white areas are free of collision with
cables.

4 Ensuring Safety

A complete safety for the CDPR may be obtained by doubling each cable with
a passive auxiliary cable as shown in Fig. 4. This cable goes from the load to an
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output point close to A and has a counterweight at its free end. The cable goes
through a pulleys circuit, which is designed in such way that when the main
extend from its minimal to its maximal length, then the counterweight moves
from the bottom to the top of the mast. On the last branch of the cable loop,
a clamping mechanism allows one to stop the cable motion. The mass of the
counterweight is just sufficient to overcome the friction in the pulleys and the
tension in the auxiliary cables. Therefore, this mass does not modify the platform
pose, although it will usually decrease the tensions in the four main cables. As
an example we assume that at time 0 the CDPR is at pose (−6,−3, 2) (which is
outside of the safe zone) when cable 2 breaks down. At time 0.1 s the controller
detects that cable 2 has broken down, stops the winches of all cables and clamps
the auxiliary cable 2, whose stiffness is 10 000 N/m and has a damping factor
of 200 Ns/m. Figure 4 shows the evolution of the z of the load as a function of
time. It may be seen that the load quickly converges toward a safe position.

It may be noted that the auxiliary cables may be very close to the main
cables, so that cable interference will not be an issue.

It may be thought that adding 4 cables, even passive ones, induces an increas-
ing complexity. Hence we have investigated the use of a single auxiliary cable
that will release a counterweight after a failure detection in order to raise the load
at a safe height. However it has appeared that it is very difficult to determine
the location of the output point of this cable and the mass of the counterweight
so that the CDPR may be put in a safe position whatever the initial breakdown
pose is. The dynamics of such a system is relatively simple but is very sensitive
to the mass of the counterweight: if the mass is too low the system may fail to
raise the load, while for a larger mass we obtain a very large upward motion of

Fig. 4. On the left the principle of safety ensured by auxiliary cables. On the right the
evolution with respect to time of the z-coordinate of the load after cable 2 breakdown.
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the load before reaching the static equilibrium. Such a motion will put a large
stress on the CDPR structure that will lead to additional safety issues.

5 Conclusion

This paper dealt with the possible failures of CDPRs when they are used for
collaborative work with humans and provided some technical solutions to ensure
the safety of the operators. There is no general strategy that can be applied
in each case for ensuring this safety. We have considered a translational three
degrees-of-freedom CDPR composed of four cables connected to a point-mass
end-effector as an illustrative example. Failure possibilities have been identified,
together with sensory means to detect the failure. The behaviour of the CDPR
was studied in case of cable breakage and failure of an actuator and the loop
effect was also investigated. Some technical solutions were proposed to ensure
the safety of the human operator working in collaboration with the CDPR.
For instance, a concept based on auxiliary cables and a clamping device was
introduced to ensure safety in case of cable breakage.

Acknowledgements. This work was partly supported by the ANR CRAFT, grant
ANR-18-CE10-0004.
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Abstract. The selection and design of the kinematic diagram of the
mechanism is the first stage in the creation of a technical device. In the
design process, an optimization task inevitably arises, during the solution
of which it is necessary to choose the best one from the proposed options
according to certain criteria. This article proposes a software solution
to automate this process. On the example of the synthesis of a planar
mechanism by a given function of the output joint, the advantages of this
automated approach are shown. When solving, the two methods are used:
enumerating various geometric parameters for a given structural diagram
of the mechanism and solving the forward kinematic problem, followed by
finding the minimum of the target function, as well as solving the inverse
kinematic problem for a given structural diagram of the mechanism.

Keywords: Optimization · Target function · Automation · Design ·
Planar mechanisms · Linkages

1 Introduction

At the moment, there are a number of specialized software products that allow
the analysis of kinematic chains, but at the same time solving only the specific
direct kinematics problem, without the possibility of solving the optimization
problem and enumerating many solutions [1,3,13,16]. Such packages and soft-
ware systems include commercial software package ADAMS, which provides the
ability to design and optimize kinematic chains. ADAMS is a powerful tool,
but requires a high level of knowledge and experience with such programs. In
addition, this program is proprietary [10,11,17,18] and has strong licensing con-
straints. Also CATIA has the kinematic analysis tools which enable 3D modelling
of compounds with any degree of freedom and the output of the motion curves of
the mechanism parts, but they do not have the ability to optimize generated solu-
tions [12]. There is a modern JavaScript library for modelling, visualization and
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analysis of linkages called mec2 [9]. It provides the main advantage—simplicity
of code visualizing the linkage. But this solution has no possibility to multi-
ply variants of calculation for given structural schema [9]. The another linkage
design tool—WinMeCC [2,5] is also proprietary. It provides user-friendly interface
(Fig. 11) but very limited possibilities to build linkage libraries, open stocks and
optimized collections.

Fig. 1. WinMeCC—main window (advertisement from official website)

The program developed and implemented by the authors which is written
in Python programming language is the open source solution aimed primarily
to efficient enumeration of many variants of kinematic schemes, which allows,
as the first approximation to obtain the semi-optimal or optimal solution. A
library of mechanisms has also been created as a set of structural schemes with
parametrically defined geometric parameters. Thus, this program gives user the
freedom of choice both in the structure of the mechanism limited only by the
size of the library, and in the selection of parameters with respect to which
there will be a search for an optimal solution. The output of the program is a
set of calculated parameters that provide minimized target function. This set of
geometric snapshots can then be converted to several formats and visualized as
motile mechanism using any of the above mentioned toolchains.

2 Advantages of Computer-Aided Design of Technological
Systems

The main idea in the implementation of the program code was the principle of
maximally free assignment of the base parameters and the whole model as it
should be [6]. At the same time, it is obvious that excessive freedom of input of
the initial data, meaning the creation of directly structural schemes from basic
1 http://en.winmecc.com/.

http://en.winmecc.com/
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elements, such as points and vectors, only leads to a complication of the initial
data. The limitation in the form of a library of mechanisms makes it possible to
speed up the process of formulating parameters for the program and at the same
time avoids wasting time on the calculation of solutions in which it is impossible
to obtain a satisfactory result. In addition, this approach reduces the number of
errors that can be made when setting conditions in the program.

As a result, the user gets the opportunity to quickly and easily obtain an
initial approximate solution for his task, with a minimum of effort spent directly
on the formulation of the problem and the methods for solving it. This provides
several advantages:

1. Significantly accelerate the process of obtaining a preliminary design, which
can then be refined using more accurate software systems;

2. Elimination of deliberately unsatisfactory options, which also saves time spent
on design and avoids further problems when working out a specific solution.

The resulting program has the ability to integrate with other programs. The
output format of the program is simple to understand and easy to change, which
allows the user to transfer geometric parameters to another program to visualize
the solution, or to carry out further refinement calculations.

3 Synthesis of a Mechanism for a Given Function of the
Output Joint: An Example of a Solution

Setting the initial data: Using the built-in library, the user chose several struc-
tural schemes for which the calculation will be done, and also sets the necessary
output motion curve φout = f(φ1) for each scheme having one degree of free-
dom. The selected mechanisms with the names assigned to them are displayed
in the left window. At the next stage, the parameters that will change during
the calculation together with their range of variation, and the constants are set
in the right window (Fig. 2).

Fig. 2. Main window of the program

Examples of selection are shown in (Fig. 3).
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Fig. 3. Selection

3.1 Calculation of the Direct Kinematic Problem

The program performs optimization dimensional synthesis for each mechanism
selected from the library, thus allowing to compare the results between different
structural schemes to find the better solution. In the program code, equations
for the selected mechanisms are automatically generated and solved, taking into
account the selected variable parameters. The result.txt file is created at the
output with all satisfactory parameters for which the task has a solution and the
corresponding values of the target function. In our example, we need to find a
mechanism for which the motion curve of the output joint is as close as possible
to the required one and the target function is defined as

Δ =
∫

φ

(φcalculated
out − φgiven

out )2

Figure 4 represents the obtained result.
The most optimal solution here is found by the minimum value of the target

function and the motion curves are displayed for it (Fig. 6), where the red line
is the user-defined output law for changing the angle, and the blue one is the
obtained law by solving systems of equations.

During the calculation process, all internal parameters can be used to iter-
atively calculate not only the target function, but also any other functionality
that the user sets manually, for example, the sum of the lengths of the links.
The resulting functionalities are also added to the result.txt file. The archi-
tectural solution of the program implies the creation in the global memory area
of all objects of the selected classes of mechanisms, as well as current variable
parameters. Below is the part of the code that describes the function that starts
the optimization calculation (Fig. 5).
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Fig. 4. Resulting dataset

1 def calcModel(self):
2 const_text, var_text = Calc.texthandler(self.code.toPlainText()) #

Parsing code in right window
3 Objects = deepcopy(self.Objects) # creating the copy of objects in left

window
4 Variable_data = Calc.data_init(Objects, const_text) # Initialization of

variables
5 Elements = Calc.elem_builder(Objects) # Building elements based on

variables
6 Calc.elements_reInit(Elements) # Building elements based on variables
7 calc_text = Calc.var_texthandler(var_text)
8 exec(calc_text) # Run calculation for the generated task

Fig. 5. CalcModel function

The equations to be solved are compiled with respect to the variable parame-
ters. The use of the global memory region allows sequential calculations, that is,
to use the results obtained in one object, as source data for subsequent objects.

3.2 Visualization

To visualize the optimized kinematic scheme, a written script is used that con-
verts the format of the program results to the JSON format which allows further
work with the obtained linkage. For example constructing of the motion law of
any joint. Choosing a specific kinematic scheme and link sizes from the result file,
the user can convert this data and transfer it to the program for visualization.
Converted input file obtained using the script, the constructed and visualized
linkage are shown in (Fig. 7).
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Fig. 6. Comparison of kinematic functions

Fig. 7. Converted input file and graphic representation of the mechanism (screenshot
of mec2 web canvas)

4 Development Prospects: Training

In addition to the direct use of the written program for designing linkages, when
used, it becomes possible to process and analyse the obtained array of results,
which allows to trace the influence of individual geometric parameters on the
kinematics of the system. In addition, the use of structure libraries over time
will develop the user’s intuitive thinking when choosing a kinematic scheme and
variable parameters. Thus, the program will increase understanding of design
issues among inexperienced designers, and for professionals it will become an
additional tool for quick verification and analysis of their own ideas. Developing
the idea of learning, the next step will be the implementation of full automation,
in which the design experience is somehow saved in the form of a database and
used in machine learning [14,15]. In this case, a trained ML system will be
able to offer initial structural schemes itself, thereby leaving human user input
only for the stage of formulating the problem. This approach can also stimulate
development of special mechanics and assistance tools such as mechanisms with
flexible parts and limited joint movement [4,7,19].
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5 Conclusion

Optimization problems in the design of mechanisms were successfully solved in
the implemented program code. On the example of solving the optimization
problem of the synthesis of a planar mechanism according to the known motion
curve of the output joint, it was shown:

• The ability to automate the design process, increasing the speed of develop-
ment and the quality of the result;

• The ability to process a dataset for AI training based on the analysis of an
existing array of solutions obtained using the program.

Thus, the written program is the first step to fully automate the design
process [8]. The development of such programs is a promising direction, allowing
us to take the class of optimization tasks to a new level. The next step for
development of this program is to make it open source to increase possibilities
for other developers to improve the code and to develop their own tools based
on the free software model [17].
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Abstract. This paper compares the static performances of two types of
antagonistically actuated joints: a revolute (R) joint and an antiparallel-
ogram (X) joint. Both joints are equipped with lateral springs and actu-
ated with two opposite cables running through the springs. The compar-
ative study is conducted on the basis of their wrench-feasible workspace
and stiffness. A methodology is proposed for the optimal design of each
joint. Eventually, an R-joint and an X-joint, optimized for the same pre-
scribed wrench-feasible workspace, are compared on the basis of their
maximal actuation forces.

Keywords: Revolute joint · Antiparallelogram joint · Tensegrity ·
Antagonistic forces · Static analysis · Stiffness · Optimal design

1 Introduction

Most robotic manipulators are articulated with revolute joints (R-joints), which
are either directly actuated with motors mounted on the joints, or remotely
actuated with timing belts or gears. Cables can also be used as a way to trans-
mit motion from the motors mounted on the ground. In cable-driven parallel
manipulators (which are not in the scope of this paper), cables are used in
place of the legs of a parallel manipulator. In cable-driven serial manipulators,
a serial kinematic chain made of rigid links and joints is actuated with a set
of cables arranged in parallel [1]. They are interesting solutions when a light-
weight design is required and/or physical interactions with the environment are
involved. Applications can be found in artificial hands [2], exoskeletons [3] or
medical assistance devices. Like in classical robotic manipulators, revolute joints
are generally used in cable-driven serial manipulators [1,4]. In this paper, an
antiparallelogram joint, referred to as X-joint, is considered as an alternative
choice. The X-joint is less popular than the parallelogram joint and, as far as
we know, it has never been used in industrial robots. It was used in knee [5]
and bird neck models [6], and in gear trains [7]. The X-shape tensegrity model
c© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
D. Pisla et al. (Eds.): EuCoMeS 2020, MMS 89, pp. 459–469, 2020.
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originally proposed by Snelson [8] has often been used in planar tensegrity mech-
anisms [6,9–13]. In this paper, two antagonistically actuated joints (R-joint and
X-joint) are studied. Both joints are equipped with two lateral springs and are
actuated with two opposite cables running through the springs. Their static
models are derived and their static performances are analyzed. A design method-
ology is proposed, which determines the minimal actuation forces required to
reach a prescribed wrench-feasible workspace (WFW). Finally, an R-joint and an
X-joint, optimized for the same WFW, are compared on the basis of actuation
forces and stiffness.

2 Static Analysis of the Joints

(a) R-joint (b) X-joint

Fig. 1. Schematics of the joints under study: R-joint (left) and X-joint (right).

The schematic diagrams of the R-joint and the X-joint under study are shown
in Figs. 1a and b, respectively. The R-joint is composed of two congruent isosceles
triangles, one on top of the other, connected by a revolute joint at o. The
triangles are defined by two geometric parameters: the semi-base length r, and
height h. The configuration of this joint is described by the orientation angle (θr)
of the upper triangle w.r.t. the vertical as shown in Fig. 1a. On the other hand,
the X-joint is composed of three moving links 2, 3, 4 and a fixed link 1, each
connected to its neighbours with a revolute joint. The links 1 and 4 are of
length b, while the other two links are of length l. The configuration of the X-
joint is defined by the orientation angle θx of the segment linking the midpoints
of bars 1 and 4 w.r.t. the vertical as shown in Fig. 1b. Note that the assembly
condition requires l > b.

Each joint is equipped with a pair of identical springs with spring constant k,
to impart stiffness into the system. Also, the free-lengths of the springs are
assumed to be zero in this study. For both the joints, a point mass M is attached
to the segment p1 p2 at a distance d. The linear mass density (i.e., mass per unit
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length) of the links is represented by ρ. Finally, the joints are actuated antag-
onistically by cables passing through the springs, imparting forces F1 and F2,
respectively, as shown in Fig. 1.

2.1 Static Equilibrium and Stiffness of the R-Joint

From Fig. 1a, l1 and l2 can be expressed in terms of θr as follows:

l1 = 2
(

h cos
θr
2

− r sin
θr
2

)
, l2 = 2

(
h cos

θr
2

+ r sin
θr
2

)
(1)

The rotation range of the R-joint is limited by singularities due to the actuating
cables, in two different ways. Firstly, due to the occurrence of force-closure sin-
gularity (see [14]), when the points bi, o, and pi (i = 1 or 2) become collinear.
Secondly, due to the vanishing of l1 or l2, where the direction of force applied
by the respective cable becomes ill-defined. It can been shown that the limit
of motion is due to force-closure singularity when r < h and due to vanishing
of li (i = 1, 2) when r > h. The rotation range depends on the link lengths and
reaches its maximum amplitude ] − π

2 , π
2 [ when r = h (see [16] for more details).

Differentiation of the total potential energy of the joint w.r.t. θr yields the
equation of static equilibrium, which is of the form: Gr = Γr, where,

Gr = C sin θr, with C =
1

3

(
6k

(
r2 − h2

)
− 4ρgh

(
r +

√
r2 + h2

)
− 3Mg (d + h)

)
(2)

Γr = −F1
dl1
dθr

− F2
dl2
dθr

(3)

The symbol Gr represents the wrench due to gravity and springs, while Γr rep-
resents the external wrench applied by the cables. The forces provided by the
cables are limited physically, leading to: F1, F2 ∈ [Fmin, Fmax]. Since the coef-
ficient of F1 (resp. F2) in Γr is always positive (resp. negative), the maximal
(resp. minimal) boundary of the available wrench Γmax (resp. Γmin) is obtained
when F1 = Fmax and F2 = Fmin (resp. F1 = Fmin and F2 = Fmax) (see [16]).
Considering these limits on Γr, it follows that the equation of static equilibrium
can be satisfied only when: Gr ∈ [Γmin, Γmax]. The range of θr within which this
condition is valid is the WFW of the joint.

The joint stiffness Kr is derived upon computing the second derivative of the
total potential energy w.r.t. θr. We obtain:

Kr = C cos θr +
1
2
F1

(
−h cos

θr
2

+ r sin
θr
2

)
− 1

2
F2

(
h cos

θr
2

+ r sin
θr
2

)
(4)

2.2 Static Equilibrium and Stiffness of the X-Joint

From Fig. 1b, l1 and l2 can be obtained in terms of θx as:

l1 = −b sin θx +
√

l2 − b2 cos2 θx, l2 = b sin θx +
√

l2 − b2 cos2 θx (5)
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The singularities that limit the motion of the X-joint occur at θx = ±π
2 , irre-

spective of the dimensions of the links.
The static equilibrium equation is obtained upon differentiation of the total

potential energy of the joint w.r.t. θx as: Gx = Γx, where:
{

Gx = C1 sin 2θx +
C2 sin θx(2b2 cos2 θx−l2)

b
√

l2−b2 cos2 θx
,

with C1 = 2(b2k − Mgd), C2 = bg(M + ρ(b + l))
(6)

Γx = −F1
dl1
dθx

− F2
dl2
dθx

(7)

The symbols Gx and Γx possess the same physical meaning as Gr and Γr, respec-
tively and the bounds of Γx are reached for the same force bounds as for the
R-joint. The joint stiffness is obtained from the second derivative of the total
potential function w.r.t. θx. Its expression is not reported here for lack of space,
but can be found in [16].

3 Optimal Design of the Joints for a Specified WFW

In this study, the link lengths and the spring constant of the joints are considered
to be the design variables, while the linear mass density and payload character-
istics (ρ,M, d) are treated as parameters whose values are known a priori. The
goal is to find optimal designs of the joints, such that the following conditions
are met:

– The joint should possess the specified WFW of the general form: [−θmax, θmax]
with θmax < π

2 to avoid singularities.
– The joint stiffness must be non-negative throughout the WFW for all admissi-

ble values of forces satisfying the equation of static equilibrium. Additionally,
the stiffness must be equal to a prescribed value (K0 > 0) when no actuation
forces (F1, F2) are applied and equal to (K1 > 0) at the boundary of the
WFW.

– The force required to move the joint must be a minimum.

Due to symmetry of the joints about their respective zero orientations, ensur-
ing [0, θmax] ∈ WFW, ensures that [−θmax, 0] ∈ WFW. Similar arguments can be
made about the non-negativeness of the stiffness of the joints as well. This makes
it sufficient to study just one half of the problem, i.e., θr > 0 and θx > 0. In
the following, the positive boundary of WFW is denoted by θrm for the R-joint,
and θxm for the X-joint. In order to satisfy the conditions listed above, a system
of equations and inequalities have been formulated for the two joints as shown
in Table 1 (assuming Fmin = 0). Physically, the first two conditions ensure that
no singularities occur within the WFW and that the positive boundary of the
WFW is formed by the intersection of the curves Gr (resp. Gx) and Γmax. The
third and fifth conditions ensure that the stiffness of the joint is equal to K0 in
the absence of applied forces, and equal to K1 at the boundary of the WFW. The
remaining condition ensures that the joint possesses a non-negative stiffness at
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the zero orientation when maximum forces are applied. The ratio of link lengths:
η(= r

h ) for the R-joint and λ(= l
b ) for the X-joint have been introduced into the

formulation, eliminating the variables h and l, respectively. This is because the
ratio provides more insights into the problem and also simplifies the resulting
expressions considerably. The conditions in Table 1 are then derived in terms of
the joint parameters. Their expressions are not reported here for lack of space,
but can be found in [16]. Using these expressions, design optimization problems
for the R-joint and the X-joint are formulated and solved in the following.

Table 1. Formulation of the stipulated conditions for the R-joint and the X-joint.

R-joint X-joint

l1(θrm) > 0 (8a)

Gr(θrm) + Fmax
dl1
dθr

(θrm) = 0 (8b)

Kr(θr = 0, F1 = 0, F2 = 0) = K0 (8c)

Kr(θr = 0, F1 = Fmax, F2 = Fmax) ≥ 0 (8d)

Kr(θr = θrm, F1 = Fmax, F2 = 0) = K1 (8e)

No singularities when
(
θxm < π

2

)
(9a)

Gx(θxm) + Fmax
dl1
dθx

(θxm) = 0 (9b)

Kx(θx = 0, F1 = 0, F2 = 0) = K0 (9c)

Kx(θx = 0, F1 = Fmax, F2 = Fmax) ≥ 0 (9d)

Kx(θx = θxm, F1 = Fmax, F2 = 0) = K1 (9e)

3.1 Optimal Design of the R-Joint

It is noted that the set of design variables of the R-joint is formed by r, η, and k.
Using Eq. (4) in Eq. (8c) results in the condition: C = K0. From the expression
of C provided in Eq. (2), it is possible to solve for k as:

k =
η2

2r2 (η2 − 1)

(
K0 +

4r2

3η2
ρg

(
η +

√
η2 + 1

)
+ Mg

(
d +

r

η

))
(10)

From the above equation, it is clear that the condition η > 1 is necessary to
ensure that k remains positive. Also, from the inequality in Eq. (8a), the con-
dition: η < cot θrm

2 is obtained. By substituting C = K0 in Eq. (8b), the force
required to reach the specified WFW is obtained as: Fmax = K0η sin θrm

r(sin θrm
2 +η cos θrm

2 ) .

Using the above conditions, it can be shown that the inequality in Eq. (8d) is
satisfied by default, when η > 1, for all values of θrm ∈]0, π

2 [ (see [16] for details).
Further, substituting C = K0 and the above expression of Fmax in Eq. (8e),
leads to:

η =
K0(1 − cos θrm) + 2K1

K0(1 + cos θrm) − 2K1
tan

(
θrm
2

)
(11)

The above equation provides a simple relationship between the design specifi-
cations (θrm,K0,K1) and η. This is quite interesting because for a given set
of specifications, the ratio of link dimensions remains fixed, irrespective of the
payload (M,d) and the material of the links (ρ). It is noted that the specifica-
tions K0,K1, and θrm, must allow the bounds on: η ∈]1, cot θrm

2 [ to be satisfied,
for the existence of feasible designs. Substituting for η from Eq. (11) into the
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expression of Fmax and k (Eq. (10)), both of them can be obtained in terms of r,
which is the only remaining variable. Thus, to minimize the force required to
move the joint, the following optimization problem is posed:

Minimize
r

Fmax(r) =
(K0(1 − cos θrm) + 2K1)

r
sin

(
θrm
2

)

subject to r ∈ [0.025, 0.1] ,
k ∈ [0, 2000] ,

(12)

where r is the design variable of this problem. The constraint on η is not
mentioned in the problem as it should be satisfied by the choice of K0,K1,
and θrm. Bounds on the variables r and k have been imposed in the problem
due to practical considerations, such as, availability of corresponding compo-
nents in the market and ease of fabrication/assembly. Using Eq. (10), equiva-
lent algebraic conditions on r, corresponding to bounds on k can be obtained.
These conditions would be used for defining the feasible design space of the
R-joint. The first-order necessary condition for Fmax to achieve a local min-
ima requires the vanishing of its derivative w.r.t. r. However, it is found
that dFmax

dr = − (K0(1−cos θrm)+2K1)
r2 sin

(
θrm
2

)
, is negative for all feasible values

of the design variables and parameters. This implies that Fmax decreases with
increase in r, and its minimum value would occur when r is as large as possi-
ble, while satisfying the constraints specified in Eq. (12). Further information
on the minimum value of force and the corresponding design variables can be
obtained by studying the behavior of Fmax inside the design space, as illustrated
in Fig. 2a.

3.2 Optimal Design of the X-Joint

It is noted that the set of design variables of the X-joint is formed by: b, λ, and k.
Using Eq. (9b) and Eq. (9e), it is possible to obtain the expression of Fmax

reported in Eq. (15), and a relation between C1 and C2 of the form: C1 =
γ1K1 + γ2C2, where γ1 and γ2 are functions of λ and θxm, which are suppressed
here due to lack of space (see [16] for details). Substituting this relation in
Eq. (9c) leads to:

2γ1K1 + γ3C2 − K0 = 0, where γ3 = 2γ2 − λ2 − 2√
λ2 − 1

(13)

Substituting the expression of C2 from Eq. (6) into Eq. (13), one obtains a
quadratic equation in b as: ρgγ3(λ + 1)b2 + Mgγ3b + 2γ1K1 − K0 = 0. Con-
sidering b > 0, this equation provides a unique solution to b in terms of λ as
follows:

b =

√
γ2
3g2M2 − 4γ3g(λ + 1)ρ(2γ1K1 − K0) − γ3gM

2γ3g(λ + 1)ρ
(14)
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Using this expression of b, it is possible to obtain C2 (from Eq. (6)), and then
C1 in terms of λ. Further, from the definition of C1 (see Eq. (6)), the spring
constant k can be found as: k = C1+2Mgd

2b2 . Using Eq. (13), it can be shown that
the inequality in Eq. (9d) reduces to: K0 + 2bFmax√

λ2−1
≥ 0, which is satisfied by

default, since all of its terms are positive. Thus, the optimization problem for
the design of the X-joint is posed as follows:

Minimize
λ

Fmax(λ) =
C2λ

4 sin θxm tan2 θxm + K1 tan θxm
(
λ2 − cos2 θxm

)3/2

b cos θxm

(
(λ2 − cos2 θxm)3/2 − sin3 θxm

)

subject to k ∈ [0, 2000],
b ∈ [0.05, 0.2],
λ ∈]1, 5],

(15)
where λ is the only design variable in this problem (λ = l

b ). The bounds on k
and b must be transferred to λ, to define the feasible design space for X-joint.
However, due to the complicated functional relationship between variables, an
equivalent set of algebraic conditions on λ could not be derived. Nevertheless,
from a plot of b (resp. k) against λ, it is possible to identify the feasible regions
visually, and then compute the corresponding limiting points numerically, to
define the feasible design space (see Fig. 2b).

As in the previous case, the first-order necessary condition for Fmax to attain
a minima is obtained from the condition: dFmax

dλ = 0. The corresponding algebraic
expression is too huge to be reported in this paper (see [16] for details). Solu-
tion to the said equation would provide the stationary points of Fmax. Firstly,
it is essential to check if there are solution(s) that satisfy all the constraints
specified in Eq. (15). Secondly, such solutions must be classified as a minimum
or a maximum or an inflection point, through the second derivative test or by
inspecting the plot of Fmax against λ, as illustrated in Fig. 2b. In case several
minima exist within the feasible design space, then the one that corresponds to
the least value of Fmax must be chosen. On the other hand, if no minima exists,
then the solution to this problem must be at/near a boundary of the feasible
design space, depending on whether the boundary point is included or not.

4 Numerical Examples and Inferences

All the links are considered to be 3D printed using ABS material with a circular
cross section of diameter equal to 0.01 m, as in [15]. Consequently, the linear mass
density (ρ) of the links is found to be 0.0825 kg/m. Point mass (M) and offset (d)
values are considered to be: M = 0.2 kg and d = 0.25 m, respectively. Ideally, a
suitable value for the prescribed stiffness (K0,K1) should be determined through
experiments to estimate the amount of disturbance the joint must withstand. In
this study, these values are chosen to be: K0 = 1 Nm/rad and K1 = 0.6 Nm/rad,
for both the joints after verifying that the necessary conditions discussed in
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Sects. 3.1 and 3.2 are satisfied. The WFW is stipulated to be [− 5π
18 , 5π

18 ] (i.e.,
[−50◦, 50◦]) for the two joints.

Using the above data, Fmax is plotted in the design space (r) of the R-joint
as shown in Fig. 2a. It is observed that the feasible design space is formed by
the constraint: 0.025 ≤ r ≤ 0.1 (red). From the plot, Fmax attains its minimum
value of 6.581 N when: r = 0.1 m, η = 1.6399 (h = r/η = 0.061), and k =
129.2487 N/m.

(a) R-joint: Plot of Fmax with r and bound-
ary of constraints 0.025 ≤ r ≤ 0.1 (red)
and k ≤ 2000 (black)

(b) X-joint: Plot of Fmax with λ and
boundary of constraints b ≥ 0.05 (red) and
k ≤ 2000 (black)

Fig. 2. Variation of Fmax inside the feasible design space of the joints.

In Fig. 2b, Fmax is plotted against the design variable (λ) of the X-joint.
It is observed that the feasible design space is reduced to λ ∈ [1.072, 1.198],
by the constraint b ≥ 0.05 (red). It is found that the equation dFmax

dλ = 0,
results in λ = 1.3, which is outside the feasible domain. Thus, from the plot,
the minimum value of Fmax = 51.598 N occurs when λ = 1.1982, b = 0.05 m
(l = λb = 0.0599), and k = 287.2395 N/m.

The optimal designs, corresponding forces, and bounds on stiffness of the
joints are presented in Fig. 3. From the obtained results, the following inferences
are made:

– From the link dimensions, it is observed that the width (resp. height) of the
R-joint is 4 (resp. about 3.7) times more than that of the X-joint. The mass
of the R-joint (without payload) is found to be 0.085 kg, which is about 4.5
times the mass of the X-joint, computed to be 0.018 kg.

– The stiffness upper bound of the R-joint (resp. X-joint) is reached when one
of the applied forces is equal to Fmin (resp. Fmax). This shows that increasing
the applied forces decreases the stiffness of the R-joint, while it increases the
stiffness of the X-joint.
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– The force required to move the R-joint is lower (about 1/8 times) when com-
pared to the X-joint. This implies that the R-joint is more sensitive to small
changes in the applied forces.

– The stiffness value of the X-joint is higher (about 9 times) when compared
to the R-joint, around the zero orientation. Additionally, the distribution
of stiffness is more uniform throughout the WFW for the R-joint, while
relatively large differences in stiffness is observed for the X-joint inside its
WFW, between the zero orientation and the boundary. Moreover, the differ-
ence between the minimal and maximal stiffness is greater for the X-joint,
especially around the zero orientation. The X-joint is thus more suitable for
variable stiffness.

– The value of spring constant (k) required is about two times greater for the
X-joint than for the R-joint.

(a) R-joint (Forces in N) (b) X-joint (Forces in N)

Fig. 3. Plots of stiffness bounds corresponding to the optimal design of the joints for
a specified WFW of [− 5π

18
, 5π
18

] with a payload: M = 0.2 kg, d = 0.25 m.

5 Conclusion

The static analysis of two antagonistically actuated joints with a point mass
payload has been conducted in this study: the revolute (R) joint and the antipar-
allelogram (X) joint. An optimal design strategy has been proposed to minimize
the actuation forces for a prescribed wrench-feasible workspace (WFW) with a
prescribed stiffness at rest and at the WFW bounds. The joints have been com-
pared in terms of their actuation forces and stiffness, when they are designed to
possess the same WFW. It is found that the R-joint is heavier, requires lower
forces, is more sensitive to applied forces, and possesses a more uniform stiffness
distribution throughout its workspace. On the other hand, the X-joint reaches a
higher stiffness near its zero orientation and exhibits relatively large variations
in stiffness within its WFW. The stiffness of the X-joint can be easily increased
by increasing the forces magnitude. For the R-joint, in contrast, the stiffness
decreases when forces magnitude increases. In the future, the comparative study
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and design strategy will take into account the dynamics and will be extended to
manipulators with several R- and X-joints in series.
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National Research Agency (AVINECK Project ANR-16-CE33-0025).
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Abstract. In this paper compliant multistable tensegrity structures
with discrete variable stiffness are investigated. The different stiffness
states result from the different prestress states of these structures cor-
responding to the equilibrium configurations. Three planar tensegrity
mechanisms with two stable equilibrium configurations are considered
exemplarily. The overall stiffness of these structures is characterized by
investigations with regard to their geometric nonlinear static behavior.
Dynamical analyses show the possibility of the change between the equi-
librium configurations and enable the derivation of suitable actuation
strategies.

Keywords: Compliant tensegrity structure · Multiple states of
self-equilibrium · Variable stiffness

1 Introduction

The consideration of prestressed mechanically compliant structures as mecha-
nisms is a promising recent research topic [1,3,5,9,11]. A specific class of these
structures are compliant free standing tensegrity structures, consisting of a set of
disconnected compressed members connected with a continuous net of compliant
tensioned members. Known tensegrity mechanisms use conventional tensegrity
structures with only one state of self-equilibrium. Tensegrity structures featur-
ing multiple states of self-equilibrium, so-called multistable tensegrity structures,
represent a specific type of tensegrity structure [2,4,7,8,10]. The consideration of
compliant multistable tensegrity structures with members of pronounced elastic-
ity and their use in mechanisms is promising due to the realization of structures
with discrete variable stiffness. The main property of these structures is that
their prestress states and therefore their overall stiffness differ in their equilib-
rium configurations. Applying these structures, e.g. end effectors with discrete
variable stiffness can be realized (Fig. 1).
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In the present article as a first step we focus on two-dimensional structures
with simple topologies, consisting of only few members. In Sect. 2 modeling
aspects and static behavior with regard to the overall stiffness of the struc-
tures is presented. Section is devoted to the actuation and the change between
various equilibrium states. Finally, in Sect. 4 conclusions are given.

F

u1

robotic arm

end effector
configuration 1

F

u2

robotic arm

end effector
configuration 2

(u2 > u1)

stiffness change by 
internal reconfiguration 

of the end effector

conf. 1

internal reconfiguration by rotation

conf. 2=> => => =>

Fig. 1. Change of stiffness by reconfiguration of a multistable tensegrity structure.

2 Mechanical Modeling

For the following investigations the two-dimensional tensegrity structures
depicted in Fig. 2 a), Fig. 3 a) and Fig. 6 a) are considered. The topology depicted
in Fig. 2 a) consist of 10 members (j = 1, 2, . . . , 10) which are connected in 6
nodes (i = 1, 2, . . . , 6). According to the given load in the equilibrium state,
the members j = 1, 2, . . . , 6 are classified as compressed members. The mem-
bers j = 7, 8, 9, 10 are tensioned members. Corresponding to this approach the
structure illustrated in Fig. 3 a) enables 10 compressed members and 4 tensioned
members. The tensegrity shown in Fig. 6 a) features 8 compressed members and
4 tensioned members.

In order to describe the structural dynamics a mechanical modeling of the
different members is necessary. The compressed members are usually realized by
straight struts made of steel or aluminum. Those members j are described by
the mass mj and the moment of inertia [Θj ]. Because of the two-dimensional
consideration the specification of Θzz,j is sufficient. The resulting deformation
due to the prestress of the structure is marginal. Thus, for the following investi-
gations this issue is neglected and the compressed members are assumed to be
rigid. The corresponding constant length of the member j is given by Lj . Thus,
the parameter Θzz,j is given by Θzz,j = mjL

2
j/12. The tensioned members rep-

resent the flexible part of the compliant tensegrity structure. Those members are
commonly realized by springs, or elastomers. In this work, these members are
represented by springs with linear force-deformation characteristics. Therefore,
the deformation behavior of the tensioned member j is formulated by the stiff-
ness kj and the initial length lj . Occurring energy dissipation as a consequence
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Fig. 2. Structure with topology A featuring two stable equilibrium configurations
EqC 1 and EqC 2 (a); flexibility plots due to varying the magnitude and the ori-
entation characterized by γ of the applied force on nodes 3 and 4 in EqC 1 (b) and on
nodes 5 and 6 in EqC 2 (c).

of the deformation is taken into account by a damper with constant damping
coefficient cj . Finally, the mass of the tensioned members is marginal comparing
to the compressed members. Therefore, these members are modeled as massless.
The resulting mechanical models of the different members are depicted in Fig. 2
a) and Fig. 3 a). In the theoretical investigations collisions between the members
are not considered. For future prototypes collisions can be prevented by applying
constructive guidelines according to [2].

To describe the structural dynamics the Lagrange formalism is applied as
shown in (1). The generalized coordinates of the system are summarized in the
vector q. The parameter T and Π represent the kinetic energy and the strain
energy. Acting forces on the node i due to actuation and damping are given
by F i.
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Fig. 3. Structure with topology B featuring two stable equilibrium configurations EqC
1 and EqC 2 (a); flexibility plots due to varying the magnitude and the orientation
characterized by γ of the applied force on nodes 3 and 4 in EqC 1 (b) and on nodes 5
and 6 in EqC 2 (c). Nodal displacements depending on the orientation γ of the force
(d) and the force magnitude F (e).

d
dt

∂T

∂q̇a
− ∂T

∂qa
+

∂Π

∂qa
= F i · ∂ri

∂qa
(1)
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This approach yields the nonlinear equations of motion. To predict the equi-
librium states of these structures (1) is simplified by neglecting the dynamics
terms (kinetic energy, damping) and the actuation. This yields the nonlinear
system of equations formulated in (2) which is solved numerically in Matlab.

∂Π

∂qa
= 0 (2)

This equation has to be solved numerically. Moreover, to classify the detected
equilibrium states as stable or unstable configurations the corresponding stability
is evaluated using the Hessian of the strain energy.

For the presented tensegrity structures and the applied parameters the sta-
ble equilibrium configurations illustrated in Fig. 2 and Fig. 3 are detected. These
results show, that both tensegrity structures enable two stable equilibrium con-
figurations. Thus, these structures are classified as multistable tensegrity struc-
tures. Because of the symmetric topologies all detected equilibrium configura-
tions are symmetric respective to the x- and y-axis. The stiffness of these struc-
tures is differing, due to the different prestress states (compare Fig. 2 b) - Fig. 2
c) and Fig. 3 b) - Fig. 3 c)). The corresponding flexibility plots relate the abso-
lute node displacements to the applied load depending on the orientation of the
load. These results confirm the different stiffness of the tensegrity structure due
to different equilibrium configurations.

3 Changing the Equilibrium Configuration

In order utilize the advantage given by the multistability of the tensegrity struc-
tures a reliable change between these stable states is necessary. Therefore, an
actuation of the tensegrity has to be considered. The variation of the prestress
state is given by the control of the initial length of two selected tensioned mem-
bers for the structures shown in Fig. 2 and 3. The actuation of the tensegrity
structure illustrated in Fig. 6 is given by external torques M9 and M11 acting on
the nodes 9 and 11.

The influence of the actuation parameters on the detected equilibria is inves-
tigated using bifurcation theory. Inspired by [6] existence ranges of the stable
equilibrium configurations respective to the applied actuation parameters are
derived. Leaving the existence range of the current equilibrium state yields a
change into another stable state. In order to verify this approach numerical simu-
lations considering (1) are evaluated in Matlab using a common Runge-Kutta
method. In this work, the masses of the compressed members are estimated by
mj = Lj · 1 g/mm. According to existing prototypes the damping coefficient is
chosen to cj = 0.0004 Ns/m. Following, the actuation strategy formulated in (3)
and (4) is implemented. Here, ā represents the corresponding amplitude of the
actuation strategy.
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Δl =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ā t if t ≤ 1 s
ā elseif t ≤ 2 s
ā − ā(t − 1 s) elseif t ≤ 3 s
0 else

(3)

M =

{
ā t if t ≤ 1 s
0 else

(4)

For various actuation strategies the change of the equilibrium configuration
is evaluated. In Fig. 4 two exemplary actuation strategies are considered and
the resulting displacement of the node 3 in the y-direction is evaluated for the
structure with topology A. These results confirm that since the existence range
of the current stable equilibrium is not left no change occurs. However, crossing
the boundaries of the existence range yields a change into the second stable
state.
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Fig. 4. Actuation of the structure with topology A by changing the free lengths of the
tensioned members between nodes 1 and 3 (j = 7) and 2 and 6 (j = 9). a): existence
ranges of the stable equilibrium configurations EqC 2; b): displacement of the node 3 in
y-direction during and after actuation corresponding to two exemplary cases, depicted
in a); c) actuation parameters for changing the equilibrium configuration; d): change of
the equilibrium configuration - overall displacement of the structure during and after
actuation.
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In Fig. 5 selected results are depicted for the structure with topology B with
respect to two exemplary actuation strategies. The results show, that the change
between the equilibrium configurations of this structure is also possible by a
proper actuation. The change between the equilibrium configurations is induced
for both structures with topology A and B by the movement of the movable
inner frame, built by members between the nodes 3. . . 6. In Fig. 6 a) a further
structure, based on the modified version of the structure with topology B, is
depicted (topology B*). As the simulations corresponding to this structure show,
the change between the equilibrium configurations EqC 1 and EqC 2 can be
induced only by reconfiguration of the outer members (member between nodes
1 and 7 and member between nodes 2 and 8), without movement of the inner
movable frame. Hence, the stiffness variation can be induced without an a priori
movement of the inner movable frame.

The simulation results confirm the working principle of the tensegrity struc-
ture. The control of the nonlinear dynamics of the system is challenging. For
example, an according force control law with position feedback can be applied.
However, to derive a reliable actuation strategy a static consideration is suiffi-
cient.

Fig. 5. Actuation of the structure with topology B by changing the free lengths of
the tensioned members between nodes 1 and 3 (Δl7) and 6 and 8 (Δl10). a): existence
ranges of the stable equilibrium configuration EqC 2; b): displacement of the node 3
in y-direction during/after actuation corresponding to two cases, depicted in a).
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Fig. 6. Actuation of the structure with topology B* by applying external torques M9

and M11 acting on the nodes 9 and 11. a) topology and member parameters; b): exis-
tence ranges of the stable equilibrium configuration EqC 2; c): rotation of the movable
frame (with nodes 3. . . 6) respective to the z-axis during/after actuation corresponding
to two cases, depicted in b).

4 Conclusion

Compliant tensegrity structures with multiple states of self-equilibrium can be
used as structures with discrete variable stiffness in technical applications. This
work demonstrates that tensegrity structures, consisting of only few members,
can have more than one stable equilibrium configuration and the overall stiffness
of these structures differs in these configurations. This property results from
different prestress states in the equilibrium configurations. The investigations
show, that the discrete change of the overall stiffness can be induced by internal
reconfiguration due to changing between the equilibrium configurations. Fur-
ther research will focus on detailed consideration (workspace, overall mechanical
compliance) of these mechanisms and on the development of demonstrators.
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Abstract. The paper analyzes the experimental analysis of a multibody system
(MBS) having 2 DOF. The mechanism belongs to a water turbine pump, com-
monly used in small farms. The accelerations of different points of the mechanism
are optically measured so that they can be used within the dynamic model with
finite elements and, finally, the eigenpulsations of the system are determined. The
obtained results are tested using an experimental bench.

Keywords: Eolian pump · Water pump · Wind · FEM · Eigenfrequency · MBS

1 Introduction

Regarding the exploitation of the wind energy potential, at present we can say that the
technology has reached near maturity, the modern era of the exploitation and production
of wind energy starting in the late 70s of the 20th century, in Denmark. There are many
countries, especially in Europe, where wind turbines are widely used and this is favored
by the specific geographical conditions. At present, there are thousands of functional
wind turbines in theworld, with a total installed capacity of 94,123MWofwhich 60.70%
are located in Europe. Although the modern era of wind energy exploitation has been
opened by Denmark, at present the first place is occupied by Germany with an installed
power of 22,247MW,which represents 23.6%of the total electricity production resulting
from the conversion of wind power. The following places are occupied by the US, Spain,
India and China [8].

In the following, a mechanism of a wind power transmission to a water pump is
presented. The paper proposes a study of this system,which can have awide applicability
in the field (Fig. 1).

The originality of this mechanism consists in the use of the inertia of a pendulum, in
the continuous variation of the transmission ratio, as the input rotation (the force of wind)
increases. This mechanism have 2 DOF, which could be chosen the angle of rotation at
the input (lever AB), noted ϕ1, respectively the stroke of the pump, noted xD.
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Fig. 1. The sketch of the mechanism closed by inertia [8]

Motion equations for this mechanism can be written in symbolic form:

[m]{a} = {Q} (1)

The vector acceleration contains the angular acceleration of the crank and the accel-
eration of the piston. A large presentation of the procedures, free body diagrams and
motion equations are presented in [8, 9]. If the acceleration vector is introduced into this
equation, the following is obtained:

[m]([{C1} {C2}]
{

ε1

ẍD

}
+ [{C3} {C4} {C5}]

⎧⎨
⎩

ω2
1

ω1ẋD
ẋ2D

⎫⎬
⎭) = {Q} (2)

where [m] is the inertiasmatrix of the two dimensional mechanism, ε1 andω1 the angular
acceleration respectively the angular speed of the crank, ẍD and ẋD the acceleration
respectively the velocity of the piston and {Q} the vector of the generalized external and
liaison forces.

Fig. 2. a) Piston speed and b) Angular speed of the crank for an integration time of 30 s
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Fig. 3. Representation of the piston motion in the phase space

From the graphical representations above we can observe the existence of a stable
integration process for long time intervals.

To eliminate the unknown reaction (liaison) forces, we multiply with the matrix
[{C1} {C2}]T and we get [13]:

[ {C1}T
{C2}T

]
[m]([{C1} {C2}]

{
ε1

ẍD

}
+ [{C3} {C4} {C5}]

⎧⎨
⎩

ω2
1

ω1ẋD
ẋ2D

⎫⎬
⎭) =

[ {C1}T
{C2}T

]
{Q} (3)

By integrating the system of differential equations, theoretically, the solutions rep-
resented by the rotation angle and the displacement of the piston are obtained. In Fig. 2
are presented the velocity of the piston and the angular speed after integration and in
Fig. 3 the motion of the piston in the phase space.

2 Finite Element Analysis of the Elastic Lever

In the literature there are presented several types of one-dimensional finite elements used
in theMEF analysis of a beam system. In all cases it is considered that the deformation of
an arbitrary point of the bar depends on the known deformations and their derivatives in
the nodal points, which are usually chosen at the ends of the element. The interpolation
functions chosen will determine the number of independent coordinates that will be
needed to describe the deformation of the beam. This results in an inertial loading due
to the mass of the bar element, the appearance of the Coriolis force and the change in
stiffness due to the relative motion that changes the geometry of the element in a field of
accelerations. It is assumed that the general rigid movement of the mechanism is known,
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so the speeds and accelerations for all points of the continuous material are known. It
is also assumed that the deformations of the various points on the bar are small enough
and will not affect the rigid movement of the mechanism [1, 2]. This element is referred
to a mobile Oxyz coordinate frame that will move with the mechanical system. It is
assumed that we know both the instantaneous position of the local reference mobile
system, relative to a fixed global system Ox 1 y 1 z 1, as well as its movement referred
to the global reference frame (velocity and acceleration of origin and angular velocity
and angular acceleration) [3, 4, 7]. Depending on the coordinate vectors chosen {δ1}
and {δ2}, the displacement of a certain point M on the beam, noted {δ}, can be written
as follows:

{δ} =
⎧⎨
⎩

u
v
w

⎫⎬
⎭ = [N ] {δe} = [N ]

{
δ1

δ2

}
{δe} =

{
δ1

δ2

}
(8)

where the nodal displacements {δ1} and {δ2} compose the vector {δe} of indepen-
dent coordinates corresponding to the finite element e and the matrix [N] contains the
interpolation functions. We have the equations of motion for a finite element written in
simpler form, in the local reference system [12]:

[me]
{
δ̈e

} + 2[ce(ω)]
{
δ̇e

} +
(
[kei] + [ke(ε)] +

[
ke

(
ω2

)])
δe =

= {qe} + {
q∗
e

} −
{
qie(ε)

}
−

{
qie

(
ω2

)}
−

[
mi
Ee

]
[I ] {εL} −

[
mi
oe

]
[R]T {r̈oG} (11)

3 Tests and Results

In Fig. 5 is presented the test bench. Here a mechanism used for the transmission of
the wind power to the water pump it is built in order to verify the methodology for the
design and calculus of such system.

On this system two types of measurements will be made: the accelerations of the
different points of the analyzed beam will be determined, they will be introduced into
the equations of motion and the eigenfrequencies of the system will be calculated in
this design solution, after which the eigenfrequencies of the beam will be determined
experimentally and compared with the calculated eigenvalues. In this way the model
used for the dynamic analysis of the system will be verified (Fig. 4).

The first measurements will be made to determine the accelerations of the different
points of the beam. This will be done by optical methods, using a high speed camera. At
present, the method based on motion analysis using a motion capture system is a very
efficient and high perspective. Such a system of motion capture, consists of two major
components:

• hardware component, represented by the video equipment and the elements necessary
for mounting the system, particularly useful for the proper functioning;
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Fig. 4. Testing bench

• software component, represented by the applicationswithwhich the information exist-
ing in the video recorded by the camera is processed and brought in a form that allows
the digitization of the data.

The camera will be mounted on a fixed support and perpendicular to the direction
of movement of the pump, at a height to ensure that the entire mechanism is captured in
the video material. Important to mention is that, with the decrease of the distance to the
position of the camera, the efficiency of the system increases, being necessary to find
the perfect balance between the duration of the operation of the mechanism, which will
be sufficient, and a distance to the filmed mechanism sufficiently small to avoid it is lost
from information [8].

In the first stage the film is obtained, taken from the camera. It is then loaded into
the motion analysis application that is being worked on and the operator or the one
performing the motion analysis sets the marker area. Establishing this area and how
the application manages to track it over time are essentially the essential elements for
efficient motion capture and analysis. Usually, the software will track an area of pixels,
set by the operator, an area that ideally contains the area of interest as well as “different”
pixels around the area of interest. By “different” pixels refers to pixels of a different
color from the pixels of the area of interest, marked. In fact, the application follows this
pixel composition along the movement but usually the coordinates of a single pixel in
the middle of this area, belonging to the area of interest. These coordinates will then be
obtained as the coordinates of the marker or area of interest.

Considering these considerations the Adobe After Effects application was used for
following reasons:

• the efficiency in terms of the treatment of the motion, the method of re-cognizing the
markers and the precision with which a trajectory of the marker is recognized;

• precision of tracking the trajectory according to several criteria;
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• the extent to which the results can be subsequently processed in order to obtain the
dimensions of the motion parameters that are analyzed.

The AOSX-PRI high speed camcorder, with a small size, has the possibility to make
with sufficiently good accuracy, a sufficiently large number of recordings - frames/second
- to capture themovement of themechanism.Also theAOSX-PRI camcorder is equipped
with a “trigger mechanism” type accessory, which can replace the command from the
recording startup software.

The camera records images at a very high speed allowing the possibility to play them
at a low speed through software (AOS Imaging Studio LIGHT). These selections can
be made only when the camera is connected to the laptop and turned on, the recordings
being started in themoment when all the LEDs on the camera control panel are green. On
the other hand, the control panel of the Imaging Studio Light application is also found
in the AOS camera.

In such way are determined the acceleration of the studied beam, acceleration that
will be introduce further in the finite element analysis [5, 6]. It is possible to obtains
theoretical these values but the results are not very good, the parameters describing
the system being too numerous and too difficult to have good values for these. An
experimental determination of the acceleration improves the finite element model.

Fig. 5. The field of the a) velocities; b) the accelerations for the left end of the beam.

The field of accelerations and velocities, optically determined are presented in Fig. 5
and 6. These values were used to determine, by calculus, the eigenpulsations of the
beam in the assembly of mechanism [10, 11, 14, 15]. The results are presented for two
different speed of the crank in Fig. 7. Experimental measurements were made in order
to determine the frequency spectrum of the beam.
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Fig. 6. Variation of the first eigenvalue during the rotation of the lever

Fig. 7. Position of the five accelerometers

Frequency spectrum determinations were made using the five bar-mounted
accelerometer. In the paper, one of these spectra is presented to be compared with
the calculation results. It is found that the eigenfrequencies obtained by calculation fall
within the range of values obtained experimentally (Fig. 8).
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Fig. 8. Frequency spectrum

4 Conclusions

The last few decades are characterized by the use, in industry, of machines and tools,
which operate at very high speeds and are subjected to very high forces, sometimes with
shock. For all these systems, models have been developed, which take into account their
deformability to avoid critical situations (loss of stability). Within the work, a model
with finite elements of a wind mechanism for operating a water pump is developed. The
mechanism has elastic elements in its composition. The model is improved by experi-
mentallymeasuring the accelerations of the rigidmovement of themechanism,which are
then introduced into the differential equations of the model used. The eigenfrequencies
of the system are measured and the results obtained experimentally are to a satisfactory
extent consistent with the results obtained in the case of theoretical calculation.
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Abstract. In soft robotics, the successful development of soft robots
involves careful designing that can benefit from current technologies.
The use of Finite Element Method (FEM) software and additive man-
ufacturing is essential to optimize the design before fabrication and to
facilitate the process. Therefore, we present the design of a 3D printed
low-pressure soft pneumatic actuator (SPA) with 3 DoF and a mate-
rial characterization method to simulate the behaviour of the system. In
attempt to define a suitable material modelling method and its reliability
to simulate actuator behaviours, we introduce a characterization method
and corroborate its efficiency through the evaluation of the performance
using the FEM and preliminary tests of the actuator performance. The
purpose of this article is to help future projects to effectively simulate
the behaviour of 3D printed soft pneumatic actuators to improve the
design before fabrication. Throughout the description of the process to
effectively fabricate a functional SPA.

Keywords: Soft robotics · Soft actuators · Modelling · Material
characterization

1 Introduction

Soft robotics is becoming increasingly important due to the paradigm shift from
hard to soft materials which aims to improve the human-robot collaboration [1].
By changing the stiffness of the materials used to fabricate robots, more compli-
ant bodies can be achieved. Recent research in the area shows promising results in
locomotion, replicating biological organisms that exhibit soft and flexible struc-
tures with considerable force [2]. To design systems that can emulate organic
mechanisms, the use of uncommon materials and the exploration of new tech-
nologies takes a substantial relevance in the research. Currently, soft actuators
are mostly fabricated using two methods, casting process and additive manu-
facturing [3]. On the one hand, casting an actuator requires the use of moulds
and multiple fabrication steps to achieve shapes basic geometries like cylinders
[4,5]. Nevertheless, because of the use of moulds, this process has geometrical
limitations (e.g. small cavities inside the actuators). Even so, casting permits
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the use of a wide range of highly stretchable materials [6]. On the other hand,
additive manufacturing offers a rapid single instance process achieving similar
and even more complex and precise designs [3,7]. Nonetheless, in contrast with
the casting process additive manufacturing offers reduced material options [8].
Consequently, to explore the use of additive manufacturing optimized designs
are required. Smart designs can be achieved through proper optimization. For
this, the simulation of the system before fabrication is essential for the user to
optimize the design to obtain the required performance. Thus, the correct sim-
ulation process has to be achieved through a proper material model suitable for
a FEM simulation. For this, we describe the design of a soft pneumatic actuator
(SPA) using a 3D printable material. We explain the process for the mathe-
matical model of the material so that a FEM simulation can be set up for the
pre-examination of the actuator. The model is validated and evaluated based on
data experiments using a commercial angular sensor.

2 Design and Fabrication

The actuator described in this article has a general cylinder-like shape (Fig. 1).
We used three linear channels separated 120◦ from each other. Each channel can
displace in one direction. They are joined by internal support to provide stiffness
to the SPA. Inside this support each channel is connected to a pipe to allow the
air injection. For the design of the channels, we chose the concept of PneuNet
which originally is formed by an array of chambers connected in series [5]. By
using this concept, we guided the deformation areas of the chambers to optimize
the pressure (Fig. 1(b)). We modified the geometry of the chambers to adopt a
cylindrical shape (Fig. 1(a)). For the dimensions of this actuator, we followed
a previous actuator developed by the Institute of Assembly Technologies [4].
The parameters specification of the channels were selected following the results
from [9]. We set the chambers wall thickness, the separation between chambers,
the internal geometry of the chambers as shown in Fig. 1(a). In this way, a
relation of 1:2 between the deformed surface and undeformed surface is used and
the chambers deformation focuses on the regions with a smaller wall thickness
(Fig. 1(b)).

Fig. 1. 3D printed soft pneumatic actuator. (a) Sketch showing different views of the
actuator and its dimensions. (b) SPA view of the actuator without (left) and with
pressure (right).
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It is important to mention that by changing the amount of chambers and the
separation between chambers and channels length we can increase or decrease
the angle of deflection [9]. The SPA uses pressure as the actuation method, in
this way, the motion starts when the chambers are pressurized with air. Dur-
ing this time the chambers increase the volume and come into contact with each
other. This event forces the actuator to bend in the opposite direction (Fig. 1(b)).
By pressurizing single or multiple channels, the actuator can displace on differ-
ent planes (XY and YZ). For the fabrication of the actuator, we use the 3D
printer Keyence Agilista and the lowest stiffness silicone AR-G1L available for
this printer.

3 Modelling

In soft robotics, the development of reliable models to predict their behaviour
increases the potential of successful performance. Although, it is difficult to
describe an analytical model of the system due to the non-linearities of the
materials and the highly non-linear bending to pressure ratio created by the
geometry of the chamber design. An accurate simulation of the behaviour leads
to prior optimizations or adjustments of the design before fabrication, saving
time and resources [10]. For this reason, we use FEM models (Abaqus CAE) to
predict the performance of the system. We find the properties of the material
describing a non-linear mechanical behaviour. Additionally, we included a linear
elastic approach to help us to observe the differences of the actuator performance
to support the use of a non-linear approach for this material.

3.1 Material Characterization

Initially, we performed a series of uniaxial tensile tests following the norm DIN
ISO 527 to define the stress-strain relationship. For these tests, we printed spec-
imen and performed 30 tests. The stress-strain relationship of the silicone AR-
G1L is showed in Fig. 2. Here, the mean of the data can be observed together
with the maximum and minimum values pointed out by the horizontal lines. The
standard deviation of the stress is 0.1553 N/mm2, which is the deviation pre-
sented between the different tests. Next, following [13], where the current mod-
els for hyperelastic behaviours are mentioned, we chose Mooney Rivlin among
other approaches (Ogden, Arruda-Boyce, etc.) as a feasible approach applicable
to large strains (>60%) analysis. In order to fulfill a FEM model using this app-
roach, we used the energy equation to describe how the deformation affects the
energy state of the deformed body. In the FEM analysis software Abaqus the
strain-energy ψ equation to appears as

ψ = C1(I1 − 3) + C2(I2 − 3) +
1
d1

(J − 1)2. (1)
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Fig. 2. Stress-strain relationship of the silicone AR-G1L, including the standard devi-
ation of the tensile tests.

In this equation, the material constants for the general deformation are repre-
sented by C1 and C2 while the constant for volume change of the material is
denoted by d1. These parameters define the behaviour of the material. Addition-
ally, the equation includes the volume-dependent parameter J and the strains in
their respective deformation states which are represented by the invariants I1 and
I2. The parameters I1 and I2 are calculated with the right Cauchy-Green tensor
C ∈ IR3×3 described in [14]. The right Chauchy-Green tensor results from the
product of the deformation gradient tensor F ∈ IR3×3 and its transposed. The
deformation gradient F represents the deformation of a material’s point derived
from the differential of the spatial directions of the possible displacements. The
length variation Δx is the product of the strain ε and x which represents the
uni-axial load element of the data for which the stress-strain relation is available
with x ∈ IR3×1 as the initial coordinate and x̃ ∈ IR3×1 as the deformed state of
the material point. This function is formulated to analytically model the defor-
mation of the tensile test based on an uniaxially loaded deformation rod. Δx
results from the difference of x̃ and x. From this we obtain

x̃

x
= (1 + ε). (2)

With Eq. (2) we assume that λ = (1+ε). The invariants I1, I2 and the volume-
dependent J are associated with the strain in deformation gradient F, where in
this case, only the first element of the tensor F11 = λ is defined by the uni-axial
strain state. Assuming that the material is incompressible, the determinant of
F is equal to 1. The determinant of F results from the multiplication of the
diagonal entries, so the two remaining diagonal entries are equal to 1√

λ
. This

results in the following matrix for the deformation gradient

F =

⎛
⎝

λ 0 0
0 1√

λ
0

0 0 1√
λ

⎞
⎠ . (3)

Assuming an incompressible material, the parameter approaches the number
0. This leads to a very large number in Eq. (1), but this is compensated by
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the parameter J. Since J is the determinant of the deformation gradient due
to the incompressibility of the material. With J = 1 the last part of the Eq. (1)
becomes to 0. The missing parameters C1 and C2 in Eq. (1) are determined by
an identification procedure. In this case, the model and experimental values of
the true stress tensor σ ∈ IR3×3 are used. To obtain the true stress and the
deformation from the Mooney-Rivlin model, we derived the strain-energy with
respect to C to define the second Piola-Kirchhoff stress, where T̃ is a quantity
that describes the stress in a body in an undeformed state [14]. Even though T̃
does not exist physically, we can use it to calculate the true stress with

σ̃ =
1
J
FT̃Fᵀ. (4)

With the stress tensor σ̃ calculated from the analytical model, the first element
σ̃11 was used to calculate the two material parameters C1 and C2 using the
least square method. This method is implemented in Matlab using the Matlab
Optimization Toolbox with the Interior Point method [15] to fit the experimen-
tal data series to yield the material parameters. In the step of the calculation
of σ̃, we use the program Mathematica modified with the package AceGen to
generate a Matlab function that derives the stress output for a strain input
according to the previously described approach. As a result of this process we
obtained C1 = 0.1100, C2 = 0.010 and setted d1 as 0. After this, we can use the
material parameters in Abaqus to describe the behaviour of the material under
deformation.

For the linear approach, we used the results from the tensile test (Fig. 2)
and linearized the results to find an elastic modulus following the literature [11].
As a result, we find an elastic modulus of 3.1 MPa. Additionally, for a linear
approach, a Poisson’s Ratio is required. Because we assume our material to be
incompressible we find in the same literature the value of 0.5 for incompressible
rubber [12].

3.2 Setup Simulation

Concerning the configuration of the simulation parameters, we discretized the
actuator model in a tetrahedron hybrid element mesh with ten nodes. As a
boundary condition, the top end of the SPA is fixed. The load is applied in
all inner surfaces of the chambers and tunnels, and is increased up over twelve
timesteps from 0 kPa to 12 kPa with an additional gravity step. Additionally,
to simulate the forces which appear after the outer chamber surfaces contact,
the entire outer surface of the model has an interaction property of tangential
behaviour assigned. As a result, we obtained a matrix with the coordinates
that describe the displacements of the actuator, which are compared to the
movements of the real SPA.

4 Preliminary Test

After the simulation, we experimentally corroborated the results of the FEM
analysis. For this, we performed displacement tests applying pressure on one



Design and Characterization of a 3D Printed Soft Pneumatic Actuator 493

chamber at the time. The actuator was displaced to different angular positions,
shifting the values between 0◦ and 40◦. During the experiments, we tracked
the position using a two-axis bendable sensor. The sensor was positioned on
the surface of the support opposite of the activated-channel between two chan-
nels (Fig. 1(a)). The test stand for testing the actuators was set up in prelimi-
nary work [16]. The acquired data was used to calculate the actuator position
(S), which is defined as the central line of the internal support (green curve in
Fig. 1(b)). In this way, the sensor angle (α) was used assuming a constant curva-
ture of the actuator [17] to calculate the chord length of the actuator curvature
(DE = S sin(α)

α ), where S is equal to 13.5 cm. With this, we calculate the position
of the point E for any angular value. It is also important to mention that we
used only the information which describes a positive displacement meaning that
we used the data when the actuator inflates and not when the actuator deflates,
due to the inconsistency of the measurements. This is because the recovery time
of the material will affect the sensor measurement. With the relevant data, we
obtained the angle-pressure relationship of the SPA.

5 Performance Evaluation

From the simulation and the experiments, we obtained the position of the
actuator in x and y coordinates at 12 kPa since this is the pressure value when
the actuator achieves its maximum displacement. The results are presented in
Fig. 3(a), here the position of the actuator using the angle sensor, a non-linear
model and a linear approach are displayed. In the experiments, we measured
an angle of 36.2◦ at 12 kPa with a constant curvature as the position of the
actuator (green diamonds line). While in the simulation with the non-linear
model of the actuator, we calculated an angle of 36.4◦ at 12 kPa with a different
curvature (purple squares line) as in the experiments. Regarding the results
of the simulation using a linear approach, we calculated an angle of 10◦ at
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Fig. 3. Simulation and experiment results. (a) Actuator position S. (b) Angle-Pressure
relations of the non-linear simulation and the experiment, and the standard deviation
of the results.



494 D. S. Garcia Morales et al.

12 kPa. Here the position of the actuator at this pressure (yellow triangular line)
shows a major displacement from the half of the actuator (from - 6 cm in Y)
till the end position of the actuator. From Fig. 3(a), we conclude that the linear
approach poorly described the displacement of the actuator in contrast to the
experiment results perceiving a difference around 26◦. Indicating that the use of
a linear approach in this material is not beneficial and does not give accurate
information to be used as a reliable source for further simulations. In this way, we
can continue with the following results, which are from the non-linear model of
the actuator. For this, we decided to compare the relationship between angle and
pressure. In Fig. 3(b), we can find the behaviour of the actuator in angular terms
while pressure is applied. The simulation results (blue triangular line) showed a
smooth displacement of the actuator from 0 to 36.4◦, while in the experiments
(green diamond line) we can observe abrupt increments at some pressure values.
We notice that from the performance of the actuator, the position was affected
by the design of the actuator. Because the motion of the actuator starts when
the chambers are in contact (Sect. 2), shown in Fig. 1(b). This behaviour was
not well appreciated in the simulation results. Thus, as a representative value of
this in Fig. 3(b), we showed the error (purple line) between the experiment and
the simulation to observe the difference in degrees and its standard deviation to
evaluate how much is the difference of the simulation to the experiments.

6 Conclusions and Future Work

In this paper, we presented a 3D printed SPA with its corresponding material
characterization and simulation. The SPA simulation was compared with the
experiment demonstrating the feasibility of the proposed material characteriza-
tion method. The presented design reduced the pressure used compared (12 kPa)
to similar actuators like in [4] where the working pressure reached 30 kPa, [5]
with 74 kPa approximately and [7] with an average working pressure of 60 kPa.
This design does not present an increment in length or considerable axial expan-
sion. The simulation approach is close enough to simulate the performance of
SPA showing 0.2◦ at maximum working pressure (12 kPa), comparing the results
with [5] where the simulation error was greater than 20◦. The modelling process
presented in this paper can be considered as a plausible approach for soft actu-
ators. In future work, the simulation of the actuator will be extended so that
possible fracture points can be predicted. The model developed in this paper
will then be used to optimize the design of the 3D printed actuator. In this case,
the parameters that are decisive for the deformation, such as chamber distance,
number of chambers or wall thickness, will be adjusted using simulation and
optimization algorithms to fabricate a more reliable soft actuator which can be
used as a manipulator for handling applications.
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Abstract. The paper deals with a second version of kinematic chain of the geared
linkages with linear actuator using a slider crank basemechanism. This structure is
recommended because geared linkage with linear actuation allows a large rotation
angle with approximately linear transmission function in a large range and proper
transmission angle. These characteristics and the direct actuation of the closest
element to the mobile platform ensure the avoiding of the first order singularities.

Keywords: Parallel planar manipulator · Geared linkage with linear actuator ·
Kinematics · Singularity

1 Introduction

In recent times parallel manipulators have become an increasingly important branch due
to the large scope requiring high accuracy, high ratio between the load of the platform
and the weight of the manipulator, stiffness of the system and high speed. Due to these
advantages, many researches are made on developing of new structures, kinematic [1–4]
and dynamic analysis, singularity avoiding, optimizing the workspace [5] and synthesis
of the planar parallelmanipulators, opening newareas of applicability inmedicine [6–10]
industry [11], space [12] and other areas that require precision in positioning [13].

Today’s parallel manipulators are enriched with novel cinematic structures ac-
cording to their tasks. Structure and analysis are carried out in order to increase accuracy,
optimize the workspace [1, 14] increase working space and speed [2, 5]. Merlet in [15]
presents extensive and detailed summing up structures and architectures, singularities,
calibration, direct and inverse kinematic. New generalizations and classifications [17]
appear due to the large number of architectures, which inspires new research directions
using different methods for different structures. In order to design a parallel robot, first
of all the issue of singularity must be considered.

The geared inverted slider crank with linear actuation was exhaustive kinematic
analyzed in [16] and [18] as connection chain for a planar parallel manipulator. The aim
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of present and future works is to develop such a planar parallel manipulator and to use
it in precision applications. The study is carried out on the positional inverse kinematic
of the novel kinematic chain, focusing on the problem of singularities.

2 Geared Linkages with Linear Actuation

The geared linkages with linear actuation taken into account are focused only on mech-
anisms with parallel connected chains, which have a linear actuation and contain a gear
pair. In [19, 20] is shown the type synthesis of the geared linkages, mentioned above,
where two useful planetary geared linkage structures results: with inverted slider crank
(As1) and slider crank as base linkages (As2) (Fig. 1).

a)                                             b)
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C5
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A 1

5
4

Fig. 1. Planetary geared linkage with linear actuation: (a) geared inverted slider crank with linear
actuation, (b) geared slider crank with linear actuation

The present work focuses on the geared slider crank with linear actuation, so in the
following will be developed the transmission function of the mechanism.

The geared slider crank with linear actuation (As3) contains a slider-crank as base
linkage and a planetary gear pair, where the satellite gear is fixedwith the coupler (Fig. 2).
The general relationship for computing the transmission function of the geared linkages,
according with [21], is obtained in the following form:

χ(s) = (1 − ρ) · ψ(s) + ρ · ϕ(s), (1)

where:
χ(s) - output angle,
ρ = ±r3

/
r5 - gears ratio,

ϕ(s), ψ(s) - angles of the base linkage.

The angles ϕ(s) and ψ(s) of the base slider crank are computed considering the
vector closed loop equation, in complex number, in the form:

(s0 − s) + l3 · ei·ϕ(s) = l4 · ei·ψ(s), (2)

By multiplication the vector closed loop equation with his complex conjugate
equation yield the relationship for computing the angle ϕ(s):

ϕ(s) = arccos{[l24 − l23 − (s0 − s)2]/[2 · l3(s0 − s)]}, (3)
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Fig. 2. Geared slider crank with linear actuation

Also, through isolation of the term which contains the angle ϕ(s) in a side of the
Eq. (2) and multiplication with his complex conjugate equation, yields the relationship
for computing the angle ψ(s):

ψ(s) = arccos{[l24 − l23 + (s0 − s)2]/[2 · l4(s0 − s)]}. (4)

An important parameter of the base linkage is the transmission angle μ(s), in order
to have a proper motion transmission that should be μmin ≥ 30˚ or μmax ≤ 150˚. The
current transmission angle μ(s) is computed by the relationship:

μ(s) = ψ(s) − ϕ(s). (5)

By imposing the maximum and minimum transmission angles follows the initial
stroke s0 and the maximum stroke of the actuator (slider 2) smax:

s0 =
√
l23 + l24 − 2 · l3l4 · cosμmax, (6)

smax = s0 −
√
l23 + l24 − 2 · l3l4 · cosμmin. (7)

The first order transmission function of the geared linkage follows as:

χ ′(s) = (1 − ρ) · ψ ′(s) + ρ · ϕ′(s), (8)

where:

ϕ(s) = −(s0 − s) − l3 · cosϕ(s)

2 · l3 · (s0 − s) sin ϕ(s)
, ψ′(s) = (s0 − s) + l4 · cosψ(s)

2 · l4 · (s0 − s) sinψ(s)
. (9)

3 Novel Planar Parallel Manipulator

The novel planar parallel manipulator should use geared slider crank links as connection
chains, where the actuation is a linear one. Figure 3 shows the kinematic schema of the
novel proposed planar parallel manipulator.
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Fig. 3. Kinematic schema of the planar parallel manipulator 3-R(PRRGR)RR, using geared slider
crank with linear actuation

The mentioned advantages of the geared inverted slider crank with linear actuation
in [16], as well in [18] and [19] are maintained also for the geared slider crank with
linear actuation. Some of them would be worth mentioning: large rotation angle of the
output gear (5) with proper transmission angle and approximately linear transmission
function χ(s), compact design of the novel chain and self-locking condition ensured by
converting the movement with screw-nut. Also it is expected that this novel structure
avoids also the first order singularities in a wider range.

The notation of this novel structure of parallel planar manipulator should be 3-
R(PRRGR)RR, where R – revolute joint, P – prismatic joint andG - gear pair. In brackets
() is indicated the parallel connected actuating kinematic chain and underlined (ex. P)
the active joint [17]. The proposed structure of the parallel planar manipulator use 3
linear actuators nact = 3, which actuate direct the output gears - elements 5, 5´ and 5´´ of
the connection kinematic chains. Each connection kinematic chain contains 5 elements
n = 5, 5 kinematic pairs with f = 1 e1 = 5 and 1 kinematic pair with f = 2 e2 = 1. By
computing the degree of freedom DOF (mobility) of the whole manipulator structure
with the relationship:

DOF = 3 · (n − 1) − 2 · e1 − e2 = 3 · (17 − 1) − 2 · 21 − 3 = 3. (10)

Because the identity between the DOF and the number of the used actuators nact
the planar parallel manipulator follows a constrained motion and allows 3 DOF for the
mobile platform (3): 2 translations along the Ox and Oy axis and one rotation around
the Oz axis.

4 Singularities of the Novel Parallel with Linear Actuation
Manipulator

A parallel planar manipulator has two types of singular configuration: when the mobile
platform (triangle 6 in Fig. 3) does not move for non-zero actuated joints (B1, B2 and B3)
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velocities, named first order singularity and when the mobile platform moves (obtains
extra degrees of freedom) even if the actuated joint velocities are zero, which is known
as second order singularity.

The study of singularities starts with the known relation [15, 22]:

Jx · Ẋ + Js · Ṡ = 0 (11)

where Js is a Jacobian matrix, its elements depend on the actuated joints strokes (s1, s2,
s3); Jx is also a Jacobian matrix with elements which are partial derivatives with respect
to the mobile platform three DOF (or pose parameters: xM, yM, α), Ẋ = [ẋMẏMα]T,
ṡ = [ṡ1ṡ2ṡ3]T.

The study of singular poses of the planar parallel manipulator involves the inverse
kinematics analysis, i.e. for given values of xM, yM, α, are calculated the corresponding
values for driven joints values s1, s2, s3.

In account to the notations in Fig. 4, the vectors relation is:

−→
OAi + −−→

AiCi = −−→
OM + −→

MCi i = 1, 2, 3 (12)

The terms in Eq. (12) are:

−−→
OAi =

[
xAi

yAi

]
,
−→
OM =

[
xM
yM

]
,
−−→
MCi =

[
xCi

yCi

]

=
[
cosα − sin α

sin α cosα

][
x(6)
Ci

y(6)
Ci

]

, (12’)

x(6)
C1

= − l6
2

, y(6)
C1

= −l6 ·
√
3

6
, x(6)

C2
= l6

2
, y(6)

C2
= −l6 ·

√
3

6
, x(6)

C3
= 0, y(6)

C3
= l6 ·

√
3

3
,

xA2 = xA1 + l0, yA2 = yA1 , xA3 = xA1 + l0
2

, yA3 = yA1 + l0 · √
3

2

−−→
AiCi =

[
l1 cos θ1i + l5 cos θ5i(χi(si))
l1 sin θ1i + l5 sin θ5i(χi(si))

]
, i = 1, 2, 3

θ5i(χi(si)) = χi(si) + �χi, i = 1, 2, 3

The terms�χ1,�χ2,�χ3 are constant values, depending on designing conditions of
the base mechanism (PRRGR) and on constrain conditions for maximizing theχi angles
value. The relation (12’) becomes:

[
xM
yM

]
=

[
xAi
yAi

]
+

[
l1 cos θ1i + l5 cos θ5i(χi(si))
l1 sin θ1i + l5 sin θ5i(χi(si))

]
−

[
x(6)
Ci

cosα − y(6)
Ci

sin α

x(6)
Ci

sin α + y(6)
Ci

cosα

]

(13)

The known parameters in Eq. (13) are: manipulators design parameters (l1, l3, l4,
l5, l6, l0, and gear ratio ρ), fixed joints coordinates (xAi, yAi) with respect to the world
coordinate system (x0, y0), TCP coordinates and orientation (xM, yM, α). The unknown
parameters in Eq. (13) are the angles θ1i and actuated angles θ5i. Because the values θ5i
depend on transmission function χ(s) of the base mechanism, the strokes s1, s2, s3 are
interpolated from the approximately linear variation of the function χ = f(χ(s)).
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Fig. 4. A single chain kinematic schema R(PRRGR)RR of the novel planar parallel manipulator

Isolating the terms with unknown parameters, the Eq. (13) becomes:

[
l1 cos θ1i + l5 cos θ5i(χi(si))

l1 sin θ1i + l5 sin θ5i(χi(si))

]

=
[
xM
yM

]

−
[
xAi
yAi

]

+
⎡

⎣
x(6)Ci

cosα − y(6)Ci
sin α

x(6)Ci
sin α + y(6)Ci

cosα

⎤

⎦ i = 1, 2, 3 (14)

The unknown angle values θ1i might be eliminated by mathematical operations
(square power and addition) and the resulted relation contains only the actuated angles
θ5i. The implicit function F(X, S) = 0 becomes, relying on the above equation:

Fi(X , S) = Fi(xM , yM , α, s1, s2, s3)

=
(
xM + x(6)

Ci
cosα − y(6)

Ci
sin α − xAi − l5 cos θ5i(χi(si))

)2+
+

(
yM + x(6)

Ci
sin α + y(6)

Ci
cosα − yAi − l5 sin θ5i(χi(si))

)2 − l21 = 0

i = 1, 2, 3 (15)

where X = [xM, yM, α] and S = [s1, s2, s3].
The first singularity cases (the movement of driven element which cause the mobile

platform stand-still) of the planar parallel manipulator are determined by the Jacobian
matrix condition: det(Js) = A3×3 = 0 and taking into account that ∂Fi(X , S)/∂sj =
0, i �= j the Eq. (16) becomes:

det(Js) = ∂F1(X , S)

∂s1
· ∂F3(X , S)

∂s3
· ∂F3(X , S)

∂s3
= 0 (16)

In conclusion, any term ∂Fi(X , S)/∂sj = 0, i = 1, 2, 3 determines manipulator first
singularity poses, which means:

∂Fi(X , S)

∂si
= 0 ⇒ {[xM + x(6)Ci

cosα − y(6)Ci
sin α − xAi − l5 cos θ5i(χi(si))] sin θ5i(χi(si))−

−[yM + x(6)Ci
sin α + y(6)Ci

cosα − yAi − l5 sin θ5i(χi(si))] cos θ5i(χi(si))} · χ ′
i (si) = 0 , (17)

Exploring the x-y-α space, giving corresponding values to the θ5i from the
inverse kinematics, the fulfilled condition (17) determines the first singularity poses
of manipulator.
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The second singularity manipulator configuration (the stand-still of driven element
in special positions allow infinitesimal mobile platform movements) is determined by
the condition det(Jx) = B3×3 = 0. In addition Jx depicts the manipulator workspace
boundaries.

∂Fi(X , S)

∂xM
= 2 · [xM + x(6)

Ci
cosα − y(6)

Ci
sin α − xAi − l5 cos θ5i(χi(si))], i = 1, 2, 3

(18)

∂Fi(X , S)

∂yM
= 2 · [yM + x(6)

Ci
sin α + y(6)

Ci
cosα − yAi − l5 sin θ5i(χi(si))] (19)

∂Fi(X , S)

∂α
= 2 {[yM + x(6)Ci

sin α + y(6)Ci
cosα − yAi − l5 sin θ5i(χi(si))](x(6)Ci

cosα − y(6)Ci
sin α)

−[xM + x(6)Ci
cosα − y(6)Ci

sin α − xAi − l5 cos θ5i(χi(si))](x(6)Ci
sin α + y(6)Ci

cosα)} (20)

Because the explicit form of the equations expressing the singularities of first and
second order is too complicated, it is not indicated in this paper.

5 Example Problem

The equations and relations presented above are applied for a set of numerical values of
mechanism elements lengths of the parallel planar manipulation 3-R(PRRGR)RR. The
geometrical parameters are presented in Table 1. The criteria of allocating links lengths
of the parallel manipulator l0, l1, l2 and l6 are chosen in order to obtain lower sets of
values fulfilling the condition det(Jx) = 0 (singularities of second order). The optimal
link lengths of the geared linkages were dimensioned on the criterion of maximizing the
angle of driven elements 5, 5’, 5” with proper values of the transmission angle (μ > 30◦)
by the slider-crank mechanism.

Table 1. Geometrical parameters of the R(PRRGR)RR manipulator and of the base mechanism

3-R(PRRGR)RR Dimensions Base mechanism Dimensions

Frame platform length (0) l0 = 240 mm Element 4 length l4 = 120 mm

Chain link length (1,1´,1´´,5,5’,5”) l1 = l5 = 100 mm Gear ratio ρ = 2

Mobile platform length (3) l6 = 40 mm Initial stroke s0 = 27.5 mm

Element 3 length l3 = 120 mm Maximum stroke smax = 46,5 mm

The absence of zero values for the partial derivatives of each parallel connected actu-
ating kinematic chain (Fig. 5) confirm the supposition that the 3-R(PRRGR)R structure
avoids the singularities of first order in the considered range.
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Fig. 5. First order singularities of the 3-R(PRRGR)R manipulator

Figure 6a shows the second order singularities of the 3-R(PRRGR)R manipulator in
3-D view, while the manipulator workspace is a 2D view of the same condition det(Jx)
= 0. The results are similar with other studies about planar 3-RRR manipulator.

Fig. 6. Second order manipulator singularities in 3D (a) and 2D (b) representation

6 Conclusions

The authors propose a novel solution of a planar parallel manipulator 3-R(PRRGR)RR,
which uses a geared slider crank with linear actuation.

The connections kinematic chains are actuated with electrical linear actuators. The
oscillation angle forward and backward motion is controlled by means of a geared slider
crank with linear actuator.

The analysis of the singularities of the manipulator using geared slider crank with
linear actuation avoid the singularities of the first type, describe a large swing angle
with optimal transmission angle of the base mechanism by choosing an optimal initial
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and maximal stroke. More studies must be dedicated on base mechanism for synthesis
problem and collision avoidance between elements sizes.

Further researches will focus on controlling the mobile platform linear and rota-
tional motions, on manipulator dynamic aspects control and other order singularities.
More features on motion control must be revealed for optimum pose precision versus
application production cycle times.
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Abstract. Changes carried out by the European Higher Education Area
have allowed to design and develop new learning methodologies that
focus on students as an active part of the education process. This allows
to develop not only technical skills, but also the so-called soft skills. In
addition, sustainability has become a key issue in recent years, being
Education an important part of it. In this context, a novel educational
project, Formula Student Bizkaia, has been proposed as an innovative
way to address education in engineering that combines both student-
centred learning and sustainability. In this work, the project structure,
its motivation and foundations, and its alignment with the UN 2030
Sustainable Development agenda is detailed.

Keywords: Formula student · Sustainability · Project based
learning · Teaching methodologies

1 Introduction

The European Higher Education Area (EHEA) [2], which nowadays includes 48
states, was born to fulfil several key goals: cooperation, mobility and opportunity.
Since the Bologna declaration in 1999, EHEA members have worked in defining
a common framework and tools for the higher education, updating the original
goals to adapt them to a changing and demanding labour market.

To ensure competitiveness, European enterprises require workers with not
only technical skills, but also the so-called soft skills. In fact, recent studies
[11] have demonstrated a correlation between the development of soft skills
and employability, as enterprises search for creative, innovative and autonomous
workers able to work in changing environments.

However, current Higher Education study programmes do not usually include
these skills. Hence, one of the new main goals of the EHEA, as stated in the
2015 Yerevan Ministerial Summit [1] is to promote Student-Centred Learning
methodologies. This is, to make students an active part of the education process
by providing tools and methodologies to develop technical and soft skills. Project
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Based Learning (PBL), Problem Based Learning, Case Study Methods or Coop-
erative Learning are some of the methodologies proposed for this purpose.

In addition to the required methodology change, Higher Education also faces
the need for educating on sustainability. The United Nations defined in 2015
the 2030 Agenda for Sustainable Development [9], where a set of 17 goals were
defined to tackle the world’s most critical issues, such as poverty, efficiency or
climate change. Education was considered a key part of this strategy to develop
a sustainable society [10].

In this context, the University of the Basque Country (UPV/EHU) has
aligned with the 2030 UN Agenda for Sustainability. A new experimental teach-
ing model named Cooperative and Dynamic Teaching (IKD) [6] was developed
in 2010. The new model places the focus on the students as a leading element of
their own training process. This also required to define retraining programmes
for the teaching staff [13,15] to help in the design, development and assessment
of teaching strategies based on active methodologies such as PBL.

In addition, in 2019, the model was revised to include a third dimension,
sustainability, and was named IKDi3 [6]. The new integrated teaching model
combines a student-centred learning model aligned with the EHUagenda 2030
for Sustainable Development (2019–2025) [14]. In particular, the 4th Sustainable
Development Goal (SDG), Quality Education was selected as the main goal for
the IKDi3 teaching model, and a whole set of indicators were defined to evaluate
its evolution. Moreover, the University of the Basque Country encouraged the
creation of novel educational projects in this framework, to further develop the
4th SDG. Among these projects it is worth mentioning the Ocean i3 [8] project,
the Law Clinic for Social Justice [7] or the Formula Student Bizkaia project [3].

This work is focused in the latter, the Formula Student Bizkaia project.
The project starting point is a challenge to motivate the students: the design
and construction of an electric Formula-type single-seater, to compete in inter-
university Formula Student events. The challenge is addressed through the PBL
methodology and considers not only the development of specific skills in the
area of engineering, but also soft skills such as teamwork, leadership, resource
management, communication, and sustainability among others.

The rest of the work is organised as follows: in Sect. 2, the context of the
project will be detailed; in Sect. 3, the internal structure of the project and its
educational model will be defined; Sect. 4 will detail how the UN 2030 Agenda
for Sustainable Development has been considered within the project, and finally,
the most important ideas will be summarised.

2 Formula Student

The context of Formula Student Bizkaia are the international Formula Student
competitions. These define the challenge for the engineering students, which
motivate them to improve their skills by means of a friendly competition with
other universities.

The use of competitions as teaching tools [12] is not new, but in the engi-
neering area the Formula Student competitions (Fig. 1), whose origin are the
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American Formula SAE competitions, present an important differentiating fac-
tor: scale. Currently there are 16 official events around the world, eight in Europe,
five in America, two in Asia and one in Australia, and more are appearing or
aiming to become official each year. In each event, in the span of 5 to 6 days,
more than 100 Universities and near 3000 students compete between each other,
not only to prove who has designed the best car, but also who has managed to
achieve the best engineering project overall.

Fig. 1. Participants in a formula student event

Each competition is divided in three different parts: Scrutineering, Static
Events and Dynamic Events, which will be detailed next.

Scrutineering
At scrutineering, students must prove that they have followed the Formula Stu-
dent ruleset [4,5] to build the car. Here, professional engineers take the role of
scrutineers, and check every system of the car to ensure that the car is safe for
its use in the track. Students must also show experimental results to justify the
properties of the materials used to build the prototype.

Static Events
Static events are one of the most important ones, as they evaluate the engineering
practices used to develop the vehicle. In these events, each team is evaluated by
judges, which usually are professional engineers. Evaluation is carried out in
three different areas: Business Plan, Cost and Sustainability, and Design. In the
Business Plan event, students must think a way to make an economic profit of
the car. They must design a viable business model, and they must convince the
judges, acting as potential investors, that their business is the most profitable
and secure one. To prepare it, students must consider every expenditure an
actual company has, from labour cost, to marketing and distribution, as well as
any income they may have to create a profitable business.

Cost and Sustainability event test students against their knowledge in man-
ufacturing methodologies, design processes and the sustainability of the product



512 M. Diez et al.

in its whole life cycle. In this event every part of the cart is evaluated, and its
mass-manufacturing cost justified. The objective of this event is not to create the
cheapest vehicle of the competition, but to be able to justify the design choices
from an economic and sustainable point of view. Students must learn that when
they make design choices, they must consider the expenditures and the processes
required for that design.

The final static event is the Design event. Here students defend the design
choices they have made to build the car. Students must explain the followed
design procedure, justifying the chosen solution against other alternatives. In this
event the capacity of the team to justify the design and validate it in simulation
and experimentally is also evaluated.

Dynamic Events
On the other hand, dynamic events take place only when the car has been
completely certified in the Scrutineering. There are four dynamic events, each
evaluating a dynamic capability of the designed vehicle: acceleration, skid-pad
(cornering), autocross (fast lap) and endurance. The main event is the endurance,
where the designed prototypes must complete 22 km in the least time possible,
while consuming the least energy possible. In fact, this event is combined with
an efficiency score, which gives extra points to the most efficient vehicles.

In summary, Formula Student competitions allow to evaluate both techni-
cal and soft skills. The competition encourages creativity, team working (even
with other teams), partnership and networking, while opening to important engi-
neering enterprises that attend to the event searching for future engineers. In
addition, one interesting fact of these competitions is that each team is free
to structure itself as they think best, with no constraints in the organisation,
goals or methodologies to be applied. Therefore, there exist teams with a clear
focus on motor-sport, while others focus on education. This variety of options
has allowed Formula Student Bizkaia to define an innovative approach, different
from other teams.

3 Formula Student Bizkaia: A Company Inside the
University

Formula Student Bizkaia was founded in 2006, and after two hard-work years,
in 2008, they participated in Formula Student UK 2008 for the first time. Since
then, a vehicle has been designed, manufactured and tested each year, with
a technological evolution from internal combustion engine vehicles to electric
vehicles. Currently, Formula Student Bizkaia has become the largest educational
project of the University of the Basque Country, with 4 advisors (teaching staff)
and 50 students from different bachelor and master degrees participating each
year.

The main goals of the project are:

1. To further enhance the education of students, offering an experience as close as
possible to that of an engineering company and focusing on the development
of soft skills.
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2. To promote the talent of the participating students, their creativity and
entrepreneurship.

3. To facilitate the employability of students, through complementary training
and a close relationship with local engineering companies.

To achieve these goals, Formula Student Bizkaia project is structured as a
real company, and tries to mimic the procedures existing in real engineering
enterprises. This way, roles within the company are assigned to each student,
standardised protocols and methodologies are used to manage resources, design
processes are double-checked with appropriate supervision, and proper coordi-
nation and communication protocols are established. It is to be noted that this
approach is different to other Formula Student projects.

3.1 Organisational Structure

The organisational structure of Formula Student Bizkaia is shown in Fig. 2. The
Faculty Advisors are the lecturers supervising the project. Their role is to guide
and provide advice to the team. Hence, they are part of the Management Board,
in which strategic decisions are taken. In this board the Team Leader is the main
responsible of the project for a given season. This student acts as a company
CEO, accounting for both the success or failure of any task or event that is
carried out during the season. To manage the team, the Team Leader has a
group of assistants, which are also part of the Management Board: the Technical
Managers, students in charge of the technical development and manufacture of
the car; the Organisation Manager, who must coordinate all the students of the
team for the different events and tasks not related to the technical part of the
project; and finally the Financial Manager, treasurer of the team and the student
who approves or denies any expenditure.

The rest of the team is structured in different working groups, each with a
leader. The Group Leader is responsible for coordinating the group, managing
its resources and fulfilling the requirements, dates and budget specified by the
Management Board. Currently the project is divided in 6 different technical
groups: Dynamics group, Chassis group, Aerodynamics group, Powertrain group,
Electronics group and Simulation group. An additional Organisation group exist,
whose leader is the Organisation Manager, and handles the marketing, event
organisation, social media and multimedia areas of the project.

Team Members are the last set of students, which constitute each of the
aforementioned groups. Team Members work in the tasks assigned by the Group
Leader. In the technical groups, traditionally each member is responsible for a
part or element of the vehicle.

3.2 Coordination

Coordination is a key element within the project. Although the organisation
structure is pyramidal, communication is horizontal within the proposed struc-
ture, using cloud-based technologies and tools for this purpose.
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Fig. 2. Formula student Bizkaia team structure

Every week the team coordinates by three meetings at three different levels.
The most high level meeting is for the Management Board, focusing on finances,
human and material resources, events, and overall strategy.

A Technical meeting is carried out based on the information of the previous
meeting, in which the technical development of the vehicle is overseen by the
Management Board and all Group Leaders. Every technical decision in these
meetings must be correctly justified to be executed. As any company, the team
has established standardised protocols for performing purchases, event attend-
ing, contacting possible partners, and so on. Hence, if a protocol is not followed,
that petition is denied, which can cause the delay of some materials, or the
cancellation of an experimental test with the vehicle.

Finally, the technical and organisation decisions taken in the aforementioned
two meetings are transmitted to each group in an internal Group Meeting, in
which tasks are assigned, petitions are requested and group budget is distributed
by the Group Leader.

Each meeting has its own public document with the decisions taken, so that
information can flow horizontally. In addition, all team members are encouraged
to participate in a meeting to present a proposal.

3.3 Educational Three Year Cycle

Apart from the workflow inside the team, the evolution from year to year is also
similar to a company. Formula Student Bizkaia follows the “up or out” policy, in
which students gain experience and escalate to roles with higher responsibility.
The promotion of a team member to a responsibility role (leader or manager) is
proposed by the rest of the team members. In this sense, responsibility, leadership
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or team working skills are the typical skills the students choose for their future
leaders.

The project is designed so students spend three years in it (see Fig. 3).
The first year of a student inside the project is supposed to be a training one.
During this period the student is part of a technical group and must learn how
to work in the project, and familiarise himself with all the tools, the workflow
and the schedule of the season. After the first year, the student must acquire
a responsibility role, either as a technical group leader, or at least taking the
design and fabrication of a part of the car under supervision. Finally, in the
last year, it is supposed that the student has the required skills to assume a
higher responsibility role. A third year student must assume either a role in the
management team, or a leadership in a technical group.

Fig. 3. Evolution of student during a three year stay in the project

This evolution, assuming different roles inside the team allows the student to
acquire different skills. Each role provides a different perspective of the project,
being more technical in the first years, and evolving to a project management per-
spective. This provides an important experience in the skills any company seeks
for: leadership, handling team problems, budget constraints, technical issues,
providers, ...

It is important to notice that the recruitment of the new team members is
not carried out directly by the Faculty Advisors. Instead, the Team Leader, the
Management Board and the Group Leaders define the specific needs for the cur-
rent and future season, and handle the selection process of the candidates. This
selection process involves a personal interview, in which the technical capabili-
ties and his or her motivations are analysed. Thus, students assume the role of
a Human Resources department.

4 Formula Student Bizkaia and Sustainable Development
Goals

As stated in the introduction, education has an important role to play in sus-
tainability. In this sense, in 2019, Formula Student Bizkaia was integrated into
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the University of the Basque Country’s IKDi3 program, with the aim to include
this new dimension into the project.

This new focus will allow the students to have better perception and under-
standing of the finite resources of our planet and that values such as collabora-
tion, equality, critical thinking and social commitment are essential to ensure a
future for new generations.

The inclusion of the UN SDG into Formula Student Bizkaia project was car-
ried out by analysing the compromises that the EHUagenda 2030 for Sustainable
Development [14] already defined. In this sense, it was observed that due to the
magnitude of the project, several training activities already carried out, were
aligned with multiple SDG. Specifically, six of the SDGs are addressed through
different tasks intrinsic to the project (Fig. 4):

Fig. 4. Synergies between sustainable development goals and formula student Bizkaia

• SDG 4: Quality Education
• SDG 5: Gender Equality
• SDG 7: Affordable and Clean Energy
• SDG 8: Decent Work and Economic Growth
• SDG 12: Responsible Consumption and Production
• SDG 17: Partnerships

Following this consideration, the activities of the project related with the
aforementioned SDG have been defined. Due to the academic nature of the
project and the given main objective, this is, to facilitate employability of stu-
dents, a horizontal axis of action has been defined. The project promotes a qual-
ity teaching-learning binomial (SDG 4) with a leading role of students, which
gives them the skills to obtain a decent and qualified job that leads to economic
growth (SDG 8).

As support for this proposal, they undertake vertically, from the base, two
SDGs related to the technological and engineering proposal of the project (SDG 7
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and SDG 12). Through the challenge of designing, manufacturing and competing
with a complex engineering product such as an electric car, a conscience and
commitment to the incorporation of the sustainability variable in the design and
execution of the project is promoted in the students. This variable is incorporated
in the decision making of early aspects such as design to other intermediates,
such as manufacturing and, finally, to some of those involved in the final stage
of competition (commitment between performance and consumption).

SDG 5 and SDG 17 are based over the aforementioned horizontal main axis.
These two represent the character and commitment of the project with insti-
tutional and social values. All activities related to the project are carried out
with equal opportunity perspective regardless of sex, race, religion or other char-
acteristic. Additionally, the leading role of the participating women is defended
and supported to create reference models for the participating students in future
editions of the project. Finally, the FSB project can only be understood thanks
to the large network of public-private collaborating agents that support it. This
fact is a consequence of the proactive and tireless spirit in the materialisation of
alliances and strategic collaborations that have ensured their survival since its
gestation.

To measure the fulfilment of the SDG described above, 19 different indicators
have been developed, measuring not only the different results of the project in
the international competitions, but also the implication of the students in the
different events that are carried out during the year. Another important proposed
indicator group is the opinion of the students involved in the project about the
SDG and their development during a season. Finally, social impact of the project
is going to be measured by the number of partnerships, the social and diffusion
events and the evaluation from the companies of the students that enter the
labour market.

5 Conclusions

Innovation in education is sometimes a difficult task, specially in engineering
schools, where the number of students makes it difficult to apply dynamic and
interactive teaching methodologies. However, projects such as Formula Student
allow teachers to develop new methodologies that can enhance the learning pro-
cess of students. In this paper the Formula Student competitions are used as a
challenge to motivate students to design build and test a Formula-type single-
seater car. With that motivation, a company alike environment has been devel-
oped inside the University, so that students have a close experience to the labour
market and the engineering practice. The project has also been aligned with the
recent UN 2030 Agenda for Sustainable Development, which has been adopted
by the University of the Basque Country in the EHUagenda 2030 (2019–2025)
programme. In this context, the project has found that six of the sustainable
development goals are addressed through different tasks already developed inside
it. Finally, several indicators are presented to measure the project outcome in
those SDG.
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Abstract. The aim of this study is to use within the teaching methodologies
the ADAMS software for determining the mobility of the overconstrained mech-
anisms. Computer-assisted learning helps students to understand and calculate
the parameters needed to apply the general structural formula for determining
the mobility of overconstrained mechanisms. The paper presents a computerized
procedure for determining mobility for mechanisms with one or more indepen-
dent cycles, with the independent/dependent movements of the end-effector of the
kinematic chain associated to a loop.
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1 Introduction

Apermanent challenge for teachers is to find optimalmethods so that students understand
the complex engineering problems. Such complexity is raised by the calculation of the
mobility of some overconstrained mechanisms or robots when the general structural
formula from Eq. (1) is used; more precisely, for some mechanisms it is difficult to
determine the parameter bj.

M =
p∑

i=1

fi −
q∑

j=1

bj −
p∑

k=1

fpassive k (1)

where: q is the number of independent kinematic chains, p is the number of joints of
mechanism or robot, f i is the connectivity of joint i, bj is the mobility number for the
loop j, f passive k is the number of passive degrees of freedom for the joint k.

Numerous theoretical studies regarding the mechanism mobility calculus have been
made by scientists, such as [1–7]. Software packages (such as SolidWorks, Autodesk
Inventor, MSC. Adams [8]) are an aid in teaching/learning both analysis and synthesis of
mechanisms and robots. Different teaching/learning strategies that integrate computer-
assisted design and programming in the analysis and design ofmechanisms are presented
in many studies, such as [9–17]. But we have not found works related to the computer-
assisted teaching of the calculation of overconstrainedmechanismsmobility by structural
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formula. In [1, 2] a method for calculating the degree of mobility of the overconstrained
mechanisms with the structural formula - which is based on the TRIZ inventive method
– in detail it has been presented. On the same direction of study is [4], which refers to
the computer assisted teaching of this subject; to illustrate the method, the parallel robot
Tripteron (Fig. 1) was chosen. The Tripteron is a completely decoupled mechanism, in
which the end-effectormovements of the open chain associated to a loop are independent.

Fig. 1. Tripteron kinematic model with ADAMS/View software

The visual inspection of themovements of the end-effectors of open spatial kinematic
chains, in conjunction with the interpretation of the kinematic diagrams offered by the
ADAMS software [8], have been shown to facilitate the understanding by the students
of the possible movements. The current paper comes to complete the authors’ method
[4] with the case when the end-effectors have movements dependent on each other. Two
applications are treated here, one in which the movements of the end-effector from the
open kinematic chain associated with a loop are independent (Sarrus linkage), and the
other with movements dependent on each other (the parallelogram mechanism).

2 Problem Description

The strategy presented in works [1, 2] to calculate the mobility of mechanisms using
the structural formula (Eq. 1) has the following steps: a) the number of independent
kinematic chains is determined (q); b) the independent closed chains are transformed
successively into open chains, by segmentation; c) for the final element of each open
chain attached to the loops previously analyzed, the number of degrees of freedom
is determined (bj). Both the previous [4] and the present work refer to the computer-
assisted teaching/learning to calculate themobility of themechanismswith the structural
formula, following the written above steps. To solve step b), the mechanism is mod-
eled in ADAMS. It is successively considered a closed chain, which is attached to the
closed chains analyzed previously, and it is segmented. Since there may be dependent
movements of the end-effector, an additional element (cross/double cross element for
planar/spatial mechanisms) is inserted between the end-effector and the base. To solve
step c) we define in ADAMS successively actuators between the end-effector of each
open chain, attached to the closed chains analyzed previously and the base, with trans-
lational/rotational movements along/around the axes of the global reference system. We
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check the possible independent movements by analyzing the kinematic diagrams posted
by ADAMS.

The Calculus of Mobility for Sarrus Linkage
Sarrus linkage is an overconstrainedmechanism that has six rotational joints. It has a sin-
gle driving element and transforms a rotational movement into a translational one. The
Sarrus linkage it was modelled in ADAMS View software, as is shown in Fig. 2. To cal-
culate the mobility of the mechanism with Eq. (1), we utilize the concept based on the
TRIZ method [1–3]. In this mechanism it is one independent kinematic loop (q= 1).

Fig. 2. Kinematic model of Sarrus linkage Fig. 3. Kinematic chain associated to
Sarrus linkage

We split one element into two parts, and we are modeling in ADAMS the open kine-
matic chain. In Fig. 3, the open chain is repositioned, and the two parts have different
colors (red and light blue), to see the segmentation. We obtain the number of the joints
equal to the number of the kinematic elements, 6. Because each pair has one degrees of
freedom, fi = 1, i = 1… 6, we write Eq. (2).

6∑

i=1

fi =6 (2)

The end-effector (the light blue one) connectivity of the open kinematic chain asso-
ciated to the single loop is 5 (b1 = 5), because the last element has three translations and
two rotations (Tx, Ty, Tz, Rx, Rz).

We define successively actuators between the end-effector and the base, with trans-
lational/rotational movements along/around the axes of the global reference system and
check which independent movements are possible. For a clear view of the end-effector’s
movements, the friction coefficients in certain kinematic joints will be increased, reduc-
ing the movements of certain elements. Snapshots of the mentioned simulations are
shown in Figs. 4, 5, 6, 7 and 8.
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Fig. 4. Translation along X axis

Fig. 5. Translation along Y axis

Fig. 6. Translation along Z axis

Fig. 7. Rotation around Z axis
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Since there is no rotational joint in the kinematic chain with the axis parallel to the Y
axis of the reference system, when we define actuator between ground and end-effector
with rotation around Y axis, the simulation operation failed, that means this degree of
freedom will be missing. In this case the conclusion is obvious, because the missing
degree of freedom of the end-effector is a rotational one.

Fig. 8. Rotation around X axis

Amore special situation arises if some independent translation movements are miss-
ing during simulation. In this case, the conclusion is not obvious, because it is possible
that two or three movements are dependent, and they do not appear in the previous simu-
lation. For this, the procedure is adapted as follows: an element is interposed between the
end-effector and the base. It has the shape of a cross/double cross for the planar/spatial
mechanisms, to allow the dependent effector’s movements to be performed, if there are
possible. An actuator is put into operation along one of the axes and will be observed
visually and in the kinematic diagrams if dependent movements occur and after this the
number of degrees of freedom is identified.

The Calculus of Mobility for Parallelogram Mechanism
For the mechanism modeled with ADAMS shown in Fig. 9, whose sides form parallel-
ograms, the calculation of mobility by the segmentation method in detail is presented
in works [1] and [3]. For the first independent cycle (Fig. 10) the mobility number is 3.
The simulation of the three degrees of freedom of the end-effector in the first cycle is
presented in Figs. 11, 12 and 13.

Fig. 9. Parallelogram mechanism modeled with ADAMS
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Fig. 10. The first independent cycle Fig. 11. Translation along X axis

Fig. 12. Translation along Y axis Fig. 13. Rotation around Z axis

For the second cycle (Fig. 14) the mobility number is 2. A rotation around the Z
axis will be possible (Fig. 15) and the two independent translations, X (Fig. 16) and Y
(Fig. 17), will appear as impossible (for example in Fig. 18).

Fig. 14. The second cycle of the mechanism Fig. 15. Rotation around Z axis

To avoid these errors, the cross element was inserted between the end-effector and
the base and an actuator was placed along the X axis, between the cross element and the
base (Fig. 19). Following the simulation, it is observed visually (Fig. 20), but also in the
superimposed kinematic diagrams (Fig. 21), the existence of a degree of freedom and
the appearance of two dependent movements, translation along the X and Y axis.
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Fig. 16. Translational actuator upon X axis Fig. 17. Translational actuator upon Y axis

Fig. 18. Simulation failure detected by ADAMS Fig. 19. Translational actuator on
X axis

Fig. 20. Motion simulation with
cross link

Fig. 21. Superimposed motion results of end-effector

3 Conclusions

The authors use computer-assisted learning/teaching based on the ADAMS software and
develop a new teaching method for calculating the mobility of overconstrained mecha-
nismswith a structural formula. The algorithm is based on the closed chain segmentation
method, developed on the TRIZ inventive method. The closed chains are successively
transformed into some open ones, and all 6 independent movements are imposed on the
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end-effectors, setting joints between them and the base. In order to avoid errors due to
the existence of dependent movements of the end-effectors, a cross/double cross element
for planar/spatial mechanisms is introduced in each open chain. Thus, we determine the
correct mobility number for each closed chain. The method is considered very useful in
the teaching process, assuring an easy understanding by students of complex processes.
This teaching strategy has been used at the Faculty of Mechanics of the University of
Craiova since 2019 at the master courses for the optimization of the over-constrained
mechanisms. Students have a better understanding of the theoretical principle of the
method and can visualize each movement of the end-effector, both independent and
dependent. For overconstrained mechanisms with complicated geometry, the method
has proven its efficiency one hundred percent.
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Abstract. This paper presents an analysis of the mechanism found in the clock
tower of the Petrovaradin Fortress in Novi Sad. The clock mechanism dates back
to the beginning of the XVIII century and thus has great historical value. It consists
of three interconnected mechanisms – the timing mechanism that keeps time and
powers the clock hands, the quarter striking mechanism that sounds the quarter-
hours and the full hour striking mechanism that sounds the full hours.

Keywords: History of mechanisms · Petrovaradin fortress · Clock tower
mechanism · Timing mechanism · Quarter striking mechanism · Full hour
striking mechanism

1 Introduction

The discovery, cataloguing and study of material remnants associated with industrial
activities is known as industrial archeology. These remnants are referred to as industrial
heritage, and can be buildings, machinery, artifacts, documents and other items used for
the extraction, manufacture or transport of products. Industrial archaeology studies the
remnants of technology in order to explain and describe the history of past industrial
activities. It incorporates research methodology and technological tools from a wide
range of disciplines such as history, archaeology, sociology, architecture, engineering,
information technologies, etc. [6, 8].

Clock towers today are mostly admired for their aesthetics, but they once served an
important purpose – they allowed people to tell time. Clocks were mounted on towers so
that the chime could be heard over a long distance. Later, dials were put on the outside
of the towers, and the towers themselves were placed near strategic points and were
often the tallest structures there so the time could be easily read. Clock mechanisms are
very intricate and they generally mark the hour (and sometimes segments of an hour) by
striking bells but can also show various astronomical phenomena [10].

This paper presents the clock and its mechanism found in the Petrovaradin Fortress
tower in the City of Novi Sad. The clock mechanism dates back to the beginning of the
XVIII century, is completely authentic and fully functional, and has huge engineering
and historical significance, which is why it attracted our attention. Our goal is to preserve
and document the clock mechanism, in cooperation with the Institute for the Protection
of Cultural Monuments of the City of Novi Sad.
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2 History of Time Measurement

Timekeeping has been done in different ways throughout history. The oldest solar clock
that makes use of rulers dates back to ancient Egypt [11]. Aside from this, Egyptian
obelisks showed the time over four millennia ago in front of the temple of Heliopolis
[2]. Water clocks or clepsydrae, were commonly used in ancient Greece and Rome [7].
In the Middle Ages, the length of the hour and the day was not absolute. From dawn
to sunset the time always lasted for twelve hours, regardless of the time of the year.
The first mechanical clock was made in the X century, but the timescale of today was
not universally accepted until the XIV century [4]. The oldest known clock mechanism
tailored to the equinox system was made in Milan in 1336 [12]. These clocks were all
powered by weights and had only one clock hand. The first clock featuring a pendulum
was created in the XVII century – Christiaan Huygens is usually credited as the inventor.
Anchor escapement was designed in 1670 byWilliam Clement. A second hand showing
the minutes was introduced to clock design by Daniel Quare. In 1675, the spiral balance
or the hairspring, which controls the oscillating speed of the balance wheel was invented
and this allowed the miniaturization of the mechanism – accurate pocket watches [3].

3 Petrovaradin Fortress and Clock Tower

The Petrovaradin Fortress is located in Novi Sad, in Vojvodina, an autonomous province
of the Republic of Serbia. It looms over the Danube river, on its right bank, overlooking
the small town of Petrovaradin – Fig. 1(a). The Petrovaradin Fortress was built over
a period of years, spanning from 1692 to 1780. The mind behind it was Sébastien Le
Prestre de Vauban, a French military leader, architect and author that lived during the
reign of Louis the IV. His idea was used as a template for an array of fortresses, including
the Petrovaradin Fortress, which was named the “Gibraltar of the Danube” due to its
strategic position and significance. Although it was an important military stronghold
for most of its existence, today the Petrovaradin Fortress is considered a culturally and
historically significant symbol of Vojvodina, as well as a major tourist attraction in this
part of Europe [1].

Due to its unique position, shape and purpose, the clock tower – Fig. 1(b), is the most
recognizable structure of the complex, and is frequently used as a trademark symbol for
not only the Petrovaradin Fortress, but for the City of Novi Sad as well. The clock tower
was raised on the northern rampart of the Upper Ludwig bastion, on the Upper Fortress.
The original clock mechanism dates back to the beginning of the XVIII century, specifi-
cally the year 1702, as it is inscribed on the pendulum of the clock mechanism. However,
also inscribed on the pendulum, but in a smaller font, are the years 1790, 1837, 1941
and 1952. Based on available historical sources, the clock mechanism originates from
Alsace, and was a gift from Maria Theresa to the garrison stationed at the Petrovaradin
Fortress. Circular clock-faces, which measure approximately 3m in diameter, are placed
on each of the four sides of the tower. What makes them unique is that the longer clock
hand shows the hour and the shorter one shows the minute. It was created as such so
that people working on the Danube river could see the time from a long distance – it is
known as the “reversed clock”. Also, the guard shift change happened on the full hour,
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Fig. 1. Petrovaradin fortress in Novi Sad, AP Vojvodina, Serbia (a) and Clock tower (b)

so the minutes were not as significant. The clock hands have been kept as such to this
day, since they were and still are considered a historical curiosity [5].

4 Clock Tower Mechanism

Available information about the Clock tower can be found in several publications [1, 5,
9]. However, almost no written data was found regarding the clock technology, operation
or mechanical properties. Because of the lack of documentation, we performed a field
survey to analyze the mechanism design and functional parameters, taking photographs,
video material of the clock operation.

Figure 2 shows the clock tower mechanism, which consists of three interconnected
mechanisms: the timing mechanism, tasked with timekeeping and control of the hour
and minute hands – Fig. 2(a), the quarter striking mechanism, tasked with sounding on
the quarter-hour – Fig. 2(b), and the full hour striking mechanism, tasked with sounding
on every full hour – Fig. 2(c). The clock is placed in a birdcage – a side-by-side type
of frame. The frame, and many of the mechanism parts were made from iron or bronze
using blacksmithing tools, like rasps and files. All the bearings carrying the shafts were
made from square-cross section tubes. The mechanisms were wound daily by hand up
until 2016, when reconstruction efforts were undertaken and the winding process was
made automatic through the use of electromotors.

4.1 Timing Mechanism

Figure 3 shows a simplified kinematic scheme of the timing mechanism. Gear G1 and
drum D1 are fixed to shaft S1, and the drum can be set in motion by way of the potential
energy of a weight W1. Gear G1 meshes with gear G2. The gears G2, G3 and G4 are
fixed to shaft S2. Gear G3 meshes with gear G5, and gear G4 with gear G6. Gear G5
and a specially designed escapement wheel E are fixed to shaft S3. The escapement
wheel E meshes with an anchor A. The anchor A and pendulum P, of which the length
is adjustable, are fixed to shaft S4. Gears G6 and G7 are fixed to shaft S5, and they rotate
with a rate of 1 rph (rotation per hour). Two identical gears G8 and G9 are fixed to
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Fig. 2. Clock tower mechanism: (a) timing mechanism, (b) quarter striking mechanism and (c)
full hour striking mechanism

shaft S6. Gear G7 meshes with gear G8, with a transmission ration equal to 1. Gear G9
meshes with 4 identical gears G10, with a transmission ratio also equal to 1. The identical
gears G10 are fixed to four identical shafts S7, with each shaft individually powering a
clock hand mechanism. The clock hand mechanism consists of two gear pairs G11, G12
and G13, G14 with a total transmission ratio equal to 12. Shaft S7 powers the smaller
minute clock hand, while gear G14 powers the larger hour clock hand. Gear G6 houses
four lifting pins LP1, which make contact with the lifting lever LL1 every 15 min, on
the quarter-hour; they slide along the lifting lever LL1 and push it downwards, which
activates the quarter striking mechanism.

Fig. 3. Timing mechanism – simplified kinematic scheme
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4.2 Quarter Striking Mechanism

Figure 4 shows a simplified kinematic scheme of the quarter striking mechanism. On
the right end of the lifting lever LL1 is a protrusion, called the lifting lever tooth LLT1
– the point of contact with the cam lever CaL1. This cam lever has a tooth that enters a
groove on the cam Ca1. The cam and counting levers (CaL1 and CoL1, respectively) are
fixed to each other and can rotate about a horizontal axis a1. The counting lever CoL1
engages a notch on the counting wheel CW1, which has four equal notches and four
ridges of unequal lengths. The ridge length ratio is 1:2:3:4. The counting wheel CW1
is fixed to gear G15 by the striking pins SP1. Gear G15, the counting wheel CW1 and a
drum D2 are fixed to shaft S9, and the drum can be set in motion by way of the potential
energy of a weight W2. The striking pins SP1 periodically engage the striking lever SL1,
which can rotate about a horizontal axis SLa1. An interaction between a striking pin SP1
and the striking lever SL1 causes this lever to rotate for a predetermined angle, which
activates the hammer that then strikes the bell once, causing a single chime. Gears G16
and G17 are fixed to one end of shaft S10, and cam Ca1 is fixed on the other end. Gear
G17 meshes with gear G18. In addition, gear G18, a fan F1 and a warning wheel WW1,
containing two warning pins WP1 placed opposite one another, are fixed to shaft S11.

Fig. 4. Quarter striking mechanism – simplified kinematic scheme

When the mechanism approaches a quarter-hour, a lifting pin LP1 engages the left
end of the lifting lever LL1, pushing the lever downwards – see Fig. 3, which causes the
opposite end of the lifting lever LL1 to rise – see Fig. 4. Due to this, the lifting lever
LL1 lifts the cam lever CaL1 and the counting lever CoL1. When the cam lever CaL1 is
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raised enough for the tooth to disengage from the notch on the cam Ca1, the mechanism
is no longer locked in place, allowing the weight W2 to start its descent and activate the
rest of the mechanism. The fan F has two large blades that, when the fan spins, generate
drag, thus controlling the speed of the quarter striking mechanism. The warning wheel
WW1 rotates as well, but it can only make a half-rotation before the warning pin WP1
engages the lifting lever tooth LLT1, which stops the mechanism. The mechanism is
now cocked and ready to start the bell striking process. It should be noted that the cam
Ca1 and the counting wheel CW1 have been rotated as well.

On the full quarter-hour, the lifting pin LP1 and lifting lever LL1 disengage, causing
the lifting lever LL1 to descent, and with it the cam and counting levers (CaL1 and
CoL1, respectively) as well. Since the counting wheel CW1 is now in a new position,
the counting lever CoL1 engages a ridge, instead of a notch, and slides along it. Due to
this, the cam lever CaL1 cannot descend enough for the tooth to engage the notch on
the cam Ca1 or the surface of the cam itself, so the cam Ca1 rotates freely, allowing the
mechanism to remain in motion. Every interaction between the striking lever SL1 and a
striking pin SP1 causes a single strike to the bell. The mechanism stays in motion as long
as the counting lever CoL1 is sliding along the ridge on the counting wheel CW1. When
the counting lever CoL1 engages the next notch, both the counting and the cam levers
(CoL1 and CaL1, respectively) fully descend. This causes the tooth on the cam lever
CaL1 to engage the notch on the cam Ca1, thus stopping the mechanism and locking
it in place. When the mechanism finishes sounding the final quarter-hour – a total of
four strikes to the bell, lifting pin LP2 engages a second lifting lever LL2, sliding along
its surface and pushing the lifting lever LL2 downwards, thus activating the full hour
striking mechanism.

4.3 Full Hour Striking Mechanism

Figure 5 shows a simplified kinematic scheme of the full hour striking mechanism. A
lifting lever LL2 can rotate about a horizontal axis LLa2. On the left side of the lifting
lever LL2 is the lifting lever tooth LLT2, the point of contact with the cam lever CaL2. The
cam lever CaL2 has a tooth that engages a notch on a cam Ca2. The cam and counting
levers (CaL2 and CoL2, respectively) are fixed to each other and can rotate about a
horizontal axis a2. The counting lever CoL2 engages a notch on the counting wheel
CW2, which has 12 equal notches and 12 ridges of unequal length. The ridge length
ratio is 1:2:3:4:5:6:7:8:9:10:11:12. On the opposite face of the counting wheel CW2 are
gear teeth that form a worm gear WG. The counting wheel CW2 is fixed to vertical shaft
S15. Gear G19 and a drum are fixed to shaft S12, and the drum can be set in motion by
way of the potential energy of a weightW3. Gear G19 meshes with gear G20. In addition,
gears G20 and G21, a cam Ca2 and a worm Wo are fixed to shaft S13. The worm Wo
meshes with the worm gear WG on the back of the counting wheel CW2. Striking pins
SP2 are fixed to the face of gear G19, which periodically engage a striking lever SL2 that
can rotate about a horizontal axis SLa2. Each interaction between a striking pin SP2 and
the striking lever SL2, causes the striking lever to rotate and activate a hammer, which
strikes the bell a single time. Gear G21 meshes with gear G22. In addition, gear G22, a
fan F2 and a warning wheel WW2 containing two warning pins WP2 placed opposite
one another, are fixed to shaft S14.
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Fig. 5. Full hour striking mechanism – simplified kinematic scheme

When the mechanism finishes sounding the final quarter-hour – a total of four strikes
to the bell, a lifting pin LP2 – see Fig. 4, pushes the right end of the lifting lever LL2
downwards – see Fig 5. This causes the left end of the lifting lever LL2 to rise, raising
the cam and counting levers (CaL2 and CoL2, respectively). When the tooth of the cam
lever CaL2 disengages the notch in the cam Ca2, the mechanism is no longer locked in
place and the weight can begin its descent. The fan F2 has two large blades which, when
it spins, generate drag thus controlling the speed of the full hour striking mechanism.
The warning wheel WW2 rotates as well, but it can only make a half-rotation before the
warning pin WP2 engages the lifting lever tooth LLT2, which stops the mechanism. The
mechanism is now cocked and ready to start the bell striking process. It should be noted
that the cam Ca2 and the counting wheel CW2 have been rotated as well.

When the lifting pin LP2 and lifting lever LL2 disengage, the lifting lever LL2
descends, and with it the cam and counting levers (CaL2 and CoL2, respectively) as
well. Since the counting wheel CW2 is now in a new position, the counting lever CoL2
engages a ridge, instead of a notch, and slides along it. Due to this, the cam lever CaL2
cannot descend enough for the tooth to engage the notch on the cam Ca2 or the surface
of the cam itself, so the cam Ca2 rotates freely, allowing the mechanism to remain in
motion. Every interaction between the striking lever SL2 and a striking pin SP2 causes
a single strike to the bell. The mechanism stays in motion as long as the counting lever
CoL2 is sliding along the ridge on the counting wheel CW2. When the counting lever
CoL2 engages the next notch, both the counting and the cam levers (CoL2 and CaL2,
respectively) fully descend. This causes the tooth on the cam lever CaL2 to engage the
notch on the cam Ca2, thus stopping the mechanism and locking it in place.
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5 Conclusion

The paper presents the clock tower mechanism of the Petrovaradin Fortress. The clock
tower is the most recognizable structure of the fortress complex and is considered a
symbol of both, the Petrovaradin Fortress and theCity ofNovi Sad. The clockmechanism
wasmade in the beginning of the XVIII century and due to this has great historical value.
The goal of this paper is to document, preserve and restore the clock tower mechanism.
The first activity of this kind was done in 2013, when the tower building was restored
and the mechanism serviced, and again in 2016, when efforts were undergone to update
the electrical network and the hand winding mechanism was replaced with an automatic
system powered by electromotors. Information regarding the construction and functional
parameters of the mechanism was collected, as well as many photographs and videos
that show how the mechanism works. In the future, a 3D model of the mechanism, as
well as detailed technical documentation will be made, which will be the base of future
research focusing on the kinematic and dynamic behavior of the clock mechanism.
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11. Gajić, R.: Petrovaradin Fortress: Gibraltar on the Danube. Krovovi, Sremski Karlovci (1993).

(in Serbian)
12. Popov, D.: Encyclopedia of Novi Sad. Prometej, Novi Sad (1990–2010). (in Serbian)

https://www.sciencedaily.com/releases/2013/03/130314085052.htm


Author Index

A
Al Hajjar, Nadim, 206
Alaci, Stelian, 297
Alexandru, Catalin, 297
Ambrósio, Jorge, 405
Angeles, Jorge, 305
Antal, Tiberiu Alexandru, 272
Aoustin, Yannick, 349

B
Banica, Alexandru, 155
Bîrle, Lorin, 123
Birlescu, Iosif, 155, 189
Böhm, V., 470
Bolboaca, Sorana D., 206
Bordure, Philippe, 181
Brişan, Cornel, 169
Bruns, Michael, 397
Burz, Alin, 189

C
Cabello, Mario, 281
Cao, Benjamin-Hieu, 488
Capalbo, Cristian Enrico, 115
Carbone, Giuseppe, 115, 131, 155, 339, 432
Caro, Stéphane, 440
Caroleo, Giammarco, 115
Caso, Enrique, 256
Čavić, Dijana, 528
Čavić, Maja, 528
Ceccarelli, Marco, 115
Cenitagoya, Aitor, 281
Chablat, Damien, 181
Chavez-Vega, J.-H., 470
Chevallereau, Christine, 349

Chircan, Eliza, 479
Chiroiu, Veturia, 169
Choudhury, Rutupurna, 103
Ciocan, Andra, 206
Ciornei, Florina-Carmen, 297
Condurache, Daniel, 48
Corral, Javier, 509
Corves, Burkhard, 314
Covaciu, Florin, 131
Cretu, Simona Mariana, 519
Cuadrado, Javier, 281

D
Dalibard, Sébastien, 349
Dede, Mehmet İsmet Can, 381
de-Juan, Ana, 265
Deng, Jiaming, 3
Diez, Mikel, 509
Diez-Ibarbia, Alberto, 256
Dong, Huimin, 239
Dopico, Daniel, 281
Doroftei, Ioan, 297
Dosaev, Marat, 198, 413
Dragne, Ciprian, 169
Dubrovin, Grigory, 138
Dumitru, Nicolae, 146

E
Elisei, Radu, 206
Ennemark, Poul, 397

F
Fabritius, Marc, 423
Falkenstein, Jens, 397
Feldmeier, T., 470

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
D. Pisla et al. (Eds.): EuCoMeS 2020, MMS 89, pp. 537–539, 2020.
https://doi.org/10.1007/978-3-030-55061-5

https://doi.org/10.1007/978-3-030-55061-5


Fernandez-del-Rincon, Alfonso, 256, 265
Flores, Paulo, 405
Florian, Vlad, 219
Flügge, Wilko, 86
Forbes, James Richard, 305
Froitzheim, Pascal, 86
Fulea, Mircea, 78
Furet, Matthieu, 459

G
Garcia Morales, Ditzia Susana, 488
Garcia, Pablo, 256
Geonea, Ionut Daniel, 519
Georgescu, Marius, 146
Gherman, Bogdan, 131, 189, 339
Görgülü, İbrahimcan, 41
Goryacheva, Irina, 198
Gössner, Stefan, 28
Graur, Florin, 206
Grigorescu, Sanda Margareta, 496

H
Hajjar, Nadim Al, 219
Handreg, Tobias, 86
Hayes, M. John D., 19
Henning, S., 470
Hildebrandt, Erik, 86
Hsiao, Cheng-Hao, 198
Huang, Chih-Yuan, 198
Hüsing, Mathias, 314

I
Ianoși-Andreeva-Dimitrova, Alexandru, 123
Ibrahim, Serhat, 488
Iglesias, Miguel, 265
Ingalls, Colin, 19
Ioan, Rodica, 169
Irimescu, Luminita, 297

J
Jha, Ranjan, 181
Ji, Hao, 3
Ju, Ming-Shaung, 198

K
Kalouguine, Anne, 349
Kapilavai, Aditya, 56
Karel, Petr, 95
Kiper, Gökhan, 41
Klimina, Liubov, 413
Koga, Tomoko, 11
Koyanagi, Shunta, 11
Krusborg, Jørgen, 322, 397

Küçükoğlu, Sefa Furkan, 41
Kuprianoff, Kirill, 451

L
Lapteva, Margarita, 389
Li, Ju, 35
Lovasz, Erwin-Christian, 496
Luchian, Iosif, 339
Lupuţi, Antonio-Marius-Flavius, 496

M
Magalhães, Hugo, 405
Malyshev, Dmitry, 138
Mândru, Dan Silviu, 123
Maniu, Inocentiu, 496
Marita, Tiberiu, 219
Marques, Filip, 405
Masterova, Anna, 413
Merlet, Jean-Pierre, 440
Michel, Guillaume, 181
Mitrea, Delia, 219
Mitrea, Paulina, 219
Mobedi, Emir, 381
Mocan, Bogdan, 78
Mohan, Santhakumar, 103, 138
Mois, Emil I., 206
Morales-Cruz, Cuauhtémoc, 115
Müller, Andreas, 289
Munteanu, Ligia, 169
Muralidharan, Vimalesh, 459
Murar, Mircea, 78

N
Nawratil, Georg, 56
Neamt, Gabriel Mihai, 219
Nedevschi, Sergiu, 219
Nozdracheva, Anna, 138

O
Ondrášek, Jiří, 95
Ordiz, Manuel, 281

P
Patcas, Razvan, 78
Păun, Marius, 479
Pedrero, José I., 231
Penčić, Marko, 528
Pfurner, Martin, 19
Pinto, Charles, 509
Pisla, Adrian, 131, 155
Pisla, Doina, 131, 155, 189, 339, 432
Pleguezuelos, Miguel, 231
Plitea, Nicolae, 339

538 Author Index



Pombo, Joao, 405
Pop, Nicoleta, 155, 432
Pott, Andreas, 423
Prokurat, Gleb, 389

R
Raatz, Annika, 488
Rackov, Milan, 528
Radu, Corina, 206, 219
Raghavan, Madhusudan, 363
Retolaza, Iban, 281
Roşca, Ioan Calin, 479
Rotzoll, Mirja, 19
Rugină, Cristian, 169
Rybak, Larisa, 103, 138

S
Samsonov, Vitaly, 413
Sánchez, Miryam B., 231
Sanchez-Espiga, Javier, 256, 265
Sato, Taichi, 11
Sayar, Erdi, 67
Schmidt, Thomas, 322, 397
Schorr, P., 470
Schröder, Ingomar, 322
Schütz, Ludger, 397
Scutaru, Maria Luminita, 479
Selyutskiy, Yury, 198, 413
Shen, Huiping, 3, 35
Shutova, Christina, 451
Socaciu, Mihai, 219
Stan, A. Florentin, 169
Stănescu, Nicolae-Doru, 169
Stefanescu, Horia, 219
Steopan, Mihai, 78
Sun, Qi, 305
Sunilkumar, Parvathi, 103

T
Tachkov, Alexander, 370
Tarnita, Daniela, 146

Tarnita, Danut-Nicolae, 146
Timoftei, Sanda, 219
Titov, Alexander, 389
Tucan, Paul, 155, 189, 339

U
Ulinici, Ionut, 155, 189, 432

V
Vaida, Calin, 155, 206, 339
van der Wijk, Volkert, 331
Vancea, Flaviu, 219
Venkateswaran, Swaminath, 181
Viadero, Fernando, 265
Villegas, Claudio, 314
Vlase, Sorin, 479
Vukolov, Andrei, 370, 389, 451

W
Wang, Delun, 239
Wenger, Philippe, 459
Woernle, Christoph, 86, 322
Wu, Guanglei, 3, 35

X
Xu, Qing, 35

Y
Yakovenko, Anastasia, 198
Yang, Ting-li, 35
Yeh, Chien-Hsien, 198

Z
Zentner, L., 470
Zhang, Chu, 239
Zhang, Xiao, 247
Zhao, Xuefei, 239
Zhao, Yaping, 247
Zimmermann, K., 470
Zubizarreta, Asier, 509

Author Index 539


	Preface
	Organization
	Conference Chair
	Conference Co-chair
	EuCoMeS Organising Committee
	International Scientific Committee

	Contents
	I Computational Kinematics
	A New 3T Parallel Mechanism: Topological Design, Analysis and Symbolic Position Solutions
	1 Introduction
	2 Topological Design and Analysis
	2.1 Topology Analysis of the PM

	3 Forward and Inverse Position Solutions
	3.1 Solving Symbolic Forward Position
	3.2 Solving Inverse Positions
	3.3 Numerical Validation

	4 Conclusions
	References

	Damping Mechanisms of a Vibration-Reduction System Using Granules
	1 Introduction
	2 Experimental Apparatus and Methods
	3 Calculation Model of Granular-Material Damper
	3.1 Calculation Model
	3.2 Equations of Motion for Main System

	4 Results of Experiment and Calculation
	4.1 Damping Ratio and Relative-Motion Mass
	4.2 Consideration of Rotational Motion and Damping Mechanism of Granular Material

	5 Conclusions
	References

	Design Parameter Space of Spherical Four-Bar Linkages
	1 Introduction
	2 The Spherical 4R Algebraic IO Equation
	2.1 Interpreting the Spherical 4R Algebraic IO Equation

	3 Spherical 4R Design Parameter Space
	4 Conclusions
	References

	Ball’s Point Construction Revisited
	1 Introduction
	2 Bobillier’s Construction of the Inflection Pole
	3 Vectorization of Bobillier’s Construction
	4 Ball’s Point Construction
	5 Vectorization of Ball’s Point Construction
	6 Example
	7 Conclusions
	References

	The Effect of Selection of Virtual Variable on the Direct Kinematics of Parallel Mechanisms
	1 Introduction
	2 Two Selection Methods for Virtual Variable
	3 An Example-Position Analysis of 1T1R PM
	3.1 Mechanism Design
	3.2 Analysis of Topological Characteristics
	3.3 Direct Kinematics

	4 Conclusions
	References

	Function Generation Synthesis of Planar Slider-Crank Linkages for Given 3 Positions and a Dead-Center Position
	1 Introduction
	2 Design Equations
	3 Computer Implementation
	4 Conclusions and Discussions
	References

	Multidual Algebra and Higher-Order Kinematics
	1 Introduction
	1.1 Multidual Vectors
	1.2 Multidual Tensors
	1.3 Multidual Differential Transform

	2 Higher-Order Kinematics with Multidual Transform
	3 Higher-Order Kinematics of Lower-Pair Chains with Multidual Algebra
	4 Conclusions
	References

	On Homotopy Continuation Based Singularity Distance Computations for 3-RPR Manipulators
	1 Introduction
	2 Non-homogeneous Representations
	2.1 Results

	3 Homogeneous Representations
	3.1 Results

	4 Conclusions
	References

	I Control Issues in Mechanical Systems
	Assistive Handwriting Haptic Mechanism Using Deep Learning Speech Recognition
	1 Introduction
	2 Kinematic Analysis
	2.1 Position Analysis
	2.2 Velocity Analysis
	2.3 Acceleration Analysis

	3 Dynamic Analysis
	4 Dynamic Control
	4.1 Speech Command Recognition Using Deep Learning

	5 Simulation
	5.1 Results

	6 Conclusions
	References

	Design and Development of a Mobile Robot Equipped with Perception Systems for Autonomous Navigation
	1 Introduction
	2 Overall Design
	2.1 Mechanical Design of the Main Parts of the Robot
	2.2 Locomotive Mechanism
	2.3 Sensors, Interfaces and Micro-controllers Used for Control and Navigation

	3 Experimental Results
	3.1 Prototype and Functional Simulation
	3.2 Tests and Results
	3.3 Discussion and Limitations

	4 Conclusions
	References

	Validation of Flatness-Based Feedforward Control for a Four-Chain Crane Manipulator
	1 Introduction
	2 Nonlinear Dynamics of the Crane Manipulator
	3 Flatness-Based Feedforward Control
	4 Kinematic Measurement Model
	5 Simulation and Experimental Results
	6 Conclusions
	References

	The Model of a Controlled Mechanical System of an Air-Jet Loom Shedding Mechanism
	1 Introduction
	2 Controlled Mechanical System
	3 Shedding Mechanism Model
	4 Conclusions
	References

	Dynamics and Motion Control of a Three Degree of Freedom 3-PRRR Parallel Manipulator
	1 Introduction
	2 Conceptual Design
	3 Kinematic Model
	4 Dynamic Formulation
	5 Motion Control Scheme
	6 Results and Discussion
	7 Conclusions
	References

	I Mechanisms for Medical Rehabiliation
	Numerical and Experimental Validation of ExoFing, a Finger Exoskeleton
	1 Introduction
	2 The ExoFing Finger Exoskeleton
	3 Numerical Evaluation of Operation Performance
	4 Experimental Setup and Tests
	5 Experimental Results
	6 Conclusions
	References

	Serious Gaming Approach to Rehabilitation Using a 1 DOF Upper Limb Exerciser
	1 Introduction
	2 State of the Art
	3 Design and Testing of the System
	4 Conclusions
	References

	Rehabilitation System with Integrated Visual Stimulation
	1 Introduction
	2 Kinematics of the Robotic Structure
	3 The Control System and User Interface
	4 Development of the Virtual Reality Application
	5 Conclusions
	References

	A Numerical Method for Determining the Workspace of a Passive Orthosis Based on the RRRR Mechanism in the Lower Limb Rehabilitation System
	1 Introduction
	2 Formulation of the Problem
	3 A Mathematical Model of a Passive RRRR Mechanism
	4 Method for Determining the Workspace of the RRRR Mechanism
	5 Algorithm Synthesis
	6 Simulation Results
	7 Conclusions
	References

	Static and Dynamic Analysis of a Prosthetic Human Knee
	1 Introduction
	2 Virtual Modeling of the Prosthetic Knee Joint
	3 Results
	4 Experimental Measurements
	5 Dynamic Analysis
	6 Conclusions
	References

	Dimensional and Workspace Analysis of RAISE Rehabilitation Robot
	1 Introduction
	2 RAISE Robotic Model for Lower Limb Rehabilitation
	3 Anthropometric Data for the Lower Limb and Motion Amplitudes
	4 Dimensioning of the Key Components of the RAISE System Using the Anthropomorphic Data
	5 Workspace Modeling of RAISE Robot
	6 Validation of the RAISE Structure
	7 Conclusions
	References

	I Mechanisms for Minimally Invasive Techniques
	On the Collision Free-Trajectories of a Multiple-needle Robot Based on the Fibonacci Sequence
	1 Introduction
	2 Model
	3 Results
	4 Conclusions
	References

	Joint Space and Workspace Analysis of a 2-DOF Spherical Parallel Mechanism
	1 Introduction
	2 Mechanism Under Study
	3 Singularity and Workspace Analysis
	4 Conclusions
	References

	Kinematic Analysis of Two Innovative Medical Instruments for the Robotic Assisted Treatment of Non-resectable Liver Tumors
	1 Introduction
	2 The Multiple Needles Insertion Brachytherapy Robotic Instrument
	3 The Ultrasound Probe Manipulation Robotic Instrument (USP)
	4 Numerical Examples
	5 Conclusions
	References

	Modeling a Cannula Insertion into a Phantom of Biological Tissue Using a Piezoelectric Actuator
	1 Introduction
	2 Description of the Model
	3 Verification of Contact Model
	4 Numerical Simulation
	5 Conclusions
	References

	Robot-Assisted Ablation of Liver Hepatocellular Carcinoma and Colorectal Metastases: A Systematic Review
	1 Introduction
	2 Materials and Methods
	3 Results
	4 Discussion
	5 Conclusions
	References

	Towards Building a Computerized System for Modelling Advanced HCC Tumors, in Order to Assist Their Minimum Invasive Surgical Treatment
	1 Introduction
	2 State of the Art
	2.1 Computerized Systems for Surgical Treatment Assistance
	2.2 Tumor Segmentation and 3D Reconstruction

	3 Description of the Computerized System
	3.1 Methods

	4 Experimental Results
	4.1 HCC Segmentation
	4.2 3D Reconstruction of the Anatomical Context

	5 Conclusions
	References

	I Gears
	Load Sharing and Quasi-Static Transmission Error of Non-Standard Tooth Height Spur Gears
	1 Introduction
	2 Meshing Stiffness and Load Sharing Ratio
	3 Profile Modification
	4 High Contact Ratio Spur Gears
	5 Conclusions
	References

	A Transmission Error Analysis of a Herringbone Gear Set Considering Manufacturing Error
	1 Introduction
	2 Manufacturing Error Description
	3 Transmission Error Analysis Model
	3.1 Discrete Model of a Herringbone Gear Set
	3.2 Equilibrium and Compatibility Equations

	4 Case Study
	5 Conclusions
	References

	Meshing Limit Line of Conical Worm Pair
	1 Introduction
	2 Theoretical Foundation for Determining Meshing Limit Line
	3 Solving Control Equation and Analyzing Existence of Its Real Root
	4 Numerical Investigations
	5 Conclusions
	References

	Acoustic Emission Monitoring of Teeth Surface Damage Process in a Planetary Gearbox
	1 Introduction
	2 Experimental Procedure
	3 Results and Discussion
	3.1 Gear Damage and AE Signals Description
	3.2 Burst Width as Condition Indicator

	4 Conclusions
	References

	Impact of Position and Tooth Thickness Errors on Planetary Transmission Under Different Meshing Phase
	1 Introduction
	2 Method
	2.1 Transmissions Considered

	3 Results
	3.1 Negative Torque
	3.2 Positive Torque

	4 Conclusions
	References

	Profile Shifting Coefficients of Spur Gears with Balanced Specific Sliding Coefficients at the Points Where the Meshing Stars and Ends
	1 Introduction
	2 Sliding Between Two Surfaces in the General Case
	3 Sliding Between the Flanks in the Case of the Cylindrical Spur Gears
	4 Specific Sliding Coefficients at the Points Where the Meshing Starts (a) and Ends (E)
	5 Conclusions
	References

	I Dynamics of Multi-body Systems
	Simplified Method to Predict Clearance Evolution Effects Due to Wear Through MBD Simulation
	1 Introduction
	2 Wear Approximation
	3 Implementation
	4 Results and Comparison
	5 Conclusions
	References

	A Modular Geometric Approach to Dynamics Modeling of Fully-Parallel PKM by Example of a Planar 3RPR Mechanism
	1 Introduction
	2 Kinematics of the Limb Prototype
	2.1 Configurations of the Bodies in the Limb Prototype
	2.2 Twists of the Bodies in the Limb Prototype

	3 Kinematics of a General Limb
	4 Inverse Kinematics of the Mechanism
	5 Motion Equations
	6 Conclusion and Further Aspects
	References

	Chaos Illustrations in Dynamics of Mechanisms
	1 Introduction
	2 The Equations of Motion
	3 The Comparison Between the Software Simulation and Numerical Solutions
	4 The Chaos Effect in Software Dynamical Modelling
	5 The Estimation of the Effects of Inaccuracy of Initial Conditions in Numerical Integrating Modelling
	6 Conclusions
	References

	Cartesian Elastodynamics Model of a Full-Mobility PKM with Flexible Links
	1 Introduction
	2 Virtual-Joint Model of the PKM
	3 Elastostatics
	3.1 Cartesian Stiffness Matrix
	3.2 Cartesian Mass Matrix
	3.3 Natural Frequencies and Natural Modes

	4 Numerical Results
	5 Conclusions
	References

	Synthesis of Function Generator Four-Bar Linkages: Minimization of the Joint-Forces Constraining Structural-Related Quantities
	1 Introduction
	2 Methods
	3 Results and Discussion
	3.1 Calibration
	3.2 Results of the Method

	4 Conclusions
	References

	Parametrization of a Real-Time Vehicle Model from Driving Tests for HiL Testing of Hydraulic Steering Systems
	1 Introduction
	2 Vehicle Model
	3 Driving Tests
	4 Parameter Identification
	5 HiL Test Bench
	6 Conclusion
	References

	Graphic Analysis of the Linear and Angular Momentum of a Dynamically Balanced 1-DoF Pantographic Linkage
	1 Introduction
	2 Graphic Analysis of the Linear and Angular Momentum
	3 Conclusions
	References

	Inverse Dynamics and Simulation of a Parallel Robot Used in Shoulder Rehabilitation
	1 Introduction
	2 Innovative Parallel Robot for Shoulder Rehabilitation
	3 The Inverse Dynamic Model of ASPIRE
	4 Simulation Results and the Inverse Dynamic Model Validation Using Siemens NX
	5 Conclusions
	References

	Periodic Walking Motion of a Humanoid Robot Based on Human Data
	1 Introduction
	2 Study of Human Walking
	3 Human Trajectory and Humanoid Robot
	4 Essential Model
	5 Periodic Walking
	6 Numerical Results
	7 Effect of ZMP Evolution on Torques
	8 Conclusions
	References

	I Industrial Applications
	Sailing/Coasting Enabled by Mechatronic Starting Devices
	1 Introduction
	2 Mechatronic Starters for Fast, Smooth Engine Starts
	3 Application to Sailing/Coasting and Mild Hybridization
	4 Conclusion and Future Work
	References

	Embedded Installation of Robot Operating System on Elbrus-Based Control Platform—High-Reliable Industrial Application
	1 Introduction
	2 Background and Related Work
	2.1 Elbrus Embedded Platform

	3 Embedding ROS into Elbrus Operating Environment
	3.1 Target Setting

	4 Testing
	5 Performance Comparison
	6 Conclusions
	References

	Calibration Study of a Continuously Variable Transmission System Designed for pHRI
	1 Introduction
	2 The Test Setup of the New CVT System
	3 The Output Force Calibration of the CVT
	4 Discussions and Conclusions
	References

	Maneuvers Possibility for the Spacecraft Equipped with Liquid-Fuelled Engines Operating with Different Kinds of Fuel
	1 Introduction
	2 Target Setting
	3 Methodology
	3.1 Velocity
	3.2 Spatial Trajectory

	4 Fuel Component Pairs: Brief Description
	4.1 Ethanol–Liquid Oxygen
	4.2 Kerosene–Liquid Oxygen
	4.3 Asymmetric Dimethylhydrazine–Nitrogen Tetra-Oxide
	4.4 Liquid Hydrogen–liquid Oxygen
	4.5 Specific Thrust Comparison

	5 Orbital Plane Movement Estimation
	6 Conclusions
	References

	HiL Test Bench as a Development Environment for Hydraulic Steering Systems
	1 Introduction
	1.1 Innovative Steering Systems
	1.2 HiL Development Environment

	2 HiL Test Bench Concept
	2.1 System Comparison
	2.2 HiL Actuator
	2.3 HiL Structure

	3 Hydraulic Actuator Control
	4 Experimental Results
	4.1 Cylinder End Stop HiL Model
	4.2 Compared Cylinder End Stop Results

	5 Conclusion
	References

	Contact Detection Approach Between Wheel and Rail Surfaces
	1 Introduction
	2 Wheel and Rail Parametrization
	3 Contact Forces Models
	4 Example of Application
	5 Conclusions
	References

	Counter-Rotating Savonius Wind Turbine
	1 Introduction
	2 Description of the Model
	3 Equations of Motion and Averaging Method
	4 Steady Operation Modes
	5 Discussion
	6 Conclusions
	References

	I Cable Robots
	An Inverse Kinematic Code for Cable-Driven Parallel Robots Considering Cable Sagging and Pulleys
	1 Introduction
	2 Definitions and Assumptions
	3 The Catenary-Pulley Model
	4 An Inverse Kinematic Code for the Catenary-Pulley Model
	5 Comparison to a State-of-the-Art Inverse Kinematic Code
	6 Conclusion and Outlook
	References

	Motion Generation for a Cable Based Rehabilitation Robot
	1 Introduction
	2 Requirements for Upper Limb Exercising
	3 The LAWEX Cable Driven Robot
	3.1 Mechanical Architecture
	3.2 Control Hardware

	4 Experimental Tests
	5 Conclusions
	References

	Failure Analysis of a Collaborative 4-1 Cable-Driven Parallel Robot
	1 Introduction
	2 Kineto-Static Analysis of a 4-1 CDPR
	3 Possible Failures
	3.1 Cable Breaking
	3.2 Adding Measurements
	3.3 Zones Covered by the Cables

	4 Ensuring Safety
	5 Conclusion
	References

	I Design Issues for Mechanisms and Robots
	Software Optimization Problem Solver for Automated Linkage Design
	1 Introduction
	2 Advantages of Computer-Aided Design of Technological Systems
	3 Synthesis of a Mechanism for a Given Function of the Output Joint: An Example of a Solution
	3.1 Calculation of the Direct Kinematic Problem
	3.2 Visualization

	4 Development Prospects: Training
	5 Conclusion
	References

	Static Analysis and Design Strategy of Two Antagonistically Actuated Joints
	1 Introduction
	2 Static Analysis of the Joints
	2.1 Static Equilibrium and Stiffness of the R-Joint
	2.2 Static Equilibrium and Stiffness of the X-Joint

	3 Optimal Design of the Joints for a Specified WFW
	3.1 Optimal Design of the R-Joint
	3.2 Optimal Design of the X-Joint

	4 Numerical Examples and Inferences
	5 Conclusion
	References

	An Approach to Robotic End Effectors Based on Multistable Tensegrity Structures
	1 Introduction
	2 Mechanical Modeling
	3 Changing the Equilibrium Configuration
	4 Conclusion
	References

	Experimental Analysis of an MBS System with Two Degrees of Freedom Used in an Eolian Water Pump
	1 Introduction
	2 Finite Element Analysis of the Elastic Lever
	3 Tests and Results
	4 Conclusions
	References

	Design and Characterization of a 3D Printed Soft Pneumatic Actuator
	1 Introduction
	2 Design and Fabrication
	3 Modelling
	3.1 Material Characterization
	3.2 Setup Simulation

	4 Preliminary Test
	5 Performance Evaluation
	6 Conclusions and Future Work
	References

	Novel Planar Parallel Manipulator Using Geared Slider-Crank with Linear Actuation as Connection Kinematic Chain
	1 Introduction
	2 Geared Linkages with Linear Actuation
	3 Novel Planar Parallel Manipulator
	4 Singularities of the Novel Parallel with Linear Actuation Manipulator
	5 Example Problem
	6 Conclusions
	References

	I Teaching and History of Mechanisms
	Including the United Nations Sustainable Development Goals in Teaching in Engineering: A Practical Approach
	1 Introduction
	2 Formula Student
	3 Formula Student Bizkaia: A Company Inside the University
	3.1 Organisational Structure
	3.2 Coordination
	3.3 Educational Three Year Cycle

	4 Formula Student Bizkaia and Sustainable Development Goals
	5 Conclusions
	References

	Computer-Assisted Learning Used to Overconstrained Mechanism’s Mobility
	1 Introduction
	2 Problem Description
	3 Conclusions
	References

	Petrovaradin Fortress: Clock Tower Mechanism
	1 Introduction
	2 History of Time Measurement
	3 Petrovaradin Fortress and Clock Tower
	4 Clock Tower Mechanism
	4.1 Timing Mechanism
	4.2 Quarter Striking Mechanism
	4.3 Full Hour Striking Mechanism

	5 Conclusion
	References

	Author Index



