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Preface

Fluid mechanics is an extremely active area of science, with interdisciplinary
interplay of pure and applied mathematics, physics, geophysics, engineering,
medicine, and biology. The lectures delivered at the CIME School on “Progress
in Mathematical Fluid Dynamics” in Cetraro, June 2019 were devoted to some
foundational issues regarding the Euler and Navier–Stokes equations and related
reduced models (as existence, uniqueness, formation of singularities, and vanishing
viscosity limits), but also to the problem of a fluid interacting with moving domain
with elastic boundaries. More precisely, the questions addressed span from the
basic problems of existence of weak and more regular solutions, the analysis of
potential singularities, qualitative and quantitative results about the behavior in
special singular scenarios, to the modeling and numerical analysis of the solutions
of FSI problems. Each of the four speakers gave a set of 6 h of classes, with
introductory material and more specialized content in the final lectures. As an
additional activity, a session of short communications has been organized during the
school, where some selected senior students presented their own ongoing research
results.

Here a brief summary of the contributions in this volume:
The volume contains the lectures by Tristan Buckmaster (Princeton University),

Sunčica Čanić (University of California, Berkeley), Peter Constantin (Princeton
University), and Alexander A. Kiselev (Duke University).

Prof. T. Buckmaster in the contribution: “Heuristic Approach to Convex Inte-
gration for the Euler Equations” presents several recent groundbreaking results
concerning the use of convex integration to construct wild weak solutions of the
incompressible Euler and Navier–Stokes equations. This chapter contains a quite
informal introduction focusing on the main ideas, more than on the technicalities,
and will be particularly useful for students starting their work in this field.

Prof. S. Čanić in the contribution: “Fluid–Structure Interaction with Incom-
pressible Fluids” presents some mathematical techniques developed to study the
existence of weak solutions for a class of fluid–structure interaction problems. In
particular, the interaction is between viscous, incompressible fluids and elastic,
viscoelastic, or composite structures. The proofs are constructive, being based on

v



vi Preface

semidiscretizing the coupled problem in time, with the Rothe method, and an
operator splitting method. Then convergence of the scheme is proved by using a
recent generalization of the Aubin–Lions–Simon compactness lemma, which can
be useful also in other contexts.

Prof. P. Constantin in the contribution: “Regularity and Inviscid Limits in
Hydrodynamic Models” discusses the problem of vanishing viscosity limit and the
related low regularity bounds, uniform in viscosity. This is done for the vorticity
in the Yudovich class in two-space dimensions. He also considers the problem of
construction of multi-scale steady solutions of the Navier–Stokes equations with
a given power-law energy spectrum (in a remarkable way this includes also the
Kolmogorov K41 case). Results are not limited to the problem without boundaries,
but they can be extended to any domain in three-space dimensions.

Prof. A. Kiselev in the contribution: “Small Scale Creation in Active Scalars”
focuses on small-scale formation in solutions of the incompressible fluid dynamics
and associated models. First, there is a review of the two-dimensional case and
then the three-dimensional scenario by Hou and Luo is discussed with great detail.
Examples on the surface quasi-geostrophic (SQG) equation, with emphasis on patch
solutions are also studied.

It is our pleasure to thank the lecturers for their enthusiastic participation in the
school, for delivering their lectures, and also for writing up the notes. We also thank
all participants for their keen scientific and social contribution to the success of
the school. We thank the Fondazione CIME and its scientific committee for giving
us the opportunity to organize this event and especially Elvira Mascolo and Paolo
Salani, Director and Scientific Secretary of the CIME Foundation, for their help in
the preparation of the CIME School and of this volume. We gratefully acknowledge
the Universities of Freiburg and Pisa and the CIME Foundation, for the financial
support.

Pisa, Italy Luigi C. Berselli
Freiburg, Germany Michael Růžička
February 2020
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Chapter 1
A Heuristic Approach to Convex
Integration for the Euler Equations

Tristan Buckmaster and Vlad Vicol

Abstract The purpose of these lecture notes is to employ a heuristic approach
in designing a convex integration scheme that produces non-conservative weak
solutions to the Euler equations.

1.1 Convex Integration as a Mathematical Tool to Resolve
Onsager’s Conjecture

In these lecture notes, we aim to outline how a convex integration can be used to
construct non-conservative weak solutions to the Euler equations:

∂t v + div (v ⊗ v)+ ∇p = 0 ,

div v = 0 .
(1.1)

We will restrict ourselves to considering the Euler equations on the periodic torus
T

3 for times t ∈ (−1, 1). It is easy to check, after a simple integration by parts, that
for smooth solutions to the Euler equation, the kinetic energy, defined by

E(t) := 1

2

∫
T3

|v(t)|2 dx ,

is conserved. This calculation however does not hold for weak solutions. Indeed,
the theory of turbulence naturally leads one to study the existence of dissipative
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2 T. Buckmaster and V. Vicol

weak solutions to the Euler equations. If one views the Euler equation as an inviscid
limit of the Navier–Stokes equations, then formally, if one takes the inviscid limit
of turbulent solutions, then one expects to obtain solutions to the Euler equations
that dissipate kinetic energy, and are therefore necessarily weak solutions (see for
example Section 2 of [5] and the references within for a more detailed discussion).
The postulate of dissipation of kinetic energy at the inviscid limit is sometimes
referred to in the literature as the zeroth law of turbulence.

In [20], Onsager famously conjectured the following dichotomy:

Conjecture 1.1 (Onsager’s Conjecture)

(a) Any weak solution v belonging to the Hölder space Cθ for θ > 1
3 conserves

kinetic energy.
(b) For any θ < 1

3 there exist weak solutions v ∈ Cθ which dissipate kinetic energy.

Part (a) was resolved by Constantin, E and Titi in [9], following a partial resolution
of Eyink in [16] (see also [7, 15] for more refined results). The first result towards
proving Part (b) was the construction of non-conservative L2 weak solution to
the Euler equations by Scheffer [21]. While the solutions constructed by Scheffer
were non-conservative, they could not be classed a dissipative since they did not
satisfy the property of non-increasing energy. The first example of dissipative weak
solutions to the Euler equations was due to Shnirelman in [22] (cf. [11, 12]).
Motivated in part by the convex integration scheme of Nash, employed in order
to construct exotic counter-examples to the C1 isometric embedding problem [19],
De Lellis and Székelyhidi Jr. in [13, 14], made significant progress towards Part (b)

by constructing dissipative Hölder C
1
10 − continuous weak solutions to the Euler

equations. Then after a series on advancements [1–3, 10, 17], Isett resolved the
conjecture in [18]. However, like the original paper of Scheffer [21], the weak
solutions constructed by Isett [18] were not strictly dissipative. This technical
issue was resolved in a paper by the authors in collaboration with De Lellis and
Székelyhidi Jr. [4], in which the precise statement of Part (b) was proven.

Instead of considering the more difficult problem of proving Part (b), let us
consider the simpler problem of constructing non-trivial, non-conservative, Hölder
continuous weak solutions:

Theorem 1.1 For some Hölder exponent β, there a non-trivial weak solution to the
Euler equations v ∈ C((−1, 1);Cβ(T3)) with compact support in time.

The purpose of these notes is to provide an outline of how to go about constructing
a convex integration scheme in order prove Theorem 1.1. The outline will track
closely with the approach taken in Section 5 of the review paper [5], which itself
is based on the works [2, 11, 12, 17]. In this presentation, we eschew mathematical
rigor in favor rough heuristics. This will allow us to better illustrate the main ideas
that go into designing a convex integration of the type pioneered by De Lellis and
Székelyhidi Jr. in [13], without getting caught up in the nitty gritty technicalities
that a rigorous approach entails.
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1.2 The Iteration

The general strategy for proving a theorem such as Theorem 1.1 is to construct a
sequence (vq, R̊q ) of solutions to the Euler–Reynolds system

∂tvq + div (vq ⊗ vq)+ ∇pq = div R̊q, div vq = 0 (1.2)

such that R̊q → 0 uniformly and vq → v ∈ Cβ , whereby v is a non-trivial weak
solution to the Euler equations (1.1) with compact support in time. The tensor R̊q is
called the Reynolds stress, and is assumed to be symmetric and trace-free. At each
inductive step, the perturbation

wq+1 = vq+1 − vq

is designed such that vq+1 satisfies (1.2) with a smaller Reynolds stress R̊q+1. It will
prove helpful to split the Reynolds stress R̊q+1 into several components.*

div R̊q+1 = div
(
wq+1 ⊗ wq+1 + R̊q+1

)
+ ∇(pq+1 − pq)︸ ︷︷ ︸

oscillation error

+ ∂twq+1 + vq+1 · ∇wq+1︸ ︷︷ ︸
transport error

+wq+1 · ∇vq︸ ︷︷ ︸
Nash error

.

(1.3)

The Reynolds stress R̊q+1 can be then be solved using a −1 order linear differential
operator R, defined as follows:

Definition 1.1 The operator R is defined on mean zero vector fields by

(Rv)k� = (∂k�
−1v� + ∂��

−1vk − 1

2
(δk� + ∂k∂��

−1)div�−1v .

The operator R is formally an inverse of the divergence equation, i.e. divRv = v

for any smooth, mean zero vector field v. Moreover, the matrix Rv is symmetric and
trace free.

Suppose we are given a smooth vector field b : T3 → R
3 and a smooth phase

function� : T3 → T
3 satisfying for all x ∈ T

3 the bound

C−1 ≤ |∇�(x)| ≤ C .

Since R̊q+1 is a −1 order linear differential operator, then for any α ∈ (0, 1), and λ
sufficiently large, we expect an estimate of the form

∥∥∥R
(
aeiλξ ·�(x)

)∥∥∥
Cα
�

‖a‖C0

λ1−α + error ,
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where the error can be made arbitrarily small by taking λ sufficiently large. See
for example [10, Lemma 2.2]) or [5, Lemma 5.6]), for a mathematically rigorous
statement. The implicit constant in the above inequality depends on α. In our scheme
we will take α to be sufficiently small, and thus for the matter of heuristics we will
ignore the loss of λα , as well as the additional ‘error’, and instead pretend that we
have the estimate

∥∥∥R
(
aeiλξ ·�(x)

)∥∥∥
C0
�

‖a‖C0

λ
. (1.4)

Roughly, the perturbationwq+1 will be of the form

wq+1 =
∑
ξ∈�

aξWξ,λq+1 (1.5)

where� is a finite set of directions, the vector fieldsWξ,λq+1 are oscillatory building
blocks oscillating in direction ξ , and aξ are coefficient functions chosen such that

∑
ξ∈�

a2
ξ

⨏
T3
Wξ,λq+1⊗̊Wξ,λq+1 = −R̊q . (1.6)

Here ⊗̊ represents the projection of the outer product onto trace free tensors. The
building blocks Wξ,λq+1 will oscillate at a frequency parameterized by λq+1. The
cancellation (1.6) will be essential in estimated the oscillation error defined in (1.3).
Let us heuristically assume that the frequencies scale geometrically

λq = λq (1.7)

for some large λ ∈ N.1 Then for vq to converge in v ∈ Cβ , we roughly require

∥∥wq+1
∥∥
C0 ≤ λ

−β
q+1 . (1.8)

Recalling that vq = ∑q

q ′=0 wq ′ , where wq ′ oscillates at frequency λq ′ = λq
′
; then,

(1.8) roughly translates into the estimate

∥∥vq∥∥C1 ≤
q∑

q ′=0

λ
1−β
q ′ � λ1−β

q , (1.9)

1In practice is often simpler to assume that the frequencies grow super-exponentially (cf. [2, 5, 12,
17]). However, for the purpose of heuristics, geometric growth simplifies some of the calculations.
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assuming that λ is chosen sufficiently large. In view of (1.8), for such a cancellation
of the type (1.6) to occur, we would require the following estimate on R̊q

∥∥∥R̊q
∥∥∥
C0

≤ λ
−2β
q+1 . (1.10)

Utilizing that the building blocks Wξ,λq+1 oscillate at frequency λq+1, then by
heuristically using an estimate of the type (1.4), it is now possible to attain a heuristic
estimate on the Nash error defined in (1.3)

∥∥R(wq+1 · ∇vq)
∥∥
C0 �

∥∥wq+1
∥∥
C0

∥∥vq∥∥C1

λq+1
� λ−1−β

q+1 λ1−β
q � λ−2β

q+2λ
3β−1 ,

where we used (1.8) and (1.9) in the second inequality, and (1.7) in the last
inequality.

Since the Nash error forms part of the Reynolds stress error R̊q+1, in order that
(1.10) is satisfied (with q replaced by q + 1), we require that β < 1

3 .

1.2.1 Beltrami Flows

We are yet to define the building blocks Wξ,λq+1 used in the definition of the
perturbation wq+1. There a number of different options depending on the goals
of the convex integration schemes: Beltrami flows, were first utilized in the
context of a convex integration scheme by De Lellis and Székelyhidi Jr. in [13];
Mikado flows, introduced by Daneri and Székelyhidi Jr. in [10], were essential in
resolving Onsager’s conjecture; intermittent Beltrami flows, were used in the first
non-uniqueness result for weak solution to the Navier–Stokes equations [6]; and
intermittent jets, were introduced as an improvement on intermittent Beltrami flows
[8]. For the purpose of this note, we will employ Beltrami flows as our building
blocks, as in [13].

A stationary divergence free vector field v is called a Beltrami flow if it satisfies
the Beltrami condition:

λ(x)v(x) = curl v(x), λ(x) > 0 ,

for all x. The function λ is called the Beltrami coefficient. For the purpose of these
notes, we will assume that the Beltrami coefficient is a constant.

Given a Beltrami flow v, from the divergence free condition we have the
following identity

div (v ⊗ v) = v · ∇v = ∇ |v|2
2

− v × (curl v) = ∇ |v|2
2

− λv × v = ∇ |v|2
2

.
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In particular setting p := |v|2
2 , then (v, p) is a stationary solution to the Euler

equations. Note that trivially, any linear sum of Beltrami flows with the same
Beltrami coefficient λ, is itself a Beltrami flow with the Beltrami coefficient λ. This
later property will be used to create a large family Beltrami flows, which will be
necessary in order to achieve the cancellation (1.6).

Let us now defineWξ,λq+1 . We will suppose that ξ ∈ S
2∩Q

3 is such that λq+1ξ ∈
Z

3. We define Aξ ∈ R
3 and Bξ ∈ C

3 by

Aξ · ξ = 0, A−ξ = Aξ and Bξ = 1√
2

(
Aξ + iξ ×Aξ

)
.

We then observe that Bξ satisfies the following properties

|Bξ | = 1, Bξ · ξ = 0, iξ × Bξ = Bξ , B−ξ = Bξ .

Hence the vector field

Wξ,λq+1(x) := Bξe
iλq+1ξ ·x (1.11)

is T
3 periodic (using that λq+1ξ ∈ Z

3), divergence free, and is an eigenfunction
of the curl operator with eigenvalue λ. That is, Wξ,λq+1 is a complex Beltrami
plane wave with Beltrami coefficient λq+1. A real valued Beltrami plane wave with
Beltrami coefficient λq+1 is then attained by summing Wξ,λq+1 with its complex
conjugate. In view of this, we define

W−ξ,λq+1 = Wξ,λq+1 .

Then in order to ensure the right-hand-side of (1.5) is real valued, it will suffice that
aξ = a−ξ ; or more simply, aξ = a−ξ , if we further assume the coefficients aξ to be
real valued. Now, for the moment let us assume that the coefficients aξ are chosen to
be real valued constants—later, we will allow dependence on x. We further suppose
that � is a finite subset of S2 ∩ Q

3 such that −� = �, and moreover λq+1� ⊂ Z
3.

Then the vector field

W(x) =
∑
ξ∈�

aξBξ e
iλq+1ξ ·x

is a real-valued, divergence-free Beltrami vector field satisfying curlW = λq+1W .
Moreover, from the identity Bξ ⊗B−ξ +B−ξ ⊗Bξ = 2Re (Bξ ⊗B−ξ ) = Id−ξ⊗ξ ,
we have

⨏
T3
W ⊗W dx = 1

2

∑
ξ∈�

a2
ξ (Id − ξ ⊗ ξ) . (1.12)
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We refer the reader to Proposition 3.1 in [13] for additional details regarding the
computations above.

1.3 Oscillation Error

In this section, we demonstrate how the Beltrami flows of the previous section can
be used in order the minimize the oscillation error defined in (1.3).

In order to maintain notational consistency with previous convex integration
schemes in the literature, we introduce the amplitude parameter

δq+1 = λ
−2β
q+1 .

Applying a little bit of linear algebra, it is not difficult to construct a finite set
� ⊂ S

2 ∩ Q
3 and coefficient functions aξ for each ξ ∈ � whose amplitude is

proportional to the square root of the uniform norm of R̊q , that is by (1.10) we have

aξ = O(δ
1
2
q+1), in such a way as to achieve the cancellation (1.6). More specifically,

we define

aξ (x, t) = δ
1
2
q+1γξ

(
Id − R̊q(x, t)

δq+1

)
(1.13)

where γξ are smooth functions whose domain consists of a small ball around the
identity matrix within the space of symmetric matrices. We refer the reader to
Lemma 3.2 in [13] (alternatively Lemma 1.3 in [2]) for the precise definition of
γξ . Technically, in order that the definition (1.13) makes sense, we require a slightly

stronger bound than (1.10) in order to ensure that Id − R̊q (x,t)

δq+1
lies in the image of

γξ . For the purpose of this note, we ignore this minor technicality.
Assuming uniform bounds on the functions γξ , we obtain the following bounds

on aξ

∥∥aξ∥∥C0 � δ
1
2
q+1 (1.14)

∥∥∇aξ∥∥C0 � δ
− 1

2
q+1

∥∥∥R̊q
∥∥∥
C1

(1.15)

We now define our perturbationwq+1 to be

wq+1 =
∑
ξ∈�

aξWξ,q+1 . (1.16)
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Then by construction, we have (1.6). Let us now compute the term div (wq+1 ⊗
wq+1 + R̊q ) that appears in the oscillation error, defined in (1.3)

div
(
wq+1 ⊗ wq+1 + R̊q

)

=
∑
ξ∈�

div
(
a2
ξ (Id − ξ ⊗ ξ)+ R̊q

)
+

∑
ξ+ξ ′�0, ξ,ξ ′∈�

div
(
aξaξ ′Wξ ⊗Wξ ′

)

= ∇r1 +
∑

ξ+ξ ′�0, ξ,ξ ′∈�

(
Wξ ⊗Wξ ′

)∇ (aξaξ ′
)

︸ ︷︷ ︸
:=I

+ 1

2

∑
ξ+ξ ′�0, ξ,ξ ′∈�

aξaξ ′div
(
Wξ ⊗Wξ ′ −Wξ ′ ⊗Wξ

)
︸ ︷︷ ︸

:=II

where the pressure r1 is implicitly defined. Applying the estimate (1.4) with�(x) =
x and ξ replaced by ξ + ξ ′, together with (1.14) and (1.15), we obtain

‖R(I)‖C0 �
1

λq+1

∑
ξ+ξ ′�0, ξ,ξ ′∈�

∥∥∇(aξaξ ′)
∥∥
C0

�
1

λq+1

∑
ξ+ξ ′�0, ξ,ξ ′∈�

∥∥aξ∥∥C0

∥∥∇aξ ′
∥∥
C0

�
1

λq+1

∥∥∥R̊q
∥∥∥
C1

.

Thus, this error can be made small by assuming λq+1 to be sufficiently large. Now
consider II . We write

II = ∇r2 − 1

2

∑
ξ+ξ ′�0, ξ,ξ ′∈�

∇(aξ aξ ′)
(
Wξ ·Wξ ′

)
︸ ︷︷ ︸

:=III

with the pressure r2 again being implicitly defined. Then III can be estimated in
the same manner as I . Hence, setting pq+1 = pq − r1 − r2, we are able to attain
suitable bounds on the contribution of the oscillation error to R̊q+1.

An issue with the definition (1.16), is the vector field wq+1 is not necessarily
divergence free. To fix this, we relabel the right-hand-side of (1.16) to be the
principal perturbation w(p)q+1, i.e.

w
(p)

q+1 :=
∑
ξ∈�

aξWξ,q+1 . (1.17)
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We then define a corrector w(c)q+1 by

w
(p)
q+1 := 1

λq+1

∑
ξ∈�

∇aξ ×Wξ,q+1 . (1.18)

Finally, defining

wq+1 = w
(p)

q+1 +w
(c)
q+1 , (1.19)

then a simple calculation yields

wq+1 = 1

λq+1

∑
ξ∈�

curl
(
aξWξ,q+1

)
,

from which it follows that wq+1 is divergence free. Moreover, assuming λq+1

is sufficiently large, the corrector w(c)q+1 is small, and hence can be made to

have a suitably small contribution to the Reynolds stress R̊q+1 resulting from the
perturbation defined in (1.19) .

1.4 Transport Error

We now consider the transport error

(∂t + vq · ∇)︸ ︷︷ ︸
Dt

wq+1 ,

defined in (1.3), where here Dt represents the material derivative associated with
vq . Ignoring the contribution of the corrector to the transport error, by definition
(1.19), applying (1.4), we heuristically attain

∥∥∥R(Dtw
(p)

q+1)

∥∥∥
C0
�

1

λq+1

∑
ξ∈�

∥∥Dtaξ
∥∥
C0

∥∥Wξ,q+1
∥∥
C0

+ 1

λq+1

∑
ξ∈�

∥∥aξ∥∥C0

∥∥vq · ∇Wξ,q+1
∥∥
C0 .

The second term is unfortunately not small, since ∇Wξ,q+1 = O(λq+1). To rectify
this issue we will replace Wξ,q+1 in the ansatz (1.17) with

W(ξ) = Wξ,j,q+1 = Wξ,q+1 ◦�j
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where �j are phase functions solving the transport equation

Dt�j ≡ 0, �(x, j�) = x

for some small parameter � > 0 to be chosen later and j ∈ Z. With this definition,
we have

DtW(ξ) ≡ 0 .

The trade-off with using W(ξ) in place of Wξ,q+1, is that W(ξ) is no longer an exact
eigenfunction of curl . Let us write

W(ξ) = Bξ e
iλq+1ξ ·�j = eiλq+1ξ ·(�j−x)︸ ︷︷ ︸

:=�(ξ)
Wξ

then

curlW(ξ) = λq+1Wξ + ∇φ(ξ) ×Wξ,q+1 . (1.20)

Thus in order to quantity how well W(ξ) approximates an eigenfunction of curl , we
need to estimate ∇φ(ξ). By standard transport estimates we obtain

∥∥∇�j − Id
∥∥
C0 ≤ exp

(∫ t

j�

∥∥vq(s)∥∥C1 ds

)
.

In particular, if |t − j�| ≤ ∥∥vq∥∥−1
C1 , we have

∥∥∇�j − Id
∥∥
C0 � |t − j�|∥∥vq∥∥C1 .

From which we deduce

∥∥∇φ(ξ)∥∥C0 � λq+1 |t − j�|∥∥vq∥∥C1 . (1.21)

Thus W(ξ) is Beltrami like so long that |t − j�| is suitably small. To achieve this,
we partition time, and replace aξ with new coefficient functions a(ξ) with small
temporal support. We introduce cut-off functions χj : (−1, 1) → R with support
contained in the interval (�(j−2), �(j+2)), such that the squaresχ2

j form a partition
of unity, i.e.

∑
j

χ2
j ≡ 1 .

In place of �, we will require two disjoint finite subsets �(0),�(1) ⊂ S
2 ∩ Q

3. The
set �(0) can be taken to be�, and�(1) can be defined in terms of a rational rotation
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of �. Similarly in place of the family of smooth functions γξ , we will require two

families of smooth functions {γ (0)ξ | ξ ∈ λ(0)} and {γ (1)ξ | ξ ∈ λ(1)}. Again, we refer
to Lemma 3.2 in [13] (alternatively Lemma 1.3 in [2]) for the precise definitions of
the sets �(j) and functions γ (j)ξ . We then define

a(ξ) = δ
1
2
q+1χjγ

(j)
ξ

(
Id − R̊q(x, t)

δq+1

)
,

where by an abuse of notation we write γ (j)ξ = γ
(j mod 2)
ξ . With these definitions,

we replace the definitions w(p)q+1 and w(c)q+1 given in (1.17) and (1.18) respectively
with the new definitions

w
(p)

q+1 :=
∑
j

∑
ξ∈�j

a(ξ)W(ξ)

w
(c)
q+1 := 1

λq+1

∑
j

∑
ξ∈�j

∇(a(ξ)φ(ξ))W(ξ)

(1.22)

where we use the notation �j = �j mod 2. The functions γ (j)ξ are again defined
in such a way that we achieve a cancellation analogous to (1.6). More precisely, in
place of (1.6), we have

∑
j

∑
ξ∈�j

a2
ξ

⨏
T3
Wξ,λq+1⊗̊Wξ,λq+1 = −R̊q .

The principal reason for introducing the two families �(0), �(1) was to reduce the
interactions between the oscillatory Beltrami waves across the neighboring temporal
regions where the cut-off functions χj overlap.

Due to the small prefactor in the definition of w(c)q+1, the term Dtw
(p)
q+1 will be the

the main contribution of Dtwq+1 to the transport error. Hence, in order to estimate
the transport error, we will need bounds on

Dta(ξ)W(ξ) = (Dta(ξ))W(ξ) .

By definition

∥∥Dtχj
∥∥
C0 � �

−1 .

The material derivative falling on the cut-off is expected to produce the main
contribution to the transport error. Conversely, owing to the calculation (1.20), the
main contribution to the new oscillation error associated with the new perturbation
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definition (1.22) occurs when derivatives fall on φ(ξ). Recalling (1.21), we have

∥∥∇φ(ξ)∥∥C0 � λq+1 |t − j�| ∥∥vq∥∥C1

Thus in order to balance the transport and oscillation error, it is necessary to
optimize our choice of �. Making the appropriate choice, we can simultaneously
obtain effective bounds on the oscillation, transport and Nash errors in (1.3) in order
to ensure that (1.10) holds with q + 1 replacing q .2

1.5 Mollification and Loss of Derivative Problem

Recall that (vq, R̊q ) are defined inductively. In order to ensure convergence to a
solution, one needs to inductively keep track of estimates on (vq, R̊q ). As the current
scheme is currently defined above, the definition of R̊q involves derivatives of R̊q−1
(for example when a derivative falls on a(ξ) in the oscillation error), which in turn
involves higher order derivatives on R̊q−2, and so forth. Thus in order for the scheme
to close, one would have to keep track of estimates on infinitely many derivatives
of (vq , R̊q). To avoid this loss of derivative problem, we introduce an addition step
where we replace (vq , R̊q ) with the mollified (v�, R̊�) defined by

v� = (vq ∗x ψ�)) ∗t ϕ�, and R̊� = (R̊q ∗x ψ�)) ∗t ϕ�
where ψ� and ϕ� are standard space and time mollifiers respectively. Then we have

∂v� + div (v� ⊗ v�)+ ∇p� = div
(
R̊� + v�⊗̊v� − ((vq⊗̊vq) ∗x ψ�))∗t︸ ︷︷ ︸

Rcommutator

)
.

The new errorRcommutator can be made small by assuming � to be sufficiently small.
With (v�, R̊�) defined above, in the definition of wq+1 described above, we replace
all references of vq and R̊q with v� and R̊�. Then the new velocity field vq+1 is
defined by

vq+1 := v� +wq+1 .

With this additional mollification step, we no longer need to keep track of infinitely
many derivatives of (vq, R̊q ), indeed it will suffice to keep track of C0 and C1

estimates on (vq , R̊q ).

2It should be noted however that in order for the scheme described here to close, one should replace
the geometric growth of frequencies λq described in (1.7) with superexponential growth. A scheme
involving geometric growth of frequencies is slightly more delicate to describe.
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1.6 Compact Support in Time

We close out these notes by outlining an argument in order to achieve non-trivial
weak solutions with compact support in time.

In order to ensure v = limq vq has compact support in time, we inductively
assume that

supp t vq ∪ supp t R̊q ⊂
[
−1

2
+ 2−q−2,

1

2
− 2−q−2

]
. (1.23)

The mollification step, will increase the temporal support, assuming the temporal
mollifier ϕ� is suitably defined, we have

supp t v� ∪ supp t R̊� ⊂
[
−1

2
+ 2−q−2 − �,

1

2
− 2−q−2 + �

]
.

Then in order to correct the Reynolds stress R�, we need only sum j in the definition
(1.22), for j satisfying

supp t χj ⊂
[
−1

2
+ 2−q−2 − 4�,

1

2
− 2−q−2 + 4�

]
.

Hence choosing � sufficiently small we have

supp t vq+1 ∪ supp t R̊q+1 ⊂
[
−1

2
+ 2−q−2 − 4�,

1

2
− 2−q−2 + 4�

]

⊂
[
−1

2
+ 2−q−3,

1

2
− 2−q−3

]
,

and thus we attain (1.23) with q + 1 replacing q . Hence for v = limq vq we have

supp t v ⊂
[
−1

2
,

1

2

]
.
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Chapter 2
Fluid-Structure Interaction with
Incompressible Fluids

Sunčica Čanić

Abstract These lecture notes cover a series of three two-hour lectures on fluid-
structure interaction involving incompressible, viscous fluids, presented as the
CIME Summer Workshop entitled “Progress in Mathematical Fluid Dynamics”,
held in Cetraro, Italy, in June 2019. They are intended for graduate students and
postdocs with interest in mathematical fluid dynamics. The goal was to present
certain mathematical techniques, developed within the past 6 years, to study exis-
tence of weak solutions for a class of fluid-structure interaction problems between
viscous, incompressible fluids and elastic, viscoelastic, or composite structures.
The resulting problem is a nonlinear moving-boundary problem with a strong
geometric nonlinearity associated with the fluid domain motion. The existence proof
is constructive. It is based on semidiscretizing the coupled problem in time, also
known as Rothe’s method, and then using a Lie operator splitting strategy to define
fluid and structure subproblems, which communicate via the initial data. The Lie
operator splitting is designed in just the right way so that the energy balance at
the discrete level approximates well that of the coupled, continuous problem. To
prove convergence of approximating sequences to a weak solution of the coupled
problem, a recent generalization of the Aubin–Lions–Simon compactness lemma to
problems on moving domains is used. The methodology presented here served as a
basis for the construction of several loosely coupled partitioned schemes for solving
fluid-structure interaction problems.

2.1 Introduction and Literature Review

The goal of these lecture notes is to summarize the main ideas, recently developed
by B. Muha and S. Čanić in a series of papers [19, 62–67], to study existence of weak
solutions to a class of fluid-structure interaction (FSI) problems involving viscous,
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incompressible fluids and elastic structures. The main novelty of this body of work is
the development of mathematical techniques of constructive existence proofs based
on Rothe’s method, in the scenarios when the structure location is not known a
priori but is one of the unknowns in the problem. The methodology presented here
is rather robust; the construction of approximate solutions developed here has since
been used in a number of different existence proofs, and also as a basis for the
development of new partitioned, loosely coupled schemes for FSI problems [8–
14, 16–18, 59].

Although the development of numerical methods for fluid-structure interaction
problems started around 40 years ago (see e.g., [2–4, 9, 10, 17, 25, 32, 33, 37, 39,
42, 47, 48, 51, 56, 69–71, 73, 77] and the references therein), the development of
existence theory started almost 20 years later. The main difficulties in the analysis
of this class of problems are their multi-physics nature, resulting in mathematical
problems of mixed (hyperbolic-parabolic) type, and the strong nonlinearities in the
problem, which include the geometric nonlinearity when the fluid and structure are
coupled across the “current” interface, not known a priori.

The first existence results addressed problems in which the structures were
completely immersed in the fluid, and the structure was considered to be either
a rigid body, or described by a finite number of modal functions. See e.g.,
[7, 24, 28, 30, 31, 38, 41, 74], and the references therein. Analysis of existence of
FSI solutions involving elastic structures interacting with the flow of a 2D or 3D
incompressible, viscous fluid started in the early 2000s. First, the coupling between
the fluid and structure was assumed across a fixed fluid-structure interface, called
linear coupling, as in [5, 6, 19, 35, 53], and then extended to problems with nonlinear
coupling in [18, 21–23, 26, 27, 29, 45, 46, 54, 57, 58, 62–66]. More precisely,
concerning nonlinear FSI models, the first FSI existence result, locally in time,
was obtained by DaVega [29], where a strong solution for an interaction between
an incompressible, viscous fluid in 2D and a 1D viscoelastic string was studied,
assuming periodic boundary conditions. This result was extended by Lequeurre in
[58], where the existence of a unique, local in time, strong solution for arbitrarily
large data, and the existence of a global strong solution for small data, was proved in
the case when the structure is modeled as a clamped viscoelastic beam. D. Coutand
and S. Shkoller proved the existence, locally in time, of a unique, regular solution
for an interaction between a viscous, incompressible fluid in 3D and a 3D structure,
immersed in the fluid, where the structure was modeled by the equations of linear
[26], or quasi-linear [27] elasticity. In the case when the structure (solid) is modeled
by a linear wave equation, I. Kukavica et al. proved the existence, locally in time, of
a strong solution, assuming lower regularity for the initial data [50, 54]. A similar
result for compressible flows can be found in [52]. In [72] Raymod et al. considered
a FSI problem between a linear elastic solid immersed in an incompressible viscous
fluid, and proved the existence and uniqueness of a strong solution. Most of the
above mentioned existence results for strong solutions are local in time. In [49]
a global existence result for small data was obtained by Ignatova et al. for a
moving boundary FSI problem involving a damped linear wave equation with some
additional damping terms in the coupling conditions, showing exponential decay
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in time of the solution. In the case when the structure is modeled as a 2D elastic
shell interacting with a viscous, incompressible fluid in 3D, the existence, locally
in time, of a unique regular solution was proved by Shkoller et al. in [22, 23]. We
mention that the works of Shkoller et al., and Kukavica at al. were obtained in the
context of Lagrangian coordinates, which were used for both the structure and fluid
subproblems.

In the context of weak solutions, the first existence results came out in 2005 when
Chambolle et al. showed the existence of a weak solution for a FSI problem between
a 3D incompressible, viscous fluid and a 2D viscoelastic plate in [21]. Grandmont
improved this result in [46] to hold for a 2D elastic plate. A constructive existence
proof for the interaction between an incompressible, viscous fluid and a linearly
elastic Koiter shell with transverse displacement was designed in [62].

The first constructive existence proof for a moving boundary problem was
presented by Ladyzhenskaya in 1970, see [55], where the interaction between an
incompressible, viscous fluid and a given moving boundary was constructed using
a time-discretization approach, known as Rothe’s method, assuming high regularity
of the given interface. In 2013, Muha and Čanić designed a Rothe’s-type method
in the context of moving boundaries whose location is not known a priori [62].
Their method was then extended to a larger class of problems [18, 19, 64–66], as we
describe below.

The focus in these lecture notes is on the constructive methodology developed
by Muha and Čanić in [62], combined with a generalization of the Aubin–Lions–
Simon compactness result, published in 2019 in [67], to obtain existence of weak
solutions to nonlinear FSI problems. The techniques are presented in the context
of the simplest, benchmark FSI problem, which embodies the main difficulties
associated with studying this class of problems. The benchmark problem describes
the interaction between the time-dependent flow of a viscous, incompressible
fluid, modeled by the 2D Navier–Stokes equations in a 2D “cylinder” (rectangle)
interacting with (thin) elastic lateral walls modeled by the linearly elastic Koiter
shell equations. In this problem, the thin elastic structure coincides with the fluid-
structure interface, and the flow is driven by the time-dependent inlet and outlet
dynamic pressure data. The fluid and structure are coupled at the current location of
the (moving) fluid-structure interface via two sets of coupling conditions describing
continuity of fluid and structure velocities (no-slip) and balance of contact forces.
This is known as a two-way coupling since both the fluid and structure “feel”
each other through the exchange of information (energy) between the two. The
fluid flow “feels” the structure through the contact forces exerted by the structure
onto the fluid during the elastic structure motion and the no-slip condition, while
the structure elastodynamics is driven by the jump in the contact forces (traction)
across the interface. Assuming that external forcing onto the structure is zero, the
structure elastodynamics is entirely driven by the normal stress (traction) exerted
by the fluid onto the structure. The fact that the location of the fluid domain
boundary is not known a priori but it depends on one of the unknowns of the
problem, i.e., on the fluid-structure interface location (which in turn depends on
the fluid forcing), gives rise to a strong geometric nonlinearity, which is one of the
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main difficulties in the analysis of this class of problems. The benchmark problem
discussed in these notes exemplifies these difficulties, and the constructive existence
proof presented here contains all the ingredients necessary for the development of a
robust methodology, applicable to other scenarios. These include extensions to FSI
involving 3D incompressible, viscous fluid flows [63], FSI with a nonlinearly elastic
Koiter shell [65], FSI with a multi-layered thin-thick linearly elastic structure [64],
FSI with the Navier-slip condition [66], and FSI with mesh-supported shells [19].

The proof of the existence of a weak solution of Leray type, presented in
these notes, is based on semi-discretizing the continuous, coupled problem in time
as in Rothe’s method, and splitting the semi-discretized problem using the Lie
operator splitting strategy [43]. The problem is split into two sub-problems, one
defined by the structure equation, and one by the fluid equations. The key idea is
to split the coupling conditions in just the right way so that the resulting, semi-
discretized, split problem approximates well the energy exchange between the
fluid and structure at the continuous level. With such a splitting, uniform energy
estimates in time can be obtained to show that the approximate solutions, obtained
for each fixed time step �t , are uniformly bounded in �t . This gives rise to
weakly- and weakly*-convergent subsequences (in the corresponding topologies),
as �t → 0. The goal is to show that the limits of these subsequences satisfy the
weak formulation of the coupled, continuous problem. Since the coupled problem
is nonlinear, a compactness argument needs to be used in order to show strong
convergence of the subsequences, and pass to the limit in the weak formulations
of approximate problems. Passing to the limit in the weak formulations is highly
non-trivial, since each semi-discretized problem is defined on a different fluid
domain. A generalization of the classical Aubin–Lions–Simon compactness result
to problems on moving domains, obtained in [67], is used in these notes to obtain
strongly convergent sub-sequences of approximate functions. This is, however, still
not sufficient to pass to the limit in the weak formulations, since the fluid velocity
test function depend on the fluid domain as well. A “trick” similar to that introduced
by Chambole et al. in [21] is used in these notes to construct “appropriate” test
functions for approximate problems, which converge uniformly in a strong topology
to the test functions of the continuous problem, thereby allowing passage to the limit
in the weak formulations, and proving existence of a weak solution.

The existence result is global in time in the sense that it holds until a possible
contact between the elastic structures. Recently, Grandmont and Hillairet showed
that contact between a rigid bottom of a fluid container, and a viscoelastic beam, is
not possible in finite time [44]. The finite-time contact involving elastic structures
interacting with an incompressible, viscous fluid, as studied in these notes, is still
open. For more details about the state-of-the-art in the literature related to finite time
contact in FSI see [15].

The existence result presented in these lectures was obtained in collaboration
with Prof. Boris Muha of the University of Zagreb in Croatia. The author would
also like to acknowledge PhD student Marija Galić of the University of Zagreb for
her thoughtful contributions, and the PhD students at UC Berkeley, Jeffrey Kuan
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and Mitchell Taylor, for their careful reading of the manuscript and for their useful
comments and suggestions.

2.2 Model Description

To fix ideas, we consider a “benchmark” FSI problem in 2D, which exemplifies
the main difficulties associated with studying this class of FSI problem. The FSI
problem consists of a Koiter shell interacting with the time-dependent 2D flow of a
viscous, incompressible, Newtonian fluid. The fluid domain is a 2D rectangle with
the top and bottom boundary elastic, corresponding to the lateral wall of the 2D
cylinder. The flow is driven by the time-dependent inlet and outlet dynamic pressure
data prescribed at the left and right boundary of the 2D cylinder. The elastodynamics
of the lateral wall is modeled by the cylindrical Koiter shell equations. To simplify
matters, we will be assuming that only the transverse, i.e., radial displacement of
the Koiter shell is different from zero. While this is an assumption that has been
almost exclusively used in the FSI existence results involving thin structures, two
recent manuscripts have allowed all three components of the structure displacement
to be different from zero [19, 66]. This gives rise to significant technical difficulties
related to possible geometric degeneracies of the fluid domain due to the non-zero
tangential displacement, and is the main reason why the existence results in [19, 66]
are not global, namely, they hold until the time when the fluid domain degeneracy
occurs. Resolving these issues is still an open problem.

Since we will be imposing the inlet and outlet data a to be symmetric with respect
to the axis of symmetry of the 2D cylinder, we will be working on the upper half
of the fluid domain and impose the symmetry boundary condition along the axis of
symmetry, which is now serving as the bottom boundary of the fluid domain. Thus,
the reference domain is (0, L) × (0, R) with the lateral (top) boundary given by
(0, L)× {R}. The spatial coordinates will be denoted by:

x = (z, r).

2.2.1 The Structure and Fluid Equations

The Structure Model The lateral wall of the 2D cylinder is assumed elastic and
with small thickness h << 1. The reference configuration of the elastic lateral wall
will be denoted by � (see Fig. 2.1):

� = (0, L)× {R}.

� corresponds to the middle surface of an elastic shell of thickness h.
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Fig. 2.1 A sketch of the fluid
domain and boundary

Under the fluid loading, and possibly some external loading (assumed to be zero
in these notes), the cylinder will deform. We denote by η = η(t, z) the displacement
of the cylinder from the reference configuration �, and use �η(t) to denote the
location of the cylinder lateral boundary at time t .

The elastic properties of the cylinder’s lateral wall will be described by an
operator Le, so that the elastodynamics problem, in Lagrangian formulation, can
be written as:

ρsh∂ttη + Leη = f, on �, t ∈ (0, T ), (2.2.1)

where ρs is the structure density, h is the thin structure thickness, and f is the loading
(force density) driving the motion of the elastic structure. Operator Le is a linear,
continuous, positive-definite, coercive operator on a Hilbert space χ .

Example (Cylindrical Koiter Shell) A cylindrical Koiter shell allowing only radial
component of displacement to be different from zero:

η = ηer ,

where er is the unit vector pointing in the vertical/radial direction of the cylinder �,
can be written in the form (2.2.1). In that case

�η(t) = {(z, r) ∈ R
2 : r = R + η(t, z), z ∈ (0, L)},

and the cylindrical Koiter shell equations in differential form can be written as [62]:

ρsh∂
2
t η + C0η − C1∂

2
z η + C2∂

4
z η = f, (2.2.2)

where

C0 = hE

R2(1 − σ 2)
(1 + h2

12R2 ), C1= h3

6

Eσ

R2(1 − σ 2)
, C2= h3

12

E

1 − σ 2 .
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Here E and σ are the Young’s modulus of elasticity and Poisson ratio, respectively,
describing the elastic properties of the shell, and f is the radial component of the
force density f = f · er . All the constants are assumed to be strictly greater than
zero. We will be considering a clamped Koiter shell:

η(0) = ∂zη(0) = η(L) = ∂zη(L) = 0. (2.2.3)

In this case the space χ = H 2
0 (�), and the operator Le is defined by:

Leη := C0η − C1∂
2
z η + C2∂

4
z η. (2.2.4)

Throughout the rest of the manuscript we will be working with the cylindrical
Koiter shell assuming only radial displacement to be different from zero.

The Fluid Model The fluid flow is modeled by the Navier–Stokes equations for an
incompressible, viscous fluid:

ρf
(
∂tu + (u · ∇)u) = ∇ · σ

∇ · u = 0

}
in �η(t), t ∈ (0, T ), (2.2.5)

where σ is the Cauchy stress tensor, ρf is the fluid density, and u = u(x, t) =
(uz, ur ) is the fluid velocity. We will be working with Newtonian fluids, in which
case

σ = −pI + 2μD(u),

where μ is the dynamic viscosity coefficient, and D(u) = 1
2 (∇u + ∇τu) is the

symmetrized gradient of u.
The equations are defined on a moving domain �η(t), which is defined by

�η(t) = {(z, r) ∈ R
2 : z ∈ (�), r ∈ (0, R + η(t, z)}.

The flow is driven by the inlet and outlet dynamic pressure data, and the inlet and
outlet flow is normal to the inlet and outlet boundary �in = {0}× (0, R) and �out =
{L} × (0, R) (it is symmetric with respect to the axis of symmetry of the cylinder):

p + ρf

2
|u|2 = Pin/out (t),

ur = 0,

}
on �in/out , (2.2.6)

where Pin/out ∈ L2
loc(0,∞) are given. At the bottom boundary �b = � × {0} the

symmetry boundary conditions are prescribed:

ur = ∂ruz = 0, on �b. (2.2.7)
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Notice again that the fluid domain �η(t) is not known a priori, since its location
depends on one of the unknowns in the problem, i.e., the location of the later
boundaryη. In turn, the location of the lateral boundary depends on the fluid loading,
giving rise to a geometric nonlinearity, which presents one of the main difficulties
in studying this coupled fluid-structure interaction problem.

2.2.2 The Coupling

The fluid flow influences the motion of the structure through traction forces, i.e., by
the normal stress exerted onto the structure at �η(t), while the structure influences
the fluid through its inertial and elastic forces associated with the kinetic and poten-
tial energy of the shell. The shell responds to the fluid loading by stretching/recoil
(associated with the change in the metric tensor of �) and by bending (associated
with the change in the curvature tensor of �). Additionally, the fluid and structure
“feel” each other through the coupling of kinematic quantities, namely, the fluid and
structure velocities. We will be assuming that at the fluid-structure interface �η(t)

the fluid and structure velocities satisfy the no-slip condition in the sense that the
trace of the fluid velocity on �η(t) is the same as the velocity of �η(t) itself.

Thus, two coupling conditions, i.e., boundary conditions on �η(t), need to be
prescribed to give rise to a well-defined problem: the kinematic coupling condition
describing the coupling of kinematic quantities, and the dynamic coupling condition
describing the dynamic balance of forces:

∂tη = u|�η(t),

ρSh∂ttη + Leη = Jσn|�η(t),

where n is the unit outward normal to �η(t), and J denotes the Jacobian of the
transformation from Eulerian to Lagrangian coordinates (see (2.2.10)).

In our case, with only radial displacement of the lateral wall different from zero,
we have:

(∂tη(t, z), 0) = u(t, z, R + η(t, z)), (2.2.8)

ρSh∂
2
t η + Leη = −J (σn)|(t,z,R+η(t,z)) · er , (2.2.9)

where Le is given by (2.2.4), and J =
√

1 +
(
∂η
∂z

)2
is the Jacobian of the

transformation from the Eulerian to the Lagrangian coordinates. The Jacobian is
obtained from the balance of forces in integral form, which has to hold for every
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Fig. 2.2 A sketch of the
reference boundary � and
current boundary �η(t)

Borel subset B ⊂ �, and the “corresponding” subset B(t) ⊂ �η(t):

∫
B

(
ρsh∂

2
t η + Leη

)
dz =

∫
B(t)

(σn)|�η(t) · erdS

=
∫
B

(σn)(t, z, R + η(t, z)) · er J dz,

where dS is the surface measure along �η(t), with

dS =
√

1 +
(
∂η

∂z

)2

dz = J dz. (2.2.10)

See Fig. 2.2.
Condition (2.2.8) is the kinematic, and condition (2.2.9) is the dynamic coupling

condition. Condition (2.2.9) assumes zero traction from the external environment.
Generally, the right hand side of (2.2.9) is given by the jump in the traction forces
across the interface.

Equations (2.2.2), (2.2.3), (2.2.5), (2.2.6), (2.2.7), (2.2.8), and (2.2.9) define
a nonlinear moving-boundary problem for the unknown functions u and η. The
problem is supplemented with initial conditions:

u(0, .) = u0, η(0, .) = η0, ∂t η(0, .) = v0. (2.2.11)

We will be assuming that the initial data satisfy the following compatibility
conditions:

u0(z, R + η0(z)) = v0(z)er , z ∈ (�),

η0(0) = η0(L) = v0(0) = v0(L) = 0,
R + η0(z) > 0, z ∈ [0, L].

(2.2.12)

In summary, we study the following nonlinear moving-boundary problem:

Problem 2.1 Find u = (uz(t, z, r), ur (t, z, r)), p(t, z, r), and η(t, z) such that

ρf
(
∂tu + (u · ∇)u) = ∇ · σ

∇ · u = 0

}
in �η(t), t ∈ (0, T ), (2.2.13)
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u|�η(t) = ∂tηer ,
ρsh∂

2
t η + C0η − C1∂

2
z η + C2∂

4
z η = −Jσn|�η(t) · er ,

}
on (0, T )× �,

(2.2.14)

ur = 0,
∂ruz = 0,

}
on (0, T )× �b, (2.2.15)

p + ρf
2 |u|2 = Pin/out (t),

ur = 0,

}
on (0, T )× �in/out , (2.2.16)

η(t, 0) = ∂zη(t, 0) = η(t, L) = ∂zη(t, L) = 0 on (0, T )

u(0, .) = u0,

η(0, .) = η0,

∂tη(0, .) = v0.

⎫⎬
⎭ at t = 0. (2.2.17)

2.2.3 The Energy of the Coupled Problem

We first show that the formulation of the problem is “reasonable” in the sense that
the total energy of the coupled problem is bounded by a constant that depends only
on the data. More precisely, we will show that the kinetic energy of the fluid and
of the structure, and the elastic energy of the structure, plus fluid dissipation, are all
bounded by the L2-norms of the inlet and outlet data, which depend on time. Here,
without loss of generality, we are assuming zero initial data.

Namely, formally we show that the coupled problem (2.2.13)–(2.2.17) satisfies
the following energy inequality:

d

dt
E(t)+D(t) ≤ C(Pin(t), Pout (t)), (2.2.18)

where E(t) denotes the sum of the kinetic energy of the fluid and of the structure,
and the elastic energy of the Koiter shell:

E(t) = ρf

2
‖u‖2

L2(�η(t))
+ ρsh

2
‖∂tη‖2

L2(�)
+ 〈Leη, η〉 , (2.2.19)

where

〈Leη, η〉 := 1

2

(
C0‖η‖2

L2(�)
+ C1‖∂zη‖2

L2(�)
+ C2‖∂2

z η‖2
L2(�)

)
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for the Koiter shell. The term D(t) captures dissipation due to fluid viscosity:

D(t) = μ‖D(u)‖2
L2(�η(t)))

, (2.2.20)

and C(Pin(t), Pout (t))) is a constant which depends only on the inlet and outlet
pressure data, and on time T > 0.

To show that (2.2.18) holds, we first multiply Eq. (2.2.5) by u, integrate over
�η(t), and formally integrate by parts to obtain:

∫
�η(t)

ρf
(
∂tu·u+(u·∇)u·u)+2μ

∫
�η(t)

|Du|2−
∫
∂�η(t)

(−pI+2μD(u))n(t)·u = 0.

To deal with the inertia term we first recall that �η(t) is moving in time and that the
velocity of the lateral boundary is given by u|�η(t). The transport theorem, applied
to the first term on the left hand-side of the above equation, then gives:

∫
�η(t)

∂tu · u = 1

2

d

dt

∫
�η(t)

|u|2 − 1

2

∫
�η(t)

|u|2u · n(t).

The second term on the left hand side can be rewritten by using integration by parts,
and the divergence-free condition, to obtain:

∫
�η(t)

(u · ∇)u · u = 1

2

∫
∂�η(t)

|u|2u · n(t) = 1

2

( ∫
�η(t)

|u|2u · n(t)

−
∫
�in

|u|2uz +
∫
�out

|u|2uz.
)

These two terms added together give

∫
�η(t)

∂tu · u +
∫
�η(t)

(u · ∇)u · u = 1

2

d

dt

∫
�η(t)

|u|2 − 1

2

∫
�in

|u|2uz + 1

2

∫
�out

|u|2uz.
(2.2.21)

To deal with the boundary integral over ∂�η(t), we first notice that on �in/out
the boundary condition (2.2.6) implies ur = 0. Combined with the divergence-free
condition we obtain ∂zuz = −∂rur = 0. Now, using the fact that the normal to
�in/out is n = (∓1, 0) we get:

∫
�in/out

(−pI + 2μD(u))n · u =
∫
�in

Pinuz −
∫
�out

Poutuz. (2.2.22)
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In a similar way, using the symmetry boundary conditions (2.2.7), we get:

∫
�b

(−pI + 2μD(u))n · u = 0.

What is left is to calculate the remaining boundary integral over �η(t). For
this purpose, we consider the Koiter shell equation (2.2.2), multiplied by ∂tη, and
integrated by parts to obtain

∫ L

0
f ∂tη = ρsh

2

d

dt
‖∂tη‖2

L2(�)
+1

2

d

dt

(
C0‖η‖2

L2(�)
+ C1‖∂zη‖2

L2(�)
+ C2‖∂2

z η‖2
L2(�)

)

(2.2.23)

By enforcing the coupling conditions (2.2.9) we obtain

−
∫
�η(t)

σn(t) · u = −
∫ L

0
Jσn · u =

∫ L

0
f ∂tη. (2.2.24)

Finally, by combining (2.2.24) with (2.2.23), and by adding the remaining
contributions to the energy of the FSI problem calculated in Eqs. (2.2.21) and
(2.2.22), one obtains the following energy equality:

ρf

2

d

dt

∫
�η(t)

|u|2 + ρsh

2

d

dt
‖∂tη‖2

L2(�)
+ 2μ

∫
�η(t)

|Du|2

+1

2

d

dt

(
C0‖η‖2

L2(�)
+ C1‖∂zη‖2

L2(�)
+ C2‖∂2

z η‖2
L2(�)

)
(2.2.25)

=
∫
�out

Poutuz −
∫
�in

Pinuz

By using the trace inequality [1] and Korn’s inequality one can estimate:

|Pin/out (t)
∫
�in/out

uz| ≤ C|Pin/out |‖u‖H 1(�η(t)) ≤ C

2ε
|Pin/out |2 + εC

2
‖D(u)‖2

L2(�η(t))
.

By choosing ε such that εC2 ≤ μ we get the energy inequality (2.2.18).

Remark 2.1 Notice that the constant in the trace inequality depends on the fluid
domain, which in our case depends on η. To get an energy estimate in which the
constant is independent of η, one can use Gronwall’s inequality, and obtain the result
above in which the constant C depends on time T .
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2.2.4 The FSI Problem Defined on a Fixed Domain

To prove the existence of weak solutions of the coupled FSI problem we need to first
address the difficulty related to the motion of the fluid domain. One of the difficulties
associated with the motion of the fluid domain is the interpretation of the time
derivative of u when we discretize the problem in time, since the finite difference
approximation of the time derivative (un+1 − un)/�t contains the functions un+1

and un which are defined on two different domains, one corresponding to the time
t = (n+1)�t , and the other corresponding to the time t = n�t . A way to deal with
this issue is to map the family of fluid domains�η(t) onto a fixed (reference) domain
and work on the fixed domain. This, in turn, introduces additional (geometric)
nonlinearities in the equations. Moreover, the resulting problem no longer has a
divergence free fluid velocity given in terms of the divergence operator defined in
physical coordinates. This introduces some difficulties in the proof, as we shall see
later. This is why in a recent approach to proving existence of weak solution to
a nonlinear FSI problem involving mesh-supported shells [18], the authors take a
“hybrid” approach, which has been used in numerical schemes for 40 years. The
approach is based on temporarily mapping un+1 and un onto the Lagrangian (fixed,
reference) domain, calculating the time derivative there, and then mapping the result
to the “current” Eulerian fluid domain�n, and studying the problem on the physical
domain �n.

In the present lecture notes we will map the entire problem onto the fixed domain
�, and show how to deal with the difficulties associated with the divergence free
condition, and additional nonlinearities associated with the fluid domain motion.

To map the moving domains�η(t) onto a fixed domain� we introduce a family
of mappingsAη, also known as the Arbitrary Lagrangian Eulerian (ALE) mappings,
parameterized by η:

Aη(t) : � → �η(t), Aη(t)(̃z, r̃) :=
(

z̃

(R + η(t, z̃))̃r

)
, (̃z, r̃) ∈ �,

(2.2.26)

where (̃z, r̃) denote the coordinates in the reference domain � = � × (0, R).
Mapping Aη(t) is a bijection (assuming R + η(z, t) > 0), and its Jacobian is
given by

JAη(t) = |det∇Aη(t)| = |R + η(t, z̃)|. (2.2.27)

Composite functions with the ALE mapping will be denoted by

uη(t, .) = u(t, .) ◦ Aη(t) and pη(t, .) = p(t, .) ◦ Aη(t). (2.2.28)
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The derivatives of composite functions satisfy:

∂tu = ∂tuη − (wη · ∇η)uη, ∇u = ∇ηuη,

where the ALE domain velocity, wη, and the transformed gradient, ∇η, are given
by:

wη = ∂t η̃rer , ∇η =
⎛
⎜⎝
∂̃z − r̃

∂zη

R + η
∂̃r

1

R + η
∂̃r

⎞
⎟⎠ . (2.2.29)

Note that

∇ηv = ∇v(∇Aη)−1. (2.2.30)

The following notation will also be useful:

ση = −pηI + 2μDη(uη), Dη(uη) = 1

2
(∇ηuη + (∇η)τuη).

Remark 2.2 Since our problem is in 2D and allowing only radial displacement to
be different from zero, the ALE mapping was easy to construct explicitly. This
is, in general, not the case, and various mappings based on elliptic extensions of
the boundary data to the fluid domain, may be designed to deal with this issue.
For example, often times in numerical solvers the ALE mapping is defined by the
harmonic extension of the boundary data onto the fluid domain, i.e., as a solution to
the following elliptic problem:

�Aη(t) = 0 on �,
Aη(t) = η(t) on �,
Aη(t) = 0 on ∂� \ �,

calculated at every time step t = tn. Special care needs to be used when designing
ALE mappings so that the resulting semi-discretized scheme satisfies the so called
(approximate) geometric conservation law [36], which is associated with the
stability of the scheme.

Problem in ALE Framework: Fixed Domain Thus, the FSI problem (2.2.13)–
(2.2.17) in ALE framework, defined on the reference domain �, is given by the
following: Find u(t, z̃, r̃), p(t, z̃, r̃) and η(t, z̃) such that

ρf
(
∂tu + ((u − wη) · ∇η)u

) = ∇η · σ η,
∇η · u = 0,

}
in (0, T )×�, (2.2.31)
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ur = 0,
∂ruz = 0

}
on (0, T )× �b, (2.2.32)

p + ρf
2 |u|2 = Pin/out (t),

ur = 0,

}
on (0, T )× �in/out , (2.2.33)

u = ∂tηer ,
ρsh∂ttη + C0η − C1∂

2
z η + C2∂

4
z η = −Jσn · er

}
on (0, T )× �, (2.2.34)

u(0, .) = u0, η(0, .) = η0, v(0, .) = v0, at t = 0. (2.2.35)

Here, we have dropped the superscript η in uη for easier reading.

Remark 2.3 Since the ALE mapping depends on displacement η, the regularity of
the ALE mapping depends on the regularity of η. As we shall see later, to prove the
existence of a weak solution to the FSI problem, we will have to assume a certain
regularity of the ALE mapping, which will be justified a posteriori at the end of the
proof, by showing that the resulting solution has the displacement η with sufficient
regularity to justify the assumption on the regularity of the ALE mapping.

2.3 Definition of Weak Solutions

We present two weak formulations: one for the problem defined on the family of
moving domains �η(t), and one for the problem defined on the fixed, reference
domain �. Both will be used in the existence proof, presented below. The energy
estimate presented above in (2.2.18) motivates the weak solution spaces, as we show
next.

2.3.1 Moving Domain Formulation

2.3.1.1 Notation and Function Spaces

To define weak solutions of our moving-boundary problem, the following notation
will be useful. First, we introduce the bilinear form associated with the elastic energy
of the (clamped) Koiter shell:

aS(η,ψ) := 〈Leη, ψ〉 =
∫
�

(
C0ηψ + C1∂zη∂zψ + C2∂

2
z η∂

2
z ψ
)
, (2.3.1)
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and the linear functional which associates the inlet and outlet dynamic pressure
boundary data to a test function v = (vz, vr ) in the following way:

〈F(t), v〉�in/out = Pin(t)

∫
�in

vz − Pout (t)

∫
�out

vz.

To define a weak solution to problem (2.2.13)–(2.2.17) we introduce the follow-
ing function spaces:

Vη
F (t) = {u = (uz, ur ) ∈ H 1(�η(t))2 : ∇ · u = 0,

uz = 0 on �η(t), ur = 0 on �η(t) \ �η(t)}, (2.3.2)

which is the functions space associated with the fluid velocity, and

VS = H 2
0 (�), (2.3.3)

which is the function space of weak solutions for the Koiter shell. Here H 1(�η(t))

is defined by:

H 1(�η(t)) = {u : �η(t) → R
2 | u = ũ ◦ (Aη)−1, ũ ∈ (H 1(�))2}.

Motivated by the energy inequality we also define the corresponding evolution
spaces for the fluid and structure sub-problems, respectively:

Wη
F (0, T ) = L∞(0, T ; (L2(�η(t))2) ∩ L2(0, T ;Vη

F (t)) (2.3.4)

WS(0, T ) = W 1,∞(0, T ;L2(�)) ∩H 1(0, T ;VS). (2.3.5)

Using these spaces we can define the solution space for the coupled fluid-structure
interaction problem, which also includes the kinematic coupling condition:

W(0, T ) = {(u, η) ∈ ∪η∈WS(0,T )Wη
F (0, T )× {η} : u(t, z, R + η(t, z)) = ∂tηer}.

(2.3.6)

The corresponding test spaces for each η will be denoted by

Qη(0, T ) = {(q, ψ) ∈ C1
c ([0, T );Vη

F × VS) : q(t, z, R + η(t, z)) = ψ(t, z)er }.
(2.3.7)

2.3.1.2 Weak Solution: Moving Domain Formulation

We are now in a position to define weak solutions of our moving-boundary problem,
defined on the moving domain �η(t).
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Definition 2.1 We say that (u, η) ∈ W(0, T ) is a weak solution of problem
(2.2.13)–(2.2.17) if for every (q, ψ) ∈ Qη(0, T ) the following equality holds:

−ρf
∫ T

0

(∫
�η(t)

u · ∂tq dx + 1

2

∫
�η(t)

(u · ∇)u · q dx − 1

2

∫
�η(t)

(u · ∇)q · u dx
)
dt

+2μ
∫ T

0

∫
�η(t)

D(u) : D(q)dxdt

−ρf

2

∫ T

0

∫
�
(∂tη)

2ψ dzdt − ρsh

∫ T

0

∫
�
∂t η∂tψ dzdt +

∫ T

0
aS(η,ψ) dt

=
∫ T

0
〈F(t),q〉�in/out dt + ρf

∫
�η0

u0 · q(0)dx + ρsh

∫
�
v0ψ(0)dz.

(2.3.8)

Equation (2.3.8) is a consequence of integration by parts, and the following
equalities which hold for smooth functions:

∫
�η(t)

(u · ∇)u · q = 1

2

∫
�η(t)

(u · ∇)u · q − 1

2

∫
�η(t)

(u · ∇)q · u

+1

2

∫
�

(∂tη)
2ψ ± 1

2

∫
�out/in

|ur |2vr ,

∫ T

0

∫
�η(t)

∂tu · q = −
∫ T

0

∫
�η(t)

u · ∂tq −
∫
�η0

u0 · q(0)−
∫ T

0

∫
�

(∂tη)
2ψ.

Remark 2.4 Notice how due to the motion of the fluid domain, we get an extra
integral over � coming from fluid advection, and accounting for the fluid domain
boundary motion via the trace of the fluid velocity, which is equal to the velocity of
the domain boundary due to the no-slip condition. This is an important term, which
in the derivation of the energy estimate (2.2.18) cancels out the “bad”, cubic term,
coming from the application of the transport theorem to the kinetic energy term.
Therefore, the presence of the nonlinear fluid advection term in the Navier–Stokes
equations is crucial in obtaining the energy estimate (2.2.18) for fluid-structure
interaction problems on moving domains.

2.3.2 Fixed Domain Formulation

2.3.2.1 Notation and Function Spaces

To define weak solutions on the fixed domain � we use the ALE mappings Aη(t)

defined in (2.2.26) to map the problem onto � via the inverse of Aη(t), and work
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with the transformed functions, defined in (2.2.28). The first thing to notice is that
the transformed fluid velocity uη is not divergence-free anymore, i.e., ∇ · uη � 0.
Rather, it satisfies the transformed divergence-free condition ∇η ·uη = 0. Therefore,
we need to redefine the function spaces for the fluid velocity by introducing

Ṽη

F = {uη = (uηz , u
η
r ) ∈ (H 1(�))2 : ∇η · uη = 0, uηz = 0 on �, uηr = 0 on � \�}.

The function spaces W̃η

F (0, T ) and W̃(0, T ) are defined the same way as before,
but with Ṽη

F instead Vη
F (t). More precisely:

W̃η

F (0, T ) = L∞(0, T ; (L2(�))2 ∩ L2(0, T ; Ṽη

F (t)), (2.3.9)

W̃(0, T ) = {(uη, η) ∈ ∪η∈WS(0,T )W̃η

F (0, T )× {η} : uη(t, z, R) = ∂tη(t, z)er}.
(2.3.10)

The corresponding test spaces are defined by

Q̃η(0, T ) = {(q, ψ) ∈ C1
c ([0, T ); Ṽη

F×VS) : q(t, z, R) = ψ(t, z)er }. (2.3.11)

The weak formulation on the fixed domain is defined next.

2.3.2.2 Weak Solution: Fixed Domain Formulation

To obtain the weak formulation on the fixed domain we begin by transforming
the first integral on the left hand-side of (2.3.8) in Definition 2.1, describing the
fluid kinetic energy. Namely, by recalling the definition of the Jacobian of the ALE
transformation (2.2.27), which is equal to R + η, we formally calculate:

−
∫
�η(t)

uη·∂tqdx = −
∫
�

uη ·(∂tq−(wη·∇η)q)(R+η)dx̃ = −
∫
�

(R+η)uη·∂tqdx̃

+1

2

∫
�

(R + η)(wη · ∇η)q · uηdx̃ + 1

2

∫
�

(R + η)(wη · ∇η)q · uηdx̃.

In the last integral on the right hand-side we use the definition of wη and of ∇η,
given in (2.2.29), to obtain

∫
�

(R + η)(wη · ∇η)q · uηdx̃ =
∫
�

∂tη r̃ ∂̃rq · uηdx̃.
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Using integration by parts with respect to r , and keeping in mind that η does not
depend on r , we obtain

−
∫
�η(t)

uη · ∂tq = −
∫
�

(R + η)uη · ∂tq + 1

2

∫
�

(R + η)(wη · ∇η)q · uη

−1

2

∫
�

(R + η)(wη · ∇η)uη · q − 1

2

∫
�

∂tηuη · q + 1

2

∫ L

0
(∂tη)

2ψ,

By using this calculation and the definition of weak solutions Definition 2.1, the
following weak formulation on fixed domain follows.

Definition 2.2 We say that (u, η) ∈ W̃(0, T ) is a weak solution of problem
(2.2.31)–(2.2.35) defined on the reference domain�, if for every (q, ψ) ∈ Q̃η(0, T )
the following equality holds:

−ρf
∫ T

0

∫
�

(R + η)u · ∂tqdx̃dt + ρf

2

∫ T

0

∫
�

(R + η)
(
((u − wη) · ∇η)u · q

−((u − wη) · ∇η)q · u
))
dx̃dt−ρf

2

∫ T

0

∫
�

(∂tη)u · qdx̃dt

+2μ
∫ T

0

∫
�

(R + η)Dη(u) : Dη(q)dx̃dt−ρsh
∫ T

0

∫
�

∂tη∂tψdzdt +
∫ T

0
aS(η,ψ)dt

= R

∫ T

0

(
Pin(t)

∫ R

0
(qz)|z=0dr − Pout(t)

∫ R

0
(qz)|z=Ldr

)
dt

+ρf
∫
�η0

u0 · q(0)dx̃ + ρsh

∫
�

v0ψ(0)dz.

(2.3.12)

2.4 The Lie Operator Splitting

To find a weak solution to the coupled FSI problem we first construct approximate
solutions by semi-discretizing the problem, written as a first-order system, in time.
This is sometimes called the Rothe’s method. While discretizing the problem in
time, we also separate the fluid from structure sub-problems using a Lie operator
splitting strategy [43]. Existence of weak solutions is obtained by showing that
there exist sub-sequences of those approximate solutions, which converge to a weak
solution as the time-discretization step goes to zero.

2.4.1 General Definition of the Splitting Scheme

The Lie splitting, also known as the Marchuk–Yanenko splitting scheme, can be
summarized as follows. Let N ∈ N, �t = T/N and tn = n�t . Consider the
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following initial-value problem:

dφ

dt
+ Aφ = 0 in (0, T ), φ(0) = φ0,

where A is an operator defined on a Hilbert space, and A can be written as A =
A1 + A2. Set φ0 = φ0, and, for n = 0, . . . , N − 1 and i = 1, 2, compute φn+ i

2 by
solving

d

dt
φi + Aiφi = 0

φi(tn) = φn+ i−1
2

⎫⎬
⎭ in (tn, tn+1),

and then set φn+ i
2 = φi(tn+1), for i = 1, 2. It can be shown that this method is at

least
√
�t-accurate in time, see e.g., [43].

We apply this splitting to out coupled FSI problem (2.2.31)–(2.2.35) by first
rewriting the problem as a first-order system in time. Then, operators A1 and A2
are defined to correspond to a structure sub-problem and a fluid sub-problem,
respectively. The solution of the structure sub-problem will be used as the initial
data for the fluid sub-problem, and the solution of the fluid sub-problem will be
used as the initial data for the structure sub-problem at the next time step. No sub-
iterations between the fluid and structure sub-problems are needed. In this splitting,
the fluid and structure communicate only via the initial data. The trick is to define the
structure and fluid sub-problems in such a way that the resulting scheme converges
to a weak solution of the coupled FSI. This is highly non-trivial, and will require
some physical intuition to motivate the splitting, as we explain below.

2.4.2 The Coupled Problem in First-Order Form

To apply the Lie splitting strategy we must first write the coupled FSI problem as a
first-order system in time. For this purpose we introduce a new variable: the structure
velocity

v = ∂tη = ∂tηer .

Now, the coupled FSI problem in first-order form reads:

ρf ∂tu = ρf (u · ∇)u + ∇ · σ ,with contraint ∇ · u = 0 in �η(t), t ∈ (0, T ),

∂tη = u|�η(t)

ρSh∂tv = −Leη + σn|�η(t)

∂tη = v

⎫⎪⎬
⎪⎭ on �, t ∈ (0, T ). (2.4.1)
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Problem in First-Order Form: Fixed Domain The initial-boundary value prob-
lem defined on the fixed domain, in first-order form reads: Find u(t, z̃, r̃), p(t, z̃, r̃),
η(t, z̃), and v(t, z̃) such that

ρf
(
∂tu + ((u − wη) · ∇η)u

) = ∇η · ση,
∇η · u = 0,

}
in (0, T )×�, (2.4.2)

ur = 0,
∂ruz = 0

}
on (0, T )× �b, (2.4.3)

p + ρf
2 |u|2 = Pin/out (t),

ur = 0,

}
on (0, T )× �in/out , (2.4.4)

u = ver ,
∂t η = v,

ρsh∂tv + C0η − C1∂
2
z η + C2∂

4
z η = −Jσn · er

⎫⎬
⎭ on (0, T )× �, (2.4.5)

u(0, .) = u0, η(0, .) = η0, v(0, .) = v0, at t = 0. (2.4.6)

2.4.3 The Splitting and the Added Mass Effect

There are many different ways to split the coupled problem (2.4.2)–(2.4.6). Perhaps
the “obvious” way would be to keep the kinematic coupling condition, i.e., the
no-slip condition, together with the fluid sub-problem and solve the Navier–Stokes
equations on the ‘current” domain with the Dirichlet condition for the fluid velocity
describing no-slip. Then calculate the trace of the normal stress σn on the boundary
� from the just calculated fluid velocity, and use it to load the structure. In this
splitting, the kinematic coupling condition would be associated with the fluid
sub-problem, and the entire dynamic coupling condition would be considered as
the structure sub-problem. This splitting is known in numerical methods as the
Dirichlet–Neumann scheme, since it uses Dirichlet data for the fluid sub-problem,
and then takes the solution of the fluid sub-problem to calculate the trace of the
normal stress on the boundary, which is the Neumann data, to load the structure.
The operator which maps the boundary trace of the solution of the Dirichlet problem
to the corresponding Neumann boundary data is called the Dirichlet–Neumann
operator. The splitting described above is the Dirichlet–Neumann splitting.

Although this splitting may seem reasonable, it is now well-known that it suffers
from stability issues in numerical “loosely-coupled schemes”, namely, in partitioned
schemes in which there are no sub-iterations between the fluid and structure sub-
problems. This is especially the case when the fluid and structure have comparable
densities and are particularly sensitive to the so called added mass effect [20]. In
the Dirichlet–Neumann splitting, the structure velocity from the previous time step
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n is used as the no-slip condition in the fluid sub-problem at the next time step,
n+1, giving the fluid normal stress at n+1 which, in turn, depends on the structure
velocity from the time step n. When this normal stress is used to load the structure at
time n+1, the resulting scheme for the structure displacement is explicit: it consists
of the structure inertia term and the elastic energy terms expressed at time n+1, and
the loading term coming from the fluid, which depends on the structure velocity at
time n via the Dirichlet–Neumann operator. This loading term incorporates the fluid
inertia (in which the fluid velocity at the interface is substituted by the structure
velocity at time n), and acts as an extra mass term (added mass) in the structure
subproblem. This added mass term accounts for the fact that the structure immersed
in the fluid needs to displace the surrounding fluid around it as it moves, thereby
increasing its inertia due to the fluid added mass. It was shown in [20] that the
resulting scheme is unconditionally unstable for problems in which the fluid and
structure densities are comparable. The Dirichlet–Neumann approach introduces
poor approximation of the energy exchange between the fluid and structure in the
coupled problem, and without sub-iterations to correct for this problem, the resulting
scheme is unstable. By keeping the fluid and structure inertia tied together implicitly,
this problem is avoided. This is why we designed a Lie splitting in which the
fluid and structure inertia are tied implicitly. More precisely, we split the structure
equation into two parts: the part that incorporates fluid information, and the part that
incorporates only structure information:

ρsh∂t v + Leη︸︷︷︸
Structure

= −Jσn|�η(t) · er︸ ︷︷ ︸
F luid

∂t η = v︸︷︷︸
Structure

∂tv · er = u|�η(t)︸ ︷︷ ︸
F luid

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

on (0, T )× �.

Here we used the notation u|�η(t) to denote the composite function with the ALE
mapping Aη(t):

u|�η(t) := u ◦ Aη(t) = u(t, R + η(z, t), z), z ∈ �.

The part that incorporates fluid information with be used as the boundary condition
in the fluid sub-problem, and the part that incorporates structure information will
define the structure sub-problem. As dictated by the Lie operator splitting, the
first-order derivatives on the left hand-side will contribute to both the fluid and
structure sub-problems. More precisely, the following is the splitting of the coupling
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conditions that will enter definitions of the operators A1 (structure) and A2 (fluid)
in the Lie splitting:

The Structure Sub-Problem (Operator A1)

ρsh∂t v + Leη = 0
∂tη = v

}
which implies ∂ttη + Leη = 0 on (0, T )× �,

which will be solved with the initial data for the structure velocity ∂tη = v given by
the trace of the fluid velocity u|�η(t) · er on � obtained from the previous time step.

The Fluid Sub-Problem (OperatorA2)
The fluid sub-problem consists of solving the Navier–Stokes equations with the
boundary condition on the moving boundary given by

{
ρsh∂t v = −Jσn|�η(t) · er
u|�η(t) = ver

}
or

{
ρsh∂tur |�η(t) = −Jσn|�η(t) · er

ul |�η(t) = 0

}
.

Notice that instead of the Dirichlet boundary condition for the Navier–Stokes
equations, we now have a Robin-type boundary condition. The boundary condition
incorporates the structure inertia term ρsh∂tur |�η(t) (which is equal to ρsh∂tv),
which will be evaluated at time n + 1. This will lead to an implicit scheme in the
structure subproblem where the fluid loading via the fluid normal stress on �, will
have the information from the time step n+ 1, and will be implicitly tied to the rest
of the structure problem.

We make this operator splitting strategy precise in the next section.

2.4.4 The Splitting in Semi-Discretized Form

We define the Lie operator splitting for the problem defined on the fixed domain�,
and use the Backward Euler scheme to approximate the time derivatives in the fluid
and structure sub-problems.

Let �t denote the time step and N ∈ N the number of time sub-intervals, so that

(0, T ) = ∪N−1
n=0 (t

n, tn+1), tn = n�t, n = 0, . . . , N − 1.

For every subdivision containing N ∈ N sub-intervals, we recursively define the
vector of unknown approximate solutions

X
n+ i

2
N =

⎛
⎜⎜⎝

u
n+ i

2
N

v
n+ i

2
N

η
n+ i

2
N

⎞
⎟⎟⎠ , n = 0, 1, . . . , N − 1, i = 1, 2, (2.4.7)
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where i = 1, 2 denotes the solution of sub-problem A1 or A2, respectively. The
initial condition will be denoted by

X0 =
⎛
⎝u0

v0

η0

⎞
⎠ .

As hinted earlier, the semi-discretization and the splitting of the problem will be
performed in such a way that the discrete version of the energy inequality (2.2.18) is
preserved at every time step. This is a crucial ingredient for the existence proof. For
this purpose, we define the semi-discrete versions of the kinetic and elastic energy,
defined in (2.2.19), and of dissipation, defined in (2.2.20), as follows:

E
n+ i

2
N = 1

2

(
ρf

∫
�

(R + ηnN)|u
n+ i

2
N |2 + ρsh‖vn+

i
2

N ‖2
L2(�)

+C0‖ηn+
i
2

N ‖2
L2(�)

+ C1‖∂zηn+
i
2

N ‖2
L2(�)

+ C2‖∂2
z η

n+ i
2

N ‖2
L2(�)

)
,

(2.4.8)

Dn+1
N = �tμ

∫
�

(R + ηnN)|DηnN (un+1
N )|2, n = 0, . . . , N − 1, i = 0, 1.

(2.4.9)

Throughout the rest of this section, we fix the time step �t , i.e., we keep N ∈
N fixed, and study the semi-discretized sub-problems defined by the Lie splitting.

To simplify notation, we will omit the subscript N and write (un+ i
2 , vn+ i

2 , ηn+ i
2 )

instead of (u
n+ i

2
N , v

n+ i
2

N , η
n+ i

2
N ).

2.4.4.1 Operator A1: The Structure Sub-Problem

In this step u does not change, and so

un+
1
2 = un.

We define (vn+ 1
2 , ηn+ 1

2 ) ∈ H 2
0 (�)×H 2

0 (�) as a solution of the following problem,
written in weak form:

∫
�

ηn+ 1
2 − ηn

�t
φdz =

∫
�

vn+
1
2φdz, φ ∈ L2(�),

ρsh

∫
�

vn+ 1
2 − vn

�t
ψdz + aS(η

n+ 1
2 , ψ) = 0, ψ ∈ H 2

0 (�).

(2.4.10)
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The first equation is a weak form of the semi-discretized kinematic coupling
condition, while the second equation corresponds to a weak form of the semi-
discretized elastodynamics equation with zero forcing on the right hand-side.

Proposition 2.1 For each fixed �t > 0, problem (2.4.10) has a unique solution

(vn+ 1
2 , ηn+ 1

2 ) ∈ H 2
0 (�)×H 2

0 (�).

Proof The proof is a direct consequence of the Lax–Milgram lemma applied to the
weak form

∫ L

0
ηn+

1
2ψdz + (�t)2aS(η

n+ 1
2 , ψ) =

∫ L

0

(
�tvn + ηn

)
ψdz, ψ ∈ H 2

0 (�),

which is obtained after eliminating vn+ 1
2 in the second equation by using the

kinematic coupling condition given by the first equation.

Proposition 2.2 For each fixed �t > 0, solution of problem (2.4.10) satisfies the
following discrete energy equality:

E
n+ 1

2
N + 1

2

(
ρsh‖vn+ 1

2 − vn‖2 + C0‖ηn+ 1
2 − ηn‖2

+C1‖∂z(ηn+ 1
2 − ηn)‖2 + C2‖∂2

z (η
n+ 1

2 − ηn)‖2) = EnN,

(2.4.11)

where the kinetic energy EnN is defined in (2.4.8).

Proof From the first equation in (2.4.10) we immediately get

vn+
1
2 = ηn+ 1

2 − ηn

�t
∈ H 2

0 (�).

Therefore we can take vn+ 1
2 as a test function in the second equation in (2.4.10). We

replace the test functionψ by vn+ 1
2 in the first term on the left hand-side, and replace

ψ by (ηn+ 1
2 − ηn)/�t in the bilinear form aS . We then use the algebraic identity

(a − b) · a = 1
2 (|a|2 + |a − b|2 − |b|2) to deal with the terms (vn+1/2 − vn)vn+1/2

and (ηn+1/2 − ηn)ηn+1/2. After multiplying the entire equation by �t , the second
equation in (2.4.10) can be written as:

ρsh(‖vn+ 1
2 ‖2 + ‖vn+ 1

2 − vn‖2)+ aS(η
n+ 1

2 , ηn+
1
2 )+ aS(η

n+ 1
2 − ηn, ηn+

1
2 − ηn)

= ρsh‖vn‖2 + aS(η
n, ηn).

We then recall that un+ 1
2 = un in this sub-problem, and so we can add ρf

∫
�(1 +

ηn)un+1/2 on the left hand-side, and ρf
∫
�
(1 + ηn)un on the right hand-side of the

equation, to obtain exactly the energy equality (2.4.11).
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2.4.4.2 Operator A2: The Fluid Sub-Problem

In this step η does not change, and so

ηn+1 = ηn+
1
2 .

To define the weak formulation for the fluid sub-problem, we introduce the
following function spaces:

(Ṽη

F )
n+1
N = {(un+1, vn+1) ∈ Ṽηn

F × L2(�) : un+1
|� = vn+1er},

(Q̃η)n+1
N = {(q, ψ) ∈ Ṽηn

F ×H 2
0 (�) : q|� = ψer }.

(2.4.12)

The weak formulation for the fluid sub-problem is then given by: find

(un+1, vn+1) ∈ (Ṽη

F )
n+1
N such that ∀(q, ψ) ∈ (Q̃η)n+1

N the following holds:

ρf

∫
�

(R + ηn)

(
un+1 − un+ 1

2

�t
· q + 1

2

[
(un − vn+

1
2 rer ) · ∇ηn

]
un+1 · q

−1

2

[
(un − vn+

1
2 rer ) · ∇ηn

]
q · un+1

)
dx̃ + ρf

2

∫
�

vn+
1
2 un+1 · qdx̃

+2μ
∫
�

(R + ηn)Dηn(u) : Dηn(q)dx̃+ρsh
∫
�

vn+1 − vn+ 1
2

�t
ψdz

= R
(
Pnin

∫ R

0
(qz)|z=0dr − Pnout

∫ R

0
(qz)|z=Ldr

)
,

with ∇ηn · un+1 = 0,
(2.4.13)

where Pnin/out = 1

�t

∫ (n+1)�t

n�t

Pin/out (t)dt .

Proposition 2.3 Let �t > 0, and assume that ηn are such that R + ηn ≥ Rmin >

0, n = 0, . . . , N . Then, the fluid sub-problem defined by (2.4.13) has a unique weak
solution (un+1, vn+1) ∈ (Q̃η)n+1

N .

Proof The proof is again a consequence of the Lax–Milgram lemma. More
precisely, for (u, v), (q, ψ) ∈ (Q̃η)n+1

N define the bilinear form associated with
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problem (2.4.13):

B((u, v), (q, ψ)) := ρf

∫
�

(R + ηn)

(
u · q + �t

2

[
(un − vn+

1
2 rer ) · ∇ηn

]
u · q

− �t

2

[
(un − vn+

1
2 rer ) · ∇ηn

]
q · u

)

+ �t
ρf

2

∫
�

vn+
1
2 u · q +�t2μ

∫
�

(R + ηn)Dηn(u) : Dηn(q)

+ ρsh

∫
�

vψ.

We need to prove that this bilinear form B is coercive and continuous on (Q̃η)n+1
N .

To see that B is coercive, we write

B((u, v), (u, v)) = ρf

∫
�
(R+ηn+�t

2
vn+ 1

2 )|u|2+ρsh
∫
�
v2+�t2μ

∫
�
(R+ηn)|Dηn (u)|2.

Coercivity follows immediately after recalling that ηn are such thatR+ηn ≥ Rmin >

0, which implies that R + ηn + �t
2 v

n+ 1
2 = R + 1

2 (η
n + ηn+ 1

2 ) ≥ Rmin > 0.
Before we prove continuity of B, notice that from (2.2.29) we have:

‖∇ηnu‖L2(�) ≤ C‖ηn‖H 2(�)‖u‖H 1(�).

Therefore, by applying the generalized Hölder inequality and the continuity of the
embedding of H 1 into L4, we obtain

B((u, v), (q, ψ)) ≤ C
(
ρf ‖u‖L2(�)‖q‖L2(�) + ρsh‖v‖L2(�)‖ψ‖L2(�)

+�t‖ηn‖H 2(�)(‖un‖H 1(�) + ‖vn+ 1
2 ‖H 1(�))‖u‖H 1(�)‖q‖H 1(�)

+ �tμ‖ηn‖2
H 2(�)

‖u‖H 1(�)‖q‖H 1(�)

)
.

This shows that B is continuous. The Lax–Milgram lemma now implies the
existence of a unique solution (un+1, vn+1) of problem (2.4.13).

Proposition 2.4 For each fixed �t > 0, solution of problem (2.4.13) satisfies the
following discrete energy inequality:

En+1
N + ρf

2

∫
�

(R + ηn)|un+1 − un|2 + ρsh

2
‖vn+1 − vn+

1
2 ‖2
L2(�)

+Dn+1
N ≤ E

n+ 1
2

N + C�t((Pnin)
2 + (P nout )

2),

(2.4.14)

where the kinetic energy EnN and dissipation Dn
N are defined in (2.4.8) and (2.4.9),

and the constant C depends only on the parameters in the problem, and not on �t
(or N).
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Proof We begin by focusing on the weak formulation (2.4.13) in which we replace
the test functions q by un+1 and ψ by vn+1. We multiply the resulting equation by
�t , and notice that the first term on the right hand-side is given by

ρf

2

∫
�

(R + ηn)|un+1|2.

This is the term that contributes to the discrete kinetic energy at the time step n+ 1,
but it does not have the correct form, since the discrete kinetic energy at n + 1 is
given in terms of the structure location at n + 1, and not at n, namely, the discrete
kinetic energy at n+ 1 is:

ρf

2

∫
�

(R + ηn+1)|un+1|2.

To get around this difficulty it is crucial that the advection term is present in the fluid
sub-problem. The advection term is responsible for the presence of the integral

ρf

2

∫
�

�tvn+
1
2 |un+1|2

which can be re-written by noticing that �tvn+ 1
2 := (ηn+1/2 − ηn) which is equal

to (ηn+1 − ηn) since, in this sub-problem ηn+1 = ηn+1/2. This implies

ρf

2

( ∫
�

(R + ηn)|un+1|2 +�tvn+
1
2 |un+1|2

)
= ρf

2

∫
�

(R + ηn+1)|un+1|2.

Thus, these two terms combined provide the discrete kinetic energy at the time
step n + 1. It is interesting to notice how the nonlinearity of the coupling at the
deformed boundary requires the presence of nonlinear advection in order for the
discrete kinetic energy of the fluid sub-problem to be bounded and decreasing in
time.

To complete the proof one simply uses the algebraic identity (a−b)·a = 1
2 (|a|2+

|a − b|2 − |b|2) in the same way as in the proof of Proposition 2.2.

2.4.5 Uniform Energy Estimates for the Coupled
Semi-Discretized Problem

To get the uniform energy estimates for the coupled, semi-discretized problem, we
first define the weak form of the problem. For this purpose, we will be using the
function spaces defined in (2.4.12). The weak form of the semi-discretized coupled

problem on a fixed domain is given by the following: find (un+1, vn+1) ∈ (Ṽη

F )
n+1
N
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and (vn+ 1
2 , ηn+ 1

2 ) ∈ H 2
0 (�)×H 2

0 (�) such that

ρf

∫
�
(R + ηnN)

un+1
N

− un
N

�t
· q+�f

2

∫
�
(R + ηnN )

( [
(unN − v

n+1/2
N

rer ) · ∇ηnN
]

un+1
N

· q

−
[
(unN − v

n+1/2
N rer ) · ∇ηnN

]
q · un+1

N

)

+ρf

2

∫
�
v
n+1/2
N

un+1
N

· q + 2μ
∫
�
(R + ηnN)D

ηnN (un+1
N

) : Dη
n
N (q)

+ρsh
∫
�

vn+1
N − vnN

�t
ψ + ae(η

n+1
N

,ψ) = Fn(q),
∫
�

ηn+1
N − ηnN

�t
ψ =

∫
�
v
n+1/2
N

ψ, ∀(q,ψ) ∈ QnN ,
(2.4.15)

with ∇ηnN · un+1
N = 0,

and

Fn(q):= R
(
Pnin

∫
�in

(qz)|�in − Pnout

∫
�out

(qz)|�out
)
,

where Pnin/out denote the piecewise constant approximations of Pin/out (t).

Recall that un+1
N is defined via the ALE mapping associated with the “previous”

(known) domain �η
n
N .

The uniform energy estimates for the coupled problem are obtained by combin-
ing the energy estimates for the fluid and structure sub-problems, discussed above.

Lemma 2.1 (Uniform Energy Estimates) Let �t > 0 and N = T/�t > 0.

Furthermore, let E
n+ 1

2
N ,En+1

N , and Dj
N be the kinetic energy and dissipation given

by (2.4.8) and (2.4.9), respectively.
There exists a constant C > 0 independent of �t (and N), which depends only

on the parameters in the problem, on the kinetic energy of the initial dataE0, and on
the energy norm of the inlet and outlet data ‖Pin/out‖2

L2(0,T )
, such that the following

estimates hold:

1. Kinetic and elastic energy estimate: E
n+ 1

2
N ≤ C,En+1

N ≤ C, n = 0, . . . , N − 1;

2. Viscous fluid dissipation estimate:
∑N

j=1 D
j
N ≤ C;

3. Numerical dissipation estimates:

N−1∑
n=0

(∫
�
(R + ηn)|un+1 − un|2 + ‖vn+1 − vn+ 1

2 ‖2
L2(�)

+ ‖vn+ 1
2 − vn‖2

L2(�)

)
≤ C

N−1∑
n=0

(
C0‖ηn+1 − ηn‖2

L2(�)
+ C1‖∂z(ηn+1 − ηn)‖2

L2(�)
+ C2‖∂2

z (η
n+1 − ηn)‖2

L2(�)

)
≤ C.
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In fact, C = E0 + C̃
(
‖Pin‖2

L2(0,T )
+ ‖Pout‖2

L2(0,T )

)
, where C̃ is the constant from

(2.4.14), which depends only on the parameters in the problem and T.

Proof We begin by adding the energy estimates (2.4.11) and (2.4.14) to obtain

En+1
N +Dn+1

N + 1

2

(
ρf

∫
�

(R + ηn)|un+1 − un|2 + ρsh‖vn+1 − vn+
1
2 ‖2
L2(�)

+

+ρsh‖vn+ 1
2 − vn‖2

L2(�)
+ C0‖ηn+ 1

2 − ηn‖2
L2(�)

+ C1‖∂z(ηn+ 1
2 − ηn)‖2

L2(�)
+

+C2‖∂2
z (η

n+ 1
2 −ηn)‖2

L2(�)

)
≤ EnN + C̃�t((P nin)

2 + (P nout)
2), n = 0, . . . , N − 1.

Then we calculate the sum, on both sides, and cancel the same terms in the kinetic
energy that appear on both sides of the inequality to obtain

ENN +
N−1∑
n=0

Dn+1
N + 1

2

N−1∑
n=0

(
ρf

∫
�

(R+ηn)|un+1 −un|2 +ρsh‖vn+1 −vn+
1
2 ‖2
L2(�)

+

+ρsh‖vn+ 1
2 − vn‖2

L2(�)
+ C0‖ηn+ 1

2 − ηn‖2
L2(�)

+ C1‖∂z(ηn+ 1
2 − ηn)‖2

L2(�)
+

+C2‖∂2
z (η

n+ 1
2 − ηn)‖2

L2(�)

)
≤ E0 + C̃�t

N−1∑
n=0

((P nin)
2 + (P nout )

2).

To estimate the term involving the inlet and outlet pressure we recall that on every
sub-interval (tn, tn+1) the pressure data is approximated by a constant which is
equal to the average value of the pressure over that time interval. Therefore, we
have, after using Hölder’s inequality:

�t

N−1∑
n=0

(P nin)
2 = �t

N−1∑
n=0

(
1

�t

∫ (n+1)�t

n�t

Pin(t)dt

)2

≤ ‖Pin‖2
L2(0,T ).

By using the pressure estimate to bound the right hand-side in the above energy
estimate, we have obtained all the statements in the Lemma, with the constant C
given by C = E0 + C̃‖Pin/out‖2

L2(0,T )
.

Notice that Statement 1 can be obtained in the same way by summing from 0 to
n− 1, for each n, instead of from 0 to N − 1.

The uniform energy estimates for the coupled problem will be crucial in
obtaining weak- and weak*-convergent subsequences of approximate solutions, for
which we will show converge to a weak solution by using a generalization of the
Aubin–Lions–Simon compactness lemma [67] to problems on moving domains. We



2 Fluid-Structure Interaction 45

will use Lemma 2.1 in the next section to show weak- and weak*-convergence of
approximate solutions.

2.5 Weak and Weak* Convergence of Approximate
Functions

We pause for a second, and summarize what we have accomplished so far. For a
given �t > 0 we divided the time interval (0, T ) into N = T/�t sub-intervals
(tn, tn+1), n = 0, . . . , N − 1. On each sub-interval (tn, tn+1) we “solved” the
coupled FSI problem by applying the Lie splitting scheme. First we solved for
the structure position (Problem A1) and then for the fluid flow (Problem A2). We
have just shown that each sub-problem has a unique solution (as a function of x̃),
provided that R + ηn ≥ Rmin > 0, n = 0, . . . , N , and that its solution satisfies an
energy estimate. When combined, the two energy estimates provide a time-discrete
version of the energy estimate (2.2.18), which is obtained in Lemma 2.1. Thus,
for each �t (i.e., for each sub-division N of the time interval (0, T )) we have a
time-marching, splitting scheme which defines approximations at each tn, which are
functions of the spatial variable. What we would like to ultimately show is that, as
�t → 0, a sequence of solutions parameterized by N (or �t) and defined by those
approximations, converges to a weak solution of the problem. Furthermore, we also
need to show that R + ηn ≥ Rmin > 0 is satisfied for each n = 0, . . . , N − 1.
To accomplish these goals, we first define approximate functions/solutions which
depend not only on x̃ but also on t .

2.5.1 Approximate Functions

We define approximate solutions by using piecewise constant extensions in time of
the functions defined for each tn, so that on each sub-interval ((n − 1)�t, n�t] ⊂
(0, T ) we have (see Fig. 2.3):

uN(t, .) = unN, ηN (t, .) = ηnN , vN (t, .) = vnN , v
∗
N(t, .) = v

n− 1
2

N , t ∈ ((n− 1)�t, n�t].
(2.5.1)

Notice that functions v∗
N = v

n−1/2
N are determined by Step A1 (the elastodynamics

sub-problem), while functions vN = vnN are determined by Step A2 (the fluid sub-
problem). As a consequence, only the functions vN are equal to the trace of the fluid
velocity on �, i.e., uN = vNer . This is not necessarily the case for the functions
v∗
N . However, we will show later that the difference between the two sequences

converges to zero in L2. Using Lemma 2.1 we now show that these sequences are
uniformly bounded in the appropriate function spaces.
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Fig. 2.3 A sketch of uN

2.5.2 Uniform Boundedness and a Uniform Korn’s Estimate

We begin by showing that (ηN)N∈N is uniformly bounded in L∞(0, T ;H 2
0 (�)),

and that there exists a T > 0 for which R + ηnN > 0 holds independently of N
and n. This implies, among other things, that our approximate solutions are, indeed,
well-defined on a non-zero time interval (0, T ).

Proposition 2.5 Sequence (ηN)N∈N is uniformly bounded in

L∞(0, T ;H 2
0 (�)).

Moreover, for T small enough, we have

0 < Rmin ≤ R + ηN(t, z) ≤ Rmax, ∀N ∈ N, z ∈ (�), t ∈ (0, T ). (2.5.2)

Proof From Lemma 2.1 we have that EnN ≤ C, where C is independent of N . This
implies

‖ηN(t)‖2
L2(�)

, ‖∂zηN(t)‖2
L2(�)

, ‖∂2
zzηN(t)‖2

L2(�)
≤ C, ∀t ∈ [0, T ].

Therefore,

‖ηN‖L∞(0,T ;H 2
0 (�))

≤ C.

To show that the radius R + ηN is uniformly bounded away from zero for T small
enough, we first notice that the above inequality implies

‖ηnN − η0‖H 2
0 (�)

≤ 2C, n = 1, . . . , N, N ∈ N,
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where we recall that η0
N = η0. Furthermore, we calculate

‖ηnN − η0‖L2(�) ≤
n−1∑
i=0

‖ηi+1
N − ηiN‖L2(�) = �t

n−1∑
i=0

‖vi+
1
2

N ‖L2(�).

From Lemma 2.1 we have thatE
n+ 1

2
N ≤ C, whereC is independent ofN . Combined

with the above inequality, this implies

‖ηnN − η0‖L2(�) ≤ Cn�t ≤ CT, n = 1, . . . , N, N ∈ N.

Now that we have uniform bounds for ‖ηnN − η0‖L2(�) and ‖ηnN − η0‖H 2
0 (�)

, we can
use the interpolation inequality for Sobolev spaces (see for example [1], Thm. 4.17,
p. 79) to get

‖ηnN − η0‖H 1(�) ≤ 2C
√
T , n = 1, . . . , N, N ∈ N.

From Lemma 2.1 we see that C = C(T ) depends on T through the norms of the
inlet and outlet data in such a way thatC is an increasing function of T . Therefore by
choosing T small, we can make ‖ηnN − η0‖H 1(�) arbitrary small for n = 1, . . . . , N ,
N ∈ N. Because of the Sobolev embedding ofH 1(�) intoC[0, L] we can also make
‖ηnN − η0‖C[0,L] arbitrary small. Since the initial data η0 is such that R+ η0(z) > 0
(due to the conditions listed in (2.2.12)), we see that for a T > 0 small enough,
there exist Rmin, Rmax > 0, such that

0 < Rmin ≤ R + ηN(t, z) ≤ Rmax, ∀N ∈ N, z ∈ (�), t ∈ (0, T ).

We will show in the end, see Theorem 2.3, that our existence result holds not
only locally in time, i.e., for small T > 0, but rather, it can be extended all the way
until either T = ∞, or until the lateral walls of the channel touch each other.

From this Proposition we see that the L2-norm ‖f ‖L2(�) = ∫
f 2dx̃, and the

weighted L2-norm ‖f ‖L2(�) = ∫
(R + ηN)f

2dx̃ are equivalent. More precisely,
for every f ∈ L2(�), there exist constants C1, C2 > 0, which depend only on
Rmin, Rmax, and not on f or N , such that

C1

∫
�

(R + ηN)f
2dx̃ ≤ ‖f ‖2

L2(�)
≤ C2

∫
�

(R + ηN)f
2dx̃. (2.5.3)

We will be using this property in the next section to prove strong convergence of
approximate functions.

Next we show that the sequences of approximate solutions for the fluid and
structure velocities are uniformly bounded.
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Proposition 2.6 The following statements hold:

1. (vN )n∈N is uniformly bounded in L∞(0, T ;L2(�)) ∩ L2(0, T ;H 2
0 (�)).

2. (v∗
N)n∈N is uniformly bounded in L∞(0, T ;L2(�)).

3. (uN)n∈N is uniformly bounded in L∞(0, T ;L2(�)) ∩ L2(0, T ;H 1(�)).

Proof The uniform boundedness of (vN)N∈N, (v∗
N)N∈N, and the uniform bounded-

ness of (uN)N∈N in L∞(0, T ;L2(�)) follow directly from Statements 1 and 2 of
Lemma 2.1, and from the definition of (vN )n∈N, (v∗

N)N∈N and (uN)N∈N as step-
functions in t so that

∫ T

0
‖vN‖2

L2(�)
dt =

N−1∑
n=0

‖vnN‖2
L2(�)

�t.

To show uniform boundedness of (uN)N∈N in L2(0, T ;H 1(�)) we need to
explore the boundedness of (∇uN)N∈N. From Lemma 2.1 we only know that the
symmetrized gradient is bounded in the following way:

N∑
n=1

∫
�

(R + ηn−1
N )|Dηn−1

N (unN)|2dx̃�t ≤ C. (2.5.4)

Remark 2.5 (Korn’s Inequality) We cannot immediately apply Korn’s inequality
since estimate (2.5.4) is given in terms of the transformed symmetrized gradient.
Moreover, the Korn’s constant depends on the fluid domain, and we need a uniform
Korn’s constant, independent of the family of moving domains to get a uniform
bound of the gradient. Thus, there are some technical difficulties that need to be
overcome due to the fact that our problem is defined on a sequence of moving
domains, and we would like to obtain a uniform in N bound for the gradient
(∇uN)N∈N.

To get around these difficulties we take the following approach. We first

transform the problem back into the original domain�η
n−1
N on which uN is defined,

and apply the Korn’s inequality in the usual way. However, since the Korn constant
depends on the domain, we will need a result which provides a universal Korn
constant, independent of the family of domains under consideration.

We first transform the problem onto the physical domain. For each fixed N ∈ N,
and for all n = 1, . . . , N , we map the fluid velocity unN to the physical domain,
which is determined by the location of ηn−1

N . We will be usingN as a superscript to
denote the corresponding functions defined on physical domains:

uN,n := unN ◦ (Aηn−1
N )−1, n = 1, . . . , N, N ∈ N.
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By using formula (2.2.29) we get

∫
�

(1 + ηn−1
N )|Dηn−1

N (unN)|2 =
∫
�
ηn−1
N

|D(uN,n)|2 = ‖D(uN,n)‖2

L2(�
ηn−1
N )

.

Now, we want to design a Korn’s inequality in such a way that the Korn’s constant
is independent of N .

There are two sets of references that address this issue. One is the approach from
[21, 62, 76], which assumes certain domain regularity. In our case, the conditions

of [76] translate into requiring that the family of fluid domains {�ηn−1
N }N∈N has a

uniform Lipschitz constant, which is indeed the case, and the proof using the result
from [76] can be found in [62].

Another approach, which is more straight-forward, and does not require the
uniform Lischitz property of the family of fluid domains, is an approach based on
directly showing that under the following two conditions:

• The fluid velocity is divergence-free;
• The tangential component of the trace of the fluid velocity on the moving

boundary is zero;

the L2-norm of the velocity gradient is equal to 2 times the L2-norm of the
symmetrized gradient of velocity. This is similar to the result by Chambolle et al. in
[21], Lemma 6, pg. 377.

Proposition 2.7 (Uniform Korn Equality) Let u ∈ Vη
F (t) where Vη

F (t) is
defined in (2.3.2). Then, the following Korn-type equality holds:

‖∇u‖2
L2(�η)

= 2‖D(u)‖2
L2(�η)

. (2.5.5)

Notice that the Korn constant (the number 2) is domain independent. The proof
of this Korn equality is similar to the proof in Chambolle et al. [21]. However, since
our assumptions are a somewhat different from those in [21], we present the proof
here.

Proof By writing the symmetrized gradient on the right hand-side of (2.5.5) in
terms of the gradient, and by calculating the square of the norms on both sides,
one can see that it is sufficient to show that

∫
�η

∇u : ∇τu = 0.

First, we prove the above equality for smooth functions u and then the conclusion
follows by a density argument. By using integration by parts and ∇ · u = 0 we get

∫
�
η
F

∇u : ∇τu = −
∫
�
η
F

u · ∇(∇ · u)+
∫
∂�

η
F

(∇τu)n · u =
∫
∂�

η
F

(∇τu)n · u,
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where n = (−ηz, 1)τ . We now show that (∇τu)n · u = 0 on ∂�F . Since ∂�F =
�η ∪ �in/out ∪ �b we consider each part of the boundary separately:

1. On �η we have u = (0, ur), i.e., we have uz(z, R+η(z)) = 0. Since u is smooth
we can differentiate this equality w.r.t. z to get ∂zuz + ∂ruzηz = 0 on �, i.e.,
for z ∈ (�). By using ∇ · u = 0, we get: −∂ruzηz = ∂zuz = −∂rur . Since
n = (−ηz, 1)τ we get

(∇τu)n · u = ((∇τu)n)rur = (−∂ruzηz + ∂rur)ur = 0.

2. On �in/out we have u = (uz, 0) and n = (±1, 0). Hence,

(∇τu)n · u = uz((∇τu)n)z = uz(∂zuz) = −uz∂rur = 0.

3. On �b we have u = (uz, 0), ∂ruz = 0 and n = (0,−1). Hence,

(∇τu)n · u = uz((∇τu)n)z = uz(−∂zur ) = 0.

This concludes the proof of Korn’s equality (2.5.5).

Now, by using (2.5.5) and by mapping everything back to the fixed domain �,
we obtain the following Korn’s equality on �:

∫
�

(1 + ηn−1
N )|∇ηn−1

N (unN)|2 = 2
∫
�

(1 + ηn−1
N )|Dηn−1

N (unN)|2. (2.5.6)

Notice that on the left hand-side we still have the transformed gradient ∇ηn−1

N and
not ∇, and so we employ (2.2.30) to calculate the relationship between the two:

∇unN =
(
∇ηn−1

N unN
) (

∇Aηn−1
N

)
, n = 1, . . . , N, N ∈ N.

Since ηN are bounded in L∞(0, T ;H 2(�)), the gradient of the ALE mapping is
bounded:

‖∇Aηn−1
N ‖L∞(�) ≤ C, n = 1, . . . , N, N ∈ N.

Using this estimate, and by summing from n = 1, . . . , N , we obtain the following
estimate for ∇unN :

N∑
n=1

‖∇unN‖2
L2(�)

�t ≤ C

N∑
n=1

∫
�

(R + ηn−1
N )|Dηn−1

N (unN)|2dx̃�t,
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Fig. 2.4 A sketch of η̄N

where C is independent of N . This implies that the sequence (∇uN)N∈N is
uniformly bounded in L2((0, T ) × �), and so the sequence (uN)N∈N is uniformly
bounded in L2(0, T ;H 1(�)).

Remark 2.6 (Additional Regularity in Time) To pass to the limit in the weak
formulations of approximate solutions, we need additional regularity in time of the
structure displacement.

To get higher regularity in time, we introduce a slightly different extrapolation
in time of the approximate functions ηnN , n = 1, . . . , N to the time interval (0, T ).
Instead of the piece-wise constant extrapolation, we now introduce the continuous,
piecewise linear extrapolation, which defines a new approximate function η̄N on
(0, T ). See Fig. 2.4. We note that the final result is independent of the type of
extrapolation used.

Definition 2.3 (Piecewise Linear Extrapolation) For each fixed�t we define η̄N
to be the continuous, piece-wise linear function on (0, T ), such that on each sub-
interval [(n− 1)�t, n�t], with n = 1, . . . , N , the linear extrapolation satisfies:

η̄N (n�t, .) = ηN(n�t, .).

We now observe that

∂t η̄N (t) = ηn+1
N − ηnN

�t
= η

n+1/2
N − ηnN

�t
= v

n+ 1
2

N , t ∈ (n�t, (n+ 1)�t),

and so, since v∗
N was defined in (2.5.1) as a piece-wise constant function defined via

v∗
N(t, ·) = vn+ 1

2 , for t ∈ (n�t, (n+ 1)�t], we see that

∂t η̄N = v∗
N a.e. on (0, T ). (2.5.7)
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By using Lemma 2.1 (the boundedness of E
n+ i

2
N ), we get

(η̄N )N∈N is bounded in L∞(0, T ;H 2
0 (�)) ∩W 1,∞(0, T ;L2(�)).

We have just shown the following

Proposition 2.8 The sequence (η̄N )N∈N is uniformly bounded inL∞(0, T ;H 2
0 (�))

∩W 1,∞(0, T ;L2(�)).

We will use this proposition to show precompactness of (ηN)N∈N in L∞(0, T ;
Hs(�)), 0 < s < 2.

2.5.3 Weakly and Weakly* Convergent Subsequences

From the uniform boundedness of approximate sequences, one obtains weakly or
weakly* convergent subsequences (which we denote the same way as the original
sequence). More precisely, we have the following result.

Lemma 2.2 There exist subsequences (ηN)N∈N, (η̄N )N∈N, (vN)N∈N, (v∗
N)N∈N,

and (uN)N∈N, and the functions η ∈ L∞(0, T ;H 2
0 (�)), v ∈ L∞(0, T ;L2(�)) ∩

L2(0, T ;H 2
0 (�)), v∗ ∈ L∞(0, T ;L2(�)), and u ∈ L∞(0, T ;L2(�)) ∩

L2(0, T ;H 1(�)), such that

ηN ⇀ η weakly∗ in L∞(0, T ;H 2
0 (�)),

ηN ⇀ η weakly∗ in W 1,∞(0, T ;L2(�)),

η̄N ⇀ η̄ weakly∗ in L∞(0, T ;L2(�)),

vN ⇀ v weakly∗ in L∞(0, T ;L2(�)),

v∗
N ⇀ v∗ weakly∗ in L∞(0, T ;L2(�)),

uN ⇀ u weakly∗ in L∞(0, T ;L2(�)),

uN ⇀ u weakly in L2(0, T ;H 1(�)).

(2.5.8)

Furthermore,

η̄ = η and v = v∗. (2.5.9)

Proof The statement η̄ = η is a trivial consequence of the uniqueness of the
distributional limit. As a consequence, we get that the weak* limit of ηN is, in fact,
in W 1,∞(0, T ;L2(�)).

The only thing left to show is that v = v∗. To show this, we multiply the
second statement in Lemma 2.1 by �t , and notice again that ‖vN‖2

L2((0,T )×(�)) =
�t
∑N

n=1 ‖vnN‖2
L2(�)

. This implies ‖vN − v∗
N‖L2((0,T )×(�)) ≤ C

√
�t , and so in the

limit as �t → 0 we get v = v∗.
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2.6 Strong Convergence of Approximate Functions

To show that sequences/subsequences constructed above converge to a weak
solution of our coupled FSI problem, we need to pass to the limit, as �t → 0, or
N → ∞, in the weak formulations of the semi-discretized, coupled FSI problems
(2.4.15), and show that the limits satisfy the weak formulation of the continuous
problem (2.3.12). Unfortunately, due to the presence of nonlinear terms, weak
convergence is not sufficient to allow us to conclude that the weak limits satisfy
the weak formulation (2.3.12). For this purpose we will show that there exist
sub-sequences of the approximations of the fluid and structure velocities, and sub-
sequences of the approximate structure displacements, which converge strongly in
the appropriate topologies.

The compactness arguments used to obtain strong convergence for the fluid and
structure velocities will rely on the use of a recent generalization of the Aubin–
Lions–Simon compactness lemma to problems on moving domains [67], while
the compactness arguments for the structure displacement will rely on the Arzelà–
Ascoli theorem.

2.6.1 Strong Convergence of Structure Displacements

Recall that, from Proposition 2.8, (η̄N )N∈N is uniformly bounded in L∞(0, T ;H 2
0

(�)) ∩ W 1,∞(0, T ;L2(�)). Now, by the interpolation estimate, see Theorem 5.2,
[1], there exists a constant C > 0 independent of N , such that

‖η̄N (t+�t)− η̄N (t)‖H 2α(�) ≤ C‖η̄N (t+�t)− η̄N (t)‖1−α
L2(�)

‖η̄N (t+�t)− η̄N (t)‖αH 2(�)
.

By multiplying and dividing the right hand-side by (�t)1−α, and using uniform
boundedness of vN , we get:

‖η̄N (t +�t)− η̄N (t)‖H 2α(�) ≤ C(�t)1−α, where 0 < α < 1. (2.6.1)

Therefore, (η̄N )N∈N is uniformly bounded in C0,1−α([0, T ];H 2α(�)), 0 < α < 1.
Now, from the continuous embedding of H 2α into H 2α−ε, and by applying the
Arzelà-Ascoli theorem, we conclude that (η̄N )N∈N has a convergent subsequence,
which we again denote by (η̄N )N∈N, such that

η̄N → η in C([0, T ];Hs(�)), 0 < s < 2.

Here, we used the fact that the sequences (η̄N )N∈N i (ηN)N∈N have the same limit.
We now prove the following result:

Lemma 2.3 ηN → η in L∞(0, T ;Hs(�)), 0 < s < 2.
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Proof The proof follows from the continuity in time of η, and from the fact that
η̄N → η in C([0, T ];Hs(�)), 0 < s < 2. Namely, let ε > 0. Then, from the
continuity of η in time we have that there exists a δt > 0 such that

‖η(t1)− η(t2)‖Hs(�) <
ε

2
, for t1, t2 ∈ [0, T ], and |t1 − t2| ≤ δt.

Furthermore, from the convergence η̄N → η in C([0, T ];Hs(�)), 0 < s < 2, we
know that there exists an N∗ ∈ N such that

‖η̄N − η‖C([0,T ];Hs(�)) <
ε

2
, ∀N ≥ N∗.

Now, let N be any natural number such that N > max{N∗, T /δt}. Denote by �t =
T/N , and let t ∈ [0, T ]. Furthermore, let n ∈ N be such that (n− 1)�t < t ≤ n�t .
Recall that η̄N (n�t) = ηN(n�t) = ηN(t) from the definition of η̄N and ηN . By
using this, and by combining the two estimates above, we get that for (n− 1)�t <
t ≤ n�t:

‖ηN(t)− η(t)‖Hs(�) = ‖ηN(t)− η(n�t)+ η(n�t)− η(t)‖Hs(�)

= ‖ηN (n�t)− η(n�t)+ η(n�t)− η(t)‖Hs(�)

≤ ‖ηN(n�t)− η(n�t)‖ + ‖η(n�t)− η(t)‖Hs(�)

= ‖η̄N (n�t)− η(n�t)‖Hs(�) + ‖η(n�t)− η(t)‖Hs(�) < ε.

Here, the first term is bounded by ε/2 due to the convergence η̄N → η, while
the second term is bounded by ε/2 due to the continuity of η. Since the obtained
estimate is uniform in N and t , the statement of the Lemma is proved.

We conclude this section by showing one last convergence result that will be used
in the next section to prove that the limiting functions satisfy the weak formulation
of the FSI problem.

Lemma 2.4 Structure displacements (ηN)N∈N are such that:

ηN → η in L∞(0, T ;C1[0, L]),
τ�tηN → η in L∞(0, T ;C1[0, L]). (2.6.2)

Proof The first statement is a direct consequence of Lemma 2.3 in which we proved
that ηN → η in L∞(0, T ;Hs(0, L)), 0 < s < 2. This means that for s > 3

2 we
immediately have

ηN → η in L∞(0, T ;C1[0, L]). (2.6.3)
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To show convergence of the shifted displacements τ�tηN to the same limiting
function η, we recall that

η̄N → η in C([0, T ];Hs[0, L]), 0 < s < 2,

and that (η̄N )N∈N is uniformly bounded in C0,1−α([0, T ];H 2α(0, L)), 0 < α < 1.
Uniform boundeness of (η̄N )N∈N in C0,1−α([0, T ];H 2α(0, L)) implies that there
exists a constant C > 0, independent of N , such that

‖η̄N ((n− 1)�t)− η̄N (n�t)‖H 2α(0,L) ≤ C|�t|1−α.

This means that for each ε > 0, there exists an N1 > 0 such that

‖η̄N ((n− 1)�t)− η̄N (n�t)‖H 2α(0,L) ≤ ε

2
, for all N ≥ N1.

Here, N1 is chosen by recalling that �t = T/N , and so the right hand-side implies
that we want an N1 such that

C

(
T

N

)1−α
<
ε

2
for all N ≥ N1.

Now, convergence η̄N → η in C([0, T ];Hs[0, L]), 0 < s < 2, implies that for
each ε > 0, there exists an N2 > 0 such that

‖η̄N (n�t)− η(t)‖Hs(0,L) <
ε

2
, for all N ≥ N2.

We will use this to show that for each ε > 0 there exists an N∗ ≥ max{N1, N2},
such that

‖τ�t η̄N (t)− η(t)‖Hs(0,L) < ε, for all N ≥ N∗.

Let t ∈ (0, T ). Then there exists an n such that t ∈ ((n− 1)�t, n�t]. We calculate

‖τ�t η̄N (t)− η(t)‖Hs(0,L) = ‖τ�t η̄N (t)− η̄N (n�t)+ η̄N (n�t)− η(t)‖Hs(0,L)

= ‖η̄N ((n− 1)�t)− η̄N (n�t)+ η̄N (n�t)− η(t)‖Hs(0,L)

≤ ‖η̄N ((n− 1)�t)− η̄N (n�t)‖Hs(0,L) + ‖η̄N (n�t)− η(t)‖Hs(0,L).

The first term is less than ε for all N > N∗ by the uniform boundeness of (η̄N )N∈N
in C0,1−α([0, T ];H 2α(0, L)), while the second term is less than ε for all N > N∗
by the convergence of η̄N to η in C([0, T ];Hs[0, L]), 0 < s < 2.

Now, by noticing that τ�t η̄N = (τ�tηN) we can use the same argument as in
Lemma 2.2 to show that sequences (τ�tηN) and τ�tηN both converge to the same
limit η in L∞(0, T ;Hs(0, L)), for s < 2.
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2.6.2 Strong Convergence of Fluid and Structure Velocities

We would like to show that the sequences (uN)N∈N and (vN )N∈N, constructed
above, are relatively compact in L2(0, T ;L2(�)) and L2(0, T ;L2(�)), respec-
tively. This will be sufficient to pass to the limit in (2.4.15) and show that the limits
satisfy the weak formulation (2.3.12).

Remark 2.7 (Back to the Physical Space) To show relative compactness of the fluid
and structure velocities, it is more convenient to work in the physical space, namely
on �η(t), instead of the fixed domain �.

On �η(t), the weak formulation of the coupled semi-discretized problem is
obtained by transforming the weak formulation (2.4.15) onto the moving domain.
Similarly, the function spaces introduced in (2.4.12) and used in the definition of the
semi-discretized, coupled problem defined on the fixed domain �, are transformed
into the following function spaces defined on domains�η

n
N :

(Vη
F )

n+1
N (�η

n
N ) = {(un+1, vn+1) ∈ VF (�

ηnN )× L2(�) : un+1

|�ηnN = vn+1er},
(Qη)nN(�η

n
N ) = {(q, ψ) ∈ VF (�

ηnN )×H 2
0 (�) : q|�ηnN = ψer }.

(2.6.4)

The weak formulation of the semi-discretized, coupled FSI problem on moving

domains �η
n
N reads: find (un+1

N , vn+1
N ) ∈ (Vη

F )
n+1
N (�η

n
N ) and (v

n+ 1
2

N , η
n+ 1

2
N ) ∈

H 2
0 (�)×H 2

0 (�) such that:

�f

∫
�
ηn
N

un+1
N − ûnN
�t

· q + ρf

2

∫
�
ηn
N

v
n+1/2
N

R + ηnN
un+1
N · q + 2μ

∫
�
ηn
N

D(un+1
N ) : D(q)

+�f
∫
�
ηn
N

1

2

[
(̂unN − v

n+1/2
N r

R + ηnN
er ) · ∇ un+1

N · q − (̂unN − v
n+1/2
N

R + ηnN
er ) · ∇

]
q · un+1

N

+ρsh
∫
�

vn+1
N − vnN

�t
ψ + ae(η

n+1
N ,ψ) = Fn(q),

∫
�

ηn+1
N − ηnN

�t
ψ =

∫
�

v
n+1/2
N ψ, ∀(q, ψ) ∈ QnN(�η

n
N ),

(2.6.5)
with ∇ · un+1

N = 0.

Here:

ûnN = unN ◦ Aηn−1
N ◦ (AηnN )−1. (2.6.6)
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Thus, ûnN , which is defined on �η
n
N , is obtained by taking the function unN , which

is defined on �η
n−1
N , mapping it back onto � via Aηn−1

N , and then composing it with
(AηnN )−1 to get the function defined on �η

n
N .

Stronger Velocity Solution Space To obtain the desired compactness result,
we consider the integral formulation (2.6.5), but defined on a slightly different,
“stronger” function spaces. For each fixed N we introduce

(V
η
F )

n+1
N (�η

n
N ) = {(u, v) ∈ VF (�

ηnN )×H 1/2(�) : u|�ηnN = v} (2.6.7)

which is a solution space which utilizes the fact that our weak solutions have the
trace of the fluid velocity not only in L2(�) but also in H 1/2(�). Similarly, we
introduce the test space

(Qη)nN(�
ηnN ) = {(q, ψ) ∈ (VF (�ηnN ) ∩H 3(�η

n
N
)×H 2

0 (�) : q|�ηnN = ψ},
(2.6.8)

by requiring that the fluid velocity test functions additionally belong to H 3(�η
n
N ).

The resulting test space in dense in (Qη)nN(�η
n
N ). This additional regularity sim-

plifies some calculations in the compactness proof (although it is not optimal in
the sense that weaker assumptions could be used in exchange for a slightly more
complicated estimates).

To simplify notation, without loss of generality, in the rest of this section we will
be taking all the physical constants to be equal to 1.

2.6.2.1 Extensions to the Maximal Domain

One of the crucial issues in designing a compactness argument for this class of
problems is how to deal with the time-dependent motion of fluid domains (see
Fig. 2.5). More precisely, the question is how to compare sequences of approximate

Fig. 2.5 A sketch of moving domains �η
n

N and the “maximal domain” �M



58 S. Čanić

Fig. 2.6 A sketch of moving domains �η
n

N as they change with �t → 0, i.e., with N → ∞

solutions which are defined on different fluid domains, see Fig. 2.6. Even more
generally, the question is how to design a compactness argument for a family of
problems:

dU

dt
= AtU, t ∈ (0, T ),

U(0) = U0.

where operators At are defined on functions spaces that depend on time (via fluid
domain motion).

To deal with this difficulty, we will introduce a domain �M which contains all
the fluid domains �η

n
, and extend the fluid velocities and the corresponding test

functions to �M . The following Lemma will guarantee the existence of such a
domain. Moreover, it will provide the necessary estimates that will be useful in
proving compactness in time.

Lemma 2.5 There exist smooth functions m(z) and M(z), z ∈ � = [0, L], such
that the sequence {ηnN(z)} corresponding to the semi-discretization of (0, T ) can be
uniformly bounded as follows:

• m(z) ≤ ηnN(z) ≤ M(z), z ∈ [0, L], n = 0, . . . , N, N ∈ N, �t = T/N , and
• M(z)−m(z) ≤ C(T ), z ∈ [0, L], where C(T ) → 0, T → 0.

Moreover, for each fixed N , l ∈ {1, . . . , N}, and n ∈ {1, . . . , N − l}, there exist
smooth functionsmn,lN (z), Mn,l

N (z) such that the functions {ηnN(z)} corresponding to
the semi-discretization of (t, t+h) = (n�t, (n+l)�t) can be bounded as follows:

• m
n,l
N (z) ≤ ηn+iN (z) ≤ M

n,l
N (z), z ∈ [0, L], i = 0, . . . , l, and

• M
n,l
N (z)−m

n,l
N (z) ≤ C

√
l�t, z ∈ [0, L], and ‖Mn,l

N −m
n,l
N ‖L2(�) ≤ Cl�t.

Proof The existence and properties of the functions M and m are a direct
consequence of Proposition 5 in [62, p. 29].

To prove the second statement of Lemma 2.5, we fix N ∈ N and consider finitely
many functions ηn+iN (z) for i = 0, . . . , l, which are defined on the time interval

from t = n�t to t + h = n�t + l�t . Define mn,lN (z) and Mn,l
N (z), z ∈ [0, L] to
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be the functions obtained by considering the minimum and maximum of the finitely
many functions ηn+iN (z) for i = 0, . . . , l, mollified if necessary to get the smooth

functions. The properties of the functions mn,lN , Mn,l
N then follow from the proof

of the same Proposition 5 in [62]. Namely, from the proof of Proposition 5 [62] it
follows that the upper bound on ‖ηn+iN − ηnN‖H 1 only depends on the width of the
time interval, which is h, namely ‖ηn+iN −ηnN‖H 1 ≤ C

√
h, for all i = 1, . . . , l. Since

ηnN are defined on � = [0, L], then the estimate also holds point-wise (because of
the Sobolev embedding of H 1(�) into C[0, L]). Thus the first inequality is proven
since h = l�t . The second inequality, namely the L2-bound on the difference
between Mn,l

N and mn,lN , follows from

‖ηnN − η0‖L2(�) ≤
n−1∑
i=0

‖ηi+1
N

− ηiN‖L2(�) = �t

n−1∑
i=0

‖vi+
1
2

N
‖L2(�) ≤ ‖vN ‖L2(0,T ,L2(�)),

where η0
N = η0, and from the uniform energy bound of the structure velocity vN in

L2(0, T ;L2(�)), which follows from Lemma 2.1.

We consider the functions unN defined on �η
n−1
N , and the approximations vnN

defined on �. We define extensions of the functions unN to the maximal domain
�M to be the functions unN extended by zero to�M . With a slight abuse of notation,
we use the same notation to denote the extended functions.

Lemma 2.6 The extensions by 0 to �M of unN are such that

(unN , v
n
N ) ∈ Hs(�M)×Hs(�), 0 < s < 1/2.

Proof The proof is a consequence of Theorem 2.7 in [60], which states that for
Lipschitz domains, extensions by 0 of H 1-functions belong to Hs, 0 < s < 2.
More precisely, to apply Theorem 2.7 in [60] we first notice that the functions ηnN are
uniformly Lipschitz on �. This follows from the uniform energy estimates presented
in Lemma 2.1 above, which imply that there exists a constantC > 0, independent of
�t , such that theH 2(�)-norms of ηnN are uniformly bounded by C (second estimate
in statement e of Lemma 2.1). Since � ⊂ R, this implies that ηnN are uniformly
Lipschitz, where the Lipschitz constant is independent of �t . Now we can apply
Theorem 2.7 in [60] to the functions unN . First, the uniform energy estimates from
Lemma 2.1 imply that unN are in H 1(�η

n
N ). Then, Theorem 2.7 in [60] implies that

the extensions by 0 to �M belong to Hs(�M), 0 < s < 1/2.

Moreover, there exists an absolute constant C > 0, which depends only on the
maximum of the Lipschitz constants for ηnN , such that

‖unN‖Hs(�M) ≤ C‖∇unN‖
L2(�

ηn
N )
, 0 < s < 1/2. (2.6.9)

In 1D the constant C “measures” the jump across �.
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Similarly, we extend the test functions q ∈ Qn
N to the maximal domain�M by 0.

Remark 2.8 (Extensions of Test Functions) Notice that the extended test functions
are no longer smooth. However, as we shall see below, we will work with
“admissible” test functions whose smoothness will depend only on the smoothness
of q within the domains �η

n
N .

We are now in a position to apply the following compactness result to our
approximate sequences of velocity functions.

2.6.2.2 A Generalization of the Aubin–Lions–Simon Compactness Lemma
to Problems on Moving Domains [67]

We state a generalization of Aubin–Lions–Simon compactness lemma, recently
obtained by Muha and Čanić in [67], which will be used to prove precompactness
of the fluid and structure velocities in L2(0, T ;H), where H is a Hilbert space
specified below in Sect. 2.6.2.3.

To show compactness in time, it is useful to introduce the definition of time-
shifts: for an arbitrary function f denote by τhf the time-shifts

τhf(t, .) = f(t − h, .), h ∈ R. (2.6.10)

Theorem 2.1 ([67]) Let V and H be Hilbert spaces such that V ⊂⊂ H . Suppose
that {uN } ⊂ L2(0, T ;H) is a sequence such that uN(t, ·) = unN(·) on ((n −
1)�t, n�t], n = 1, . . . , N, with N�t = T . Let V n

N and Qn
N be Hilbert spaces

such that (V n
N ,Q

n
N) ↪→ V × V , where the embeddings are uniformly continuous

w.r.t.N and n, and V n
N ⊂⊂ Qn

N

H
↪→ (Qn

N)
′. Let unN ∈ V n

N , n = 1, . . . , N . Suppose
that the following is true:

(A) There exists a universal constant C > 0 such that for every �t > 0

(A1) ‖uN‖L2(0,T ;V ) ≤ C,

(A2) ‖uN‖L∞(0,T ;H) ≤ C,

(A3) ‖τ�tuN − uN‖2
L2(�t,T ;H) ≤ C�t.

(B) There exists a universal constant C > 0 such that

‖PnN
un+1
N − unN
�t

‖(Qn
N)

′ ≤ C(‖un+1
N ‖

V n+1
N

+ 1), n = 0, . . . , N − 1,

where PnN is the orthogonal projector onto Qn
N

H
.

(C) The function spaces Qn
N and V nN depend smoothly on time in the following

sense:

(C1) For every �t > 0, and for every l ∈ {1, . . . , N} and n ∈ {1, . . . , N −
l}, there exists a space Qn,l

N ⊂ V and the operators J iN,l,n : Qn,l
N →



2 Fluid-Structure Interaction 61

Qn+i
N , i = 0, 1, . . . , l, such that ‖J iN,l,nq‖

Qn+i
N

≤ C‖q‖
Q
n,l
N
, ∀q ∈ Q

n,l
N ,

and

‖J iN,l,nq − J
j

N,l,nq‖H ≤ C|i − j |�t‖q‖
Q
n,l
N
, i, j ∈ {0, . . . , l},

(2.6.11)

‖J iN,l,nq − q‖H ≤ C
√
l�t‖q‖

Q
n,l
N
, i ∈ {0, . . . , l}, (2.6.12)

where C > 0 is independent of �t(N), n and l.

(C2) Let V n,l
N = Q

n,l
N

V

. There exist the functions I iN,l,n : V n+iN → V
n,l
N , i =

0, 1, . . . , l, and a universal constantC > 0, such that for every v ∈ V n+i
N

‖I iN,l,nv‖
V
n,l
N

≤ C‖v‖
V n+iN

, i ∈ {0, . . . , l}, (2.6.13)

‖I iN,l,nv − v‖H ≤ g(l�t)‖v‖
V n+iN

, i ∈ {0, . . . , l}, (2.6.14)

where g : R+ → R+ is a universal, monotonically increasing function
such that g(h) → 0 as h → 0.

(C3) Uniform Ehrling property: For every δ > 0 there exists a constant C(δ)
independent of n, l and �t(N), such that

‖v‖H ≤ δ‖v‖
V
n,l
N

+ C(δ)‖v‖
(Q

n,l
N )′ , v ∈ V

n,l
N . (2.6.15)

Then {uN }N∈N is relatively compact in L2(0, T ;H).
Remark 2.9 Conditions (A) and (B) correspond the “classical” conditions in the
Aubin-Lions lemma for problems on fixed domains [34], with V nN = V , Qn,l

N =
Qn
N = Q. Namely, in that case condition (C) is trivially satisfied. Condition

(A3) is not necessary, however, it is usually satisfied as a by-product of the time-
discretization approach (Rothe’s method), see [67]. Conditions (C) are crucial for
compactness arguments on moving domains. They are directly related to making
sense of taking the time derivative on different domains. Conditions (C1) and (C2)
are “local” in the sense that they require smooth dependence of the test spaces
and solution spaces on time, locally in time, namely, for the time shifts from n�t

to time (n + l)�t . Condition (C3), i.e., the Uniform Ehrling Property, provides a
“global” estimate. More precisely, while the classical Ehrling lemma holds for any
set of function spaces parameterized by l, n and �t , i.e., {V n,lN ,H

n,l
N , (Q

n,l
N )′} =

{V n,lN ,Q
n,l
N

H

, (Q
n,l
N )′}, V n,lN ↪→ H

n,l
N � (H

n,l
N )′ ↪→ (Q

n,l
N )′ where the first

embedding is compact and the last is injective, with the constants C(δ) depending
on l, n and�t , the Uniform Ehrling Property, i.e., (C3) requires that those constants
do not depend on the parameters n, l and N , which is a condition on the entire
family of function spaces. Thus, the Uniform Ehrling Property requires that the
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classical Ehrling lemma holds uniformly for the entire family of function spaces
{V n,lN ,H

n,l
N , (Q

n,l
N )′} parameterized by l, n and N .

Condition (C1) states that there exists a “common” test space Qn,l
N , which is

continuously embedded in all the test spaces Qn,i
N , i = 1, . . . , l for the time shifts

(n+ i)�t , i = 1, . . . , l, and such that properties (2.6.11) and (2.6.12) hold onQn,l
N ,

which is related to making sense of approximate time derivatives.
Condition (C2) is similar in the sense that it states certain properties of a

“common” solution space V n,l
N , common for the time shifts (n+ i)�t , i = 1, . . . , l,

satisfying properties (2.6.13) and (2.6.14), which state continuous dependence of
the solutions spaces on time, locally near time n�t , for an arbitrary n.

2.6.2.3 Compactness of Approximations for Fluid and Structure Velocities

We will now apply the compactness result in Theorem 2.1 to the sequences of
approximate fluid and structure velocities. We first define the overarching Hilbert
spaces H and V , which do not depend on N , and satisfy the properties listed in
Theorem 2.1. For this purpose we recall the definition of the maximal fluid domain
�M , and consider the fluid velocity functions unN extended to �M by zero. By
Lemma 2.6, the functions (unN , v

n
N ) belong to the space Hs(�M) × Hs(�), 0 <

s < 1/2. Keeping this result in mind, we define the spaces H and V of functions
(unN , v

n
N) as follows:

H = L2(�M)× L2(�), V = Hs(�M)×Hs(�), 0 < s < 1/2. (2.6.16)

Obviously,H and V are Hilbert spaces and V ⊂⊂ H .
Furthermore, let V nN and Qn

N from Theorem 2.1 be given by the spaces (2.6.7)
and (2.6.8), respectively:

V n
N := (V

η
F )

n+1
N (�η

n
N ), Qn

N := (Qη)n+1
N (�η

n
N ).

Then, from inequality (2.6.9) we see that V n
N is continuously embedded in V ,

uniformly in N and n. Furthermore, V n
N ⊂⊂ Qn

N

H
↪→ (Qn

N)
′.

Now, define the velocity functions which depend on both time and space by
introducing (uN, vN ) ⊂ L2(0, T ;H) which are piecewise constant in t , i.e.

uN = unN
vN = vnN

}
on ((n− 1)�t, n�t], n = 1, . . . , N,

as well as the corresponding time-shifts, denoted by τh, defined by

τhuN(t, .) = uN(t − h, .), h ∈ R.
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Theorem 2.2 (Compactness of (uN, vN)N∈N) The sequence (uN, vN )N∈N, sat-
isfying the weak formulation (2.6.5) and energy estimates from Lemma 2.1, is
relatively compact in L2(0, T ;H), where H = L2(�M)2 × L2(�).

Proof We would like to show that the assumptions (A)-s-(C) from Theorem 2.1
hold true.

Property (A): Strong Bounds The strong bounds (A1) and (A2) follow directly from
the uniform energy bounds in Lemma 2.1 and from Lemma 2.6 above. As stated
before, property (A3) is not needed for the proof.

Property (B): The Time Derivative Bound We want to estimate the following norm:

‖PnN
un+1
N − unN
�t

‖(Qn
N)

′ = sup
‖(q,ψ)‖Qn

N
=1

∣∣∣
∫
�
ηn
N

un+1
N − unN
�t

· q +
∫ L

0

vn+1
N − vnN

�t
ψ

∣∣∣.

For this purpose we add and subtract the function ũnN which is defined in (2.6.6):

∣∣∣
∫
�
ηn
N

un+1
N − unN ± ũnN

�t
· q +

∫ L

0

vn+1
N − vnN

�t
ψ

∣∣∣ (2.6.17)

≤
∣∣∣
∫
�
ηn
N

un+1
N − ũnN
�t

· q +
∫ L

0

vn+1
N − vnN

�t
ψ

∣∣∣ +
∣∣∣
∫
�
ηn
N

ũnN − unN
�t

· q
∣∣∣,

and estimate the two terms on the right hand-side.
The first term is estimated by using the weak form of the problem given by

Eq. (2.6.5):

∣∣∣
∫
�
ηn
N

un+1
N − ûnN
�t

· q +
∫ L

0

vn+1
N − vnN

�t
ψ

∣∣∣

≤ C
R +M

R +m
‖∇q‖L∞(‖vn+1/2

N ‖L2 + ‖unN‖L2)‖∇un+1
N ‖L2 + C1‖∇un+1

N ‖L2‖∇q‖L2

+‖ηn+1
N ‖H 2‖ψ‖H 2 + C‖q‖H 1 ≤ C(‖∇un+1

N ‖L2 + ‖ηn+1
N ‖H 2 + 1)‖(q, ψ)‖

(Q
n,l
N )
.

Here we used the energy estimates from Lemma 2.1 from where we concluded that
‖unN‖L2 , ‖vnN‖L2 are uniformly bounded by C.

Remark 2.10 Notice how the choice of the space Qn
N , which includes high regu-

larity Sobolev spaces, is useful in the last inequality to provide the upper bound in
terms of ‖(q, ψ)‖(Qn

N )
.

To estimate the second term, we first notice that function ûnN is non-zero on�η
n
N ,

while function unN is non-zero on�η
n−1
N . This is why we introduceA = �η

n−1
N ∩�ηn ,
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Fig. 2.7 The 2D fluid domains at time steps tn and tn+1

B1 = �η
n \ �ηn−1

N , and B2 = �η
n−1
N \ �ηn , see Fig. 2.7, and estimate the integrals

over A, B1, and B2 separately:

|
∫
A

(̃unN − unN) · q| =|
∫
A

(
unN(z, r)− unN(z,

R + ηnN

R + ηn−1
N

r)
)

· q(z, r)dzdr|

≤C�t‖vn−1/2‖L2‖∇unN‖L2(A)‖q‖L∞(A).

To estimate the integral over B1, we use the fact that unN = 0 on B1 to obtain:

|
∫
B1

(̃unN − unN) · q| ≤|
∫ L

0
dz

∫ R+ηnN (z)

R+ηn−1
N (z)

(̃unN − unN)(z, r) · qdr|

=
∫ L

0
dz

∫ R+ηnN (z)

R+ηn−1
N (z)

ũnN(z, r) · qdr|

≤‖q‖L∞
∫ L

0
max
r
(̃unN(z, r))dz

∫ R+ηnN (z)

R+ηn−iN (z)

dr

≤C‖q‖L∞
∫ L

0
‖∂runN,r (., z)‖L2

r
|�tvn−1/2(z)|dz

≤C�t‖q‖L∞‖∇unN‖L2(�nN)
.

Here, we used the fact that for f ∈ H 1(0, 1) we can estimate ‖f ‖L∞ ≤ C‖f ′‖L2 ,
and applied this to the function unN above, viewed as a function of only one variable,
r , satisfying the condition that the r-component ur(z, 0) = 0 is equal to zero at
r = 0, and the z-component uz is equal to zero on the boundary r = R + ηn−1

N (z).
This is a formal estimate which can be justified by density arguments.

The integral over B2 is equal to zero.

Property (C): Smooth Dependence of Function Spaces on Time We want to define
common function spaces for test functions and for approximate solutions, which
will help with estimating the time shifts. For this purpose we recall that our scheme
is designed in such a way that the functions un+1

N are defined on the “previous”
domain �η

n
N .
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Fig. 2.8 A sketch of the test functions q ∈ Q
n,l
N (left) and qiN,l,n (right) as functions of r only

Property C1: The Common Test Space Consider the maximal and minimal domains

�M
n,l−1
N and �m

n,l−1
N determined by the maximum and minimum functions Mn,l−1

N

and mn,l−1
N given by Lemma 2.5. We define the “common” test space required by

the general property (C1) to be the space consisting of all the (smooth) functions

(q, ψ) such that q is defined on �m
n,l−1
N and then extended to the maximal domain

�M
n,l−1
N by the trace ψer (which is constant in the er direction):

Q
n,l
N = {(q, ψ) ∈ (VF (�Mn,l−1

N ) ∩H 3(�M
n,l−1
N )

)×H 3(�) : q = ψer on �M
n,l−1
N \�mn,l−1

N }.

See Fig. 2.8.

We want to show that the space Qn,l
N is continuously embedded in all the test

spaces Qn+i
N for the time-shifts i = 0, . . . , l. Here, recall, that Qn+i

N consists of the
extensions by zero to the maximal domain of the functions defined in (2.6.8). In
order to do that we construct the mapping J iN,l,n which will provide the continuous

embedding, and will satisfy the desired properties in (C1). The mapping J iN,l,n :
Q
n,l
N → Qn+i

N is defined by the following:

J iN,l,n(q, ψ) = (qiN,l,n, ψ),

where (qiN,l,n, ψ) are defined to be the restrictions to�n+iN of the functions inQn,l
N .

See Fig. 2.8. More precisely,

qiN,l,n =
{

q, in �η
n+i
N

0, elsewhere
, q ∈ Q

n,l
N . (2.6.18)

From the definition of the test space Qn,l
N we can see that indeed, J iN,l,n(q, ψ) ∈

Qn+i
N , and that the functions from Q

n,l
N are admissible for problem (2.6.5) for all

domains �η
n+i
N . In particular, they are divergence-free for all i. Moreover,

‖J iN,l,nq‖
Qn+i
N

≤ C‖q‖
Q
n,l
N
.
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To check that inequality (2.6.11) holds, we use Lemma 2.5 and compute:

‖J iN,l,n(q, ψ)− J
j
N,l,n(q, ψ)‖L2(�M) =

√√√√√
∣∣∣∣∣∣
∫ L

0

∫ η
n+j
N (z)

ηn+iN (z)
(ψ(z))2 drdz

∣∣∣∣∣∣

=
√√√√
∣∣∣∣∣
∫ L

0
(ψ(z))2 (η

n+j
N (z)− ηn+iN (z))dz

∣∣∣∣∣

≤
√

‖ψ‖2
L∞‖ηn+j

N
− ηn+i

N
‖L1(�) ≤ C‖(q, ψ)‖

Q
n,l
N

√
‖ηn+j
N

− ηn+i
N

‖L1(�).

We further estimate the right hand-side as follows:

‖ηn+jN −ηn+iN ‖L1(�) =
∫
�

|ηn+jN −ηn+j−1
N +ηn+j−1

N +· · ·−ηn+i+1
N +ηn+i+1

N −ηn+iN |dz

≤
∫
�

j∑
k=i+1

|ηn+kN − ηn+k−1
N |dz ≤ C

j∑
k=i+1

‖ηn+kN − ηn+k−1
N ‖L2(�)

= C

j∑
k=i+1

‖vn+kN ‖L2(�)�t ≤ C|j − i|�t,

where in the last inequality we used the uniform energy bound for the structure
velocities vn+kN , which were defined by vn+kN = (ηn+kN −ηn+k−1

N )/�t . By combining
these estimates one gets:

‖J iN,l,n(q, ψ) − J
j

N,l,n(q, ψ)‖L2(�) ≤ C‖(q, ψ)‖
Q
n,l
N

√|i − j |�t.

To check that inequality (2.6.12) holds, we recall that J iN,l,nq and q differ only

in the region �M \�ηn+iN , and so the H -norm difference between the two functions
can be bounded by the Qn,l

N -norm of q and the L2-norm of the difference between

M
n,l
N andMn,l

N , which is bounded by Cl�t according to Lemma 2.5. This completes
the construction of a common test space for the time shifts, as specified by property
(C1).

Property C2: Approximation Property of Solution Spaces We would like to be able
to compare and estimate the time shifts by h of the fluid velocity function u, given
at time t+h, with the function u given at time t . Again, as we mentioned earlier, the
time-shift and the function itself are defined on different physical domains, since
they also depend on time. We would like to define a common solution space on
which we can make the function comparisons, where the common function space
needs to be constructed in such a way that the functions from that space approximate
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well the original functions defined on different domains. The common space will
be defined on a domain that is contained in all the other domains (we can do
this because our approximate domains are close). The functions corresponding to
the time-shifts are going to be defined on this common domain by a “squeezing”
procedure, also used in [21], and then extended to the largest domain by the trace on
the boundary in a way that keeps the divergence free condition satisfied. Keeping in
mind that h = l�t , we introduce the space V n,l

N to be the closure of Qn,l
N in V . We

would like to define the mappings I iN,l,n:

I iN,l,n : V n+i
N → V

n,l
N , i = 0, 1, . . . , l, where V n,lN = Q

n,l
N

V

,

to approximate the functions in V n+i
N , by the functions from V

n,l
N , which are all

defined on the same domain. This will be done via a “squeezing” operator, defined
below (see also [21]), and then extending the squeezed functions onto the larger,
common domain, by the trace v on the boundary.

Definition 2.4 (The Squeezing Operator) Let ηm, η, ηM be three functions
defined on [0, L] such that −R < ηm(z) ≤ η(z) ≤ ηM(z), z ∈ [0, L], so that
R + ηm defines �ηm with R + ηm > 0. Let u be a divergence-free function defined
on �η such that u = ver on �η. For a given σ ≥ 1, such that σ(R + ηm) ≥ R + η,
we define uσ ∈ H 1(�ηM) in the following way:

uσ (z, r) =
{
(σuz(z, σ r), ur (z, σ r)), σ r ≤ R + η(z),

ver , elsewhere.
(2.6.19)

This “squeezing” operator associates to any function u defined on �η a function
uσ defined on the large domain�ηM , containing all the important information about
the original function u squeezed within the minimal domain �ηm . See Fig. 2.9. The
operator is designed by: (1) first squeezing the function u from domain�η into�ηm

and rescaling the function uz by σ so that the divergence free condition remains

Fig. 2.9 The squeezing operator. Left: a sketch of the fluid domains. Right: a sketch an r-cut of u
and uσ
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to be satisfied, and (2) extending the squeezed u to the remainder of the maximal
domain �ηM by the values of its trace on η, where the extension is constant in the
er direction.

Remark 2.11 Notice that ∇ · u = 0 implies that also ∇ · uσ = 0. Moreover if
(u, v) ∈ Hs(�η)×Hs(0, L), then uσ ∈ Hs(�ηM ), 0 ≤ s ≤ 1.

We now define the mappings I iN,l,n : V n+i
N → V

n,l
N by:

I iN,l,n : un+iN �→ (un+iN )σ in,l
∈ V

n,l
N , (2.6.20)

where (un+iN )σ in,l
is obtained from Definition 2.4 by setting:

• ηM = M
n−1,l+1
N , η = ηn+i−1

N , ηm = m
n,l
N , and

• σ in,l > 0 is such that σ in,l ≥ max
z∈[0,L]

R +Mn−1,l+1(z)

R + ηn+i−1
N (z)

.

Thus, the mappings I iN,l,n take the functions un+iN defined by the time-shits i�t , i =
0, . . . , l, and associate to those functions the functions in the common velocity space

V
n,l
N that are all defined on the same domain �M

n,l
N , and are obtained by squeezing

the functions into a domain which is contained in the minimal domain �m
n,l
N , and

then extending them to �M
n,l
N by their trace vn+1

N on the moving boundary.
We need to prove that there exists a universal constant C > 0 such that

‖I iN,l,n(un+iN )‖
V
n,l
N

≤ C‖un+iN ‖
V n+iN

, i = 0, . . . , l (2.6.21)

and a universal, monotonically increasing function g, which converges to 0 as h →
0, where h = l�t , such that

‖I iN,l,n(un+iN )− un+iN ‖L2(�M) ≤ g(l�t)‖un+iN ‖
V n+iN

, i = 0, . . . , l. (2.6.22)

The first inequality follows from Lemma 2.7 in [60] and the fact that the squeezed
functions remain in H 1, with the uniformly bounded norm provided by the energy
estimates in Lemma 2.1.

To show (2.6.22) we first prove the following lemma, which states that the
difference between u and uσ on �M can be estimated by the L2-norms of the
gradient of u on �η and the L2-norm of the velocity on the boundary, where the
constant in the estimate depends only on the Lipschitz constant of the fluid domain
boundary.
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Lemma 2.7 Let ηm, η, and ηM be as in Definition 2.4, u ∈ H 1(�η), u = ve2

on �η, and let σ be such that σ ≥ max
z∈[0,L]

R + ηM(z)

R + η(z)
. Then the following estimate

holds:

‖u − uσ‖L2(�ηM ) ≤ C
√
σ − 1(‖∇u‖L2(�η) + ‖v‖L2(0,L)),

where C depends only on ‖R + η(z))‖L∞ .

Proof We will prove this estimate in two steps. First, we obtain an L2(�ηM )

estimate of the difference between u and a slightly modified function ũσ , which
is not divergence free, defined by:

ũσ (z, r) =
{
(uz(z, σ r), ur (z, σ r)), σ r ≤ R + η(z),

ver , elsewhere,
,

and then estimate the difference between ũσ and uσ . Notice that the only difference
between ũσ and uσ is the factor σ in front of uz.

The L2-norm of the difference between u and ũσ can be broken into three parts:

∫
�ηM

|u(z, r)− ũσ (z, r)|2drdz =
∫ L

0

∫ R+η(z)
σ

0
|u(z, r)− ũσ (z, r)|2drdz

+
∫ L

0

∫ R+η
R+η(z)
σ

|u(z, r)− ũσ (z, r)|2drdz+
∫ L

0

∫ R+ηM

R+η
|u(z, r)− ũσ (z, r)|2drdz

= I1 + I2 + I3.

The first part, I1, can be estimated as follows:

I1 =
∫ L

0

∫ R+η(z)
σ

0
|u(z, r)− u(z, σ r)|2drdz =

∫ L

0

∫ R+η(z)
σ

0
|∂ru(z, ξ)|2|r(1 − σ)|2drdz

≤ C‖∇u‖2
L2(�ηm)

(1 − σ)2.

Notice that the constant C depends on the size of�ηm , which can be estimated from
above by the size of the maximal domain.

To estimate I2 we recall that ũσ is defined to be ver outside the squeezed domain
bounded by (R + η(z))/σ , which is exactly the trace of u on R + η(z). Therefore,
we get:

I2 =
∫ L

0

∫ R+η
R+η
σ

|u(z, r)− u(z, R + η(z))|2dr dz

≤
∫ L

0

∫ R+η
R+η
σ

|∂ru(z, ξ)|2(R + η(z))2(1 − 1

σ
)2 ≤ C(σ − 1)2‖∇u‖2

L2(�ηm)
.



70 S. Čanić

Finally, to estimate I3 we recall that u is extended by zero outside �η, and that, as
before, ũσ is equal to ver in the same region. Therefore, we obtain:

I3 =
∫ L

0

∫ R+ηM
R+η

|v(z)|2drdz ≤
∫ L

0
|v(z)|2(ηM−η) ≤ ‖v‖2

L2(0,L)(σ−1)‖R+η(z))‖L∞ ,

where the last inequality holds due to the assumption σ ≥ max
z∈[0,L]

R + ηM(z)

R + η(z)
.

In order to complete the proof and take into account the multiplication of uz by
σ , we use the triangle inequality:

‖uz − (uσ )z‖L2 ≤ ‖uz − (uσ )z ± (̃uσ )z‖L2 = ‖uz − (̃uσ )z‖L2 + ‖uz‖L2(σ − 1)

≤ C
√
σ − 1(‖∇u‖L2 + ‖v‖L2).

This proves the lemma.

To show (2.6.22) we use this lemma to get:

‖I iN,n,lun+iN − un+iN ‖L2(�ηM ) ≤ C

√
σ in,l − 1‖un+iN ‖

V n+iN
≤ C

√
σn,l − 1‖un+iN ‖

V n+iN
,

where

σn,l := max
z∈[0,L]

R +M
n−1,l+1
N

R +m
n,l
N

.

It is now crucial to show that we can estimate (σn,l−1) appearing on the right hand-
side of the above inequality by a function g(h) such that g → 0 as h → 0, where
h = l�t . Indeed, we have:

σn,l − 1 = R +M
n−1,l+1
N

R +m
n,l
N

− R +m
n,l
N

R +m
n,l
N

= M
n−1,l+1
N −m

n,l
N

R +m
n,l
N

≤ C(M
n−1,l+1
N −m

n,l
N ) ≤ C

√
l�t,

where the last inequality follows from Lemma 2.5. Thus, we have shown that g(h) =
Ch1/4, and that the following density results holds:

Corollary 2.1 (Density) Let n, l,N ∈ N be such that n + l ≤ N , h = l�t and
i ∈ {0, . . . , l}. Let (u, v) ∈ V n+i

N . Then there exists a constantC (independent ofN ,

n, l) and the operators I iN,n,l defined by (2.6.20) such that I iN,n,l (u, v) ∈ V
n,l
N and

‖I iN,n,lu − u‖L2 ≤ Ch1/4‖un+iN ‖
V n+iN

, i ∈ {0, . . . , l}.
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Property C3: Uniform Ehrling Property We need to prove the Uniform Ehrling
Property, stated in (2.6.15). The main difficulty comes, again, from the fact that we
have to work with moving domains, which are parameterized by N,n and l.

Remark 2.12 (Notation) To show that the uniform Ehrling estimate (2.6.15) holds,
independently of all three parameters, we simplify notation (only in this proof)
and replace the indices N,n, l with only one index, n, so that, e.g., the minimum
and maximum functions m

n,l
N , Mn,l

N are re-enumerated as Mn, mn, with the
corresponding maximal fluid domains �Mn and the function spaces Hn, Vn and
Q′
n all defined on �Mn .

We prove the Uniform Ehrling Property by contradiction, and by using the
“uniform squeezing property” ([68], Lemma 5.7). We start by assuming that the
statement of the uniform Ehrling property (2.6.15) is false. More precisely, we
assume that there exists a δ0 > 0 and a sequence (fn, gn) ∈ Hn such that

‖(fn, gn)‖H = ‖(fn, gn)‖Hn > δ0‖(fn, gn)‖Vn + n‖(fn, gn)‖Q′
n
.

Here, as before, we have extended the functions fn onto the entire domain �M ,
which is determined by the maximal function M(z) defined in Lemma 2.5, so that
‖(fn, gn)‖H = ‖(fn, gn)‖Hn . Recall that H is defined as the L2 product space, so
extensions by 0 do not change the norm.

It will be convenient to also replace the Vn norm on the right hand-side by the
norm on V . Here, however, since V is defined as the Hs product space, the norm
on Vn is bounded from below by a constant times the norm on V , see Lemma 2.6.
Thus, we have:

‖(fn, gn)‖H > δ0‖(fn, gn)‖Vn + n‖(fn, gn)‖Q′
n

≥ Cδ0‖(fn, gn)‖V + n‖(fn, gn)‖Q′
n
.

Without the loss of generality we can assume that our sequence (fn, gn) is such
that ‖(fn, gn)‖H = 1. For example, we could consider 1

‖(fn,gn)‖H (fn, gn) instead
of (fn, gn). Notice that we now have a sequence such that the two terms on the
right hand-side are uniformly bounded in n, which implies that there exists a
subsequence, which we again denote by (fn, gn), such that:

‖(fn, gn)‖H = 1, ‖(fn, gn)‖V ≤ 1

Cδ0
, ‖(fn, gn)‖Q′

n
→ 0. (2.6.23)

Since (fn, gn) is uniformly bounded in V , and by the compactness of the embedding
of V into H , we conclude that there exists a subsequence (fnk , gnk ) → (f, g)
strongly in H .

Now, from the energy estimates, we recall that sequences {Mn}, {mn} are
uniformly bounded in H 2(�), and so by the compactness of the embedding of
H 2(�) into C(�̄) there exist subsequences Mnk → M̃ , mnk → m̃. With a slight
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abuse of notation, we denote the convergent subsequences by index n. Therefore,
we are now working with the convergent sub-sequences

Mn → M̃, mn → m̃, (fn, gn) → (f, g) in H.

These functions define the maximal domain �M̃ , the minimal domain �m̃, and the
corresponding minimal and maximal domains that depend on n: �mn and �Mn .

Let S̃ be the strip between the minimal and maximal domains �m̃ and �M̃ , and
Sn be the strip between the minimal and maximal domains that depend on n:

Sn = �Mn \�mn, S̃ = �M̃ \�m̃.

We now want to show that (f, g) = 0 first outside �M̃ , i.e., in �M \ �M̃ , then in
�M̃ . (Recall that�M was defined to contain all the approximate domains.) This will
contradict the assumption that ‖(fn, gn)‖H = 1 and complete the proof.

First, we show that f = 0 outside of�M̃ , and inside �M . This will follow simply
because f is the limit of a sequence of functions that are zero outside �Mn which
converge to �M̃ . More precisely, we introduce the characteristic functions χ�Mn of
the sets �Mn and recall that χ�Mn converge uniformly to χ

�M̃
. Therefore:

f(1 − χ
�M̃
) = lim

n
fn(1 − χ�Mn ) = 0,

since fn are extended by 0 to �M .
Next, we show that f = 0 inside�M̃ . We start by showing that f = ger in S̃. This

follows immediately from

(f − ger )χS̃ = lim
n
(fn − gner )χSn = 0,

because (fn, gn) ∈ Vn = Qn
V

, which implies fn = gner in Sn.
We finish the proof by using ‖(fn, gn)‖Q′

n
→ 0 to show (f, g) = (0, 0). Recall

that:

Qn = {(q, ψ) ∈ (VF (�Mn) ∩H 4(�Mn)
)×H 2

0 (�) : q = ψe3 on Sn}.

Let ε > 0. By the density of Qn in H , and by the uniform convergence of Mn and
mn, combined with the “squeezing procedure” from the proof of Property C2, we
can construct a test function (q, ψ) and n0 ∈ N such that:

‖(f, g)− (q, ψ)‖H ≤ ε, (q, ψ) ∈ Qn, n ≥ n0. (2.6.24)
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Therefore we have:

〈(f, g), (q, ψ)〉H = lim
n

〈(fn, gn), (q, ψ)〉H = lim
n

Q′
n
〈(fn, gn), (q, ψ)〉Qn

≤ ‖(fn, gn)‖Q′
n
‖(q, ψ)‖Qn︸ ︷︷ ︸

≤C
→ 0.

Here, the uniform boundedness of ‖(q, ψ)‖Qn follows from the uniform conver-
gence of Mn and mn. Hence,

‖(f, g)‖2
H = 〈(f, g), (f, g) ± (q, ψ)〉H = 〈(f, g), (f − q, g − ψ)〉H ≤ ε‖(f, g)‖H .

Therefore, ‖(f, g)‖H < ε. Since ε is arbitrary, (f, g) = (0, 0), and this completes
the proof of the Uniform Ehrling Property.

Since this was the last step in verifying that all the assumptions of Theorem 2.1
hold, we conclude that the statement of the compactness theorem, Theorem 2.2,
holds true.

We summarize the strong convergence results obtained in this section. We have
shown that there exist subsequences (uN)N∈N, (ηN)N∈N, (η̄N )N∈N, (vN)N∈N such
that

uN → u in L2(0, T ;L2(�M)),

τ�tuN → u in L2(0, T ;L2(�M)),

ηN → η in L∞(0, T ;C1(�̄)),

η̄N → η̄ in L∞(0, T ;C1(�̄)),

vN → v in L2(0, T ;L2(�)),

τ�tvN → v in L2(0, T ;L2(�)).

(2.6.25)

The statements about the convergence of the time-shifts (τ�tuN)N∈N and
(τ�tvN)N∈N follow directly from Statement 3 of Theorem 2.1, i.e., from the
numerical dissipation estimate for the splitting scheme. Namely, if we multiply the
third equality of Lemma 2.1 by �t we get:

‖τ�tuN − uN‖2
L2((0,T )×�) + ‖τ�tvN − vN‖2

L2((0,T )×(0,L)) ≤ C�t. (2.6.26)

Furthermore, one can also show that subsequences (̃vN )N and (̃uN)N also
converge to v and u, respectively. More precisely,

ũN → u in L2(0, T ;L2(�)),

ṽN → v in L2(0, T ;L2(0, L)).
(2.6.27)
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This statement follows directly from the following inequalities (see [75, p. 328])

‖vN − ṽN‖2
L2(0,T ;L2(0,L)) ≤ �t

3

N∑
n=1

‖vn+1 − vn‖2
L2(0,L),

‖uN − ũN‖2
L2(0,T ;L2(�))

≤ �t

3

N∑
n=1

‖un+1 − un‖2
L2(�)

,

and Lemma 2.1 which provides uniform boundedness of the sums on the right hand-
sides of the inequalities.

2.7 The Limiting Problem and Existence of Weak Solutions

One of the problems in showing that the sequence of approximate solutions
converges to a weak solution of the coupled, continuous problem, is the fact that
the velocity test functions depend on the fluid domains, i.e., they depend on N

(�t). We would ultimately like to show that in the limit as N → ∞, the limits
of approximate solutions satisfy the weak formulation stated in Sect. 2.3, for all the
test functions in the given test space specified in Sect. 2.3. To take the limit in the
weak formulations of approximate problems, we need to be able to “handle” the
behavior of test functions as N → ∞. In particular, we would like to show that not
only the approximate solutions, but also the corresponding velocity test functions
converge to the velocity test functions of the continuous problem. Moreover, the
convergence needs to be strong enough (uniform) to allow passing to the limit in the
integral formulations.

To achieve this goal, we start by considering the velocity test functions q for
the continuous, coupled problem, and based on those functions “construct” the
test functions qN for approximate problems, such that they have the following two
properties: (1) they belong to the test spaces of approximate problems, and (2) they
converge (uniformly), as N → ∞, to a test function q of the continuous problem.
There are different ways to construct such test functions. Here, we take an approach
similar to [21].

2.7.1 Construction of the Appropriate Test Functions

Recall that the test functions (q, ψ) for the limiting problem are defined by the
space Qη, given in (2.3.7), which depends on η. Similarly, the test spaces for the
approximate problems depend on N through the dependence on ηN .
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Fig. 2.10 Construction of
appropriate test functions q0
and q1 for the limiting
procedure

We begin the construction of the appropriate test functions by considering a dense
subset X ⊂ Qη such that X consists of all the test functions (q, ψ) ∈ X = XF ×XS ,
where XF is such that the velocity test functions q ∈ XF are smooth, independent
of N , and ∇ · q = 0.

To construct the set XF we consider the functions (q, ψ) ∈ Qη which can be
written as an algebraic sum of the functions q0, which have compact support in
�η ∪ �in ∪ �out ∪�b , plus a function q1, which is a “constant extension” of ψ (the
Lagrangian trace of q):

q = q0 + q1.

More precisely, the functions q0 and q1 can be constructed as follows. Let �min
and �max denote the fluid domains associated with the radii Rmin and Rmax ,
respectively. See Fig. 2.10.

1. Definition of test functions (q0, 0) on (0, T ) × �max: Consider all the smooth
functions q with compact support in�η∪�in∪�out∪�b , and such that ∇·q = 0.
Then we can extend q by 0 to a divergence-free vector field on (0, T ) × �max .
This defines q0.

2. Definition of test functions (q1, ψ) on (0, T ) × �max : Consider ψ ∈
C1
c ([0, T );H 2

0 (�
η)). Define

q1 :=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

A constant extension in the vertical
direction of ψer on �η : q1 = (0, ψ(z))T ;
Notice, divq1 = 0.

⎫⎬
⎭ on �max \�min,

A divergence-free extension to �min
}

on �min.

See, e.g., [40, pg. 127].
Notice that since ηN converge uniformly to η, there exists an Nq > 0 such

that supp(q0) ⊂ �τ�tηN , ∀N ≥ Nq . Therefore, q0 is well defined on infinitely
many approximate domains�τ�tηN .
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From the construction it is clear that q1 is also defined on �τ�tηN for each
N , and so it can be mapped onto the reference domain � by the transformation
Aτ�t ηN .

For any test function (q, ψ) ∈ Qη it is easy to see that the velocity component q
can then be written as q = q − q1 + q1, where q − q1 can be approximated by a
divergence-free function q0, which has compact support in �η ∪ �in ∪ �out ∪ �b.
Therefore, one can easily see that functions

(q, ψ) = (q0 + q1, ψ) ∈ XF × XS = X

satisfy the following properties:

1. X is dense in the space Qη of all test functions defined on the physical, moving
domain �η, defined by (2.3.7);

2. ∇ · q = 0,∀q ∈ XF ;
3. For each q ∈ XF , there exists an Nq > 0 such that ∀N ≥ Nq , q0 and q1 are well

defined on �τ�tηN .

Now, we can use those test functions to study convergence as N → ∞ of the
approximate solutions, defined on domains �τ�tηN . To do this, we map everything
onto a fixed, reference domain via the ALE mappings Aτ�t ηN , and work on the
reference domain �.

For this purpose, we define the test functions q̃ defined on �, to be the test
functions q ∈ XF composed with the ALE mapping Aη:

q̃ = q ◦ Aη.

The set {(̃q, ψ)|̃q = q ◦ Aη,q ∈ XF ,ψ ∈ XS} is dense in the space Q̃η of all test
functions defined on the fixed, reference domain�, defined by (2.3.11).

Similarly, for q ∈ XF , we define q̃N defined on �, to be the test functions
q ∈ XF composed with the ALE mapping Aτ�t ηN :

q̃N := q ◦ Aτ�t ηN .

Functions q̃N satisfy ∇τ�t ηN · q̃N = 0. These will serve as test functions for
approximate problems, defined on domains determined by τ�tηN . The approximate
test functions have the following uniform convergence properties, which are a
consequence of uniform convergence of ηN and the spatial derivatives of ηN .

Lemma 2.8 For every (q, ψ) ∈ X we have

q̃N → q̃ and ∇q̃N → ∇q̃ uniformly on [0, T ] ×�.
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Proof By the Mean-Value Theorem we get:

|̃qN(t, z, r)− q̃(t, z, r)| = |q(t, z, (R + τ�tηN)r)− q(t, z, (R + η)r)|
= |∂rq(t, z, ζ )r| |η(t, z)− ηN(t −�t, z)|.

The uniform convergence of q̃N follows from the uniform convergence of ηN , since
q are smooth.

To show the uniform convergence of the gradients, one can use the chain rule to
calculate

∂zq̃N(t, z, r) = ∂zq(t, z, (R + τ�t ηN)r)+ [∂zτ�t ηN(t, z)r] [∂rq(t, z, (R + τ�t ηN)r)
]
.

The uniform convergence of ∂zq̃N(t, z, r) follows from the uniform convergence of
∂zτ�tηN . Combined with the first part of the proof we get ∂zq̃N → ∂zq̃ uniformly
on [0, T ] ×�. The uniform convergence of ∂r q̃N can be shown in a similar way.

Before we can pass to the limit in the weak formulation of the approximate
problems, there is one more useful observation that we need. Namely, notice that
although q are smooth functions both in the spatial variables and in time, the
functions q̃N are discontinuous at n�t because τ�tηN is a step function in time.
As we shall see below, it will be useful to approximate each discontinuous function
q̃N in time by a piecewise linear function, q̄N , so that

q̄N(t, .) = q̃N(n�t−, .), t ∈ [(n− 1)�t, n�t), n = 1, . . . , N,

where q̃N(n�t−) is the limit from the left of q̃N at n�t , n = 1, . . . , N . By
combining Lemma 2.8 with the argument in the proof of Lemma 2.3, we get

q̄N → q̃ uniformly on [0, T ] ×�.

Remark 2.13 Notice that the “corresponding” test functionsψN are independent of
N on �, and are equal to ψ there. The particular “constant” extension ofψ is crucial
in avoiding the dependence of ψN on the regularity of ηN (via the ALE mapping).

2.7.2 Passing to the Limit

Notation Since in this section we will be only working with the problem defined
on the fixed domain �, we will simplify notation for the test functions by using qN
to denote the functions q ◦ Aτ�t ηN = q̃N from above.
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We start by writing the weak formulation of the coupled, semi-discretized
problem (2.4.15) by using the test functions (qN(t), ψ(t)) ∈ X (where qN =
q ◦ Aτ�t ηN , q ∈ XF and ψ(t) ∈ XS). We integrate with respect to t from n�t

to (n+ 1)�t and then take the sum from n = 0, . . . , N − 1 to get the time integrals
over (0, T ). Furthermore, we use the fact that the following is true:

ρf

N−1∑
n=0

∫
�

(R + τ�t ηN)
un+1
N − unN
�t

· qN = ρf

∫ T

0

∫
�

(R + τ�t ηN)∂t ūN · qN

where ūN is the piecewise linear extrapolation, as given by Definition 2.3. Now the
weak formulation for a fixed N , i.e., fixed �t , is given by the following:

ρf

∫ T

0

∫
�

(R + τ�t ηN)
(
∂t ūN · qN + 1

2
(τ�tuN − wN) · ∇τ�tηN uN · qN

−1

2
(τ�tuN − wN) · ∇τ�t ηNqN · uN

)
+ ρf

2

∫ T

0

∫
�

v∗
NuN · qN

+2μ
∫ T

0

∫
�

(R + τ�tηN)Dτ�t ηN (uN) : Dτ�t ηN (qN)+ ρsh

∫ T

0

∫ L

0
∂t v̄Nψ

+
∫ T

0
aS(ηN ,ψ)

= R
( ∫ T

0
PNin dt

∫ R

0
qz(t, 0, r)dr −

∫ T

0
PNoutdt

∫ R

0
qz(t, L, r)dr

)
,

(2.7.1)

with

∇τ�tη · uN = 0, vN = ((ur )N )|�,

uN(0, .) = u0, η(0, .)N = η0, vN(0, .) = v0.

(2.7.2)

Here ūN and v̄N are the piecewise linear functions defined in Definition 2.3, τ�t
is the shift in time by �t to the left, defined in (2.6.10), ∇τ�t ηN is the transformed
gradient via the ALE mapping Aτ�t ηN , defined in (2.2.29), and v∗

N , uN , vN and ηN
are defined in (2.5.1).

Using the convergence results obtained for the approximate functions in
Sect. 2.6.2, and the convergence results just obtained for the test functions qN ,
we can pass to the limit directly in all the terms except in the term that contains
∂t ūN .
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To deal with this term we notice that, since qN are smooth on sub-intervals
(n�t, (n+ 1)�t), we can use integration by parts on these sub-intervals to obtain:

∫ T

0

∫
�

(R + τ�tηN)∂t ūN · qN =
N−1∑
j=0

∫ (n+1)�t

n�t

∫
�

(R + ηnN)∂t ūN · qN

=
N−1∑
j=0

(
−
∫ (n+1)�t

n�t

∫
�

(R + τ�tηN)ūN · ∂tqN

+
∫
�
(R + ηn+1

N
− ηn+1

N
+ ηnN )u

n+1
N

· qN((n+ 1)�t−)−
∫
�
(R + ηnN)u

j
N

· qN(n�t+)
)
.

(2.7.3)

Here, we have denoted by qN((n+ 1)�t−) and qN(n�t+) the limits from the left
and right, respectively, of qN at the appropriate points.

The integral involving ∂tqN can be simplified by recalling that qN(t, z̃, r̃) =
q(t,AηN (t)(̃z, r̃)) = q(t, z̃, (R+ ηN(t, z̃, r̃))), where ηN are constant on each sub-
interval (n�t, (n + 1)�t). Thus, by the chain rule, we see that ∂tqN = ∂tq on
(n�t, (n+ 1)�t). After summing over all j = 0, . . . , N − 1 we obtain

−
N−1∑
j=0

∫ (n+1)�t

n�t

∫
�

(R + τ�tηN)ūN · ∂tqN = −
∫ T

0

∫
�

(R + τ�tηN)ūN · ∂tq.

To deal with the last two terms in (2.7.3) we calculate

N−1∑
j=0

( ∫
�
(R+ηn+1

N
−ηn+1

N
+ηnN )u

n+1
N

· qN((n+1)�t−)−
∫
�
(R+ηnN )u

n
N · qN(n�t+)

)

=
N−1∑
j=0

∫
�

(
(R + ηn+1

N
)un+1
N

· qN((n+ 1)�t−)− (ηn+1
N

− ηnN )u
n+1
N

· qN((n+ 1)�t−)
)

−
∫
�
(R + η0)u0 · q(0)−

N−1∑
j=1

∫
�
(R + ηnN )u

n
N · qN(n�t+)

)
�t



80 S. Čanić

Now, we can write (ηn+1 − ηn) as vj+
1
2�t , and rewrite the summation indices in

the first term to obtain that the above expression is equal to

=
N∑
j=1

∫
�

(R + ηnN)u
n
N · qN(n�t−)−

∫ T

0

∫
�

v∗
NuN · q̄N

−
∫
�

(R + η0)u0 · q(0)−
N−1∑
j=1

∫
�

(R + ηnN)u
n
N · qN(n�t+).

Since the test functions have compact support in [0, T ), the value of the first term
at j = N is zero, and so we can combine the two sums to obtain that the above
expression is equal to:

=
N∑
j=1

∫
�

(R + ηnN)u
n
N · (qN(n�t−)− qN(n�t+))

−
∫
�

(R + η0)u0 · q(0)−
∫ T

0

∫
�

v∗
NuN · q̄N .

Now we know how to pass to the limit in all the terms expect the first one. We
continue to rewrite the first expression by using the Mean Value Theorem to obtain:

qN(n�t−, z, r)− qN(n�t+, z, r) = q(n�t, z, (R + ηnN )r)− q(n�t, z, (R + ηn+1
N )r) =

= ∂rq(n�t, z, ζ )r(ηnN − ηn+1
N ) = −�t∂rq(n�t, z, ζ )vj+

1
2

N r.

Therefore we have:

N−1∑
j=1

∫
�
(R + ηnN )u

n
N

(
q(n�t−)− q(n�t+)) = −

∫ T−�t
0

∫
�
(R + ηN)uNrτ−�tv∗

N∂r q̄.

We can now pass to the limit in this last term to obtain:

∫ T−�t

0

∫
�

(R + ηN)uNrτ−�tv∗
N∂r q̄ →

∫ T

0

∫
�

(R + η)ur∂t η∂rq.
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Therefore, by noticing that ∂t q̄ = ∂tq + r∂t η∂rq we have finally obtained

∫ T

0

∫
�

(R + τ�tηN)∂t ūN · qN → −
∫ T

0

∫
�

(R + η)u · ∂t q̃ −
∫ T

0

∫
�

∂tηu · q̃

−
∫
�

(R + η0)u0 · q̃(0),

where we recall that q̃ = q ◦ Aη.
Thus, we have shown that the limiting functions u and η satisfy the weak form

of the coupled, continuous problem 2.3.12, for all test functions (̃q, ψ), which are
dense in the test space Q̃η. Thus, he following theorem holds:

Theorem 2.3 (Main Theorem) Let �f , �s , μ, h, Ci , i = 1, 2, 3. Suppose that
the initial data v0 ∈ L2(0, L), u0 ∈ L2(�η0), and η0 ∈ H 2

0 (0, L) are such that
(R + η0(z)) > 0, z ∈ [0, L]. Furthermore, let Pin, Pout ∈ L2

loc(0,∞).
Then there exist a T > 0 and a weak solution (u, η) on (0, T ) in the sense of

Definition 2.2 (or equivalently Definition 2.1), which satisfies the following energy
estimate:

E(t)+
∫ t

0
D(τ)dτ ≤ E0 + C(‖Pin‖2

L2(0,t ) + ‖Pout‖2
L2(0,t )), t ∈ [0, T ],

(2.7.4)

where C depends only on the coefficients in the problem, E0 is the kinetic energy of
the initial data, and E(t) and D(t) are given by

E(t) = ρf

2
‖u‖2

L2(�η(t))
+ ρsh

2
‖∂tη‖2

L2(�))

+ 1

2

(
C0‖η‖2

L2(�)
+ C1‖∂zη‖2

L2(�)
+ C2‖∂2

z η‖2
L2(�)

)
,

D(t) = μ‖D(u)‖2
L2(�η(t)))

+D0‖∂tη‖2
L2(�)

+D1‖∂t ∂zη‖2
L2(�)

+D2‖∂t ∂2
z η‖2

L2(�)
.

Furthermore, one of the following is true: either

1. T = ∞, or
2. lim

t→T
min
z∈[0,L](R + η(z)) = 0.

Proof It only remains to prove the last assertion, which states that our result is
either global in time, or, in the case the walls of the cylinder touch each other, our
existence result holds until the time of degeneracy. This can be proved by using
similar argument as in [21, p. 397–398]. For the sake of completeness we present
the arguments here.

Let (0, T1), T1 > 0, be the interval on which we have constructed our solution
(u, η), and let m1 = min(0,T1)×(0,L)(R + η). From Lemma 2.5 we know that m1 >
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0. Furthermore, since η ∈ W 1,∞(0, T ;L2(0, L)) ∩ L∞(0, T ;H 2
0 (0, L)) and u ∈

L∞(0, T ;L2(�)), we can take T1 such that η(T1) ∈ H 2
0 (0, L), ∂tη(T1) ∈ L2(0, L)

and u(T1) ∈ L2(�). We can now use the first part of Theorem 2.3 to prolong the
solution (u, η) to the interval (0, T2), T2 > T1. By iteration, we can continue the
construction of our solution to the interval (0, Tk), k ∈ N, where (Tk)k∈N is an
increasing sequence. We set mk = min(0,Tk)×(0,L)(R + η) > 0.

Sincemk > 0 we can continue the construction further. Without loss of generality
we could choose a Tk+1 > Tk so that mk+1 ≥ mk

2 . From (2.7.4) and from the
embedding

L∞(0, T ;H 2
0 (0, L)) ∩W 1,∞(0, T ;L2(0, L)) ↪→ C0,1−α([0, T ];H 2α(0, L)),

by taking α = 1/2, we have that the displacement η is Hölder continuous in time,
namely,

‖η‖C0,1/2(0,Tk+1;C[0,L]) ≤ C(Tk+1).

Therefore, the following estimate holds:

R+η(Tk+1, z) ≥ R+η(Tk, z)−C(Tk+1)(Tk+1 −Tk)1/2 ≥ mk−C(Tk+1)(Tk+1 −Tk)1/2.

For a Tk+1 chosen so that mk+1 ≥ mk
2 this estimate implies

Tk+1 − Tk ≥ m2
k

4C(Tk+1)2
, k ∈ N. (2.7.5)

Now, let us take T ∗ = supk∈N Tk and set m∗ = min(0,T ∗)×(0,L)(R + η).
Obviously,mk ≥ m∗, k ∈ N. There are two possibilities. Eitherm∗ = 0, or m∗ > 0.
If m∗ = 0, this means that lim

t→T
min
z∈[0,L](R + η(z)) = 0, and the second statement in

the theorem is proved. If m∗ > 0, we need to show that T ∗ = ∞. To do that, notice
that (2.7.4) gives the form of the constant C(T ) which is a non-decreasing function
of T . Therefore, we have C(Tk) ≤ C(T ∗), ∀k ∈ N. Using this observation and that
fact that mk ≥ m∗, k ∈ N, estimate (2.7.5) implies

Tk+1 − Tk ≥ (m∗)2

2C(T ∗)2
, ∀k ∈ N.

Since this holds for all k ∈ N, we have that T ∗ = ∞.
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2.7.3 A Few Final Remarks About the Problem

Strong Convergence of ∂tηN Because we are working with divergence free
velocities, we need strong convergence of the ∂tηN ’s to be able to get strong
convergence of the uN ’s. There are two reasons for that. The first is the fact that we
use the strong convergence of the ηN ’s in our compactness argument for u (this may
possibly be avoided for compressible flows). The second reason is that although
we have strong convergence of the uN ’s to u in L2(0, T , L2(�)), the trace of the
limiting function is not defined in general for such functions. However, in the case
of divergence-free vector fields, the normal trace of u is defined, and needs to be
equal to ∂tη in the limit. Therefore, we need strong convergence of the ∂tηN ’s to ∂tη
to be able to satisfy the kinematic coupling condition in the limit, stating that the
normal trace of u on the moving boundary equals ∂tη.

Radial Displacement Assuming only radial (normal) displacement to be different
from zero is an assumption which is reasonable for problems for which the structure
displacement is primarily a consequence of the pressure loading (since pressure is
the main component in the normal stress).

2D Versus 3D (Lipschitz Interface Regularity) One difference between the 2D
result presented here and 3D problems is the fact that in 3D, the limiting η is not
Lispchitz in the sense that the Lipschitz property does not follow from energy
estimates. Our limiting interface is Hölder continuous in the sense that it belongs
to the space H 2(�). When � ⊂ R, the interface is Lipschitz, but not in 2D. In the
case of 2D structures interacting with a 3D fluid, H 2 + ε regularity would provide
a Lipschitz interface, but we do not have that extra regularity just by looking at the
energy of the problem. Muha et al. [61], showed recently that one can, in fact, show
that the limiting function will be Lipschitz, but not directly from energy estimates.

One consequence of the non-Lipschitz property of the limiting interface η is that
u◦Aη is not anH 1 function. This gives rise to various difficulties in the construction
of extensions to the maximal domain, including the construction of q1 test function
in the limiting problem.
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Chapter 3
Regularity and Inviscid Limits
in Hydrodynamic Models

Peter Constantin

Abstract We discuss the vanishing viscosity limit and low regularity bounds,
uniform in viscosity, for vorticity in Yudovich class in 2D. We also show that
multiscale steady solutions of Navier–Stokes equations with power law energy
spectrum, including K41, can be constructed in any domain in 3D

3.1 Introduction

The three-dimensional incompressible Navier–Stokes equations are the basic equa-
tions of mathematical fluid mechanics. The equations

∂tu+ u · ∇u+ ∇p − ν�u = f, (3.1.1)

with the incompressibility constraint

∇ · u = 0, (3.1.2)

describe the motion of a fluid of uniform density (taken above to be identically 1),
with velocity u = u(x, t) ∈ R

d with x ∈ R
d , t ≥ 0, in d = 2 or d = 3 dimensions.

The scalar unknown p = p(x, t) represents the hydrodynamic pressure, arising
in response to the constraint of incompressibility (3.1.2). The positive number ν
represents the kinematic viscosity, and f are body forces.

The Euler equations,

∂tu+ u · ∇u+ ∇p = f, (3.1.3)
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together with the incompressibility condition (3.1.2) are obtained by formally
setting ν = 0 in the Navier–Stokes equations. The pressure enforces the incom-
pressibility condition, and if the forces are divergence-free, the pressure must satisfy

−�p = ∇ · (u · ∇u) . (3.1.4)

The subject of these lectures is motivated by questions arising in turbulence, one of
the greatest challenges in physics. A law of turbulence states that the average rate
of dissipation of kinetic energy per unit mass does not vanish in the limit of infinite
Reynolds numbers.

− lim
Re→∞〈dE

dt
〉 = ε > 0

This law is experimentally well verified. Another important law of turbulence theory
is the K41 spectrum, or Kolmogorov–Obukhov spectrum,

E(k) = Cε
2
3 k− 5

3 ,

which states that the energy per wave number k has a universal power law behavior
for a range of scales, called the inertial range. This range extends from low wave
numbers, where the energy injection typically occurs, to a viscosity dependent cutoff
wave number, which converges to infinity in the limit of zero viscosity. This again
is very well verified experimentally. The physical literature on the subject is vast. A
lucid presentation is given in [1].

The mathematical description of these two laws requires a more precise formu-
lation. The laws are not in any way mathematical statements, and formulations
can be given so that they invalid. The more challenging task is to understand
why they are observed in nature, and how are they related to the fundamental
underlying equations. In these lectures we present negative results, results in which
the vanishing viscosity limit is conservative, and results in which non-turbulent
Navier–Stokes stationary solutions exhibit power law scaling behavior.

3.2 Inviscid Limit

If we consider the issue of the limit of energy dissipation, we certainly can find cases
in which the limit vanishes. These are cases in which the solutions of the Navier–
Stokes equations converge to solutions of Euler equations, and the latter are smooth
enough to conserve energy. This situation occurs, as it is very well known, if we are
considering spatially periodic solutions and solutions of the Euler equations which
belong to Hs(Td), s > d

2 + 1 [2, 3].
The difference between solutions vanishes in the inviscid limit, in strong norms,

at a rate proportional to the difference between coefficients, that is, linearly with
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viscosity. This rate changes if we consider less smooth solutions of Euler equations,
even in 2D. This was first investigated in [4] and [5] for vortex patches, a class
of weak solutions of Euler equations in 2D. We describe below recent results [6]
extending the earlier work.

3.2.1 Yudovich Class

We discuss here the connection between Yudovich solutions of the Euler equations
[27]

∂tω + u · ∇ω = g, (3.2.1)

with bounded forcing g ∈ L∞(0, T ;L∞(T2)), and initial data

ω(0) = ω0 ∈ L∞(T2), (3.2.2)

and the vanishing viscosity limit (limν→0) of solutions of the Navier–Stokes
equations,

∂tω
ν + uν · ∇ων = ν�ων + g, (3.2.3)

with initial data

ων(0) = ων0 ∈ L∞(T2), (3.2.4)

and the same forcing g. We consider uniformly bounded initial data

sup
ν>0

‖ων0‖L∞(T2) ≤ �0,∞ < ∞. (3.2.5)

The solutions of (3.2.1), (3.2.2), (3.2.3), and (3.2.4) are uniformly bounded in
L∞(T2):

sup
ν≥0

sup
0≤t≤T

‖ων(t)‖L∞(T2) ≤ �∞ = �0,∞ +
∫ T

0
‖g(t)‖L∞(T2)dt. (3.2.6)

This bound is valid in T
2 or R2 but is not available if boundaries are present or in

3D. The bound will be used repeatedly below.
The vorticity distribution function πων(t)(dy) is defined by

∫
f (y)πων(t)(dy) =

∫
f (ων(t, x))dx, (3.2.7)
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for all continuous functions (observables) f . If ων0 → ω0 we the distributions
convergence

πων(t)(dy)
ν→0−−→ πω(t)(dy) = πω0(dy), (3.2.8)

where the time invariance of the vorticity distribution function for the Euler equa-
tions follows from Lagrangian transport ω(t) = ω0 ◦X−1

t and volume preservation
of the homeomorphism At = X−1

t . The statement (3.2.8) is a consequence of the
strong convergence of the vorticity in L∞(0, T ;Lp(T2)) for all p ∈ [1,∞) and
for any T > 0. This fact was proved in [6], extending previous work for vortex
patch solutions with smooth boundary [4], and removing additional assumptions
on the Euler path [5]. This result has implications for equilibrium theories [28] of
decaying two-dimensional turbulence [7, 8, 29] The result of [6] is:

Theorem 3.1 Let ω be the unique Yudovich weak solution of the Euler equations
with initial data ω0 ∈ L∞(T2) and forcing g ∈ L∞(0, T ;L∞(T2)). Let ων be
the solution of the Navier–Stokes equation with the same forcing and initial data
ων0 → ω0 strongly in L2(T2). Then, for any T > 0 and p ∈ [1,∞), the inviscid
limit ων → ω holds strongly in L∞(0, T ;Lp(T2)):

lim
ν→0

sup
0≤t≤T

‖ων(t)− ω(t)‖Lp(T2) = 0. (3.2.9)

Consequently, the distributions converge,

lim
ν→0

πων(t)(dy) = πω0(dy), (3.2.10)

for all t ∈ [0, T ].
Remark 3.1 The result is sharp, in several ways. First, there can be no infinite
time result as the Euler solution is conservative and the Navier–Stokes solution is
dissipative. Secondly, there can be no rate without additional regularity assumptions
on ω0, as is the case for the heat equation. Thirdly, there can be no strong
convergence in L∞ because ω0 may not be continuous while ων is smooth for any
t > 0. And, finally there can be no strong convergence for p > 1 in domains with
boundaries, if the boundary condition of the Navier–Stokes solutions is no slip, and
the Euler solution has non-vanishing tangential velocity at the boundary, in other
words, if there are boundary layers [9].

The method of proof of Theorem 3.1 yielded also the continuity of the Yudovich
solution map ω(t) = S(t)(ω0) in the Lp topology when restricted to fixed balls in
L∞.
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Theorem 3.2 For any ω0, ω
n
0 ∈ L∞(T2) such that ωn0 is uniformly bounded in

L∞(T2) and ωn0 → ω0 as n → ∞ strongly in L2(T2) we have

lim
n→∞ ‖S(t)(ωn0 )− S(t)(ω0)‖Lp(T2) = 0 (3.2.11)

for each time t > 0.

If additional smoothness is assumed on the data then some degree of fractional
smoothness in Lp can be propagated uniformly in viscosity [6]:

Theorem 3.3 Suppose ω0 ∈ (L∞ ∩ Bsp,∞)(T2) for some s > 0 and some p ≥ 1.

Then the solutions of the Navier–Stokes equations satisfy ων(t) ∈ (L∞∩Bs(t)p,∞)(T2)

uniformly in ν, where

s(t) = s exp(−Ct‖ω0‖L∞(T2))

for some universal constant C > 0.

The proof of Theorem 3.3 relied on the fact that the velocity is log-Lipschitz
uniformly in ν and showed that the exponential estimate with loss of [10] holds
uniformly in viscosity. The proof given in [6] used the stochastic Lagrangian
representation formula of [11]

dXt(x) = uν(Xt(x), t)dt + √
2ν dWt, X0(x) = x, (3.2.12)

yielding the representation formula

ων(t) = E
[
ω0 ◦ At

]
(3.2.13)

where back-to-labels map is defined as At = X−1
t . The noisy Lagrangian picture

allowed for adaptation of ideas of [10, 12] to the viscous case. Uniform Sobolev
regularity could be established by similar arguments; if ω0 ∈ (L∞ ∩ Ws,p)(T2)

then ων(t) ∈ (L∞ ∩Ws(t),p)(T2) with uniformly bounded norms.
The uniform regularity of Theorem 3.3was used to deduce

Corollary 3.1 Let ω0 ∈ (L∞ ∩ Bs2,∞)(T2) with s > 0 and let ω and ων solve
respectively (3.2.1) and (3.2.3), with the same initial data ων0 = ω0. Then the Lp

convergence of vorticity, for any p ∈ [1,∞) and any finite time T > 0, occurs at
the rate

sup
t∈[0,T ]

‖ων(t)− ω(t)‖Lp(T2) � (νT )
s exp(−2CT ‖ω0‖∞)

p(1+s exp(−CT ‖ω0‖∞))
−
, (3.2.14)

with the universal constant C > 0 in Proposition 3.3.
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Corollary 3.1 applies in particular to the to inviscid limits of vortex patches
with non-smooth boundary. Indeed, Lemma 3.2 of [5] shows that if ω0 = χ� is
the characteristic function of a bounded domain whose boundary has box-counting
(fractal) dimensionD not larger than the dimension of space d = 2, i.e. dF (∂�) :=
D < 2, then ω0 ∈ B

(2−D)/p
p,∞ (T2). Proposition 3.3 then shows that some degree of

fractional Besov regularity of the solution ων(t) is retained uniformly in viscosity
for any finite time T < ∞ and Corollary 3.1 provides a rate depending only D,T
and p at which the vanishing viscosity limit holds, removing therefore the need for
the additional assumptions on the solution imposed in [5].

The proof of Theorem 3.1, adapted from [6], is given below. It is based on
a number of properties of Yudovich class solutions, in particular the exponential
integrability of gradients and the fact that linear transport by Yudovich solutions
has a short time uniformly controlled loss of regularity: it maps bounded sets in
W 1,p, p > 2 to bounded sets in H 1, uniformly in viscosity.

We give further a proof of a uniform propagation of regularity result, Theo-
rem 3.4, a version of Theorem 3.3 which does not use the stochastic representation.

We start the proof of Theorem 3.1 with the exponential integrability of gradients
of velocities obtained via the Biot–Savart law in dimension two.

Lemma 3.1 Let ω ∈ L∞(T2) and let u be obtained from ω by the Biot–Savart law

u = K[ω] = ∇⊥(�)−1ω. (3.2.15)

There exists a non-dimensional constant γ > 0 and a constant CK with units of
area such that

∫
T2

exp {β|∇u(x)|} dx ≤ CK (3.2.16)

holds for any β > 0 such that

β‖ω‖L∞(T2) ≤ γ. (3.2.17)

Proof The bound (3.2.16) holds due to the fact that Calderon–Zygmund operators
map L∞ to BMO [13], ω ∈ L∞ �→ ∇u = ∇K[u] ∈ BMO , and from the
John–Nirenberg inequality [14] for BMO functions. We provide below a direct and
elementary argument (modulo a fact about norms of singular integral operators), for
the sake of completeness.

We recall that there exists a constant C∗ so that for all p ≥ 2,

‖∇K[v]‖Lp(T2) = ‖∇ ⊗ ∇(−�)−1v‖Lp(T2) ≤ C∗p‖v‖Lp(T2). (3.2.18)
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(See [13]). The dependence of (3.2.18) on p is the important point. Thus,

∫
T2 e

β|∇u|dx =∑∞
p=0 β

p
‖∇u‖p

Lp(T2)
p!

≤∑∞
p=0

(
C∗β‖ω‖

Lp(T2)

)p
pp

p! ≤ |T2|∑∞
p=0

(
C∗β‖ω‖

L∞ (T2)

)p
pp

p! .

This is a convergent series provided C∗β‖ω‖L∞(T2) < 1/e. Indeed, this can be seen

using Stirling’s bound n! ≥ √
2πnn+1/2e−n which yields

∞∑
p=0

cppp

p! ≤ 1 +
∞∑
p=1

p−1/2

√
2π

(ce)p ≤ 1

1 − ce
, provided c ∈ [0, 1/e)

where c := C∗β‖ω‖L∞(T2). In (3.2.16) we may take thus

γ = (2C∗e)−1, CK = 2
∣∣∣T2
∣∣∣ . (3.2.19)

The constant γ depends on the Biot–Savart kernel and is non-dimensional, the
constant CK then is proportional to the area of the domain.

The next result establishes strong convergence of the velocity in L2(0, T ;
L2(T2)). If g = 0 and uν0 = u0, this is a consequence of Theorem 1.4 of [15].
Below is a generalization of [15] which applies in our setting and is proved by a
different argument.

Lemma 3.2 Let ω0 ∈ L∞(T2). There exist constants U , �2 and K (see below
(3.2.23), (3.2.24), and (3.2.39)) depending on norms of the initial data and of the
forcing such that the difference v = uν − u of velocities of solutions (3.2.1) and
(3.2.3) obeys

‖v(t)‖2
L2 ≤ 3U2K

5(t−t0)�∞
γ

(‖v(t0)‖2
L2(T2)

U2 + γ
�2

2

U2�∞
ν

)1− 5(t−t0)�∞
γ

(3.2.20)

for all 0 ≤ t0 ≤ t . By iterating the above, we obtain

‖v(t)‖2
L2 ≤ 20U2K1−e−10t�∞/γ

(‖v(0)‖2
L2(T2)

U2
+ γ

�2
2

U2�∞
ν

)e− 10t�∞
γ

(3.2.21)

provided that ‖v(0)‖2
L2(T2)

+ γ ν�2
2/�∞ ≤ 9KU2.

Remark 3.2 (Continuity of Solution Map) At zero viscosity, Lemma 3.2 establishes
Hölder continuity of the Yudovich (velocity) solution map. Specifically, denoting
S(t)(u0) the velocity with initial data u0 and ν = 0, a consequence of Lemma 3.2



96 P. Constantin

is that ‖S(t)v(u0) − S(t)(u′
0)‖L2(T2) ≤ C‖u0 − u′

0‖α(t)L2(T2)
where α(t) := e−ct

and c, C > 0 are appropriate constants. This fact is used to prove Theorem 3.2.
It is worth further remarking that the condition on the data ‖v(0)‖2

L2(T2)
≤ 9KU2

required for the above estimate to hold is O(1) (data need not be taken very close).

Proof The proof of Lemma 3.2 proceeds in two steps.

Step 1: Short Time Bound The proof of the lemma starts from the equation
obeyed by the difference v,

∂t v + uν · ∇v + v · ∇u+ ∇p = ν�v + ν�u

leading to the inequality

d

dt
‖v‖2

L2 + ν‖∇v‖2
L2 ≤ ν‖∇u‖2

L2 + 2
∫

|∇u||v|2dx (3.2.22)

which is a straightforward consequence of the equation, using just integration by
parts. We use the bound �∞ (3.2.6) for the vorticity of the Euler solution. We also
use a bound for the L2 norms

sup
0≤t≤T

(‖uν(t)‖L2(T2) + ‖u(t)‖L2(T2)

) ≤ U, (3.2.23)

which is easily obtained from energy balance. We use also bounds for Lp norms of
vorticity,

�p = sup
0≤t≤T

‖ω(t)‖Lp(T2). (3.2.24)

We split the integral

∫
|∇u||v|2dx =

∫
B

|∇u||v|2dx +
∫
T2\B

|∇u||v|2dx

where

B = {x | |v(x, t)| ≥ MU}

withM to be determined below. AlthoughB depends in general on time, it has small
measure if M is large,

|B| ≤ M−2.
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The constant M has dimensions of inverse length. We bound

2
∫
B

|∇u||v|2dx ≤ 2‖∇u‖L2‖v‖2
L4 ≤ 2|B| 1

4 ‖∇u‖L4‖v(t)‖2
L4 (3.2.25)

where we used
∫
B |∇u|2dx ≤ |B| 1

2 ‖∇u‖2
L4 . We now use the fact that we are in

Yudovich class and Ladyzhenskaya inequality to deduce

‖v(t)‖2
L4 ≤ C‖v(t)‖L2 [‖ω0‖L2 + ‖g‖L1(0,T ;L2)] ≤ CU�2

and we use also

‖∇u‖L4 ≤ [C‖ω0‖L4 + ‖g‖L1(0,T ;L4)] = �4

to bound (3.2.25) by

2
∫
B

|∇u||v|2dx ≤ CU�2�4M
− 1

2 , (3.2.26)

We non-dimensionalize by dividing by U2 and we multiply by β = γ /�∞. The
quantity

y(t) =
‖v(t)‖2

L2(T2)

U2 (3.2.27)

obeys the inequality

β
dy

dt
≤ βν

�2
2

U2 + Cβ�4
�2

U
M− 1

2 + 2
∫
T2\B

β|∇u| |v|
2

U2 dx. (3.2.28)

We write the term

2
∫
T2\B

β|∇u||v|2U−2dx = 2
∫
T2\B

(β|∇u|+log ε+log
1

ε
)|v|2U−2dx (3.2.29)

with ε (with units of inverse area) to be determined below. We use the inequality
(3.2.56) and Lemma 3.1 with

a = β|∇u| + log ε, b = |v|2
U2

to deduce

2
∫
T2\B

β|∇u||v|2U−2dx ≤ 2εCK + 2 log
M2

ε
y(t). (3.2.30)
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Inserting (3.2.30) in (3.2.28) we obtain

β
dy

dt
≤ F + log

(
M2

ε

)
y(t) (3.2.31)

with

F = βν
�2

2

U2 + Cβ�4
�2

U
M− 1

2 + 2εCK. (3.2.32)

Note that F and M2

ε
are non-dimensional. From (3.2.31) we obtain immediately

y(t) ≤
(
M2

ε

) t−t0
β

y(t0)+ F

log
(
M2

ε

)
⎛
⎝
(
M2

ε

) t−t0
β

− 1

⎞
⎠ . (3.2.33)

We choose M such that

Cβ�4
�2

U
M− 1

2 = βν
�2

2

U2 + y(t0) (3.2.34)

and we choose ε such that

2εCK = βν
�2

2

U2
+ y(t0). (3.2.35)

These choices imply

F = 3βν
�2

2

U2
+ 2y(t0). (3.2.36)

Then we see that

� = M2

ε
= 2CK

(
Cβ�4

�2

U

)4

×
(
βν
�2

2

U2 + y(t0)

)−5

. (3.2.37)

Taking without loss of generality log� ≥ 1, we have from (3.2.33)

y(t) ≤ 3

(
y(t0)+ βν

�2
2

U2

)
�

t−t0
β

≤ 3

(
y(t0)+ βν

�2
2

U2

)1− 5(t−t0)
β ×

(
2CK

(
Cβ�4

�2
U

)4
) 5(t−t0)

β

.

(3.2.38)
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Recalling that β = γ /�∞ and denoting the non-dimensional constant

K = 2CK

(
Cβ�4

�2

U

)4

(3.2.39)

we established

‖v(t)‖2

U2 ≤ 3K
5(t−t0)�∞

γ

(‖v(t0)‖2
L2(T2)

U2 + βν
�2

2

U2

)1− 5(t−t0)�∞
γ

. (3.2.40)

Thus, we established (3.2.20).

Step 2: Long Time Bound With (3.2.20) established, we now prove (3.2.21). Let
c = 5�∞/γ , �t = 1/2c and ti = ti−1 + �t and ai = ‖v(ti )‖2

L2/U
2 for i ∈ N.

Then (3.2.20) states

ai ≤ C1 (ai−1 + C2ν)
1/2 , i = 1, 2, . . . (3.2.41)

with C1 = 3K
5�∞
2cγ = 3K

1
2 and C2 = β

�2
2

U2 . We set

δn = ai + C2ν

C2
1

(3.2.42)

and observe that (3.2.41) is

δn ≤ √δn−1 + ν̃ (3.2.43)

where

ν̃ = C2ν

C2
1

(3.2.44)

is a non-dimensional inverse Reynolds number. It follows then by induction that

δn ≤ (δ0)
2−n +

n−1∑
i=0

(̃ν)2
−i
. (3.2.45)

Indeed, the induction step follows from

δn+1 ≤ √δn + ν̃ (3.2.46)

and the subadditivity of λ �→ √
λ. If

ν̃ ≤ 1√
5 − 1

(3.2.47)
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then the iteration (3.2.43) starting from 0 < δ0 < r where r is the positive root of
the equation x2 − x − ν̃ = 0, remains in the interval (0, r), and for any n, δn obeys
(3.2.45). We observe that

n−1∑
i=0

(̃ν)2
−i = (̃ν)2

−n+1
(

1 + · · · + (̃ν)2
n−1
)

≤ 1

1 − ν̃
(̃ν)2

−n+1
(3.2.48)

and therefore (3.2.21) follows from (3.2.45). We note that the iteration defined with
equality in (3.2.43) converges as n → ∞ to r . Fixing any t > 0 and letting n =
�t/�t� = �2ct� = �10t�∞/γ � establishes the bound.

The next useful result concerns scalars transported and amplified by a velocity
with bounded curl in two dimensions.

Lemma 3.3 Let u := u(x, t) be divergence free and ω := ∇⊥ · u ∈
L∞(0, T ;L∞(T2)) with

sup
0≤t≤T

‖ω(t)‖L∞(T2) ≤ �∞. (3.2.49)

Consider a nonnegative scalar field θ := θ(x, t) satisfying the differential inequality

∂tθ + u · ∇θ − ν�θ ≤ |∇u|θ + f, (3.2.50)

with initial data θ |t=0 = θ0 ∈ L∞(T2), and forcing f ∈ L∞(0, T ;L∞(T2)).
Let γ > 0 be the constant from Lemma 3.1. Then, for any p > 1 and the time
T (p) = γ (p−1)

2p�∞ it holds that

sup
t∈[0,T (p)]

‖θ(t)‖L2(T2) ≤ C1‖θ0‖pL2p(T2)
+ C2 (3.2.51)

for some constants C1, C2 depending only on p, �∞ and ‖f ‖L∞(0,T ;L∞(T2)).

Proof Let p := p(t) with p(0) = p0 and time dependence of p(t) to be specified
below. Consider

1

2

d

dt

∫
T2

|θ |2p(t)dx = p′(t)
∫
T2

ln |θ ||θ |2p(t)dx + p(t)

∫
T2

|θ |2p(t)−2θ∂tθdx

≤ p′(t)
∫
T2

ln |θ ||θ |2p(t)dx − p(t)

∫
T2

|θ |2p(t)−2θu · ∇θdx

+ νp(t)

∫
T2

|θ |2p(t)−2θ�θdx + p(t)

∫
T2

|θ |2p(t)−2|∇u|θ2dx

+ p(t)

∫
T2

|θ |2p(t)−2θf dx. (3.2.52)
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We now use the following facts

∫
T2

|θ |2p−2θf dx ≤ C‖f ‖L∞(0,T ;L∞(T2))‖θ‖2p−1
2p , (3.2.53)

p

∫
T2

|θ |2p−2θu · ∇θdx = 1

2

∫
T2
u · ∇(|θ |2p)dx = 0, (3.2.54)

ν

∫
T2

|θ |2p−2θ�θdx = −ν(2p − 1)
∫
T2

|θ |2p−2|∇θ |2dx ≤ 0. (3.2.55)

In the second equality we used the fact that the velocity is divergence free.
Altogether we find thus

1
2

d
dt ‖θ(t)‖2p(t)

2p(t)dx

≤ p′(t)
∫
T2 ln |θ ||θ |2p(t)dx + p(t)

∫
T2 |θ |2p(t)|∇u|dx + p(t)‖f ‖L∞‖θ‖2p−1

2p .

We now use the following elementary inequality: for a, b > 0,

ab ≤ ea + b ln b − b. (3.2.56)

In fact, we use only that ab ≤ ea + b ln b. The inequality (3.2.56) is proved via
calculus and follows because the Legendre transform of the convex function b ln b−
b+1 is ea−1. Setting a = β|∇u| and b = 1

β
|θ |2p, applying (3.2.56) and Lemma 3.1

we obtain

1

2

d

dt
‖θ(t)‖2p(t)

2p(t) ≤ p′(t)
∫
T2

ln |θ ||θ |2pdx + p(t)

β

∫
T2

ln(β−1|θ |2p)|θ |2pdx

+ p(t)

∫
T2
eβ|∇u|dx + Cp(t)‖f ‖L∞‖θ‖2p−1

2p

≤
(
p′(t)+ 2p(t)2

β

)∫
T2

ln |θ ||θ |2pdx + p(t)

β
ln(β−1)‖θ(t)‖2p

2p

+ p(t)CK + Cp(t)‖f ‖L∞‖θ‖2p−1
2p , (3.2.57)

where CK is the constant from Lemma 3.1 and β = γ
�∞ depends on the bound for

‖ω(t)‖L∞ . We now choose p to evolve according to

p′(t) = −2β−1p(t)2, p(0) = p0 �⇒ p(t) = βp0

β + 2p0t
. (3.2.58)
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Note that p(t) is a positive monotonically decreasing function of t . Let the time t∗
defined by t∗ = T (p0) := β(p0 − 1)/2p0 be such that p(t∗) = 1. Then p(t) ∈
[1, p0] for all t ∈ [0, t∗]. Note also from (3.2.58) that

∫ t

0
p(s)ds = log

(
p0

p(t)

)2β

= log

(
1 + 2p0t

β

) 2
β

.

Definingm(t) = 1
2‖θ(t)‖2p(t)

2p(t) and using (3.2.58) we have the differential inequality

m′(t) ≤ p(t)(C1m(t)+ C2) �⇒ C1m(t)+ C2 = (C1m0 + C2)

(
1 + 2p0t

β

) 2C1
β

(3.2.59)

with C1 and C2 depending on ‖f ‖L∞(0,T ;L∞(T2)), p0, CK and β. Thus

m(t) ≤ m0

(
1 + 2p0t

β

) 2C1
β + C2

C1

⎡
⎣
(

1 + 2p0t

β

) 2C1
β − 1

⎤
⎦

Note that p0/p(t) = 1 + 2p0β
−1t is increasing on [0, t∗] from 1 to p0/p(t∗) = p0.

Consequently

‖θ(t)‖2p(t) ≤ C1‖θ0‖p0
2p0

+ C2 (3.2.60)

where the constants C1 and C2 have been redefined but the dependence on
parameters is the same. As p(t) ∈ [1, p0] for all t ∈ [0, t∗] we have that
‖θ(t)‖2 ≤ ‖θ(t)‖2p(t) and we obtain

sup
t∈[0,t∗]

‖θ(t)‖2 ≤ C1‖θ0‖p0
2p0

+ C2, (3.2.61)

which completes the proof.

We prove now a short time inviscid limit result, in which the time of convergence
importantly depends only on L∞ initial vorticity bounds.

Proposition 3.1 Let ω and ων solve (3.2.1) and (3.2.3) respectively, with initial
data (3.2.2) and (3.2.4). Assume that the Navier–Stokes initial data converge
uniformly in L2(T2)

lim
ν→0

‖ων0 − ω0‖L2(T2) = 0. (3.2.62)
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Assume also that there exists a constant�∞ such that the initial data are uniformly
bounded in L∞(T2):

sup
ν>0

‖ων0‖L∞(T2) ≤ �∞. (3.2.63)

Then there exists a constant C∗ such that the vanishing viscosity limit holds

lim
ν→0

sup
t∈[0,T∗]

‖ων(t)− ω(t)‖L2(T2) = 0 (3.2.64)

on the time interval [0, T∗] where

T∗ = (C∗�∞)−1. (3.2.65)

Proof For the proof we introduce functions ω� and ων� which are the unique
solutions of the following linear problems. We fix � > 0 and let

∂tω� + u · ∇ω� = ϕ� ∗ g, ω�(0) = ϕ� ∗ ω0, (3.2.66)

∂tω
ν
� + uν · ∇ων� = ν�ων� + ϕ� ∗ g, ων�(0) = ϕ� ∗ ων0 , (3.2.67)

where ϕ� is a standard mollifier at scale � and where u and uν are respectively the
unique solutions of Euler and Navier–Stokes equations. Note that the solutions to
the linear problems (3.2.66) and (3.2.67) exist globally and are unique because the
Yudovich velocity field u is log-Lipshitz. We observe that we have

‖ων(t)− ω(t)‖L2(T2)

≤ ‖ω(t) − ω�(t)‖L2(T2) + ‖ων(t)− ων�(t)‖L2(T2) + ‖ων� (t)− ω�(t)‖L2(T2).

(3.2.68)

Because the equations for ω�, ων� and, respectively ω,ων share the same incom-
pressible velocities, we find

‖ω(t) − ω�(t)‖L2(T2) ≤ ‖ω0 − ϕ� ∗ ω0‖L2(T2) +
∫ t

0
‖g(s) − ϕ� ∗ g(s)‖L2(T2)ds,

(3.2.69)

‖ων(t)− ων� (t)‖L2(T2) ≤ ‖ων0 − ϕ� ∗ ων0‖L2(T2) +
∫ t

0
‖g(s)− ϕ� ∗ g(s)‖L2(T2)ds.

(3.2.70)

As mollification can be removed strongly in Lp, the two terms in the right hand
sides converge to zero as �, ν → 0, in any order.
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It remains to show that

lim
ν→0

sup
t∈[0,T∗]

‖ων� (t)− ω�(t)‖L2(T2) → 0 (3.2.71)

for fixed �. We show now that the two-dimensional linearized Euler and Navier–
Stokes equations have uniformly bounded vorticity gradients for short time. This is
done in the following Lemma.

Lemma 3.4 Fix � > 0 and let ω� and ων� solve (3.2.66) and (3.2.67) respectively.
Then there exists a constant C∗ and a constant C� < ∞ depending only on �,
the forcing norm ‖g‖L∞(0,T ;L∞(T2)), and the uniform bound on solutions given in
(3.2.6) such that for T∗ ≤ (C∗�∞)−1, we have that

sup
t∈[0,T∗]

(‖ω�(t)‖H 1 + ‖ων� (t)‖H 1

) ≤ C�. (3.2.72)

For the proof of this lemma we provide a viscosity independent bound for
‖ων� (t)‖H 1 . The proof for ‖ω�(t)‖H 1 is the same, setting ν = 0. We show that
|∇ων� | obeys (3.2.50). Differentiating (3.2.67), we find

(∂t + uν · ∇)∇ων� + ∇uν · ∇ων� = ν�(∇ων� )+ ∇(ϕ� ∗ g). (3.2.73)

A standard computation shows that |∇ων� | satisfies

(∂t + uν · ∇ − ν�)|∇ων� | ≤ |∇u||∇ων� | + |∇(ϕ� ∗ g)| (3.2.74)

which is a particular case of the scalar inequality (3.2.50) with θ = |∇ων� |,
initial data θ0 = |∇(ϕ� ∗ ων0)| ∈ L∞(T2) and forcing f = |∇(ϕ� ∗ g)| ∈
L∞(0, T ;L∞(T2)), as claimed. Applying Lemma 3.3, we find that for any p > 1
(e.g. p = 2) we have

supt∈[0,T∗] ‖ων� (t)‖H 1 = C1
1
�p

(∫
T2 |ων0 ∗ (∇ϕ)�|2pdx

)1/2 + C2

≤ C�‖ων0‖p
L∞(T2)

≤ C��
p∞.

(3.2.75)

The constant C� diverges with the mollification scale �, through the prefactor �−p
and through the dependence on ‖∇(ϕ� ∗ g)‖L∞ � �−1‖g‖L∞ . The important
point however is that (3.2.75) holds uniformly in viscosity, completing the proof
of Lemma 3.4. Using it, the difference enstrophy obeys

d
dt ‖ων� − ω�‖2

L2(T2)
= − ∫

T2(u
ν − u) · ∇ων

�
(ων
�

− ω�)dx − ν
∫
T2 |∇ων

�
|2dx

+ν ∫
T2 ∇ων� · ∇ω�dx ≤ 4�‖uν − u‖L2(T2)‖∇ων�‖L2(T2) + ν‖∇ων� ‖L2(T2)‖∇ω�‖L2(T2)

� C�‖uν − u‖L∞(0,T ;L2(T2)) + νC2
�
.

(3.2.76)
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Integrating we find

‖ων� − ω�‖2
L2(T2)

� ‖ϕ� ∗ (ων0 − ω0)‖2
L2(T2)

+ C�T ‖uν − u‖L∞(0,T ;L2(T2)) + νC2
�T .

(3.2.77)

To conclude the proof we must show that, at fixed � > 0, we have limν→0 ‖ων� −
ω�‖L2(T2) = 0. Recall that by our assumption (3.2.62) we have that limν→0 ‖ων0 −
ω0‖L2(T2) → 0. Due to assumption (3.2.62) we have that limν→0 ‖uν0−u0‖L2(T2) →
0. Lemma 3.2 then allows us to conclude from (3.2.77) that limν→0 supt∈[0,T∗] ‖ων�−
ω�‖L2(T2) → 0 at fixed � > 0 and the proof of Proposition 3.1 is complete.

Proof of Theorem 3.1 It suffices to prove that limν→0 supt∈[0,T ] ‖ων(t) −
ω(t)‖L2(T2) = 0. Indeed, convergence in Lp for any p ∈ [2,∞) then follows
from interpolation and boundedness in L∞:

‖ων(t)− ω(t)‖Lp(T2) ≤ 2�
p−2
p∞ ‖ων(t)− ω(t)‖

2
p

L2(T2)
. (3.2.78)

In order to establish strong L∞
t L

2
x convergence for arbitrary finite times T , it is

enough to the convergence for a short time which depends only on a uniform L∞
bound on the initial vorticity. The proof of Theorem 3.1 follows by dividing the time
interval [0, T ] in subintervals

[0, T ] = [0, T∗] ∪ [T∗, 2T∗] ∪ · · ·

where T∗ is determined from the uniform bound (3.2.6), and applying Proposi-
tion 3.1 to each interval, with initial dataω(nT∗), and respectivelyων(nT∗). As there
is no required rate of convergence for the initial data in Proposition 3.1, Theorem 3.1
follows.

3.2.2 Uniform Regularity

In this section we consider for simplicity the unforced case in R
2. We study

propagation of low regularity, uniform in viscosity. Let us consider the Navier–
Stokes equation in R

2

∂tω + u · ∇ω − ν�ω = 0, (3.2.79)

with initial vorticity ω0 ∈ Y where

Y = L1(R2) ∩ L∞(R2). (3.2.80)
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The velocity u is given by the Biot–Savart law, (3.2.15). The main result of this
section is the following.

Theorem 3.4 Let 1 < p < ∞. Let ω0 ∈ Y ∩ Bsp,1(R
2). There exist constants C�

and �∞ depending only on the norm of the initial data in Y such that the solution
of the Navier–Stokes equations (3.2.79) with initial data ω0 (3.2.92) satisfies,
uniformly in ν,

‖ω(t)‖
B
s(t)
p,1 (R

2)
≤ eCt�∞‖ω0‖Bsp,1(R2) (3.2.81)

with

s(t) = s − (5 log 2C�)t (3.2.82)

for 0 ≤ t ≤ (5 log 2C�)−1s.

Remark 3.3 Note that in view of the embeddings

Bs
′
p,∞(Rn) ⊂ Bsp,1(R

n) ⊂ Bsp,∞(Rn)

for 0 ≤ s < s′ we can track the regularity of solutions with initial data in Bs
′
p,∞(R2),

and hence that of vortex patches with rough boundaries, of positive codimension.

We recall the fact that Biot–Savart velocities of Yudovich class vorticities are
log-Lipschitz:

Proposition 3.2 Let u = K[ω] be given by the Biot–Savart law (3.2.15) and let
ω ∈ Y. There exists a constant C such that

|u(x + h)− u(x)| ≤ C�∞|h|
[

1 + log

(
1 + L

|h|
)]

(3.2.83)

holds for x, h ∈ R
2, where L =

√
�1
�∞ and �p are the Lp(R2) norms of ω.

Proof We write

u(x+h)−u(x) =
∫
R2
(k(x−y+h)−k(x−y))ω(y)dy =

∫
R2
(k(z+h)−k(z))ω(x−z)dz,

where

k(z) = 1

2π

z⊥

|z|2 . (3.2.84)
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We split the integral in two, corresponding to |z| ≤ 2|h| and |z| ≥ 2|h|. We have

∣∣∣∣
∫

|z|≤2|h|
|k(z+ h)|ω(x − z)|dz

∣∣∣∣+
∣∣∣∣
∫

|z|≤2|h|
|k(z)|ω(x − z)|dz

∣∣∣∣ ≤ C|h|‖ω‖L∞(R2)

by passing to polar coordinates centered at −h and respectively at 0, and using
|k(x)| ≤ 1

2π |x| . The second integral we bound by

∫
|z|≥2|h| |k(z+ h)− k(z)| |ω(x − z)|dz

≤ C|h| ∫ 1
0 dλ

∫
|z+λh|≥|h| |z+ λh|−2|ω(x − z)|dz

here we used |∇k(x)| ≤ C|x|−2. Now we split the integral again, for |z + λh| ≤
L and |z + λh| ≥ L. In the first integral we use L∞ bounds on ω and obtain a
logarithmic dependence, ‖ω‖L∞ log L

|h| and in the second integral we useL1 bounds

on ω and we obtain L−2‖ω‖L1 .

We recall some facts about the Littlewood–Paley decomposition. We start with a
smooth, nonincreasing, radial nonnegative function φ(r) satisfying

⎧⎨
⎩
φ(r) = 1, for 0 ≤ r ≤ a,

φ(r) = 0, for b ≤ r,

0 < a < b.

We define

ψ0(r) = φ
( r

2

)
− φ(r),

(�−1u)(x) = (φ(D)u)(x) = (2π)−n
∫
Rn

eix·ξφ(|ξ |)̂u(ξ)dξ, (3.2.85)

(�0u)(x) = (ψ0(D)u)(x) = (2π)−n
∫
Rn

eix·ξψ0(|ξ |)̂u(ξ)dξ, (3.2.86)

ψj(r) = ψ0(2
−j r)

and

(�ju)(x) = (ψj (D)u)(x) = (2π)−n
∫
Rn

eix·ξψj (|ξ |)̂u(ξ)dξ, (3.2.87)

where

û(ξ) = Fu(ξ) =
∫
Rn

e−ix·ξu(x)dx.



108 P. Constantin

We choose a = 1
2 , b = 5

8 . We set also

Sk(u) =
k∑

j=−1

�j(u) (3.2.88)

Proposition 3.3 If u ∈ S′(Rn), then

u =
∞∑

j=−1

�ju,

suppF(�ju) ⊂ 2j
[

1

2
,

5

4

]
,

for j ≥ 0, and in particular

�j�k � 0 ⇒ |j − k| ≤ 1, for j, k ≥ 0.

Moreover,

(�j +�j+1 +�j+2)�j+1 = �j+1,

for j ≥ 0,

�j (Sk−2(u)�k(v)) � 0 ⇒ k ∈ [j − 2, j + 2]

for j ≥ 2, k ≥ 2.

Proposition 3.4 (Bernstein Inequalities)

‖�ju‖Lq(Rn) ≤ C2j (
n
p− n

q )‖�ju‖Lp(Rn), q ≥ p ≥ 1,

‖Sju‖Lq(Rn) ≤ C2j (
n
p− n

q )‖Sju‖Lp(Rn), q ≥ p ≥ 1,

and

2jm‖�ju‖Lp(Rn) ≤ C
∑

|α|=m
‖∂α�ju‖Lp(Rn) ≤ C2jm‖�ju‖Lp(Rn)

We introduce the inhomogeneous Besov space with norm

‖u‖Bsp,q (Rn) =
∥∥∥∥
{

2sj‖�ju‖Lp(Rn)
}
j

∥∥∥∥
�q(N)
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Proposition 3.5 (Littlewood–Paley) Let 1 < p < ∞. Then (I −�)
s
2 u ∈ Lp(Rn)

if and only if �ju ∈ Lp(Rn) for all j ≥ −1 and

‖u‖Ws,p(Rn) ∼
∥∥∥∥∥∥
√∑
j≥−1

22js |�j(u)|2
∥∥∥∥∥∥
Lp(Rn)

Proposition 3.6 Embeddings:

Bsp,r (R
n) ⊂ B

s−
(
n
p− n

q

)
q,r (Rn), q ≥ p ≥ 1,

B0
p,2(R

n) ⊂ Lp(Rn) ⊂ B0
p,p(R

n) p ≥ 2,

B0
p,p(R

n) ⊂ Lp(Rn) ⊂ B0
p,2(R

n) p ≤ 2.

Products Consider two functions, u = ∑
k≥−1�ku and v = ∑

l≥−1�l(v). Then
we have the Bony decomposition

�j(uv) = Ij (u, v) + Ij (v, u)+ Rj(u, v) (3.2.89)

with

Ij (u, v) =
∑

k∈[j−2,j+2]
�j(Sk−2(u)�k(v)) (3.2.90)

and

Rj (u, v) =
∑

|k−l|≤1

�j(�ku�lv). (3.2.91)

Proof of Theorem 3.4 We consider the Navier–Stokes vorticity evolution is the
Bsp,1 space, with s > 0 and 1 < p < ∞. We take initial vorticity

ω0 ∈ Y ∩ Bsp,1(R2) (3.2.92)

and look first at the evolution of �jω in Lp , using the Bony decomposition.

1

p

d

dt
‖�jω‖Lp ≤ Aj + Bj + Cj (3.2.93)
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for j ≥ 5 where

Aj =
∥∥∥∥∥∥

∑
k∈[j−2,j+2]

[
Sk−2(u),�j

] · ∇�kω

∥∥∥∥∥∥
Lp(R2)

, (3.2.94)

Bj =
∥∥∥∥∥∥

∑
k∈[j−2,j+2]

�j (�k(u), ·∇Sk−2ω)

∥∥∥∥∥∥
Lp(R2)

, (3.2.95)

and

Cj =
∥∥∥∥∥∥

∑
|k−l|≤1,k≥j−2

�j (�lu · ∇�kω)

∥∥∥∥∥∥
Lp(R2)

, (3.2.96)

The commutator appears in Aj because of the property �j

∑
k∈[j−2,j+2]�k = �j

and the fact that Sj−2u is divergence-free. We discarded the nonnegative term due
to the viscosity. We use the fact that Sk−2(u) are uniformly log-Lipschitz:

∣∣[Sk−2(u),�j

]
f (x)

∣∣
≤ C�∞22j

∫
R2 |"0(2j (x − y))||x − y| log

(
1 + L

|x−y|
)

|f (y)|dy
≤ j2−j ∫

R2 "̃(z)|f |(x − 2−j z)dz

where "0 is a Schwartz function, Fourier inverse of ψ0, F"0 = ψ0, and

"̃ = C�∞|x|
(

log

(
1 + L

|x|
)

+ log 2

)
|"0(x)| (3.2.97)

is rapidly decaying, and hence belongs in L1(R2). Here we used the fact that Sk−2
commute with translation and are uniformly bounded in all Lp, and hence �∞ and
L are bounded independently of k and t .

‖ [Sk−2(u),�j

]
f ‖Lp(R2) ≤ C�j2−j‖f ‖Lp(R2)

and where C� is the L1 norm of "̃ . It follows that

Aj ≤ jC�
∑

k∈[j−2,j+2]
‖�kω‖Lp(R2) (3.2.98)

The bound of Bj is more straightforward,

Bj ≤ C�∞
∑

k∈[j−2,j+2]
‖�kω‖Lp(R2) (3.2.99)



3 Regularity and Inviscid Limits in Hydrodynamic Models 111

and uses Bernstein inequalities and the boundedness of ∇K in Lp spaces, where
K is the Biot–Savart operator. The remaining term is bounded also using Bernstein
inequalities

Cj ≤ C�∞
∑
l≥j−3

‖ωl‖Lp(R2) (3.2.100)

We consider now the norm

‖ω(t)‖
B
s(t)
p,1

(3.2.101)

and arrange the decay of the exponent so that it counter balances the logarithmic
growth of the term Aj . In order to do so, we observe that (3.2.98) implies the bound

2sjAj ≤ C�
∑

k∈[j−2,j+2]
k2sk‖�kω‖Lp(R2) (3.2.102)

as long as s ≤ 1, with a slightly larger C�. Similarly, from (3.2.99) and from
(3.2.100) we obtain

2sjBj ≤ C�∞
∑

k∈[j−2,j+2]
2sk‖�kω‖Lp(R2) (3.2.103)

and

2sjCj ≤ C�∞
∑
l≥j−3

2s(j−l)2sl‖ωl‖Lp(R2). (3.2.104)

Imposing

ds

dt
= −5 log 2C� (3.2.105)

where C� is the constant in (3.2.102), we deduce

d

dt
‖ω(t)‖

B
s(t)
p,1

≤ C�∞‖ω(t)‖
B
s(t)
p,1

(3.2.106)

This concludes the proof of Theorem 3.4.
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3.3 Multiscale Solutions

We describe constructions of solutions of inviscid equations given in [16] which
were inspired by work of [17].

For the incompressible 3D Euler equations, if u is Beltrami, i.e. if the curl of the
velocity

ω = ∇ × u (3.3.1)

is parallel to the velocity, and if u ∈ L2(R3), then u must be identically zero [18,
19]. In fact, Liouville theorems which assert the vanishing of solutions which have
constant behavior at infinity are often true for systems of the sort we are discussing.
In contrast, vortex rings are examples of solutions of the 3D Euler equations with
compactly supported vorticity [20]. However, they have nonzero constant velocities
at infinity. Because of the Biot–Savart law

u(x, t) = − 1

4π

∫
R3

x − y

|x − y|3 × ω(y, t)dy, (3.3.2)

if ω is compactly supported, it is hard to imagine that u can also be compactly
supported. In view of these considerations, the following result of Gavrilov [17]
was surprising.

Theorem 3.5 (Gavrilov [17]) There exist nontrivial time independent solutions u ∈(
C∞

0 (R3)
)3

of the three-dimensional incompressible Euler equations.

The paper [16] described a construction inspired by the result of Gavrilov but
based on Grad–Shafranov equations, classical equations arising in the study of
plasmas [21, 22] augmented by a localizability condition (see (3.3.17)). This point
of view yielded a general method which was applied to several other hydrodynamic
equations, revealing a number of universal features. The 3D incompressible Euler
equations result which extends Theorem 3.5 is stated in Theorem 3.6. An application
providing multiscale steady solutions which are locally smooth, vanish at ∂�,
but globally belong only to Hölder classes Cα(�) is given in Theorem 3.7. Such

solutions can be constructed so that they belong to L2(�) ∩ C
1
3 (�) but not to any

Cα(�) with α > 1
3 , they have vanishing local dissipation u · ∇( |u|2

2 + p) = 0, but
have arbitrary large ‖|∇u||u|2‖L∞(�). These solutions conserve energy, as they are
stationary in time, and they have the regularity of the dissipative solutions recently
constructed in connection with the Onsager conjecture (see review papers [23, 24]).
Compactly supported weak solutions which belong to Cα(�) but not to Cβ(�),
0 < α < β ≤ 1 can also be constructed.
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3.3.1 Steady Axisymmetric Euler Equations

The stationary 3D axisymmetric Euler equations are solved via the Grad–Shafranov
ansatz

u = 1

r
(∂zψ)er − 1

r
(∂rψ)ez + 1

r
F (ψ)eφ (3.3.3)

whereψ = ψ(r, z) is a smooth function of r > 0, z ∈ R, and the swirl F is a smooth
function ofψ alone. It is known that smooth compactly supported velocities solving
stationary axisymmetric 3D Euler equations must vanish identically if the swirl F
vanishes [25]. Above er , ez, eφ are the orthonormal basis of cylindrical coordinates
r, z, φ with the orientation convention er × eφ = ez, er × ez = −eφ , eφ × ez = er .
Note that u is automatically divergence-free,

∇ · u = 0, (3.3.4)

and also that, by construction,

u · ∇ψ = 0. (3.3.5)

The vorticity ω = ∇ × u is given by

ω = −1

r
(∂zψ)F

′(ψ)er + 1

r
(∂rψ)F

′(ψ)ez + �∗ψ
r

eφ (3.3.6)

where F ′ = dF
dψ

and the Grad–Shafranov operator�∗ is

�∗ψ = ∂2
r ψ − 1

r
∂rψ + ∂2

z ψ. (3.3.7)

In view of (3.3.3) and (3.3.6), the vorticity can be written as

ω = −F ′(ψ)u + 1

r

(
�∗ψ + 1

2
(F 2)′

)
eφ. (3.3.8)

As it is very well known, the steady Euler equations

u · ∇u+ ∇p = 0 (3.3.9)

can be written as

ω × u+ ∇
( |u|2

2
+ p

)
= 0, (3.3.10)
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and therefore the axisymmetric Euler equations are solved if ψ solves the Grad–
Shafranov equation [21, 22]

−�∗ψ = ∂ψ

(
F 2

2
+ r2P

)
(3.3.11)

where the function P = P(ψ) represents the plasma pressure:

ω × u = ∇P. (3.3.12)

The analogy with the steady MHD equations u ↔ B, ω ↔ J motivates the name.
Both the swirl F and the plasma pressure P are arbitrary functions ofψ . The plasma
pressure and the hydrodynamic pressure are related via

p + |u|2
2

+ P = constant. (3.3.13)

The constant should be time independent if we are studying time independent
solutions, and it may be taken without loss of generality to be zero.

If

u · ∇p = 0, (3.3.14)

then, together with a solution u, p of (3.3.9, 3.3.4), any function

ũ = φ(p)u (3.3.15)

with φ smooth is again a solution of (3.3.9, 3.3.4) with pressure given by

∇p̃ = φ2(p)∇p. (3.3.16)

This can be used to localize solutions. In his construction Gavrilov obtained
solutions u defined in the neighborhood of a circle, obeying the Euler equations
near the circle, and having a relationship |u|2 = 3p between the velocity magnitude
and the hydrodynamic pressure.

This motivates us to consider the overdetermined system formed by the Grad–
Shafranov equation for ψ (3.3.11) coupled with the requirement

|u|2
2

= A(ψ). (3.3.17)

This requirement is the constraint of localizability of the Grad–Shafranov equation,
and it severely curtails the freedom of choice of functions F and P . This localiz-
ability is in fact the essence and the novelty of the method. Without this constraint
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many solutions (3.3.3) with ψ solving the Grad–Shafranov equation (3.3.11) exist,
including explicit ones [26]), but they cannot be localized in space.

The method we are describing consists thus in seeking functions F,P,A of ψ
such that the system

{
−�∗ψ = ∂ψ

(
1
2F

2(ψ)+ r2P(ψ)
)
,

|∇ψ|2 + F 2(ψ) = 2r2A(ψ),
(3.3.18)

is solved. Then the function u given in the ansatz (3.3.3), and the pressure

p = −P(ψ) − A(ψ) (3.3.19)

together satisfy the steady 3D Euler equations (3.3.9, 3.3.4), and are localizable,
meaning that (3.3.17) is satisfied. It is important to observe that it is enough to find
smooth functions F,P,A of ψ and a smooth function ψ in an open set. This open
set need not be simply connected, but once u and p are found using this construction,
any function φ(p)u is again a solution of steady Euler equations, and it is sometimes
possible to extend this solution to the whole space.

3.3.2 Construction

The construction of solutions of (3.3.18) starts with a hodograph transformation.
We seek functions U(r,ψ) and V (r,ψ) defined in an open set in the (r, ψ) plane
and a smooth functionψ(r, z) defined in an open set of the (r, z) plane such that the
equations

∂rψ(r, z) = U(r,ψ(r, z)), (3.3.20)

∂zψ(r, z) = V (r,ψ(r, z)) (3.3.21)

are satisfied. This clearly requires the compatibility

V ∂ψU = U∂ψV + ∂rV . (3.3.22)

Once the compatibility is satisfied then the solution ψ exists locally (in simply
connected components). The system (3.3.18) becomes

{
∂rU + U∂ψU + V ∂ψV − 1

r
U = −F∂ψF − r2∂ψP

U2 + V 2 + F 2 = 2r2A.
(3.3.23)

We traded a system of two equations in two independent variables (r, z) of total
degree three, (3.3.18), for a system of three first order equations (3.3.22, 3.3.23) in
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two independent variables (r, ψ). We integrate this locally. We start by noticing that
the first equation of (3.3.23) is

∂rU − 1

r
U + 1

2
∂ψ

(
U2 + V 2 + F 2

)
= −r2∂ψP, (3.3.24)

which, in view of the second equation in (3.3.23), becomes

∂rU − U

r
= −r2∂ψ(A+ P), (3.3.25)

and, using (3.3.19) we see that

∂ψp = 1

r
∂r

(
U

r

)
, (3.3.26)

which then can be used to determine p from knowledge of U . We observe that in
order to have p = p(ψ) a function of ψ alone, from (3.3.26) we have to have

U = r3M(ψ)+ rN(ψ). (3.3.27)

for some functionsM , N of ψ . Let us denote

Q2(r, ψ) = 2r2A(ψ)− F 2(ψ), (3.3.28)

Q3(r, ψ) = r3M(ψ)+ rN(ψ), (3.3.29)

and

Q6(r, ψ) = Q2(r, ψ)− (Q3(r, ψ))
2 (3.3.30)

polynomials of degree 2, 3 and 6 in r with smooth and yet unknown coefficients
depending only on ψ . We note that, in view of (3.3.27),

U = Q3, (3.3.31)

and that the second equation in (3.3.23) yields

V 2 = Q6. (3.3.32)

Multiplying (3.3.22) by V results in

∂rQ6 +Q3∂ψQ6 − 2(∂ψQ3)Q6 = 0. (3.3.33)
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Identifying coefficients in the 9th order polynomial equation (3.3.33) we observe
that only odd powers appear, the equations for powers 9 and 7 are tautological,
and the remaining three equations become a system of 3 first order ODEs with
four unknown functions which is equivalent to the compatibility relation (3.3.22).
In order to localize the sought solution u in (r, z) space we need the pressure p
to take a value at a point (r0, z0) which is strictly separated from all the values it
takes on a circle in (r, z) around that point. We seek then conditions which result
in a strict local minimum for the function ψ at the chosen point (r0, z0), and then
a similar behavior for the resulting p. Without loss of generality we may take this
local minimum value of ψ to be zero. Because U and V represent derivatives of
ψ we are lead to the requirement that the polynomials Q3 and Q6 both vanish at
the point (r0, 0) in the (r, ψ) plane, Q3(r0, 0) = 0 and Q2(r0, 0) = 0. This results
in singular, non-Lipschitz ODEs. They do have nontrivial solutions though, and the
consequence given in [16] is

Theorem 3.6 Let � > 0, τ > 0 be given. There exists ε > 0 and a function ψ ∈
C∞(B), where B = {(r, z) | |r − �|2 + |z|2 < ε2�2} satisfying ψ(�, 0) = 0, ψ > 0
in B and such that (3.3.18) holds withA, P and F 2 real analytic functions ofψ . The
Grad–Shafranov equation (3.3.11) is solved pointwise and has classical solutions in
B. The associated velocity u given by the Grad–Shafranov ansatz (3.3.3) is Hölder
continuous in B. The Euler equation (3.3.9, 3.3.4) holds weakly in B. The pressure
is given by p = 1

�τ
ψ . The vorticity is bounded, ω ∈ L∞(B) and (3.3.10) holds a.e.

in B.

We note that F(ψ) vanishes like
√
ψ . Therefore, while the ansatz (3.3.3) gives a

bounded swirl and a Hölder continuous velocity, the vorticity is not smooth. In fact,
in view of (3.3.8) the vorticity equals

ω(r, z) = −F ′(ψ)u(r, z)+ smooth. (3.3.34)

Thus, ω ∈ L∞(B), because u vanishes to first order at (�, 0), but the r derivative of
the z component of vorticity is infinite there.

Once ψ has been constructed so that it has a local minimum at (�, 0), then p has
also a local minimum there, because, by (3.3.26),

p = ψ

�τ
(3.3.35)

is monotonic in ψ .
Theorem 3.5 holds because the cutoff can be chosen so that the point (�, 0) is

omitted. By choosing a suitable cutoff function φε(p), the solution ũ = φε(p)u

is supported in the region A = {(r, z) | 1
2�

2ε2 < |r − �|2 + |z|2 < ε2�2}. A
consequence of Theorem 3.6 is the following.

Theorem 3.7 Let 0 < α < 1. In any domain� ⊂ R
3 there exist steady solutions of

Euler equations belonging to Cα(�) and vanishing at ∂�, but such that they do not
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belong to Cβ(�) for β > α. There exist such solutions which are locally smooth,
meaning that for every x ∈ � there exists a neighborhood of x where the solution is

C∞. For any � > 0, there exist steady solutions u which belong to L2(�)∩C 1
3 (�),

vanish at ∂�, are locally smooth and have

sup
x∈�

|∇u(x)||u(x)|2 ≥ �,

while the local dissipation vanishes, i.e. u · ∇( |u|2
2 + p) = 0 in the sense of

distributions. There exist steady solutions which are locally smooth and whose
Lagrangian trajectories have arbitrary linking numbers. For any 0 < α < β ≤ 1
there exist weak solutions which are compactly supported in �, belong to Cα(�)
but not to Cβ(�).

3.3.3 Steady Multiscale Navier–Stokes Solutions

Proof of Theorem 3.7 is based on a construction which has consequences for the
Navier–Stokes equations as well. We describe them here. We take a basic solution
of the Euler equations uB, pB solving

uB(x) · ∇uB(x)+ ∇pB(x) = 0, ∇ · uB = 0 (3.3.36)

in the unit annulus A = {x = (r, z) | 1
2 < |r − 1|2 + |z|2 < 1} with

uB ∈ (C∞
0 (A))3, ∇pB ∈ C∞

0 (A) (3.3.37)

constructed by the method of Theorem 3.6. We take an open domain � ⊂ R
3 and

take a sequence of points xj ∈ �, rotationsRj ∈ O(3), and numbersL > 0, T > 0,
� > 0 τ > 0, with associated length scales

�j = L2−�j (3.3.38)

and time scales

τj = T 2−τj , (3.3.39)

for j = 1, 2, . . . , such that functions

uj (x) = L

T
2(τ−�)jRjuB

(
2�j

R∗
j (x − xj )

L

)
(3.3.40)
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have disjoint supports

Aj = xj + �jRj (A) ⊂ � (3.3.41)

in �. These are annuli which are rotated, dilated and translated versions of A. Note
that the supports of the corresponding pressure gradients

∇pj (x) = L

T 2
Rj(∇pB)

(
2�j

R∗
j (x − xj )

L

)
(3.3.42)

are alsoAj , and thus disjoint as well, and because of the well known invariance with
respect of rotations of the Euler equations we have that

uj · ∇uj + ∇pj = 0, ∇ · uj = 0 (3.3.43)

holds in Aj . Let us consider now

u(x) =
N∑
j=1

uj (x). (3.3.44)

Note that u ∈ C∞
0 (�), and because the supports of uj are disjoint, we have

‖∂αu‖Lp(�) =
⎛
⎝ N∑
j=1

2pj [(m−1− 3
p )�+τ ]

⎞
⎠

1
p

L
1+ 3

p−m
T −1‖∂αuB‖Lp(�) (3.3.45)

for any multiindex α of length |α| = m ≥ 0. In particular, if we demand that

a = τ

�
(3.3.46)

obeys

3

2
< a <

5

2
, (3.3.47)

then we have that

L−3‖∇u‖2
L2(�)

= 1

T 2 2N(2τ−3�)C1 (3.3.48)

and

L−3‖u‖2
L2(�)

= L2

T 2C0. (3.3.49)
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It is natural to consider the wave number scales

k = L−12�j . (3.3.50)

The energy spectrum E(k) is by definition the contribution of the kinetic energy at
scale k, per unit mass and per scale:

E(k) = L−3k−1‖uj‖2
L2(�)

(3.3.51)

so, it follows from our construction of uj that

E(k) = L3

T 2 (kL)
2a−6. (3.3.52)

The range of scales is limited, the smallest length scale is L2−N�. If we define a
viscosity by

ν = L2

T
2−N(2τ−3�) (3.3.53)

then from (3.3.48) we have that

ε = νL−3‖∇u‖2
L2(�)

= L2

T 3C1. (3.3.54)

Inserting in (3.3.52) we have thus

E(k) = C
− 2

3
1 ε

2
3L

5
3 (kL)2a−6. (3.3.55)

The Kolmogorov–Obukhov spectrum

E(k) = CKε
2
3 k− 5

3 (3.3.56)

is the only spectrum in this family of spectra that does not depend onL. It is obtained
at the value

a = 13

6
(3.3.57)

which is admissible in view of (3.3.47). If we express the viscosity ν of (3.3.53)
in terms of the smallest length scale, (the “dissipation scale”) �d = L2−N� and in
terms of the quantity ε of (3.3.54) we obtain

ν = C
− 1

3
1 ε

1
3L

4
3 −(2a−3)(�d)

2a−3. (3.3.58)



3 Regularity and Inviscid Limits in Hydrodynamic Models 121

Denoting by kd = (�d)
−1 the dissipation wave number scale, (largest wave number

scale before exponential decay), we have

kd = C
− 1

3(2a−3)
1 ε

1
3(2a−3) L

4
3(2a−3)−1

ν− 1
2a−3 . (3.3.59)

Again, the only case which does not depend on L is the Kolmogorov–Obukhov
spectrum case a = 13

6 and in that case we obtain the familiar expression

k−1
d = �d = cν

3
4 ε− 1

4 . (3.3.60)

We have proved thus, in particular

Theorem 3.8 Let � be an open set in R
3. There exist smooth stationary solutions

of the forced Navier–Stokes equations

u · ∇u+ ∇p = ν�u+ F, ∇ · u = 0 (3.3.61)

with u ∈ C∞
0 (�), ∇p ∈ C∞

0 (�), and such that ν‖∇u‖2
L2(�)

is bounded below
uniformly as in (3.3.54) as ν → 0. There is an inertial range of wave number scales
k ∈ [k0, kd ] and an exponent x ∈ (−3,−1), x = 2a−6 with a of (3.3.46), such that

the dissipation wave number scale kd ∼ ν− 1
x+3 (see (3.3.59)) diverges with ν → 0

and the energy spectrum E(k) obeys

E(k) ∼ kx (3.3.62)

(see (3.3.52)) in the inertial range. The force F is smooth, compactly supported, and
converges to zero as ν → 0 inLp(�) for some p (depending on choice of parameter
x) with 1 ≤ p < 2.

The proof was given in the computation above, because of the tautology

u · ∇u+ ∇p − ν�u = F (3.3.63)

with

F = −ν�u. (3.3.64)

We have

x = 2a − 6 (3.3.65)
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with a given in (3.3.46). The only computation that remains to be shown uses
(3.3.45) and (3.3.53), and yields

‖F‖Lp(�) ≤ Cp
L

1+ 3
p

T 2 2−N�(2a−3) (3.3.66)

which follows if 3
p
> 1 + a, or

‖F‖Lp(�) ≤ Cp
L

1+ 3
p

T 2 2N�(4−a− 3
p ) (3.3.67)

if 3
p

∈ [4 − a, 1 + a]. For each fixed a, we have p ∈ [1, 3
1+a ] when a ∈ ( 3

2 , 2] and

p ∈ [1, 3
4−a ] when a ∈ [2, 5

2 ).
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Chapter 4
Small Scale Creation in Active Scalars

Alexander A. Kiselev

Abstract The focus of the course is on small scale formation in solutions of
the incompressible Euler equation of fluid dynamics and associated models. We
first review the regularity results and examples of small scale growth in two
dimensions. Then we discuss a specific singular scenario for the three-dimensional
Euler equation discovered by Hou and Luo, and analyze some associated models.
Finally, we will also talk about the surface quasi-geostrophic (SQG) equation, and
construct an example of singularity formation in the modified SQG patch solutions
as well as examples of unbounded growth of derivatives for the smooth solutions.

4.1 Introduction

In this section we briefly set the stage; for more detailed introduction into our subject
here one may consult excellent textbooks [43] or [45]. The incompressible Euler
equation of fluid mechanics goes back to 1755 [24]. It appears to be the second PDE
ever written down. The equation describes motion of inviscid and incompressible
(also called ideal) fluid. The Euler equation is a close relative of the Navier–Stokes
equations of fluid mechanics, which came about almost one hundred years later and
include viscous effects. One could argue that the Euler equation is less relevant in
applications—for example, an observation due to D’Alambert is that there is neither
drag nor lift on a body moving in an irrotational ideal fluid. However, Euler equation
contains the fluid mechanics nonlinearity, the heart of the Navier–Stokes, and thus
for a mathematician it is the first equation to understand. It is also a model of choice
in a variety of situations where viscous effects can be ignored. The equation is
given by

∂tu+ (u · ∇)u = ∇p, ∇ · u = 0. (4.1.1)
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Here u(x, t) is the vector field of the flow, and p(x, t) is pressure. When set in a
domain D with boundary, the boundary condition that is natural in many instances
is no penetration, u · n|∂D = 0.

The story on global regularity vs. finite time singularity formation question for
the Euler equation is very different in two and three dimensions. To see why, it is
convenient to look at vorticity ω = curlu. In the vorticity form, the Euler equation
becomes

∂tω + (u · ∇)ω = (ω · ∇)u, (4.1.2)

which is supplemented with the Biot–Savart law which allows to express the
velocity u through vorticity. In two dimensions, the Biot–Savart law takes form
u = ∇⊥(−�D)

−1ω, where �D is the Dirichlet Laplacian on domain D or
simply Laplacian on R

2 or T
2, and ∇⊥ = (∂x2,−∂x1). In three dimensions,

u = curl(−�)−1ω in R
3 or T

3, while in bounded domains the Biot–Savart law
in general takes more complicated form (see [23]).

Coming back to (4.1.2), notice that the term on the right hand side vanishes in
two dimensions. This makes equation simpler; notice that for any smooth solution
and p ≥ 1 we have

∂t

∫
D

|ω(x, t)|p dx = p

∫
D

|ω|p−1sgn(ω)∂tω dx

= −
∫
D

u · ∇|ω|p dx =
∫
D

(∇ · u)|ω|p dx = 0;

where the third step is obtained integrating by parts (using the boundary condition)
and the last one by substituting ∇ · u = 0. This observation yields many conserved
quantities that in three-dimensional case are lacking.

In the next section, we overview existence and uniqueness theory for a fairly
general class of solutions to the 2D Euler equation, called Yudovich theory.

4.2 The 2D Euler Equation: A Sketch of Yudovich Theory

In this section, we assume that D ⊂ R
2 is a smooth bounded domain or that

solutions are periodic in space (i.e. D = T
2). More details on the material of this

section can be found in [38, 43, 45]. A classical solution of the 2D Euler equation is
a C1 function ω that solves

∂tω + (u · ∇)ω = 0, u = ∇⊥(−�D)
−1ω, ω(x, 0) = ω0(x). (4.2.1)

It turns out that one can define unique solutions for more general classes of the
initial data if one properly modifies the notion of solution.
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A key object of the Yudovich theory are particle trajectories �t(x):

d�t(x)

dt
= u(�t(x), t), �0(x) = x (4.2.2)

which are defined by incompressible vector field u. If u is smooth, then so is the
map�t(x); this map is also measure preserving since u is divergence free. The map
is one-to-one on D by uniqueness of solutions to ordinary differential equations
with Lipschitz coefficients. It is not hard to see that it is also onto by solving (4.2.2)
backward in time.

A direct calculation shows that ω remains constant on trajectories (again, for
smooth solutions), namely, d

dt
ω(�t (x), t) = 0, so

ω(x, t) = ω0(�
−1
t (x)). (4.2.3)

Next, denote by GD(x, y) the Green’s function of the Dirichlet Laplacian in
domain D, so that

u(x, t) =
∫
D

∇⊥GD(x, y)ω(y) dy. (4.2.4)

A C1 solution of the Euler equation satisfies the system (4.2.2), (4.2.3), and
(4.2.4). We are going to define solutions of low regularity, with ω just in L∞, by
using (4.2.2), (4.2.3), and (4.2.4) instead of (4.2.1). At the heart of the argument are
a few simple observations. The first one is a well known estimate of potential theory.

Proposition 4.1 If D ⊂ R
2 is a compact domain with a smooth boundary, the

Dirichlet Green’s function GD(x, y) has the form

GD(x, y) = 1

2π
log |x − y| + h(x, y).

Here, for each y ∈ D, h(x, y) is a harmonic function solving

�xh = 0, h|x∈∂D = − 1

2π
log |x − y|. (4.2.5)

We have GD(x, y) = GD(y, x) for all (x, y) ∈ D, and GD(x, y) = 0 if either x or
y belongs to ∂D. In addition, we have the estimates

|GD(x, y)| ≤ C(D) (|log |x − y|| + 1) (4.2.6)

|∇GD(x, y)| ≤ C(D)|x − y|−1, (4.2.7)

|∇2GD(x, y)| ≤ C(D)|x − y|−2. (4.2.8)

The following lemma is a consequence of Proposition 4.1.
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Lemma 4.1 The kernel KD(x, y) = ∇⊥GD(x, y) satisfies

∫
D

|KD(x, y)−KD(x
′, y)| dy ≤ C(D)φ(|x − x ′|), (4.2.9)

where

φ(r) =
{
r(1 − log r) r < 1
1 r ≥ 1,

(4.2.10)

with a constant C(D) which depends only on the domain D.

Proof Set |x−x ′| = r > 0, split the integration intoB2r (x)∩D and its complement,
and use estimates of the Proposition 4.1. We leave details to the interested reader,
they can also be found in [38, 45].

A result on the regularity of fluid velocity is an immediate consequence.

Corollary 4.1 Lt D be smooth bounded domain. Suppose the vorticity ω is
bounded. Then fluid velocity u satisfies

‖u‖L∞ ≤ C(D)‖ω‖L∞ , (4.2.11)

and

|u(x)− u(x ′)| ≤ C‖ω‖L∞φ(|x − x ′|), (4.2.12)

with the function φ(r) defined in (4.2.10).

Proof The estimate (4.2.11) follows from (4.2.7). The proof of (4.2.12) is immedi-
ate from Lemma 4.1, as

u(x, t) =
∫
D

KD(x, y)ω(y, t)dy.

We say that u is log-Lipschitz if it satisfies (4.2.12). A key component of the
Yudovich theory is the analysis of the fluid particle trajectories (4.2.2). The classical
requirement for uniqueness of solutions to a system of ODE is Lipschitz dependence
of coefficients on the unknowns. If the vorticity is bounded, heuristically we expect
the velocity u to be one derivative more regular, which would just match the
requirement. However, the L∞ is the endpoint setting, where we lose a logarithm in
regularity, leading to estimates on velocity that are just log-Lipschitz. We will see
later that this estimate is sharp and one cannot in general expect better regularity of
the velocity corresponding to bounded vorticity. A key observation of the Yudovich
theory is that we can still define fluid particle trajectories (4.2.2) uniquely if the
velocity u is only log-Lischitz.

The following lemma addresses this question [38, 45].
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Lemma 4.2 Let D be a bounded smooth domain in R
d . Assume that the velocity

field b(x, t) satisfies, for all t ≥ 0:

b ∈ C([0,∞)× D̄), |b(x, t)− b(y, t)| ≤ Cφ(|x − y|), b(t, x) · ν|∂D = 0.
(4.2.13)

Here, the function φ(r) is given by (4.2.10) and ν is the unit normal to ∂D at point
x. Then the Cauchy problem in D̄

dx

dt
= b(x, t), x(0) = x0, (4.2.14)

has a unique global solution. Moreover, if x0 � ∂D, then x(t) � ∂D for all t ≥ 0. If
x0 ∈ ∂D, then x(t) ∈ ∂D for all t ≥ 0.

Note that the log-Lipschitz regularity is essentially border-line: the familiar example
of the ODE

ẋ = xβ, x(0) = 0,

with β ∈ (0, 1) does not have the uniqueness property: for example, x(t) ≡ 0, and

x(t) = tp

pp
, p = 1

1 − β

are both solutions (and in fact one can find infinitely many solutions by separating
from zero at an arbitrary time). Thus ODEs with just Hölder (with an exponent
smaller than one) coefficients may have more than one solution. Existence of the
solutions, on the other hand, does not really require the log-Lipschitz condition:
uniform continuity of b(x, t) and at most linear growth as |x| → +∞ would
be sufficient, see e.g. [11] for the Peano existence theorem. We omit the proof of
Lemma 4.2, one can check [45] for details.

Now an iterative scheme can be used to construct a weak solution to the 2D
Euler equation with L∞ vorticity, using (4.2.2), (4.2.3), and (4.2.4). We summarize
the results of Yudovich theory in the following theorems.

Theorem 4.1 Fix anyω0 ∈ L∞(D). There exists the unique triple (ω(x, t), u(x, t),
�t(x)) satisfying (4.2.2), (4.2.3) and (4.2.4) such that for every T > 0 the
vorticity ω belongs to L∞([0, T ], L∞(D)) and is weak-∗ continuous in time in
L∞, the fluid velocity u(t, x) is uniformly bounded and log-Lipschitz in x and
t, and �t ∈ Cα(T )([0, T ] × D̄) is measure preserving, invertible mapping of D̄,
satisfying

d�t(x)

dt
= u(�t(x), t), �0(x) = x, (4.2.15)
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ω(x, t) = ω0(�
−1
t (x)),

u(x, t) =
∫
D

KD(x, y)ω(y, t) dy.

Here α(T ) > 0 and only depends on ‖ω0‖L∞ and time T .

A triple (ω, u,�t ) satisfying the conditions of Theorem 4.1 is called Yudovich
solution to the 2D Euler equation.

If the initial data ω0 is more regular, this regularity is inherited by the solution.

Theorem 4.2 Suppose that ω0 ∈ Ck(D̄), k ≥ 1. Then the solution described in
Theorem 4.1, satisfies, in addition, the following regularity properties, for each
t ≥ 0:

ω(t) ∈ Ck(D̄), �t(x) ∈ Ck,α(t)(D̄), and u ∈ Ck,β(D̄),

for all β < 1. In addition, the kth order derivatives of u are log-Lipschitz.

An important example of a Yudovich solution of the 2D Euler equations is
the “singular cross” flow, considered by Bahouri and Chemin [1]. We discuss its
periodic version here. It corresponds to the vorticity ω0 which equals to (−1) in the
first and third quadrants of the torus (−π, π] × (−π, π], and to (+1) in the other
two quadrants:

ω0(x1, x2) = −1 for {0 < x1, x2 < π} and {−π ≤ x1, x2 < 0}, (4.2.16)

ω0(x1, x2) = 1 for {0 < x1 < π,−π < x2 < 0}, and {−π < x1 < 0, 0 < x2 < π}.

We set ω0 to be equal to zero on the separatrices x1,2 = 0, π. The singular cross has
four vortices, one in each quadrant of the torus, and a hyperbolic point at the origin.
In fact, ω0 is a stationary Yudovich solution of the Euler equations. To arrive at this
conclusion, the key observation is that ω0 has the symmetries

ω0(x1, x2) = −ω0(−x1, x2) = −ω0(x1,−x2) (4.2.17)

on the torus (−π, π] × (−π, π].
Lemma 4.3 If the initial condition ω0 ∈ L∞, and satisfies the symmetries (4.2.17),
then the Yudovich solution of the 2D Euler equations satisfies the same symmetries
for all t ≥ 0:

ω(x1, x2, t) = −ω(−x1, x2, t) = −ω(x1,−x2, t). (4.2.18)

The lemma is proved by checking that if ω(x1, x2, t) is a Yudovich solution of the
2D Euler equation, then so is −ω(−x1, x2, t), and then appealing to the uniqueness
property to establish that ω(x1, x2, t) = −ω(−x1, x2, t).
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Given odd symmetry and periodicity of ω(x, t), it is not hard to check that the
stream function ψ := (−�)−1ω is also odd with respect to both variables, with
respect to zero as well as ±π. Then u1 = ∂x2ψ is odd with respect to x1 = 0,±π
and u2 = −∂x1ψ is odd with respect to x2 = 0,±π.This implies that the trajectories
never leave the quadrants where they originate, and thus by (4.2.3) and (4.2.16) the
solution is stationary: ω(x, t) ≡ ω0(x).

The singular cross flow has remarkable properties showing that the estimates on
the Yudovich solution of Theorem 4.1 are qualitatively sharp. Namely, the following
proposition holds:

Proposition 4.2 Consider the singular cross solution described above. Then, for
small positive x1, we have

u1(x1, 0) = 2

π
x1 log x1 +O(x1). (4.2.19)

The estimate (4.2.19) corresponds to u1 being just log-Lipschitz near the origin. The
proof of (4.2.19) is based on the periodic version of the Biot–Savart law:

Proposition 4.3 Let ω ∈ L∞(T2) be a mean zero function. Then the vector field

u = ∇⊥(−�)−1ω (4.2.20)

is given by

u(x) = − 1

2π
lim
γ→0

∫
R2

(x − y)⊥

|x − y|2 ω(y)e
−γ |y|2 dy, (4.2.21)

where ω has been extended periodically to all R2.

We leave the proof of this formula as an exercise.

Proof of Proposition 4.2 Given (4.2.21), one can show (4.2.19) by first estimating
that the integral over the complement of the central period cell S = (−π, π]2 con-
tributes regular Lipschitz term to u1 near the origin. As far as the integral over
the central cell goes, let us denote it uC1 (x1, 0). It is convenient to go back to
representation

uC1 (x1, 0) = −∂x2

2π

∫
S

log |x − y|ω0(y) dy = 1

4π

∫
S

∂y2 log |x − y|2ω0(y) dy.

Integrating in y2 over each quadrant and re-grouping the terms, we obtain

1

2π

(∫ π

0
log

(x1 − y1)
2

(x1 − y1)2 + π2 dy1 −
∫ 0

−π
log

(x1 − y1)
2

(x1 − y1)2 + π2 dy1

)
=

1

π

∫ π

0
log

x1 − y1

x1 + y1
dy1 + 1

2π

∫ π

0
log

(x1 + y1)
2 + π2

(x1 − y1)2 + π2 dy1.
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The last term satisfies

∫ π

0
log

(
1 + 4x1y1

(x1 − y1)2 + π2

)
dy1 ≤ Cx1.

Let us split the first term into two parts. First,

∫ π

2x1

log

(
1 − 2x1

y1 + x1

)
dy1 = −

∫ π

2x1

2x1

y1 + x1
dy1 +O(x1) = 2x1 log x1 +O(x1).

Second, making the substitution y1 = x1z in the remaining part we obtain

∫ 2x1

0
log

|x1 − y1|
x1 + y1

dy1 = x1

∫ 2

0
log

|1 − z|
|1 + z| dz = O(x1).

Collecting all the estimates we arrive at (4.2.19).

Since u2(x1, 0) ≡ 0, a trajectory starting at a point (x0
1 , 0), with x0

1 ∈ (0, π) is
just an interval

�t((x
0
1 , 0)) ≡ (x1(t), 0),

moving towards the origin. If x0
1 is sufficiently small, the component x1(t) will

satisfy

x ′
1(t) ≤ x1(t) log x1(t),

and so

d

dt
(log x1(t)) ≤ log x1(t),

thus

log x1(t) ≤ et log x0
1 ,

and

x1(t) ≤ x1(0)exp(t). (4.2.22)

This estimate has a consequence for the Hölder regularity of the trajectory map.
Since the origin is a stationary point of the flow, the inverse flow map �−1

t (x)

can be Hölder continuous only with a decaying in time exponent (at most ∼ e−t ).
Of course, the direct flow map �t(x) also has a similar property; to establish it
one needs to look at characteristic lines moving along the vertical separatrix. This
is exactly the regularity claimed in Theorem 4.1, and thus the Bahouri–Chemin
example shows that it cannot be improved.
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4.3 The 2D Euler Equation: An Upper Bound on Derivative
Growth

More details on material of this section can be found in [16, 36, 38, 43]. We now
turn to classical solutions of the 2D Euler equation whose existence and uniqueness
are provided by Theorem 4.2. We work in a setting of a compact smooth domain
D, but the arguments of this section can be adapted to work on periodic solutions
(i.e., T2) or whole plane R

2. The question that interests us is how quickly can the
derivatives of the solutions grow. Such bounds are implicit already in the work of
Wolibner [59] and Hölder [31], and have been stated explicitly by Yudovich.

Theorem 4.3 Assume that ω0 ∈ C1(D̄). Then the gradient of the solution ω(x, t)
satisfies the following bound

‖∇ω(·, t)‖L∞

‖ω0‖L∞
≤
(

1 + ‖∇ω0‖L∞

‖ω0‖L∞

)C exp(‖ω0‖L∞ t )

eexp(C‖ω0‖L∞ t )−1 − 1 (4.3.1)

for all t ≥ 0.

This upper bound grows at a double exponential rate in time which is extremely fast.
A similar double exponential in time upper bound can also be derived for higher
order derivatives of vorticity. The occurrence of the double exponential is unusual.
Such fast growth, if realized, would pose a formidable challenge in numerical
simulations. Let us sketch an argument leading to the estimate (4.3.1). There are
three essential ingredients.

1. The kinematics. Using the trajectories Eq. (4.2.2) and some simple estimates, one
can derive the following inequality.

exp

(
−
∫ t

0
‖∇u(·, s)‖L∞ ds

)
≤ |�t (x)−�t (y)|

|x − y| ≤ exp

(∫ t

0
‖∇u(·, s)‖L∞ ds

)
.

(4.3.2)

Since this bound is two sided, it also applies to the inverse map �−1
t (x).

2. The vorticity conservation along trajectories. The formula (4.2.3) implies that

‖∇ω(·, t)‖L∞ ≤ ‖∇ω0‖L∞supx,y
|�−1

t (x)−�−1
t (y)|

|x − y| . (4.3.3)

3. The Kato inequality.

‖∇u‖L∞ ≤ C(α,D)‖ω‖L∞
(

1 + log

(
1 + ‖∇ω‖L∞

‖ω‖L∞

))
. (4.3.4)
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The way to think about this inequality is as follows. The derivatives of u can be
expressed as second order derivatives of the stream function, ∂2

xixj
(−�D)

−1ω.

Such expressions are called (double) Riesz transforms of ω. These are classical
objects in Fourier analysis, and lead to Caldreon–Zygmund operators. Riesz
transforms are bounded on Lp, 1 < p < ∞, but not in L∞ or L1 (see e.g.
[47]). The structure of the problem, however, requires an L∞ bound and then we
have to pay a logarithm of a higher order norm.

Given (4.3.2), (4.3.3), and (4.3.4), the estimate (4.3.1) follows from some
algebraic manipulations and application of Gronwall inequality.

4.4 The 2D Euler Equation: An Example of Double
Exponential Growth

More details on material of this section can be found in [36, 38].
A natural question prompted by Theorem 4.3 is whether the double exponential

upper bound on growth of derivatives of vorticity is sharp. A variety of examples
with some growth in derivatives have been provided by a number of authors.
Yudovich [61, 62] built first such examples with growth near the boundary using
Lyapunov-type functionals, but without explicit growth rate bounds. Nadirashvili’s
[48] example is set in an annulus, and is based on using a perturbation of a stable
background shear flow. The rate of growth in this example can be shown to be linear
in time. Denisov [16] has constructed a periodic solution such that ‖∇ω‖L∞ grows
faster than linearly (in a certain average sense). In [17], Denisov has constructed
examples with extremely strong (double exponential in time in a certain sense)
bursts of growth in derivatives over finite time interval. The idea of Denisov’s
construction goes back to the singular cross example. Indeed, imagine that a smooth
passive scalar ψ(x, t) is advected by the singular cross flow u, that is,

∂tψ + (u · ∇)ψ = 0. (4.4.1)

Assume that the initial data ψ0 is a C∞
0 bump supported away from the origin and

but nonzero on the x2 = 0 separatrix for x1 ∼ δ > 0, δ sufficiently small. Then
ψ(�t (δ, 0), t) = ψ0(δ) > 0, while (4.2.22) shows that �t(δ, 0) ≤ δexp(t). At the
same time, ψ(0, t) = 0 since the origin is a stationary point of the singular cross
flow. Together, these observations imply that

‖∇ψ(·, t)‖L∞ ≥ ψ0(δ)δ
− exp(t),

and is therefore growing at a double exponential rate. The 2D Euler equation for
vorticity has the same form as (4.4.1), but of course it is not passive. Changes in ω
affect u. Yet the idea of Denisov is to smooth out the singular cross at a very small
scale (which depends on how long we would like to control the solution), and to
place a perturbation close to the separatrix. In the end, one can mimic the effect of
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the singular cross flow on passive scalar small scale formation for a finite time, but
then control is lost.

The purpose of this section is to present an example where double exponential
growth in ‖∇ω‖L∞ is maintained for all times, thus showing that the upper bound
of Theorem 4.3 is in general qualitatively sharp [36].

Theorem 4.4 Consider the two-dimensional Euler equation on a unit disk D.

There exist smooth initial data ω0 with ‖∇ω0‖L∞/‖ω0‖L∞ > 1 such that the
corresponding solution ω(x, t) satisfies

‖∇ω(x, t)‖L∞

‖ω0‖L∞
≥
(‖∇ω0‖L∞

‖ω0‖L∞

)c exp(c‖ω0‖L∞ t )

(4.4.2)

for some c > 0 and for all t ≥ 0.

The example can be extended to any smooth domain with an axis of symmetry [60].
From now on in this section, we will denote by D the unit disk in the plane. It

will be convenient for us to take the system of coordinates centered at the lowest
point of the disk, so that the center of the disk is at (0, 1). Our initial data ω0(x) will
be odd with respect to the vertical axis: ω0(x1, x2) = −ω0(−x1, x2).

We will take smooth initial data ω0(x) so that ω0(x) ≤ 0 for x1 > 0 (and so
ω0(x) ≥ 0 for x1 < 0). This configuration makes the origin a hyperbolic fixed
point of the flow; in particular, u1 vanishes on the vertical axis. Let us analyze the
Biot–Savart law we have for the disk to gain insight into the structure of the velocity
field. The Dirichlet Green’s function for the disk is given explicitly by GD(x, y) =
− 1

2π (log |x− y| − log |x− ȳ| − log |y− e2|), where with our choice of coordinates
ȳ = e2 + (y − e2)/|y − e2|2, e2 = (0, 1). Given the symmetry of ω, we have

u(x, t) = ∇⊥
∫
D
GD(x, y)ω(y, t) dy = − 1

2π
∇⊥

∫
D+

log
( |x − y||̃x − ȳ|

|x − ȳ||̃x − y|
)
ω(y, t) dy,

(4.4.3)

whereD+ is the half disk where x1 ≥ 0, and x̃ = (−x1, x2). The following Lemma
is crucial for the proof of Theorem 4.4. To state it, we need a bit more notation. Let
us introduce notation Q(x1, x2) for a region that is the intersection of D+ and the
quadrant x1 ≤ y1 < ∞, x2 ≤ y2 < ∞. Given π/2 > γ > 0, denote Dγ

1 the
intersection of D+ with a sector π/2 − γ ≥ φ ≥ 0, where φ is the usual angular
variable. Similarly, define Dγ

2 the intersection of D+ with a sector π/2 ≥ φ ≥ γ.

Lemma 4.4 Fix the value of γ, π/2 > γ > 0 (later it will be convenient to take γ
sufficiently small, in particular γ < π/4). Suppose that x ∈ D

γ

1 . Then there exists
δ > 0 such that for all x ∈ D

γ

1 such that |x| ≤ δ we have

u1(x1, x2, t) = 4

π
x1

∫
Q(x1,x2)

y1y2

|y|4 ω(y, t) dy1dy2 + x1B1(x1, x2, t), (4.4.4)

where ‖B1(·, t)‖∞ ≤ C(γ )‖ω0‖L∞ .
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If x ∈ D
γ

2 is such that |x| ≤ δ then we have

u2(x1, x2, t) = − 4

π
x2

∫
Q(x1,x2)

y1y2

|y|4 ω(y, t) dy1dy2 + x2B2(x1, x2, t), (4.4.5)

where ‖B2(·, t)‖∞ ≤ C(γ )‖ω0‖L∞ .

The proof of the lemma is based on careful analysis of the Biot–Savart law; the
details can be found in [36, 38].

It will be convenient to denote

�(x1, x2, t) = − 4

π
x2

∫
Q(x1,x2)

y1y2

|y|4 ω(y, t) dy1dy2. (4.4.6)

Now let us select the initial data as follows. Fix some small γ, and choose δ < 1
so that the bounds of Lemma 4.4 hold. Note that in what follows, we can always
make δ smaller if necessary. Take ω0(x) = −1 if x1 ≥ δ, odd with respect to x1,

and satisfying 0 ≥ ω0(x) ≥ −1 for x ∈ D+.

Lemma 4.5 Let the initial data ω0 be as above. Suppose that |x| ≤ δ. Then, if δ is
sufficiently small, we have

�(x1, x2, t) ≥ c log δ−1 (4.4.7)

for some universal constant c > 0. Here �(x1, x2, t) is given by (4.4.6).

Proof We sketch the proof of this estimate leaving detailed computations to the
reader. The key observation is that the trajectory map �t(x) and its inverse are area
preserving, while ω(x, t) = ω0(�

−1
t (x)). For this reason, for all times t, the area of

the set St ⊂ D+ where −1 < ω(x, t) < 0 does not exceed 2δ; on the complement
of St we have ω(x, t) = −1.Given this observation, (4.4.4) and the formula (4.4.6),
it is not hard to devise a lower bound estimate that will show (4.4.7). The singularity
of the kernel in (4.4.6) would yield log |x|−1 � log δ−1 if integrated against −1 over
all Q(x1, x2), and removing a set of measure ≤ 2δ from the integration region will
preserve the lower bound by c log δ−1.

Now we will put one more requirement on the initial data. Given 0 < x ′
1 < x ′′

1 <

1, we set

O(x ′
1, x

′′
1 ) = {(x1, x2) ∈ D+ , x ′

1 < x1 < x ′′
1 , x2 < x1

}
. (4.4.8)

We are going to take a sufficiently small ε < δ and require in addition that
ω0(x) = −1 for x ∈ O(ε10, ε). We can find ω0 satisfying this requirement such
that ‖∇ω0‖L∞ � ε−10.

Let us also define, for 0 < x1 < 1,

u1(x1, t) = min
(x1,x2)∈D+ , x2≤x1

u1(x1, x2, t) (4.4.9)
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and

u1(x1, t) = max
(x1,x2)∈D+ , x2≤x1

u1(x1, x2, t) . (4.4.10)

Since ω(x, t) and u(x, t) are smooth by Theorem 4.2, these functions are locally
Lipschitz in x1 on [0, 1), with the Lipschitz constants being locally bounded in time.
Hence, we can uniquely define a(t) by

a′ = u1(a, t) , a(0) = ε10 , (4.4.11)

and b(t) by

b′ = u1(b, t) , b(0) = ε . (4.4.12)

We set

Ot = O(a(t), b(t)) ; (4.4.13)

note that O0 is exactly the set where we set ω0 = −1 (in addition to the x1 ≥ δ

region). The next key observation is

Lemma 4.6 We have ω(x, t) = −1 for x ∈ Ot for all t ≥ 0.

Note that for what we know so far, Ot may become empty at some point in time. We
will see later that this is not the case.

Proof Here is the sketch of the argument. Due to Lemma 4.5, if δ is chosen
sufficiently small, then Ot will lie in the region x1 ≤ δ for all times and thus
the estimates of Lemma 4.4 will continue to apply for all times. The main idea
is that given any point y ∈ Ot , we have y = �t(x) with x ∈ O0. If we can
show that, then the lemma is proved by (4.2.3). Suppose that this is not true, and
some trajectory �t(x) for x � O0 ends up inside Ot . This trajectory cannot enter
through the boundary ∂D due to the boundary condition. It also could not have
entered through the left and right sides of the region Os due to definitions of a, b,
u and u. It remains to consider the diagonal x1 = x2. However, by Lemma 4.4 and
Lemma 4.5, we have

c log δ−1 − C

c log δ−1 + C
≤ −u1(x1, x1, t)

u2(x1, x1, t)
≤ c log δ−1 + C

c log δ−1 − C
.

If δ is sufficiently small, this shows that any trajectory on the diagonal part of the
boundary of Ot is always moving out of Ot , and hence no trajectory could have
entered Ot through the diagonal.

Now we are going to complete the construction of the example.
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Proof of Theorem 4.4 To get double exponential growth of the derivatives, we need
a genuinely nonlinear argument; it is not sufficient to show that �(x, t) is large for
all times as we did in Lemma 4.5. Instead, we will show that �(x, t) grows due to
regionOt approaching the origin and remaining sufficiently large. Lemma 4.4 yields

u1(b(t), t) ≥ −b(t)�(b(t), x2(t), t) − C b(t),

for some 0 ≤ x2(t) ≤ b(t) and a constant C that may depend only on γ . A simple
calculation shows that, for any 0 ≤ x2 ≤ b(t) we have

�(b(t), x2, t) ≤ �(b(t), b(t), t)+ C.

Thus, we get

u1(b(t), t) ≥ −b(t)�(b(t), b(t), t)− C b(t), (4.4.14)

with C a new universal constant; below the constant C may change from step to
step. In the same vein, for suitable x̃2(t) with 0 ≤ x̃2(t) ≤ a(t), we have

u1(a(t), t) ≤ −a(t)�(a(t), x̃2(t), t) + Ca(t) ≤ −a(t)�(a(t), 0, t)+ Ca(t).

A key observation is that

�(a(t), 0, t) ≥ − 4

π

∫
Ot
y1y2

|y|4 ω(t, y) dy1dy2 +�(b(t), b(t), t).

Since ω(y, t) = −1 on Ot , we have

−
∫
Ot
y1y2

|y|4 ω(t, y) dy1dy2 ≥
∫ π/4

π/8

∫ b(t)/ cosφ

a(t)/ cosφ

sin 2φ

2r
drdφ >

1

8
(− log a(t)+ log b(t)).

Therefore

u1(a(t), t) ≤ − a(t)

(
1

2π
(− log a(t)+ log b(t))+�(b(t), b(t), t)

)
+ Ca(t).

(4.4.15)

It follows from (4.4.14) and (4.4.15) that

d

dt
(log a(t)− log b(t)) ≤ 1

2π
(log a(t)− log b(t))+ C. (4.4.16)
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From (4.4.16), the Gronwall lemma leads to

log a(t)− log b(t) ≤ log (a(0)/b(0)) exp(t/2π)+ C exp(t/2π) ≤ (9 log ε + C) exp(t/2π).
(4.4.17)

We should choose our ε so that − log ε is larger than the constant C that appears in
(4.4.17). In this case, we obtain from (4.4.17) that

log a(t) ≤ 8 exp(t/2π) log ε,

and so

a(t) ≤ ε8 exp(t/2π).

Note that by the definition of a(t), the first coordinate of the characteristic that
originates at the point on ∂D near the origin with x1 = ε10 does not exceed a(t). To
arrive at (4.4.2), it remains to note that we chose ω0 so that ‖∇ω0‖L∞ � ε−10.

4.5 The Hou-Luo Scenario for the 3D Euler Equation

More information on the material of this section can be found in [42, 43]. The
global regularity vs finite time blow up question for smooth solutions of the 3D
Euler equation is open. There has been much work on local well-posedness, on
conditional regularity criteria, as well as on search for singular scenario. How would
finite time blow up manifest itself? In general, any loss of regularity by smooth
solution qualifies. However, from many conditional criteria one can infer certain
minimal conditions needed for blow up. Perhaps the best known and one of the
earliest such conditions was proved by Beale, Kato, and Majda [2, 43]. It states that
at the singularity formation time T , one must have

lim
t→T

∫ t

0
‖ω(·, s)‖L∞ ds = ∞.

A few years ago, Hou and Luo [42] have performed an in-depth numerical
simulation, identifying a promising singularity formation scenario. The scenario
is axi-symmetric (that is, there is no dependence on the angular variable φ in the
cylindrical coordinates) and odd with respect to z = 0 plane. Very fast vorticity
growth is observed at a ring of hyperbolic stagnation points of the flow located on
the boundary of a cylinder. In fact, the geometry of the scenario is similar to that
of the double exponential growth example for the 2D Euler we discussed in the
previous section; the paper [36] has been inspired by the numerical simulations of
[42].
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z
u periodic in z

symmetry plane
for the reflection
(x, y, z) → (x, y, −z)

u · n = 0 at ∂Ω
u

u

Fig. 4.1 The initial data for Hou-Luo scenario

One of the standard forms of the 3D axi-symmetric Euler equations in the usual
cylindrical coordinates (r, φ, z) is (see e.g. [43] for more details)

∂t

(
ωφ

r

)
+ ur∂r

(
ωφ

r

)
+ uz∂z

(
ωφ

r

)
= ∂z

(
(ruφ)2

r4

)
(4.5.1a)

∂t (ru
φ)+ ur∂r (ru

φ)+ uz∂z(ru
φ) = 0 , (4.5.1b)

with the understanding that ur, uz are given from ωφ via the Biot–Savart law which
takes form

ur = −∂zψ

r
, uz = ∂rψ

r
, Lψ = ωφ

r
, Lψ = −1

r
∂r

(
1

r
∂rψ

)
− 1

r2 ∂
2
zzψ.

The initial data for the Hou-Luo scenario, shown schematically on Fig. 4.1, has
ωφ = 0 and only the swirl uφ is non-zero. From (4.5.1), it is clear that the swirl will
spontaneously generate toroidal rolls corresponding to non-zero ωφ. These are the
so-called “secondary flows”, [50]; their effect on river flows was studied by Einstein
[19]. Thus the initial condition leads to the (schematic) picture in the xz-plane
shown on Fig. 4.2, in which we also indicate the point where a conceivable finite-
time singularity (or at least an extremely strong growth of vorticity) is observed
numerically. In the three-dimensional picture, the points with very fast growth form
a ring on the boundary of the cylinder.

A similar scenario can be considered for the 2D inviscid Boussinesq system in a
half-space R

+ = {(x1, x2) ∈ R × (0,∞)} (or in a flat half-cylinder S1 × (0,∞)),
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“secondary
flow”

possible
finite-time
singularity?

x

z

Fig. 4.2 The secondary flows in fixed φ section

which we will write in the vorticity form:

∂tω + (u · ∇)ω = ∂x1θ (4.5.2a)

∂t θ + (u · ∇)θ = 0 . (4.5.2b)

Here u = (u1, u2) is obtained from ω by the usual Biot–Savart law u =
∇⊥(−�)−1ω, with appropriate boundary conditions on �, and θ represents fluid
temperature or density.

It is well-known (see [43]) that this system has properties similar to the 3D axi-
symmetric Euler (4.5.1), at least away from the symmetry axis. Indeed, comparing
(4.5.1) with (4.5.2), we see that θ essentially plays the role of the square of the swirl
component ruφ of the velocity field u, and ω replaces ωφ/r. The real difference
between the two systems only emerges near the axis of rotation, where factors of
r can conceivably change the nature of dynamics. For the purpose of comparison
with the axi-symmetric flow, the last picture should be rotated by π/2, after which it
resembles the picture relevant for (4.5.2), see Figs. 4.2 and 4.3. The system (4.5.2)
has an advantage of being simpler looking and easier to think about while very likely
preserving all the essential features. Of course, the question of global regularity vs
finite time blow up is also open for the 2D inviscid Boussinesq; in fact it appears
on the list of “eleven great problems of mathematical hydrodynamics” by Yudovich
[63].

In both the 3D axi-symmetric Euler case and in the 2D Boussinesq system case
the best chance for possible singularity formation seems to be at the points of
symmetry located at the boundary, which numerical simulations suggest are fixed
hyperbolic points of the flow. So far there is no proof of singularity formation
for smooth solutions in the Hou-Luo scenario, but a number of models have been
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Fig. 4.3 The 2D Boussineq
singularity scenario
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proposed (e.g. [9, 10, 18, 30, 32, 40, 41]). All these models suggest finite time blow
up. In the next section, we will take a look at one of the simpler ones that provide
a qualitative insight into the nature of possible nonlinear feedback loop leading to
singularity.

In addition, there is recent and very interesting work by Elgindi and Elgindi and
Jeong [20–22] and Chen and Hou [7] where the initial data is taken to be singular,
to a varying degree, in a scenario very similar to that of Hou-Luo and involving
stationary hyperbolic points of the flow. Then finite time blow up is shown in a sense
of the solution becoming more singular than the initial data. In [20, 21] the domain
needs to have a corner (for the 2D Boussinesq, and a wedge for the 3D Euler), and
the initial vorticty is just L∞, but becomes unbounded in finite time. The work [22]
is set in the whole space, and the initial vorticity is Hölder continuous, leading to a
solution satisfying

lim
t→1

∫ t

0
‖ω(·, t)‖L∞ dt = ∞.

The paper [7] builds on [22] and [8] and proves finite time blow up for solutions with
Cα initial vorticity and C1,α density (respectively, swirl) in the Hou-Luo scenario.

4.6 Singularities and Turbulence

In this section, we take a step back to look at the big picture. The material in this
section is motivational and largely informal. Most of the statements and problems
mentioned here are either heuristic or remain wide open. One of the incentives in
trying to understand and describe small scale and possible singularity formation in
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solutions to equations of fluid mechanics is the connection to turbulence. Turbulence
is familiar to all of us from bumpy airplane ride or fluctuations we feel in strong
wind. It is a ubiquitous feature of intense fluid motion, and plays a role in a
wide range of processes in nature: drag effects for cars and airplanes, efficiency
of internal combustion engines, mixing crucial for survival of marine animals, or
even evolution of temperature inside Earth [57]! Nevertheless, turbulence remains
relatively poorly understood: Richard Feynman has called it the greatest unsolved
problem of classical physics 50 years ago, and not much has changed since. This
situation is not for the lack of trying: a number of heuristic theories have been
proposed by Prandtl, von Kármán, Richardson, Taylor, Heisenberg, Kolmogorov,
Onsager, Kraichnan, and others, see e.g. [25] for review. These phenomenological
theories have been quite successful in predicting some of the properties of turbulent
flows, but deeper understanding and in particular rigorous connection to the partial
differential equations of fluid mechanics have not been established. Among these
predictions, the one most consistent with experiments and reported at least as
early as Dryden’s wind tunnel experiments in 1943, is Kolmogorov’s “zeroth law
of turbulence” which postulates anomalous dissipation of energy, that is, non-
vanishing of the rate of dissipation of kinetic energy of turbulent fluctuations per
unit mass, in the limit of zero viscosity. Let uν be solutions of the 3D Navier–Stokes
equations with viscosity ν (in the non-dimensional form, ν is equal to the inverse of
the Reynolds number, Re = UL

σ
, where σ is the actual viscosity and U, L typical

velocity and length scales):

∂tu
ν + (uν · ∇)uν − ν�uν = ∇pν + f, ∇ · uν = 0,

where f is some spatially regular forcing. Notice that ν
∫ |∇uν |2 dx is just an

instantaneous rate of energy dissipation. Then the zeroth law states that

lim
ν→0

ν〈|∇uν(x, t)|2〉 > 0, (4.6.1)

where 〈·〉 represents a suitable ensemble or space-time average. On the other hand,
one may expect that as ν → 0, uν converges to the solution u of the incompressible
3D Euler equation. This is far from clear, especially when there are boundaries. But
if we accept this as a reasonable assumption, and the limiting solution is smooth,
then the limit of the enstropy

∫ |∇uν |2 dx should equal
∫ |∇u|2 dx < ∞, and so

(4.6.1) cannot hold. Therefore, if the zeroth law of turbulence is mathematically
valid, it is intimately linked with singularity formation in the solutions of the Euler
(and possibly Navier–Stokes) equation. In fact, the zeroth law has been rigorously
proved in just one PDE setting: for stochastically forced Burgers equation [58]. In
this case, the underlying singularities are well understood shocks, and this is a key
aspect that makes the problem approachable.

The set up of the Hou-Luo scenario seems to be rather special, but there are
indications that hyperbolic point geometry plays an important role in extreme
dissipation regions in turbulent fluid flows. In a paper [52], the authors describe a
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physical experiment where they study turbulence. The geometry of the experiment
is very similar to the Hou-Luo setting: the flows are confined to a cylinder and are
statistically axi-symmetric (of course, in any real flow the exact axial symmetry
breaks down spontaneously). Using particle image velocimetry techniques, they
are able to capture the structure of fluid flow in the regions of “extreme inertial
dissipation events”. These are regions where the dissipation rate is anomalously
large, essentially the regions that would facilitate the zeroth law as viscosity
decreases. There are four different geometric scenarios documented in [52], and
by far the most common is the one where vorticity growth happens at the front
between colliding masses of fluid with different directions of the velocity and
hyperbolic point geometry. In this sense, the Hou-Luo scenario may be thought
of as an idealized blueprint of what appears to be a common small scale formation
mechanism.

In recent years, there have been other works on singularity formation in equations
of fluid mechanics, in particular by Tao [55, 56]. In these papers, finite time blow up
is proved for modified Euler and Navier–Stokes equations; the modifications involve
suitable averaging or changes in coupling of the Fourier modes. The philosophy
of these examples is different from Hou-Luo scenario and involves instead a self-
similar picture of energy transition to smaller and smaller scales. Inspired by these
ideas, the paper [4] has outlined a specific physical mechanism that could be
behind such self-similar cascades: repeated flattening of vortex tubes into sheets and
breakup of the sheets into tubes. There are some numerical simulations, however
(see e.g. [46] where further references can be found), that suggest that this process
is quite complex and it is not clear whether some sort of approximate self-similarity
can be traced over smaller and smaller scales.

4.7 One-Dimensional Models of the Hou-Luo Scenario

More details on the results discussed in this section can be found in [9, 10, 42]. A
one-dimensional model of the Hou-Luo scenario was formulated already in [42].
This model is given by

∂tω + u∂xω = ∂xθ,

∂t θ + u∂xθ = 0, ux = Hω. (4.7.1)

Here H is the Hilbert transform, and the setting can be either periodic or the entire
axis with some decay of the initial data. The model (4.7.1) can be thought of as
an effective equation on the x2 = 0 axis in the Boussinesq case (see (4.5.2) and
Fig. 4.3) or on the boundary of the cylinder in the 3D axi-symmetric Euler case.
The model can be derived from the full equations under assumption that ω(x, t) is
concentrated in a boundary layer of width a near x2 = 0 axis and is independent
of x2, that is ω(x1, x2, t) = ω(x1, t)χ[0,a](x2). Such assumption allows to close the
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system and reduces the half-plane Biot–Savart law to ux = Hω in the main order;
the parameter a enters into the additional term that is non-singular and is dropped
from (4.7.1). See [42], [10] for more details. We will call the system (4.7.1) the
Hou-Luo model.

The Hou-Luo model is still fully nonlocal. A further simplification was proposed
in [9], where the Biot–Savart law has been replaced with

u(x, t) = −x
∫ 1

x

ω(y, t)

y
dy. (4.7.2)

Here the most natural setting is on an interval [0, 1] with smooth initial data
supported away from the endpoints. For simplicity we set the Biot–Savart law so that
blow up at zero happens for positive vorticity. The law (4.7.2) is motivated by the
velocity representation in Lemma 4.4 above, as it is the simplest one-dimensional
analog of such representation. This law is “almost local”—if one divides u by x and
differentiates, one gets local expression. We will call the model (4.7.2) the CKY
model. The law (4.7.2) models the situation where ω is odd in x1, and with this
additional assumption one can show that it is not too different from the relation
ux = Hω in the Hou-Luo model.

Both Hou-Luo and CKY models are locally well-posed in reasonable spaces,
and in both cases possibility of finite time blow up has been proved in [9] and [10]
respectively. Here we sketch the arguments showing singularity formation in the
CKY model [9]. In this section, let us denote

�(x, t) =
∫ 1

x

ω(y, t)

y
dy. (4.7.3)

The first step is the following

Lemma 4.7 Along the trajectories �t(x), we have

d

dt
�(�t(x), t) =

∫ 1

�t (x)

ω(y, t)2

y
dy +

∫ 1

�t (x)

∂xθ(y, t)

y
dy. (4.7.4)

The proof of this lemma is a direct computation taking advantage of (4.7.1), (4.7.2),
and integration by parts. A key observation is the positivity of the first term in the
right hand side of (4.7.4).

Consider now ψ(x, t) := log�t(x)
−1. From (4.7.2), we have that

∂tψ(x, t) = �(�t(x), t). (4.7.5)

On the other hand, from Lemma 4.7, we have that

d

dt
�(�t(x), t) ≥

∫ 1

�t (x)

∂xθ(y, t)

y
dy. (4.7.6)
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Let us trace a trajectory that originates at some point in the support of θ where ∂xθ
is not zero. As the flow pushes the vorticity support towards the origin, we expect
that the front of the graph of θ will become very steep. Then morally, we can think
of the integral on the right hand side of (4.7.6) as

∫ 1

�t(x)

∂xθ(y, t)

y
dy ∼ �t(x)

−1 = eψ(x,t),

as most of the variation of θ will be supported close to �t(x). If we accept this
heuristic argument for a moment, we get a system of differential inequalities

∂tψ(x, t) = �(�t(x), t), ∂t�(�t(x), t) � eψ(x,t)

for which it is not hard to prove finite time blow up. Such blow up corresponds to a
trajectory carrying some positive value of the density arriving at the origin at a finite
time T < ∞, which one can show only happens if

∫ T
0 ‖ω(·, t)‖L∞ dt = ∞.

A more careful argument to establish blow up uses a cascade of trajectories
corresponding to a sequence of initial points with larger and larger values of θ0,

and iterative estimates. The details can be found in [9].

4.8 The Modified SQG Equation: Singularity
Formation in Patches

More details regarding material of this section can be found in [33, 37, 39]. Note
that the 2D Euler equation is just the 2D inviscid Boussinesq system with θ ≡
0. It is tempting to try to extend the insight and techniques used in the proof of
Theorem 4.4 to analysis of the Hou-Luo scenario. There are several issues that arise
in such an attempt. Perhaps the most significant one is that the vorticity may no
longer be bounded, so the result of Lemma 4.4 giving fairly precise control over
fluid velocity near the origin is not available. The kernel in the Biot–Savart law is
not sign definite, and growth of vorticity may conceivably make the contributions
of the regions that in Lemma 4.4 end up in the regular Lipschitz term no longer
relatively small. This might destroy the hyperbolic structure of the flow and sabotage
singularity formation. The available evidence suggests that singularity formation
likely holds—the numerical computations of Hou and Luo are very detailed and
precise, all the models considered so far suggest blow up, and so does the work
of Elgindi and Jeong [20–22]. Yet there are counter arguments to all these points.
Any numerical simulation has a limit; the models of the Hou-Luo scenario make
simplifying assumptions on the Biot–Savart law and other aspects of the problem;
and the works on rough initial data do not apply to smooth initial data.

In this section, we discuss a blow up example in a different setting, where
nevertheless some of the technical issues are similar. In particular, we will see that
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the term pushing towards singularity has the same order as the term opposing it (in
contrast to Lemma 4.4 where we could isolate a relatively simple dominant main
term). This setting is patch solutions to modified surface quasi-geostrophic (SQG)
equation.

The SQG equation is similar to the 2D Euler equation in vorticity form, but is
more singular:

∂tω + (u · ∇)ω = 0, u = ∇⊥(−�)−1+αω, α = 1/2, ω(x, 0) = ω0(x).

(4.8.1)

The value α = 0 in (4.8.1) corresponds to the 2D Euler equation, while 0 < α < 1
2

is the so-called modified SQG range. The SQG and modified SQG equations come
from atmospheric science. They model evolution of temperature near the surface
of a planet and can be derived by formal asymptotic analysis from a larger system
of rotating 3D Navier–Stokes equations coupled with temperature equation through
buoyancy force [29, 38, 44, 49]. In mathematical literature, the SQG equation was
first considered by Constantin, Majda and Tabak [12], where a parallel between the
structure of the SQG equation and the 3D Euler equation was drawn. A singularity
formation scenario, a closing front, has been proposed in [12], but it was later proved
to be impossible under certain additional assumptions in [13, 14]. The SQG and
modified SQG equations are perhaps simplest looking equations of fluid mechanics
for which the question of global regularity vs finite time blow up remains open.

Equation (4.8.1) can be considered with smooth initial data, but another impor-
tant class of initial data is patches, where θ0(x) equals linear combination of
characteristic functions of some disjoint domains �j(0). The resulting evolution
yields time dependent regions �j(t). The regularity question in this context
addresses the regularity class of the boundaries ∂�j(t) and lack of self-intersection
or contact between different components�j(t). Existence and uniqueness of patch
solution for 2D Euler equation follows from Yudovich theory. The global regularity
question has been settled affirmatively by Chemin [6] (Bertozzi and Constantin
[3] provided a different proof). For the SQG and modified SQG equations patch
dynamics is harder to set up. Local well-posedness has been shown by Rodrigo in
C∞ class [51] and by Gancedo in Sobolev spaces [26] in the whole plane setting.
Numerical simulations by Cordoba et al. [15] and by Dritschel and Scott [53, 54]
suggest that finite time singularities are possible. There are different scenarios
involving boundaries touching and forming corners [15, 54] and self-similar cascade
of filaments [53], but rigorous understanding of this phenomena remains missing.

We will discuss modified SQG and Euler patches in a half-plane. The Bio-Savart
law for the patch evolution on the half-plane D := R × R

+ is

u = ∇⊥(−�D)
−1+αω,
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with �D being the Dirichlet Laplacian on D, which can also be written as

u(x, t) :=
∫
D

(
(x − y)⊥

|x − y|2+2α
− (x − ȳ)⊥

|x − ȳ|2+2α

)
ω(y, t)dy. (4.8.2)

Note that u is divergence free and tangential to the boundary. A traditional approach
to the 2D Euler (α = 0) vortex patch evolution, going back to Yudovich (see [45]
for an exposition) is via the corresponding flow map. The active scalar ω is advected
by u from (4.8.2) via

ω(x, t) = ω
(
�−1
t (x), 0

)
, (4.8.3)

where

d

dt
�t(x) = u (�t(x), t) and �0(x) = x. (4.8.4)

The initial condition ω0 for (4.8.2)–(4.8.4) is patch-like,

ω0 =
N∑
k=1

θkχ�k(0), (4.8.5)

with θ1, . . . , θN � 0 and �1(0), . . . ,�N(0) ⊆ D bounded open sets, whose
closures�k(0) are pairwise disjoint and whose boundaries ∂�k(0) are simple closed
curves of given regularity.

One reason the Yudovich theory works for the 2D Euler equations is that for
ω which is (uniformly in time) in L1 ∩ L∞, the velocity field u given by (4.8.2)
with α = 0 is log-Lipschitz in space, and the flow map �t is everywhere well-
defined as discussed in Sect. 4.2. But when ω is a patch solution and α > 0, the
flow u from (4.8.2) is smooth away from the patch boundaries ∂�k(t) but is only
1 − α Hölder continuous near ∂�k(t), which is exactly where one needs to use
the flow map. This creates significant technical difficulties in proving local well-
posedness of patch evolution in some reasonable functional space. A naive intuition
on why patch evolution can be locally well-posed for α > 0 without boundaries
is that one can show that the below-Lipschitz loss of regularity only affects the
tangential component of the fluid velocity at patch boundary. The normal to patch
component, that intuitively should determine the evolution of the patch, retains
stronger regularity.

In presence of boundaries, the problem is even harder. Intuitively, one reason for
the difficulties can be explained as follows. In the simplest case of the half-plane the
reflection principle implies that the boundary can be replaced by a reflected patch
(or patches) of the opposite sign. If the patch is touching the boundary, then the
reflected and original patch are touching each other, and the low regularity tangential
component of the velocity field generated by the reflected patch has strong influence
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on the boundary of the original patch near touch points. Even in the 2D Euler
case, the global regularity for patches in general domains with boundaries remained
open until very recently [34]. In the half-plane, a global regularity result has been
established earlier in [37]:

Theorem 4.5 Let α = 0 and γ ∈ (0, 1]. Then for each C1,γ patch-like initial data
ω0, there exists a unique globalC1,γ patch solution ω to (4.8.3), (4.8.2), and (4.8.4)
with ω(·, 0) = ω0.

In the case α > 0 with boundary, even local well-posedness results are highly non-
trivial. The following result has been proved in [39] for the half-plane.

Theorem 4.6 If α ∈ (0, 1
24 ), then for eachH 3 patch-like initial dataω0, there exists

a unique local H 3 patch solution ω with ω(·, 0) = ω0. Moreover, if the maximal
time Tω of existence of ω is finite, then at Tω a singularity forms: either two patches
touch, or a patch boundary touches itself or loses H 3 regularity.

On the other hand, in [37], it was proved that for any 1
24 > α > 0, there exist

patch-like initial data leading to finite time blow up.

Theorem 4.7 Let α ∈ (0, 1
24 ). Then there are H 3 patch-like initial data ω0 for

which the unique local H 3 patch solution ω with ω(·, 0) = ω0 becomes singular in
finite time (i.e., its maximal time of existence Tω is finite).

Together, Theorems 4.5 and 4.7 give rigorous meaning to calling the 2D Euler
equation critical. In the half-plane patch framework α = 0 is the exact threshold
for phase transition from global regularity to possibility of finite time blow up.

Recently, the local well-posedness result of Theorem 4.6 and the finite time blow
up example of Theorem 4.7 have been extended to 0 < α < 1/3 for H 2 patches in
[27].

In what follows, we will sketch the proof of the blow up Theorem 4.7. Full details
can be found in [37]. Let us describe the initial data set up. Denote �1 := (ε, 4) ×
(0, 4), �2 := (2ε, 3)× (0, 3), and let �0 ⊆ D+ ≡ R

+ × R
+ be an open set whose

boundary is a smooth simple closed curve and which satisfies �2 ⊆ �0 ⊆ �1. Here
ε is a small parameter depending on α that will be chosen later.

Let ω(x, t) be the unique H 3 patch solution corresponding to the initial data

ω(x, 0) := χ�0(x)− χ�̃0
(x) (4.8.6)

with maximal time of existence Tω > 0. Here, �̃0 is the reflection of�0 with respect
to the x2-axis. Then

ω(x, t) = χ�(t)(x)− χ�̃(t)(x) (4.8.7)

for t ∈ [0, Tω), with �(t) := �t(�0). It can be seen from (4.8.2) that the rightmost
point of the left patch on the x1-axis and the leftmost point of the right patch on
the x1-axis will move toward each other. In the case of the 2D Euler equations
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Fig. 4.4 The domains
�1,�2,�0, and K(0) (with
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α = 0, Theorem 4.5 shows that the two points never reach the origin. When
α > 0 is small, however, it is possible to control the evolution sufficiently well
to show that—unless the solution develops another singularity earlier—both points
will reach the origin in a finite time. The argument yielding such control is fairly
subtle, and the estimates only work for sufficiently small α, even though one would
expect singularity formation to persist for more singular equations. This situation
is not uncommon in the field: there is plenty of examples with the infinite in time
growth of derivatives for the smooth solutions of 2D Euler equation, while until
very recently none were available for the more singular SQG equation—this will be
discussed in the Sect. 4.9.

To show finite time blow up, we will deploy a barrier argument. Define

K(t) := {x ∈ D+ : x1 ∈ (X(t), 2) and x2 ∈ (0, x1)} (4.8.8)

for t ∈ [0, T ], with X(0) = 3ε. Clearly, K(0) ⊂ �(0). Set the evolution of the
barrier by

X′(t) = − 1

100α
X(t)1−2α. (4.8.9)

Then X(T ) = 0 for T = 50(3ε)2α. So if we can show that K(t) stays inside �(t)
while the patch solution stays regular, then we obtain that singularity must form by
time T : the different patch components will touch at the origin by this time unless
regularity is lost before that. See Fig. 4.4 for the set up illustration.

The key step in the proof involves estimates of the velocity near origin. In
particular, u1 needs to be sufficiently negative to exceed the barrier speed (4.8.9); u2
needs to be sufficiently positive in order to ensure that �(t) cannot cross the barrier
along its diagonal part. Note that it suffices to consider the part of the barrier that
is very close to the origin, on the order ∼ε2α. Indeed, the time T of barrier arrival
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at the origin has this order, and the fluid velocity satisfies uniform L∞ bound that
follows by a simple estimate which uses only α < 1/2. Thus the patch �(t) has
no time to reach more distant boundary points of the barrier before formation of
singularity.

Let us focus on the estimates for u1. For y = (y1, y2) ∈ D̄+ = R
+ × R

+, we
denote ȳ := (y1,−y2) and ỹ := (−y1, y2). Due to odd symmetry, (4.8.2) becomes
(we drop t from the notation in this sub-section)

u1(x) = −
∫
D+

K1(x, y)ω(y)dy, (4.8.10)

where

K1(x, y) = y2 − x2

|x − y|2+2α︸ ︷︷ ︸
K11(x,y)

− y2 − x2

|x − ỹ|2+2α︸ ︷︷ ︸
K12(x,y)

− y2 + x2

|x + y|2+2α︸ ︷︷ ︸
K13(x,y)

+ y2 + x2

|x − ȳ|2+2α︸ ︷︷ ︸
K14(x,y)

.

(4.8.11)

Analyzing (4.8.11), it is not hard to see that we can split the region of integration
in the Biot–Savart law according to whether it helps or opposes the bounds we seek.
Define

ubad1 (x) := −
∫
R+×(0,x2)

K1(x, y)ω(y)dy and u
good

1 (x) := −
∫
R+×(x2,∞)

K1(x, y)ω(y)dy.

The following two lemmas contain the key estimates.

Lemma 4.8 (Bad Part) Let α ∈ (0, 1
2 ) and assume that ω is odd in x1 and 0 ≤

ω ≤ 1 on D+. If x ∈ D+ and x2 ≤ x1, then

ubad1 (x) ≤ 1

α

(
1

1 − 2α
− 2−α

)
x1−2α

1 . (4.8.12)

The proof of this lemma uses (4.8.11) and after cancellations leads to the bound

ubad1 (x) ≤ −
∫
(0,2x1)×(0,x2)

y2 − x2

|x − y|2+2α
dy, (4.8.13)

which gives (4.8.12)
In the estimate of the good part, we need to use a lower bound on ω that will be

provided by the barrier. Define

A(x) := {y : y1 ∈ (x1, x1 + 1) and y2 ∈ (x2, x2 + y1 − x1)} . (4.8.14)
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Lemma 4.9 (Good Part) Let α ∈ (0, 1
2 ) and assume that ω is odd in x1 and for

some x ∈ D+ we have ω ≥ χA(x) on D+, with A(x) from (4.8.14). There exists
δα ∈ (0, 1), depending only on α, such that the following holds.

If x1 ≤ δα , then

u
good
1 (x) ≤ − 1

6 · 20αα
x1−2α

1 .

Here analysis of (4.8.11) leads to

u
good

1 (x) ≤ −
∫
A1

y2 − x2

|x − y|2+2α dy︸ ︷︷ ︸
T1

+
∫
A2

y2 − x2

|x − y|2+2α dy︸ ︷︷ ︸
T2

,

with the domains

A1 := {y : y2 ∈ (x2, x2 + 1) and y1 ∈ (x1 + y2 − x2, 3x1 + y2 − x2)} ,
A2 := (x1 + 1, 3x1 + 1)× (x2, x2 + 1) .

The term T2 can be estimated by Cx1, since the region of integration A2 lies at a
distance ∼ 1 from the singularity. A relatively direct estimate of the term T1 leads
to the result of the Lemma.

A distinctive feature of the problem is that estimates for the “bad” and “good”
terms appearing in Lemmas 4.8 and 4.9 have the same order of magnitude x1−2α

1 .

This is unlike the 2D Euler double exponential growth construction, where we were
able to isolate the main term. To understand the balance in the estimates for the
“bad” and “good” terms, note that the “bad” term estimate comes from integration
of the Biot–Savart kernel over rectangle (0, 2x1) × (0, x2), while the good term
estimate from integration of the same kernel over the region A1 above. When α is
close to zero, the kernel is longer range, and the more extended nature of the region

A1 makes the “good” term dominate. In particular, the coefficient 1
α

(
1

1−2α − 2−α
)

in front of x1−2α
1 in Lemma 4.8 converges to to finite limit as α → 0, while

the coefficient 1
6·20αα in Lemma 4.9 tends to infinity. On the other hand, when

α → 1
2 , the singularity in the Biot–Savart kernel is strong and getting close to

non-integrable. Then it becomes important that the “bad” term integration region
contains an angle π range near the singularity, while the “good” region only π

4 .

For this reason, controlling the “bad” term for larger values of α is problematic—
although there is no reason why there cannot be a different, more clever argument
achieving this goal.
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Fig. 4.5 The segments I1
and I2 and the sets �3 and
K(t0)
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It is straightforward to check that the dominance of the “good” term over “bad”
one extends to the range α ∈ (0, 1

24 ), and that in this range we get as a result

u1(x, t) ≤ − 1

50α
x1−2α

1 (4.8.15)

for x = (x1, x2) such that x1 ≤ δα and x1 ≥ x2. A similar bound can be proved
showing that

u2(x, t) ≥ 1

50α
x1−2α

2 (4.8.16)

for x = (x1, x2) such that x2 ≤ δα and x1 ≤ x2.

The proof is completed by a contradiction argument, where we assume that the
barrierK(t) catches up with the patch�(t) at some time t = t0 < T of first contact.
Taking ε sufficiently small compared to δα from Lemma 4.9, we can make sure the
contact can only happen on the intervals I1 and I2 along the boundary of the barrier
K(t0) appearing on Fig. 4.5. But then bounds (4.8.15), (4.8.16) and the evolution of
the barrier prescription (4.8.9) lead to the conclusion that the barrier should have
been crossed at t < t0, yielding a contradiction.

4.9 The SQG Equation: Smooth Solutions

More details on material presented in this section can be found in [28]. As we
already mentioned above, until recently, there have been no examples of smooth
solutions to the SQG equation exhibiting infinite in time growth of derivatives. The
best known result [35] involved only finite time bursts of growth. In this section,
we outline the argument of [28] where examples of SQG solutions with infinite—
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exponential in time—growth of derivatives have been obtained. The construction
involves a mix of ideas from [36], from the work of Zlatos [64] yielding exponential
in time growth for periodic solutions of the 2D Euler equation, and some new
ingredients. The theorem below involves the whole range of the modified SQG
equations.

Theorem 4.8 Consider the modified SQG equations (4.8.1) in periodic setting. For
all 0 < α < 1, there exist initial data ω0 such that

supt≤T ‖∇2ω(·, t)‖L∞ ≥ exp(γ T ), (4.9.1)

for all T > 0 and constant γ > 0 that may depend on ω0 and α. This constant can
be made arbitrarily large by picking ω0 appropriately.

Note that if α > 1/2, the models considered are actually more singular then
the SQG equation. Even local well-posedness in this case is not obvious, but has
been established in [5]. Also, observe that we do not prove global regularity of the
solutions in these examples—solutions that blow up in finite time will also satisfy
(4.9.1).

As before, we will make use of symmetries and assume that the initial data (and
so the solution) is odd with respect to both x1 and x2. We will also need a certain
degenerate structure, with solution vanishing to higher order near the x2 axis. The
following lemma shows that this property is preserved in time.

Lemma 4.10 Suppose that in addition to being odd in x1 and x2 and periodic, the
initial data ω0 also satisfies ∂x1ω0(0, x2) = 0 for all x2. Then the solution ω(x, t),
while it remains smooth, also satisfies ∂x1ω(0, x2, t) = 0.

The lemma is proved by differentiation of the equation and direct analysis. Note that
all even derivatives of ω also vanish when x1 = 0 due to odd symmetry.

Next, we need to carefully analyze the Biot–Savart law, which we state below
under assumption of oddness in both x1 and x2.

u1(x) =
∫ ∞

0

∫ ∞
0

(
x2 − y2

|x − y|2+2α
− x2 − y2

|̃x − y|2+2α
− x2 + y2

|x̄ − y|2+2α
+ x2 + y2

|x + y|2+2α

)
ω(y) dy1dy2,

(4.9.2)

u2(x) = −
∫ ∞

0

∫ ∞
0

(
x1 − y1

|x − y|2+2α
− x1 − y1

|x̄ − y|2+2α
− x1 + y1

|̃x − y|2+2α
+ x1 + y1

|x + y|2+2α

)
ω(y) dy1dy2.

(4.9.3)

Here x̃ = (−x1, x2), x̄ = (x1,−x2), and the function ω is extended to the entire
plane by periodicity. We will later see that the integral converges absolutely at
infinity if α > 0. Near the singularity x = y, the convergence is understood in
the principal value sense if α ≥ 1/2. In what follows, we will denote the kernels in
the integrals (4.9.2) and (4.9.3) by K1(x, y) and K2(x, y) respectively.
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Let L ≥ 1 be a constant that we will eventually choose to be large enough. The
first estimate addresses the contribution of the near field y1, y2 ≤ L|x| to the Biot–
Savart law provided that we have control of ‖∇2ω‖L∞ . All the inequalities we show
in the rest of this section, similarly to Lemma 4.10, assume that the solution remains
smooth at times where these inequalities apply.

Lemma 4.11 Assume that ω is odd with respect to both x1 and x2, periodic and
smooth. Take L ≥ 2, and suppose L|x| ≤ 1. Denote

unearj (x) =
∫

[0,L|x|]2
Kj (x, y)ω(y) dy.

Then we have

|unearj (x)| ≤ Cxj |x|2−2αL2−2α‖∇2ω‖L∞ . (4.9.4)

The lemma is proved by about a page of estimates. The control of the second
derivative of ω is used, in particular, to estimate the principal value singularity. The
key observation is that in the integral

∣∣∣∣P.V .
∫ L|x|

0
dy1

∫ 2x2

0
dy2

(x2 − y2)(|̃x − y|2+2α − |x − y|2+2α)

x̃ − y|2+2α|x − y|2+2α ω(y, t)

∣∣∣∣
the kernel is odd with respect to y2 = x2 line, so ω(y, t) can be replaced by
ω(y1, y2, t)−ω(y1, x2, t). The latter difference can be estimated using second order
derivatives by mean value theorem, and the order of the singularity can be reduced
to integrable. There are of course more terms to estimate but their control is more
straightforward.

The next result records an important property of the Biot–Savart law that makes
contribution of the L|x| ≤ |y| � 1 region of the central cell to u1 and u2 nearly
identical when L is large.

Proposition 4.4 Let L be a parameter and x be such that L|x| ≤ 1. Assume that ω
is odd with respect to both x1 and x2, ω(x) ≥ 0 in [0, π)2, and is positive on a set
of measure greater than (L|x|)2. Let us define

umedj (x) =
∫

[0,π)2\[0,L|x|]2
Kj (x, y)ω(y) dy.

Then for all sufficiently large L ≥ L0 ≥ 2 and x such that L|x| ≤ 1 we have that

1 − BL−1 ≤ −umed1 (x)x2

x1u
med
2 (x)

≤ 1 + BL−1, (4.9.5)

with some universal constant B.
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The bound (4.9.5) follows from more informative pointwise bound for the Biot–
Savart kernel. A direct computation shows that in the region y1, y2 ≥ L|x|, we
have

K1(x, y) = −8(1 + α)x1y1y2|y|−4−2α(1 + f1(x, y)), (4.9.6)

and

K2(x, y) = 8(1 + α)x2y1y2|y|−4−2α(1 + f2(x, y)), (4.9.7)

where |f1,2(x, y)| ≤ AL−1 with some universal constant A.
Lemma 4.11 and Proposition 4.4 control contribution to the Biot–Savart law of

the central period cell. It turns out that the contribution of the rest of the cells is
regular near the origin.

Lemma 4.12 Suppose that |x| ≤ 1. Define

u
f ar
j (x) =

∫
[0,∞)2\[0,π)2

Kj(x, y)ω(y) dy.

Then

|ufarj (x)| ≤ C(α)xj‖ω‖L∞ . (4.9.8)

The final estimate we need is a lower bound on the absolute value of the velocity
components (−1)jumedj , j = 1, 2, near the origin provided certain assumptions on
the structure of vorticity.

Lemma 4.13 There exists a constant 1 > δ0 > 0 such that if δ ≤ δ0, the following
is true. Suppose, in addition to symmetry assumptions made above, that we have
1 ≥ ω0(x) ≥ 0 on [0, π)2 and that ω0(x) = 1 if δ ≤ x1,2 ≤ π − δ. Then for all x
and L ≥ L0 such that L|x| ≤ δ, we have that

(−1)jumedj (x, t) ≥ cxjδ
−α. (4.9.9)

The proof of the lemma uses the area preserving property of the flow and the fact
that vorticity is conserved along the trajectories, as well as the estimates (4.9.6),
(4.9.7).

Now we have all the tools to sketch the proof of Theorem 4.8.
The initial data ω0 will be chosen as follows. First, as we already discussed,

ω0 is odd with respect to both x1 and x2, 1 ≥ ω0(x) ≥ 0 in [0, π)2 and it
equals 1 in this region, apart from a region of width ≤ δ along the boundary. The
parameter δ ≤ δ0 < 1 will be fixed later. We also require ∂x1ω0(0, x2) = 0 for all
x2, a condition that is preserved for all times while the solution stays smooth by
Lemma 4.10. Finally, we assume that in a small neighborhood of the origin of order
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∼δ we have ω0(x1, x2) = δ−4x3
1x2. Note that ∂2

x1
ω0(0, x2) = 0 by oddness, so this

is the “maximal” behavior of ω0 under our degeneracy condition.
Fix arbitrary T ≥ 1; for small T the result follows automatically as

‖∇2ω(·, t)‖L∞ ≥ cδ−2 for all times. Take x0
1 = e−T δ−α/2 and x0

2 = (x0
1)
β where

β > 1 will be chosen later. Observe that

ω0(x
0
1 , x

0
2 ) = δ−4(x0

1)
3+β = δ−4e−(3+β)T δ−α/2 .

Consider the trajectory (x1(t), x2(t)) originating at (x0
1 , x

0
2 ). We will track this

trajectory until either time reaches T , or x2(t) reaches x0
1 , or ‖∇2ω(·, t)‖L∞

becomes large enough to satisfy the lower bound we seek.
Let us denote

T0 = min
(
T , min{t : x2(t) = x0

1}, min{t : ‖∇2ω(·, t)‖L∞ ≥ exp(cT )}
)
.

Note that for all t ≤ T0, we have x2(t) ≤ x0
1 .

The first step is to notice that for all t ≤ T0, if the contribution of ufar and unear

ever becomes of comparable size relatively to umed, and if the parameters δ and L
are appropriately chosen, then the growth condition we seek must be satisfied. A
specific condition sufficient for growth estimate is

|unearj (x(t), t)| + |ufarj (x(t), t)| ≥ L−1(−1)jumedj (x(t), t). (4.9.10)

This can be derived from Lemmas 4.11, 4.12, and 4.13, and the definition of x0
1 .

Hence we can from now on assume that (4.9.10) never holds for t ≤ T0; otherwise
we are done.

The second step is to observe that if umed does dominate for t ≤ T0 and T0 = T ,

then the exponential growth that we seek would follow simply from Lemma 4.13 as
well as conservation of vorticity along trajectories.

This leaves the most interesting case where T0 < T due to x2(t) reaching the
value x0

1 . The main danger is that u2 somehow happens to be much more efficient
in pushing the trajectory away from the origin than u1 in compressing it towards the
origin. But such scenario is prevented by Proposition 4.4, which basically says that
when umed1,2 provide dominant contributions to u1,2 then these contributions coincide
to the main order, and the trajectory is almost precisely a hyperbola. Here is a sketch
of the detailed estimate. Using that umed1,2 give dominant contributions to u1,2 and
Proposition 4.4 one can obtain

− u1(x(t), t)

x1(t)
≥ (1 − 2BL−1)

u2(x(t), t)

x2(t)
(4.9.11)
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provided that B > 2 and L is sufficiently large that can always be arranged.
Therefore

x0
1

x1(T0)
= e

− ∫ T0
0

u1(x(t),t)
x1(t)

dt ≥ e
(1−2BL−1)

∫ T0
0

u2(x(t),t)
x2(t)

dt =
(
x2(T0)

x0
2

)1−2BL−1

= (x0
1)
(1−β)(1−2BL−1).

Here we used that x0
2 = (x0

1)
β and x2(T0) = x0

1 . It follows that

x1(T0) ≤ (x0
1)
β(1−2BL−1)+2BL−1

.

This implies that

‖∂2
x1x1

ω(·, T0)‖L∞ ≥ 2ω(x1(T0), x2(T0), T0)x1(T0)
−2 ≥ δ−4(x0

1 )
3+β−2β(1−2BL−1) ≥

δ−4(x0
1 )

3−β+4βBL−1 = δ−4eδ
−α/2(β−3−4βBL−1)T .

Now one select β (say β = 5 would work), L, and δ so that all parts of the argument
are valid, obtaining exponential growth we seek in this final step as well.
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