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Abstract Information and communication infrastructures (ICIs) in modern wide-
area systems handle the transmitting, receiving, and storing of high-speed, large-
volume synchrophasor data. Such infrastructures are important components in
modern wide-area systems. Although power systems are becoming rather complex,
with the introduction of synchrophasor technology, the highly accurate, high-speed,
widely deployed, and time-synchronized phasor measurement units (PMUs) are
providing operators and auditors an unprecedented way to understand the complex
power systems. Consequently, these advanced PMUs challenge the current infor-
mation and communication infrastructures. This chapter reviews the basics, chal-
lenges, and visions of the ICIs in wide-area monitoring systems (WAMS). We will
first overview some important wide-area ICI topics and share our experience in
building an efficient, reliable, and secure distribution-level WAMS, FNET/GridEye.
We will introduce some key technologies that ensure the efficiency and reliability
of such a WAMS. Finally, some outstanding challenges and future directions of the
contemporary ICIs are discussed and envisioned.
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1 Communication Infrastructures in Modern Wide-Area
System

1.1 Introduction

Wide-area communication infrastructures (WACIs) are a series of cyber-physical
components which act as the backbone of data transmission. In the WACIs, there are
three fundamental elements, which are protocol, method, and scheme. A commu-
nication method defines the physical medium on which the data is transmitted. A
protocol defines the way in which the data is formatted. Finally, a scheme specifies the
overall architecture of a communication system and the directions of data streams in
between. These components are integral to a WACI and they work together to ensure
efficient and reliable transmission of wide-area measuring data. In the following
sections, these components will be illustrated in detail.

1.2 Communication Protocols

Communications protocols in wide-area systems define the formats in which the data
are transmitted between a PMU and a phasor data concentrator (PDC). In the modern
wide-area systems, several protocols including IEEE C37.118, IEC-61850-90-5, and
Streaming Telemetry Transport Protocol (STTP) have been proposed and adopted
in real operations. Communication protocols vary on their reliability, efficiency,
security, etc. and are subject to specific use cases. This section will focus on three
widely accepted communication protocols and give a comparison to demonstrate
their pros and cons.

1.2.1 IEEE C37.118

The synchrophasor data exchange protocol IEEE C37.118 was published in 2005
[1]. Later in 2011, the standard was divided into two parts where IEEE C37.118.1
[2] defines the requirement for synchrophasor measurement and IEEE C37.118.2 [3]
defines the synchrophasor data transmission format. In 2014, the IEEE C37.118.1a
amendment [4] was published, which updated some performance requirements.

A PMU communicates with a PDC via binary frames. The IEEE C37.118.2 stan-
dard defines four frame types: configuration frame, header frame, command frame,
and data frame. A configuration frame defines the format of the synchrophasor data
stream. Hence, it must be received before data parsing. There are three types of
configuration frames: CFG-1, CFG-2 and CFG-3. The first two are identical in struc-
ture but are used in different contexts. CFG-1 provides information about the device’s
reporting capability, indicating all the data that the device reports. CFG-2 indicates
synchrophasor measurements that are currently being transmitted. CFG-3 is optional
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Fig. 1 Data frame structure of IEEE C37.118.2 protocol

Send Data
Frame

Reply with

PMU CFG-2

Begin Data Send Data | |
Transmission Frame

Send Data
Frame

Stop Data
Transmission

Send Command Frame,
Begin Data Transmission

Send Command Frame,
Stop Data Transmission

Send Command Frame,
Requesting for CFG-2

PDC

Fig. 2 Message exchange flow of IEEE C37.118.2 protocol

and indicates PMU characteristics and quantities being sent. Then, a header frame
is supposed to transmit human-readable ancillary information, such as data sources,
scaling, algorithms used and other related information. A command frame is used
to control the behavior of an established connection. Possible commands include
turn off transmission of data frames, turn on the transmission of data frames, send
the header frame, send CFG-1 frame, etc. Finally, a data frame is used to transmit
measurement data and a set of status bits. A data frame can be properly parsed only
when an active configuration frame is present. A sample structure of the message in
the IEEE C37.118.2 protocol is demonstrated in Fig. 1.

A typical IEEE C37.118.2 message exchange flow between a PMU and a PDC is
shown in Fig. 2. First, the PDC sends a command message requesting the configu-
ration frame. Then, the PMU replies with the requested configuration frame. After-
ward, the PDC sends out the command frame asking for data transmission. The
PMU responds by flushing data frames to the PDC continuously until it receives the
turn-off command from the PDC.

1.2.2 IEC 61850-90-5

IEC 61850 standard [5] is the de-facto standard for substation automation. In 2012,
IEC 61850-90-5 standard [6] was introduced as the synchrophasor data transmission
protocol within IEC 61850 stack. IEC 61850-90-5 standard is usually preferred when
IEC 61850 is already adopted. It employs existing elements of IEC 61850 and adopts
IEEE C37.118.1, which defines the measurement requirements.
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In IEC 61850, sample values (SV) and generic object-oriented substation events
(GOOSE) are two types of real-time communication services. SV is used to exchange
streaming data like phasor measurements while GOOSE is used to transmit status
and control commands. SV and the GOOSE can only be used within a local area
network (LAN) as they are Ethernet layer messages [7]. However, a WAMS requires
communication over wide-area network (WAN). The routable SV and GOOSE then
are introduced and termed as R-SV and R-GOOSE respectively. User Datagram
Protocol (UDP) is usually used due to the need for multicasting. Control blocks are
used to control the message flow. The control blocks for R-SV and R-GOOSE are
termed as Routed Multicast Sampled Value Control Block (R-MSVCB) and Routed
GOOSE Control Block (R-GoCB) respectively.

The structure of R-SV message is shown in Fig. 3, where the Sample Value
Application Protocol Data Unit (SV APDU) and Application Service Data Units
(ASDU) are expanded. A typical communication procedure is demonstrated in Fig. 4.
First, the PDC sends a Manufacturing Message Specification (MMS) request message
asking for PMU information. After the PDC receives the response, it sends out an R-
MSVCB to start the data transmission process. After receiving this message, the PMU
continuously sends R-SV messages to the PDC until it receives another R-MSVCB
requesting the end of data transmission.
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Fig. 3 R-SV frame structure of IEC 61850-90-5 protocol
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1.2.3 Streaming Telemetry Transport Protocol

The data losses and delivery latencies of IEEE C37.118 and IEC TR 61850 will
greatly increase when the frame size approaches 32 K byte [8]. To address this
issue, a signal-based protocol—the Streaming Telemetry Transport Protocol (STTP)
is designed, which can send the compressed data instead of the raw data in binary.
Figure 5 shows the latest version of data frame of STTP, where the length of each
element before compression is colored in red. In this version, more than 65 K
measurement values can be transmitted in one frame. In the payload of the frame, the
data packet flag is the indicator representing the data payload format, which is omitted
when UDP encryption is enabled with the UPDATE CIPHER KEYS command. The
number of measurements is recorded in the measurement count field. The data block
consists of four parts- a Unique ID that indicates a measurement, a timestamp, a
measurement value, and a quality flag.

STTP uses lossless algorithms to compress the raw data. When it is used over UDP,
the Gzip algorithm is used to compress the payload. For STTP TCP compression,
a time-series special compression (TSSC) is implemented to compress the data [9].
The TSSC can compress streaming time-series data quickly. It works by first find
the different bits between two values with XOR calculation. Then, Only the bits
that have changed since the last measurement and the code word that represent the
length of the calculated bits are stored. This method performs well when the data has
a certain trend, for example, when the sampling rate is very high so the difference
between every two values is small.

1.24 Comparison of Communication Protocols

In terms of structure, both IEEE C37.118.2 and IEC 61850-90-5 are frame-based
and must transmit the configuration prior to the data transmission. However, STTP is
measurement-based and its configuration differ from one data packet to another. Since
variable configuration introduces extra overhead, STTP consumes higher bandwidth
than the other two. However, STTP supports compression. The experiment shows
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Table 1 Comparison of Feature IEEE IEC STTP

wide-area communication C37.118.2 61850-90-5

protocols
Structure Frame-based | Frame-based | Dynamic
Efficiency Good Fair Good with TCP

Fair with UDP

Scalability Limited Limited Good
Compression | Yes/No No Yes/No
Encryption No Yes Yes
Multicast Yes Yes Limited
supported

that when using TCP and stateful compression, STTP consumes bandwidth at least
30% less than IEEE C37.118 [9]. Both IEEE C37.118.2 and IEC 61850-90-5 have
a 65 K bytes frame size limitation, as a result, no more than 6700 uniquely iden-
tifiable measurements can be transmitted in one connection [9]. On the contrary,
STTP does not have such a limitation, making it more scalable. In terms of security,
IEEE C37.118.2 only utilizes a cyclic redundancy check (CRC) codes to ensure data
integrity, which can be easily modified by the intruder [10]. IEC 61850-90-5 ensures
integrity with asymmetric cryptography and ensures confidentiality with symmetric
encryption [6, 10]. STTP uses Transport Layer Security (TLS) to provide security.
Table 1 summarizes the differences of three protocols.

1.3 Communication Methods

For now, the communication methods that could be used in synchrophasor data
transfer could be basically classified into two categories: wired communication and
wireless communication.

The wired communication is the most common communication technology used
in the world. The main media in use for wired communication are power supply
cable and optical fiber [11]. The wired communication relies on the physical circuit
to exchange data, thus it could offer high reliability, huge bandwidth and high protec-
tion capacity against interference [12]. However, the wired communication also has
some disadvantages due to its physical constraint. With the development of communi-
cation technology, wireless communication witnesses a continuous increasing share
in the communication mix. The most popular media for wireless communication are
cellular, microwave, and satellite. Table 2 shows the feature comparison between the
wired communication and wireless communication on mobility, cost, expansion, and
remote-access capability.

According to the different media adopting, the communication methods for
synchrophasor data transfer could be summarized in Table 3.
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Table 2 The feature comparison between the wired communication and wireless communication

Mobility Cost Expansion | Remote access
capacity
Wired Limited by cable | High cost Hard weak
communication (physical media

depending &
installation cost)

Wireless Not limited to the | Low cost Easy Strong (could be
communication | physical location | (easy deployment deployed in forest
or hilly terrains)

maintenance-free)

Table 3 The communication method for synchrophasor applications

. . . . Ll

Synchrophasor Wired communication Power line qor ;g'

communication method communication =
Optical fiber

communication l

Wireless communication Cellular
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Communication
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1.3.1 Power Line Communication (PLC) for Synchrophasor Data
Transfer

The PLC technology uses standard power supply cables to realize Synchrophasor
data transfer between two PMUs. The structure of the WAMS using PLC technology
to achieve synchrophasor data transfer could be depicted as Fig. 6.
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Fig. 6 The PLC for synchrophasor application
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PLC technology avoids additional network cables installation, it provides the
easiest and economical means for the installation and deployment of the construction
system. There are two types of PLC technologies: narrowband PLC (NB-PLC) and
broadband PLC (BB-PLC). The NB-PLC, which is also named low-speed PLC (LS-
PLC), could offer a nominal speed of few kilobytes per second and normally could
be connected to cost-effective electronic equipment in a simple way. The BB-PLC,
which is also named high-speed PLC (HS-PLC), could offer a nominal speed from
Mb to hundreds of Mb per second. In most of the synchrophasor applications, the BB-
PLC is adopted as its communication method for data rates requirements. However,
PLC technology also has some disadvantages. The noisy background is serious in
the power supply cables. Thus, the communication channel of the PLC is difficult to
be modeled. In addition, the fading and interference of the PL.C are severe in practice
so that it is not suitable for higher bandwidth synchrophasor applications. For now,
the PLC methods are usually working with other wireless communication methods
such as cellular communication or microwave communication to provide a hybrid
communication solution for synchrophasor applications.

1.3.2 Optical Fiber-Based Communication (OFC) for Synchrophasor
Data Transfer

The OFC has been widely used in telephone signals transmitting, cable television
signals transmitting, and internet communication. The OFC uses the optical fiber to
send the pulses of infrared light to realize the data transfer from PMUs to PDC. The
typical structure of the WAMS using OFC technology to achieve synchrophasor data
transfer could be depicted as Fig. 7.

Compared to the PLC method, the OFC has higher data rates, lower attenuation,
higher reliability, and negligible interference. In spite of having several advantages,
due to its physical constraints, the OFC technology still suffers from many disad-
vantages, such as high installation and maintenance costs, potential risk of stolen or
damaged, and expansion issues.

Optlcal Fiber
K I ‘ Repeater ‘

PMU Transceiver Transceiver PDC

Fig. 7 The OFC for synchrophasor application



Information and Communication Infrastructures ... 79

Table 4 Data rates of
Cellular technol Data rati
different cellular technologies cWar lotno o8y ata rafes
for synchrophasor General Packet Radio Service (GPRS) <114 Kbps
applications Enhanced Data rates for GSM Evolution <384 Kbps
(EDGE)
Universal Mobile Telecommunications <2 Mbps
(UMTS)
High-Speed Packet Access (HSPA) Up to 384 Kbps
Long Term Evolution-Advanced (LTE-A) | Up to 384 Kbps

Station I

MSC Network PDC

Fig. 8 The cellular communication for synchrophasor application

1.3.3 Cellular Communication for Synchrophasor Data Transfer

The cellular communication method is the most common wireless communication
method in the world. The data cellular communication network has been deployed
over most of the inhabited land area of Earth. Due to the high proliferation of the
cellular communication infrastructure, it has been regarded as an economic alterna-
tive for synchrophasor applications. The data rates of different cellular technologies
for synchrophasor applications are shown in Table 4 [13].

The typical structure of the WAMS using cellular communication technology to
achieve synchrophasor data transfer could be depicted as Fig. 8.

As shown in Fig. 8, the cellular communication system is comprised of cellular
stations, mobile switching centers (MSC) and cellular networks. The shared nature
of the cellular communication system is an advantage. However, it is unacceptable
for the synchrophasor applications due to security considerations. In addition, the
uninterrupted communication of cellular communication is difficult to be guaranteed,
but it is a forced requirement for mission-critical applications.

1.3.4 Microwave-Based Communication for Synchrophasor Data
Transfer

The microwave-based communication system could realize the several Gbps data
rates, which could cater to the demands of the synchrophasor data transfer. The
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Fig. 9 The microwave-based communication for synchrophasor application

typical structure of WAMS using microwave-based communication technology to
achieve synchrophasor data transfer could be depicted as Fig. 9.

The process of microwave-based communication is similar to the OFC except
it is wireless communication. Microwave-based communication has a very large
information-carrying capacity due to its high-frequency characteristic. In addition,
the interference of microwave-based communication is also negligible. However,
the main disadvantage of microwave-based communication is that the signal propa-
gates in space is susceptible to cyber-physical attacks, which significantly affects its
reliability and security.

1.3.5 Satellite Communication for Synchrophasor Data Transfer

Satellite communication is a prospective solution for synchrophasor data transfer.
Compared to other communication methods, satellite communication could provide
uninterrupted communication for unaffecting by natural disasters due to its commu-
nication equipment is in space. The typical structure of the WAMS using satellite
technology to achieve synchrophasor data transfer could be depicted as Fig. 10.

The communicating process of the satellite communication system is similar to
microwave-based communication. The PMUs collect the phasor measurements data
from the power system and compress the data as packages. The main disadvantage of
the satellite communication system is its communication delay, besides, the antenna
for satellite signal receiving is quite expensive, which limits the large-scale promotion
of the satellite communication methods in the synchrophasor applications.

S=l==

o W e - -
Satellite 3
L1 - : ‘
I F i PDC Radio PDC
J ] i
PML PMU Radio Aritisna T Terminal
Terminal

Fig. 10 The satellite communication for synchrophasor application
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1.4 Communication Requirement

The synchrophasor applications require high reliability of the communication
channel, to provide uninterrupted synchrophasor data measurement for the system
operators to help with monitoring the status of the modern power grid in real-time.
The primary requirements of communication methods choosing for synchrophasor
data transfer in WAMS are throughput, bandwidth, time delay, and reliability.

e Throughput

The throughput is a bottleneck for the synchrophasor data transfer in the WAMS. The
throughput represents the average data delivered per second, which is determined
by measuring the data transfer speed at a specific time. The throughput must be
considered as primary factors in the WAMS communication system design to build
a reliable communication channel while controlling the cost in a reasonable scope.

e Bandwidth

The higher bandwidth of communication methods adopted for synchrophasor appli-
cations is required to guarantee the large volume synchrophasor data transfer in the
WAMS. The bandwidth is defined as how much data can be sent over a specific
network connection per give unit time [14]. The bandwidth design in the WAMS
should keep enough redundancy for future synchrophasor applications development.

e Time delay

Time delay, i.e. latency, is one of the most stringent requirements for the commu-
nication system in the WAMS. Time delays are caused by communication distur-
bances or data alignment. The time delay could be classified as, according to the root
cause, transducer delays, the propagation delay, processing delay, communication
link transmission delay and data alignment delay. In general, the permissible time
from PMUs to PDC is 20 ms, If the PDCs also need to transfer data to Central PDCs,
an extra 40 ms is permitted from PMUs to the central PDCs. The WAMS requires a
short time delay to support the local area and wide area real-time response control
and protection [15]. However, the time delay requirements are subject to the actual
application types. Table 5 lists the communication time delay requirement of some
typical synchrophasor applications [17].

;li‘?nbelil:laycsgﬁr:r:::t(}zr Synchrophasor application Communication delay (ms)
synchrophasor applications State estimation 100

Generator synchronization 50

Intelligent scheduling 50

Oscillation control 200

Islanding 50
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Table 6 Reliability comparison between different communication methods

Communication method Throughput Time delay (ms) Bit error rate
Power line communication 256 kbps ~ 2.7 Mbps 150-350 <1072
Optical Fiber communication 10 Gbps 100-150 1071
Wireless communication 75 mbps 100-150 107-10712
Satellite communication 256 kbps—1 Mbps 1000-1400 1077

e Reliability

The reliability of communication is the backbone of the WAMS for providing
uninterrupted, real-time monitoring, protection, and control of the power system.
The throughout, time delay and bandwidth rate support the WAMS operating at a
prescribed level of reliability. The bit error rate is usually to measure WAMS reli-
ability. Table 6 indicates the throughput, time delay, and bit error rate of various
communication methods in the WAMS to show their reliability comparison.

1.5 Advanced Topic for Communication Infrastructure:
Cybersecurity

1.5.1 Challenges of Cyber Attacks

Nowadays, with an increasing number of PMUs, PDC and other types of power
electronic devices in the power system, the communication infrastructure of WAMS is
confronted more challenges including safe operation, cybersecurity, and data quality.
For example, it is reported that more than 360 cyber-physical attacks happened during
2011 and 2014 according to the Energy Department in the USA [18]. Additionally, the
safe operation of the power system is threatened by multiple aspects. At the physical
level, the GPS signal can be spoofed thereby increasing the error of synchronous
measurement. At the communication level, the denial of service and man-in-the-
middle attacks cause erroneous failures by leveraging the knowledge of grid structure.

The synchrophasors support a two-way communication channel. Synchrophasor
data measurement values flow from the power devices to the control center and
server. Then the control signals flow in the other direction. The protocol used by the
device helps the transmission and integration of data. However, the vulnerability of
the protocol puts the data security in the public eye. In the IEEE C37.118, the packet
and the CRC code can be modified and transmitted to the receiver. Thereafter, the
availability and confidentiality of the data will be changed. In the communication
system, some primary attacks include
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e Denial of service (DoS)

The power system network resources, such as the IP address and bandwidth, are
controlled by the DoS attackers. Legitimate users will be denied access to the server.
The DoS attacks control multiple devices and machines, making the network channel
blocked or dropped.

e Man-in-the-middle (MITM)

The attackers impersonate the other end of a legitimate protocol session between
the server and a legitimate client. In the WAMS, the MITM would happen between
PDC and PMUs. The destinations and the packet of the PMU can be modified by the
MITM attacker. Meanwhile, the PDC can be deceived using fake certificates. In this
case, the entire PMU data system will be chaotic.

e Delay

When there is a lot of information redundancy in the network, the useful band-
width and throughput of the routers will be limited. In this case, the measurement
synchrophasor data need to wait longer to transfer to the target device, resulting in
the data loss and real-time control of the grid.

1.5.2 Remedies to Cyber Attacks

To address the challenge of cybersecurity, different strategies are proposed to decline
the potential damage. Specifically, the solutions can be summarized as follows:

e DoS attack Countermeasures

To detect the DoS attack, the “air-gapped” network may provide a solution because
it is completely isolated from the local machine. However, the construction of
such a separate network requires separate infrastructure, thereby increasing costs.
Some other methods, such as anomaly detection method using wavelet analysis and
cumulative sum [16], is used to detect anomalous traffic.

e Man-in-the-middle (MITM)
The primary means to prevent this MITM attack is to check and authenticate the
client and the server. One of the commonly used certificates is X.509, the devices

and system can communication only after passing authentication. The public key
cryptography is used to prevent MITM attack [19].

e Delay

To address the delay attack, it is reasonable to use the new IP Multicast protocols. This
IP multicast can minimize packet replication, which can provide higher bandwidth.
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Here, a tree construction model is used to minimize the invalid synchrophasor data,
this tree structure is sensitive to the delay [20].

1.6 Advanced Topic for Communication Infrastructure: Data
Compression

1.6.1 Challenges of Communication Efficiency from Advanced PMUs

The performance of communication systems has significant effects on the WAMs.
To build an efficient and secure PMUs communication, some factors that challenge
PMU communication should be addressed. These factors include

e The high-density deployment of PMUs

The number of PMUs has been growing rapidly with the development of WAMS [21].
The traffic of data stream increases with the increasing deployment of the PMUs,
which challenges the network bandwidth limit of WAMSs.

e High reporting rate

The reporting rate of PMUs can reach up to 1440 Hz, depending on the phasor
calculating algorithms. In an extreme case, several terabytes of data may be generated
per day, causing an unprecedented burden for servers to digest it [22].

e Data communication delay

Since most of the devices accommodated in the WAMS are executed in real-time,
communication delay occurs in PMU measurement. The large volume of data puts
pressure on bandwidth, which greatly increases the delay [23]. Large communication
delays will deteriorate the reliability and accuracy of data [24].

e Data loss

Data losses are becoming serious due to the old PMUs and the incapable of the
network to accommodate high sampling rate PMUs [25]. This can lead to harmful
consequences such as affecting the performance of PMU-based control and closed-
loop control [25].

1.6.2 Data Compression for Efficient Communication
Data compression is the process of efficiently encoding data to reduce the number

of bits required to transmit or store data. An intelligent data compression algorithm
requires a prior understanding of the characteristics of the original data, in which
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some patterns, e.g. repeated data, can be reduced [26]. The compression ratio (CR)
is the primary indicator to represent the efficiency of data compression, which can
be calculated by (1).

Original Data

CR (D

- Compressed Data

Data compression methods can generally be divided into lossy and lossless data
compression. The lossy data compression may incur an irreversible loss of data infor-
mation, but it may achieve a much higher CR. Therefore, lossy compression methods
are most used to compress multimedia data, where some loss of data quality is toler-
able. Lossless data compression methods allow data to be reconstructed without any
loss, although the CR may be sacrificed. These methods are adopted when a high
data accuracy is required. Since the WAMS ICIs have stringent requirements for data
accuracy, here, we only discuss some lossless methods.

e Entropy coding

Entropy coding, such as Huffman coding and arithmetic coding, is independent of
the specific characteristics of the data. It replaces each symbol with a sequence
whose length depends on how frequently the symbol appears in the original data set
[27]. Huffman coding is the mostly used entropy coding method. However, entropy
coding does not work well with streaming data since it needs to get the whole data
and construct the coding tree [28]. Additionally, errors in the coded sequence of bits
will tend to propagate when decoding.

e Bit-wise difference coding

As STTP provides a bit-wise coding method, which compares each value with
previous values by bit., it performs well with streaming data. However, since the
values are dependent on each other, the error propagation will be even serious
compared with entropy coding as all the values followed by the wrong bits will
be damaged.

To gain higher CR, a preprocessing is usually necessary for raw data before
compression [29]. This step is known as “data prediction”, which can reduce the
variance of data by the prior knowledge of the system [30, 31]. By doing this, a to-
compress value is compared with a predicted value instead of the original value that
is supposed to be compared. If the predictor is good enough, the errors will fall within
a tight range near zero, yielding a highly repetitive pattern so that is can be reduced.
The prediction step can be roughly divided into linear prediction and non-linear
prediction. The linear prediction is used when a linear relationship exists between
consecutive data points, e.g. phase angle. As opposed to it, non-linear predictions may
fit other signals, e.g. point-of-wave, considering time and other parameters [30, 32].
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1.6.3 Open Topics for Data Compression

Although many efforts have been done for PMU data compression, there are still some
open issues such as real-time compression and the trade-off between CR and data
accuracy. First, offline compression could result in severe congestion in the communi-
cation system due to the huge data volume. However, the real-time data compression
methods generally have large sampling window and inaccurate measurement during
disturbances. This can lead to long delays or packet loss [33]. How to implement
and optimize real-time compression should be deeply investigated. Lossless data
compression algorithms are preferred in the PMU level to maintain data reliability
[30]. However, the Lossy algorithms can have much higher CRs. How to maintain
data accuracy without scarifying CR for high-resolution data still needs to be studied.

2 Information Infrastructures in Modern Wide-Area
Systems

2.1 Introduction

Wide-area information infrastructures (WAII) provide critical functionalities to
collect, process, store, and distribute information. In this verse, the data center archi-
tecture, data management, and data center security are discussed. A data center archi-
tecture specifies a structure of the information infrastructures from a high-level and
defines the data streams from the PMUs to control centers. Data management includes
the storage and distribution of measurement data and analytical results. Finally, the
data center security covers basic topics including firewalls, access control, etc.

2.2 Information Infrastructure Architecture

Information architectures mainly fall into two categories, centralized and decentral-
ized [13]. In a centralized architecture, all PMUs reports to one central control station.
The advantages of a centralized communication architecture are simple topology
and low cost. However, the reliability of centralized communication architecture
is worse than the decentralized architecture since the failure of the single control
station can be unaffordable. In decentralized communication architecture, there is
more than one control stations. Compared to the centralized communication architec-
ture, decentralized communication architecture is more robust, but the installation
and maintenance cost may be much higher due to the complexity of the commu-
nication architecture. Generally, the choice of communication architecture should
consider requirements such as efficiency, reliability, security, etc. Figures 11 and
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Phasor Measurement Unit

Fig. 11 Centralized information infrastructure

12 demonstrate the centralized and the decentralized communication architectures,
respectively.

A generic information infrastructure architecture is demonstrated in Fig. 13. In
Fig. 13 a decentralized architecture is employed, where each local control station
operates independently and streams data to others as a client. Heterogeneous methods
are adopted for the PMU to control center communication. Within the control center,
multiple PDCs that communicate directly with the data server, and a load balancer
may increase the capability of digesting large amounts of data in a distributed manner.
For security, PDCs only push data into a short-term data storage server, then such
a server periodically flushes data into another server for long-term data archive.
Moreover, a caching server acts as a high-performance interface for data access. For
performance, PDCs also push the same data into the data cache server while they
write into the short-term data server.

\ PMU 1

[Local Control 4
Station 2 =

AN Local Control
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Fig. 12 Decentralized information infrastructure
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2.3 Data Center Management

The main purpose of the contemporary WAMSs is to provide accurate and large-
volume measurements of electrical quantities to demonstrate the power system
dynamics. With the fast development of synchrophasor technology, to properly
manage the synchrophasor data becomes a rather important issue for control centers
nowadays. From the functionality standpoint, data center management consists of
data storage, data warehousing, and data center security.

2.3.1 Data Storage
Storage Method

Storage method defines the binary representation of the data in a computer system.
In general, data storage can be implemented in three methods, relational database,
non-relational database, and formatted files. The relational database is a mature
technology, which is primarily used to permanently store structured data. Relational
databases have advantages including well-defined structure, efficient data manipula-
tion (small volume), etc. Relational databases can provide reliable storage, but its data
is not directly readable by human-being. A database management system (DBMS)
may be required to manage such a database and its data. A known issue of relational
databases is the deterioration of insertion efficiency under large-volume data due to
the reading of a whole large page [34], which makes it difficult to storage large-
volume PMU data in WAMSs. However, formatted files can provide straightforward
views of the collected data and are directly readable by human-being. Another advan-
tage of this method is it provides better extensibility. For example, once defined, a
relational database may be difficult to change due to its defined relational struc-
ture, which, in return, makes adding new measurement types difficult. However, new
measurements can be easily added into the formatted files by creating new columns
without altering the relational structure. The disadvantages of the formatted files
are also obvious. Since they usually store data in plain, formatted files, the sacrifice
of storage efficiency is usually inevitable. Moreover, the plain text format usually
takes up larger space due to a lack of encoding. It is worth to note, in recent years,
non-relation databases have been proposed and developed to combine the advan-
tages of the relational databases and formatted files. Non-relational database exploits
advanced data structures to efficiently store the time-series data but also keep accept-
able extensibility. The insertion efficiency in non-relational databases is ultra-high
because it does not require the reading of a whole large page, but a small immutable
batch [34]. To sum up, relational databases provide good features to handle the
storage of structured and small-in-size data, which is an ideal storage method for the
analytical results [35]. As opposed to it, non-relational databases provide ultra-high
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Table 7_ Performance Relational | Non-relational | Formatted files
comparison of storage database database
methods
Reliability High High High
Efficiency Medium High Medium
Extensibility | Low Medium High
Space Low Low Medium
Scenario Analytical | Timeseries Timeseries
results measurements | measurements

data manipulation efficiency and they are widely adopted to store real-time, large-
in-size PMU data [46]. Table 7 compares formatted files and databases on various
matrices.

Storage Scheme

The storage scheme defines how the data is stored across the information system.
Typically, there are mainly 3 storage schemes in contemporary WAMS. First, a
single machine scheme can provide the easiest and most direct way to store the
data. This scheme is usually adopted in a simple client—server paradigm. Its advan-
tage is simplicity since the administrator maintains only one machine. However, its
disadvantage it cannot reliably store the data and the failure of the machine can be
immediately unaffordable to power companies. Second, a multi-machine scheme
provides better reliability by storing the data in a simultaneous, fully redundant
manner. However, the scheme brings some other issues. First, the cost to set up
a multiple-machine data storage system can be big. Since each machine stores a
complete copy of data, it is expected to have advanced configurations to properly
handle the data. When the number of machines increases, the cost could be unafford-
able for users. Secondly, the fully redundant strategy may be unnecessary and could be
a waste of storage resources. Finally, a cluster scheme can more efficiently utilize the
storage resources. It utilizes a series of conventional computers, employing a partial
overlapping strategy to store massive-volume data. A single machine is referred to
as anode in the cluster and it only stores a small chunk of data. Furthermore, a chunk
of data is replicated by »n times and sent to n node when it is received from the PMU.
Figure 14 demonstrates the effectiveness of the cluster scheme. In Fig. 14, the input
stream is segmented as 4 data chunks (A, B, C, D) and each data chunk is replicated
by 3 times. As is seen, although Node #1 goes offline due to a hardware failure, other
nodes can still ensure the integrity of the input stream. The cluster scheme resolves
the issues brought by the naive multi-machine scheme and it is widely adopted in
many industries nowadays [36].
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Node #1 Node #2 Node #3 Node #4

Input Stream

Fig. 14 The cluster data storage scheme

2.3.2 Data Warehousing

A data warehouse is a system that provides functionalities including data reporting,
data analysis, and business intelligence. Data warehousing is an integral part of the
modern WAMS, and it serves as a fundamental component for monitoring, operation,
analysis, and compliance for various entities.

Data Reporting

A data reporting system receives a query request from a user and prepares the
requested data. A data reporting system is an important component in a WAII since
many operations in the control room are data-driven. In general, data reporting
in modern WAMSs can be categorized as online reporting and offline reporting.
Online reporting can support various real-time WAMS applications including moni-
toring, control, analytics, alarms, etc. To support such real-time WAMS applica-
tions, an online reporting system is required to have low latency, high availability,
and high resiliency, although its throughput can be small. Offline reporting supports
other analytical applications including post-event analysis, compliance determina-
tion, transmission planning, etc. As opposed to an online reporting system, an offline
reporting system is required to have a large throughput to efficiently query large-
volume data. However, there are usually low requirements for latency, availably or
resiliency.

In modern WAMS, data reporting systems are implemented via various schemes
to meet business requirements. An online data query usually requests a small amount
of data but the tolerance for latency is low. To meet this requirement, an online data
reporting system may utilize a random-access memory (RAM) to enable low-latency
data reporting. In this scenario, when the PDC receives the data, it writes the data into
a RAM-based cache instead of a read-only member (ROM). When an application
files a data query request for real-time measurement data, the data reporting system
fetches the requested data from the RAM and sends it out. On the other hand, an
offline data query usually involves large-volume, historical measuring data and there
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is usually a loose requirement for latency. In this scenario, the data reporting system
directs a data query request to the ROM, where the historical data archives reside.
Moreover, solid-state drives (SSD) can be used to replace the conventional hard
disk drive (HDD) to improve the query speed, although their cost for large-volume,
high-accuracy PMU data can be big [37].

2.3.3 Wide-Area Data Center Security
Network Access Control

Network access control plays an important role in securing information systems,
including WAMS. In WAMS, PMUs and some clients must communicate with the
control center through the public Internet, which raises the concern regarding security
and therefore shall be restricted. Least functionality, the separation of duties and
role-based access control (RBAC) [38, 39] shall be considered. For example, PMUs
shall have only access to PDC. And the IEEE 1686 standard [40] suggests that the
intelligent electronic devices shall be protected with ID/password pairs and have
the ability to provide RBAC. The control center LAN can be divided into 6 subnets
according to different duties they serve.

Critical applications subnet
Noncritical applications subnet
Data cache subnet

Real-time data subnet

Archive data subnet

Data concentration subnet

Figure 15 shows the connection between subnets. Because subnet 1 usually
consists of real-time control and protection applications, it shall be isolated from
the Internet and should be logically isolated from subnet 2: communication between
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subnet 1 and 2 should be blocked with few necessary exceptions. Subnet 1 and 2
can only access data via subnet 3, which improves both security and performance.
PMUs on the Internet only push data to subnet 6, then subnet 6 will forward data into
subnet 3 and 4 for short-term storage. For long-term storage, subnet 4 will forward
data to subnet 5.

For individual components in WAMS, the IEEE 1686 standard [40] suggests that
the intelligent electronic devices shall be protected with ID/password pairs and have
the ability to provide RBAC.

2.4 Advanced Topic for Information Infrastructure: False
Data Injection Attack

In the smart grid, the False Data Injection Attack (FDIA) is applicable to various
layers and structures. Generally, these FDIA occur at the physical layer, network
layer, and data center [41]. Particularly, the FDIA can manipulate the measurement
value without the need to modify the code program. By exploiting communication
protocol vulnerabilities or attacking server permissions, false data can directly replace
and disturb measurement value stored in the data center.

The FDIA has a wide range of impacts in the following two parts. The first is
economic impacts, such as energy theft, resulting in the electrical bill drop. The
FDIA attack could impact the topology of the smart grid. Under normal operating
conditions, the FDIA can cause erroneous control, leading to a significant loss. The
second is stability impacts. By injecting fake measurements, the power grid will
produce false responses, causing unstable conditions.

FDIA mainly implements attacks by tampering with data, so it is difficult to rule
out the attack using the device operating conditions or data delay. In addition, there are
many FDIA attack methods, including ramp attack, scale attack, noise attack, and
replacement attack, etc. To remedy this, two types of methods are used including
model-based and data-driven detection. In the model-based method, the real-time
measurements of the data center are used to model the static and dynamic system
parameters and configuration. For example, the Weighted Least Squares (WLS) is
utilized to find the system estimated states. However, the WLS is built based on
the assumption of stable power system state modeling. Thereafter, some dynamic
estimation methods such as distributed and extended Kalman filter, are used to simu-
late a non-linear system model, which can eventually estimate and detect FDIA at
a more accurate level. Some other estimation-free model-based methods have also
developed to detect the FDIA. The cooperative vulnerability factor and matrix separa-
tion are introduced according to the normal and anomalies power grid under FDIA.
Different from the model-based method, the data-driven method does not depend
on the model of the power system. Using the characteristics of measurement data,
these methods are mainly divided into machine learning and data mining algorithms.
Machine learning methods learn the characteristics of the data to determine whether
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the data has been attacked. For example, the Support Vector Machine (SVM) is one
of the most common FDIA detection methods. The normal and attacked data belong
to different hyperplanes in SVM so that FDIA can be distinguished. Not only that, the
artificial neural networks, K-nearest neighbor, decision tree and random forests can
also be used to detect abnormal behavior. However, these machine learning methods
have insufficient learning ability on the one hand, and limited ability to process huge
data on the other. To eliminate this defect, the deep learning methods such as the
Recurrent Neural Networks (RNN), Deep Belief Network (DBN) and Convolutional
Neural Network (CNN) provide new workarounds for FDIA detection [42]. Typi-
cally, they have better recognition ability and accuracy when facing different FDIA
attacks.

The prerequisite for using machine learning is that the difference in attack data
is known, namely, which type of FDIA attack method is already clear. The data
mining method provides another perspective to deal with the hidden patterns or
attributes of false data. Since it’s a kind of unsupervised method, it is not necessary
to know the label of the data in advance. For example, the Principal Component
Analysis (PCA) is used to detect the FDIA using the covariance of the different
measurement data. The rest methods include Hoeffding adaptive trees, non-nested
generalized exemplars, and common path mining. The data mining method has low
computational complexity, so they are especially suitable for big data detection in
the data center of WAMS.

3 Development of a Distribution-Level Wide-Area
Monitoring System-FNET/GridEye: Infrastructures
and Applications

3.1 Introduction

As an advanced technology, a WAMS measures critical electrical quantities,
providing the system operators an unprecedented way to monitor and control
the electric power systems to meet the challenge brought by low inertia power
systems. The PMU is the most important component in WAMS. The PMUs provide
high-resolution, high-accuracy, and time-synchronized phasor measurements, which
are generally known as synchrophasors. Based on the extraordinary ability of
synchrophasor technology, FNET/GridEye, the first distribution-level wide-area
phasor measurement system, is developed in 2003. FNET/GridEye is a frequency
monitoring network. The FNET/GridEye mainly adopts two types of low-cost and
high-accuracy PMU variants, frequency disturbance recorders (FDRs) and universal
grid analyzers (UGAs), which are referred as synchronized measurement devices
(SMDs), to collect power grid quantities including but not limited to frequency,
voltage magnitude, voltage phase angle, harmonics. During the past 17 years,
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FNET/GridEye has been helping utilities, balancing authorities (BAs), regional coor-
dinators (RCs), electric reliability organizations (EROs), and the U.S. federal govern-
ment on many critical aspects including situation awareness, operations, post-event
analysis, compliance, etc., and is widely acknowledged by the power industry.

3.2 FNET/GridEye Communication and Information
Infrastructures

FNET/GridEye is developed as a pilot wide-area phasor measurement system that
can cover the national or continental level power grid at a much lower cost before the
universal PMU installations can be achieved [43]. The SMDs transmit the collected
phasor measurements to two data centers located at the University of Tennessee,
Knoxville (UTK), and the Oak Ridge National Lab (ORNL). The FNET/GridEye
data center employs a multi-layer architecture, it is designed to receive, process,
utilize, and archive a large volume of phasor measurements in real-time [44]. The
structure of the FNET/GridEye data center is shown in Fig. 16. As shown in Fig. 16,
the FNET/GridEye data center consists of four fundamental layers: data collection
layer, real-time analysis layer, data storage layer, and non-real-time analysis layer.
In the data collection layer, the FDRs and UGAs collect the phasor measurements
data from the power system and compress the data as packages. Then, the FDRs and
UGAs send connecting signals to two PDCs through Ethernet via TCP/IP protocol.
Once connected, the compressed data package will be as data frames and send to
PDCs via standard PMU communication protocols (such as IEEE C37.118.2-2011).
For protecting the information security, the Firewall is also configured on the PDCs’
server. When the PDCs receive the data frames, the main PDCs will de-compress the
data and send it to the real-time analysis layer and data storage layer, where a data
cluster is deployed. The real-time analysis layer hosts various FNET/GridEye appli-
cations that utilize the field-collected synchrophasor measurement data to monitor the

{ Storage Layer | 3 Non Real-time Analysis Laver

Non Real-time Applications
1

|
™ '
.

Backup PDC ,
Real-time Applications l b i

UGA m
| Real-time Analysis Layer | Subscribers & Clients

| Collection Layer |

Fig. 16 The structure of the FNET/GridEye data center
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operational status of worldwide power grids. Frequency disturbance events including
inter-area oscillation, generator trip, and load disconnection, etc. will be detected
by the developed real-time application modules. Then the modules send disturbance
alerts to the subscribers and clients of FNET/GridEye for warning. On the other hand,
the data storage layer archives phasor measurement data streams from the main PDC
for offline applications in the non-real-time analysis layer. The non-real-time anal-
ysis layer runs an offline application to further investigate the archived data from the
real-time analysis layer and the data storage layer. With the increasing deployment of
SMDs, FNET/GridEye has evolved its data center towards reliability, availability, and
security. The multi-layer structure of the FNET/GridEye data center facilitates the
concentrating, processing, and archiving of a large volume of phasor measurements
to successfully meet the timeliness requirements of various applications.

3.3 FNET/GridEye Advanced Applications

3.3.1 Real-Time Visualizations for Situation Awareness

The purpose of the FNET/GridEye real-time visualizations is to provide control-
room situation awareness tools for industry consortium and cooperative partners. The
real-time visualizations query the real-time frequency and phase angle, which are
collected from high-resolution SMDs located across the North American continent
and the world [45]. Afterward, both data are processed by dedicated algorithms to
generate insightful visualizations. Figure 17a, b demonstrate some examples of the
real-time visualizations. In general, the FNET/GridEye real-time visualizations use
the FNET Vision [46], world-wide frequency table display, world-wide frequency
map, and U.S. relative angle contour map. In addition, some sample events are also
provided to all interested researchers for advancing studies.

3.3.2 Frequency Disturbance Detection

The FNET/GridEye system exploits the real-time frequency and phase angle
measurements to detect frequency disturbances [47, 48] and determine their loca-
tion [49] and magnitude [50]. To locate the source of a frequency disturbance,
FNET/GridEye exploits the time delay of arrival (TDOA) characteristics of phase
angle data, using a triangulation algorithm to estimate the source of a genera-
tion event from the first several PMUs. Furthermore, the estimated event source
is further aligned with the location of power plants and pump storage units to
help improve the accuracy of disturbance source estimation. Apart from the source
location, FNET/GridEye also employs an disturbance magnitude estimation algo-
rithm to determine the size of a generation event. When an event happens, the
primary frequency response will be activated to stabilize the frequency and, where
the frequency change is proportional to the disturbance magnitude. Accordingly,
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(a) Frequency visualization of a forced oscillation event

(b) Geological frequency map for world major power grids

Fig. 17 FNET/GridEye real-time visualizations

the magnitude can be calculated with FNET/GridEye frequency measurements.
Figure 18 shows an example of a generator trip event captured by the FNET/GridEye
system.
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Fig. 19 Event replay for forced oscillation 01/11/2019

3.3.3 Dynamic Event Replay

An important offline application of FNET/GridEye is to replay power system distur-
bance events. Taking the forced oscillation event on January 11, 2019 as an example.
An oscillation with 0.25 Hz dominant frequency happened in Tampa, Florida area due
to a steam turbine control failure, which lasted for 18 min and caused a unit being
removed from service by the plant operator. After such an event, FNET/GridEye
utilized high-resolution frequency data to generate a video replay to help operators
and regulators to investigate the causes and effects of the event, then take actions
to avoid similar events thereafter. Figure 19 demonstrates the propagation of the
electromechanical wave at the start of the event. As seen, the oscillatory energy
evolves from FRCC, then travels to the test of the grid. The event replay function of
the FNET/GridEye was also used for the post-event analysis of many other similar
events with their replay videos posted on the project website [51] and the YouTube
channel [52].

3.3.4 Model-Less Forced Oscillation Source Location

Low frequency forced oscillation is one of the major threats to the security and
stability of power systems. Major state-of-the-art forced oscillation source location
methods require a known model to locate the source of the forced oscillation [53,
54]. With highly accurate synchrophasor collected from the field, FNET/GridEye
employs a data-driven approach to achieve model-less source location for forced
oscillation events [55]. Figure 20 demonstrates the observation-time maps of two
forced oscillation events. In Fig. 20, regions that are colored with shorter-wavelength
colors (purple, blue, etc.) are closer to the oscillatory source, while other regions that
are colored with longer-wavelength colors (red, orange, etc.) are farther from the
oscillatory source. Finally, an FFT-based algorithm utilizes two-cycle measurements
to locate the oscillatory source, which makes it robust to the change of dominant
frequency. As Fig. 20 indicates, the FFT-based algorithm successfully locates the
oscillatory sources for two events.
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4 source source
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01/11/2019, at Tampa, FL ISO-NE, Boston, MA

Fig. 20 Model-less ultra-wide-area forced oscillation source location

3.3.5 Load Control

Since PMUs can provide accurate frequency measurement in real-time and communi-
cate with the control center, they can be used to help use distribution-level resources to
improve system reliability. Figure 21a shows the framework of using local frequency
measurement to control loads at the distribution level for frequency regulation. A
mobile-device-PMU (MDPMU) is connected to the Energy Management Circuit
Breaker (EMCB) to selectively trip load when the system frequency is low [56].
The location and amount of load to be tripped is determined in a centralized manner
based on the offered price of load response and current generation-load imbalance
calculated using the ROCOF value. Figure 21b shows the simulation result of the
frequency control performance using FNET/GridEye sensors for distribution load
response in a fictitious ERCOT system. It is seen the frequency crosses the under-
frequency load shedding (UFLS) at 59.3 Hz when no load control is involved. Other
frequency curves are the system frequencies with distribution-level load response
using MDPMUs with different data reporting rates.
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Fig. 21 (a) Distribution load response using (b) Frequency responses of ERCOT
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3.4 Summary

This chapter first goes through a section of wide-area communication topics
including communication protocol, method, schemes/architecture. For the wide-
area communication, major wide-area communication protocols including IEEE
C37.118, IEC61850-90-5, and STTP are explained and compared. Then, communi-
cation methods including power line, optical fiber, cellular, microwave, etc. are intro-
duced and compared. Last but not the least, two types of communication schemes
are demonstrated. Advanced topics including data compression and cybersecurity are
also introduced and some potential applications are envisioned. Then, this chapter
introduces some basics on the information infrastructure topics including data center
paradigm, data center management, and data center security. This section first illus-
trates different data center paradigms and how various paradigms work together.
Then, it introduces important data center management topics including data storage
and warehousing. Different data storage schemes and data reporting schemes are
explained and compared. Finally, security issues including the implementation of
firewall and subdomains, and how they ensure the security of a WAMS data center
are introduced. An advanced topic on false data injection attack (FDIA) is introduced
and some effective methods to address FDIA are discussed. Lastly, the authors share
their experience on the communication and information infrastructures using the
distribution-level wide-area monitoring system, FNET/GridEye as an example. It
introduces some key technologies that ensure the efficiency and reliability of such a
WAMS. Various applications are demonstrated to illustrate the effectiveness of the
FNET/GridEye system.

In modern WAMS, the actual communication and information infrastructures can
be heterogeneous and rather complex due to the increasing integration of distributed
energy resources [57, 58], the adoption of microgrid [59], etc. In fact, blended wide-
area systems bring many new challenges in terms of compatibility, transparency,
efficiency, security, etc. Some efforts have been made to establish ultra-wide-area
communication and information infrastructures to promote interconnection-wise effi-
cient, secure data communications [60, 61]. WAMS has several vital applications in
smart grids to improve its operation, control, stability, and security [62—-67]. However,
the ever-growing WAMS demand continuous innovation in the communication and
information infrastructures to support the need for the next five or ten years.
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